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Abstract. For a Hermitian holomorphic vector bundle over a Hermitian manifold, we
consider the Dolbeault Laplacian with ∂-Neumann boundary conditions, which is a self-
adjoint operator on the space of square-integrable differential forms with values in the given
holomorphic bundle. We argue that some known results on the spectral properties of this
operator on pseudoconvex domains in Cn continue to hold on Kähler manifolds satisfying
certain bounded geometry assumptions. In particular, we will consider the Dolbeault complex
for forms with values in a line bundle, where known results from magnetic Schrödinger
operator theory can be applied.
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1. Introduction and overview of results
Let X be a complex manifold, and suppose that M ⊆ X is the closure of a smoothly
bounded open subset M◦ of X, with (possibly empty) boundary ∂M . Let E → M be a
holomorphic vector bundle, meaning that E is defined in some open neighborhood of M and
holomorphic on this neighborhood. For 0 ≤ p ≤ n, the Dolbeault complex
0→ Ωp,0(M,E) ∂E−−→ Ωp,1(M,E) ∂E−−→ · · · ∂E−−→ Ωp,n(M,E)→ 0, (1.1)
with Ωp,q(M,E) the space of smoothE-valued (p, q)-forms, generalizes the Wirtinger derivative
d
dz from single variable complex analysis. Choosing Hermitian metrics on X and on E gives,
in the spirit of Hodge theory, rise to the corresponding Dolbeault Laplacian ∂E∂E,† + ∂E,†∂E ,
with ∂E,† denoting the formal adjoint. The Dolbeault Laplacian with ∂-Neumann boundary
conditions is the self-adjoint operator
E := ∂Ew∂E,∗w + ∂E,∗w ∂Ew
This work was supported by the Austrian Science Fund (FWF): P28154.
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2 FRANZ BERGER
on L2•,•(M,E), where ∂Ew is the weak extension of ∂E , see section 2.2, and ∂E,∗w is the Hilbert
space adjoint of ∂Ew . The associated boundary value problem is the so-called ∂E-Neumann
problem. Some more information on E is provided in section 4.2. If we just consider C-valued
forms (i.e., E is the trivial line bundle), then we omit the superscript E and simply write .
We shall always assume that M is complete for the chosen metric, because then the operators
of interest will have cores consisting of smooth sections with compact support, see section 2.3.
The ∂-Neumann problem is an important tool in the theory of several complex variables.
Its solution is used in arguments requiring the construction of holomorphic functions (or, more
generally, sections of E) with prescribed properties. In addition, there are spectral geometry
type results for E , at least in the case of some domains in Cn, which deduce geometric
properties of the (boundary of) the domain in terms of the spectrum of the Laplacian, see [Fu08].
For extensive surveys of the ∂-Neumann problem, with a focus on bounded pseudoconvex
domains in Cn, see [CS01; Str10].
The goal of this article is to establish generalizations of a few facts concerning the discrete-
ness of spectrum for E that were previously known in the setting of pseudoconvex domains in
Cn or in the “weighted” ∂-Neumann problem on Cn, with plurisubharmonic weight function.
“Percolation” of bounds on the essential spectrum. One of the results of this paper is
that, under certain pseudoconvexity assumptions on ∂M and positivity of curvature require-
ments, the discreteness of spectrum of E “percolates” up the Dolbeault complex, in the sense
that if Ep,q has discrete spectrum, then the same holds true for Ep,q+1. This property is well-
known in the case of a bounded pseudoconvex domain M in Cn, see [Fu08, Proposition 2.2]
or [Str10, Proposition 4.5]. Moreover, this holds also for the “weighted” ∂-problem on Cn,
and where the weight is plurisubharmonic, see [Has14]. Here, by the “weighted” problem, we
mean choosing E to be the trivial line bundle on Cn, but with nontrivial Hermitian metric, so
that there is ϕ : Cn → R such that the L2 norm becomes ‖f‖2 = ´Cn |f(z)|2 e−ϕ(z)dλ(z) after
identifying sections of E with functions. Here, λ is Lebesgue measure. For a general vector
bundle, the condition of ϕ being plurisubharmonic will have to be replaced by a curvature
condition.
For domains in Cn, the proofs of the above rely on the fact that, if {wj}nj=1 is a constant
orthonormal frame field for T 0,1M , then the isometry L2p,q(M,E) → L2p,q−1(M,E)⊕n given
by u 7→ 1√q (inswj (u))nj=1 satisfies
∑n
j=1Q
E
p,q−1(inswj (u), inswj (u)) ≤ CQEp,q(u, u), assuming
the previously mentioned pseudoconvexity and curvature assumptions hold. Here, QE is the
quadratic form associated to E , and inswj is the insertion operator on (differential) forms.
If M is a Hermitian manifold, we do not have global frames for T 0,1M available, so we have
to use local frames and patch the results together. Moreover, the derivatives of the frame
elements will have to be controlled. This patching procedure works if X is of 1-bounded
geometry (to be discussed in appendix A), and we have the following result:
Theorem A. Let X be Kähler and of 1-bounded geometry, suppose M is q-Levi pseudo-
convex, and assume that E → M is q-Nakano lower semibounded. Then inf σe(Ep,q−1) ≤
2 inf σe(Ep,q) + C, with C ≥ 0 depending on p, q, n, and on the geometries of M and E. In
particular, if Ep,q−1 has discrete spectrum, then so does Ep,q.
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The notion of q-Levi pseudoconvexity will be discussed in section 4, and a Hermitian
holomorphic vector bundle E → M is called q-Nakano lower semibounded (with q ≥ 1) if
there is c ∈ R such that
n∑
j,k=1
〈RE(wj , wk) inswj (u), inswk(u)〉 ≥ c|u|2 (1.2)
holds for all u ∈ Λ0,qT ∗xM ⊗ Ex and all x ∈M , and where RE is the curvature of the Chern
connection on E. Note that if (1.2) holds on Λ0,qT ∗M⊗E, then it is also true on Λp,qT ∗M⊗E
for 0 ≤ p ≤ n. The largest possible constant c in (1.2) is denoted by Nakq(E). It is easy
to see that E is 1-Nakano lower semibounded with Nak1(E) ≥ 0 if and only it is Nakano
semipositive in the sense of [Nak55]: for every x ∈M , we have∑
j,k,α,β
〈
RE
(
∂
∂zj
, ∂∂zk
)
eα, eβ
〉
uj,αuk,β ≥ 0 (1.3)
for all u = ∑j,α uj,α ∂∂zj ⊗ eα ∈ T 1,0x M ⊗ Ex, where (z1, . . . , zn) are holomorphic coordinates
of M around x and {eα}α is an orthonormal basis of Ex. The weaker condition of Griffiths
semipositivity requires RE to satisfy (1.3) only on simple tensors, i.e., for u of the form ∂∂zj ⊗e.
For more examples and properties of (Nakano or Griffiths) positive vector bundles, we refer
to textbooks on complex geometry, for instance [Dem12; Ohs15].
IfM is a complete Hermitian manifold (without boundary, soX = M in the above notation),
then L2 Serre duality (see [CS12] for a detailed account) says that the Hodge star operator
?E : Λ•,•T ∗M ⊗ E → Λn−•,n−•T ∗M ⊗ E∗,
defined by 〈u, v〉 volg = u ∧ev ?Ev, satisfies ?E ◦E = E∗ ◦ ?E . Using this, one immediately
obtains a result similar to Theorem A:
Corollary B. Let M be a Kähler manifold of 1-bounded geometry, and let E → M be a
Hermitian holomorphic vector bundle such that E∗ is (n− q)-Nakano lower semibounded. If
Ep,q+1 has discrete spectrum, then so does Ep,q.
Proof. By L2 Serre duality and our assumption, E∗n−p,n−q−1 has discrete spectrum. From
Theorem A, it follows that E∗n−p,n−q also has discrete spectrum, and another application of
duality implies that Ep,q also has this property. 
We would like to remark that it was shown in [ÇŞ14] that for pseudoconvex domains in Cn,
the compactness of the minimal solution operators to the ∂-equation also percolates up the
Dolbeault complex, a property which is formally weaker than the corresponding statement
for p,•.
Generalized Schrödinger operators on line bundles. Let (M, g) be a (oriented) Rie-
mannian manifold, and let E →M be a Hermitian vector bundle. Then every connection ∇
on E and section V ∈ Γ(M,End(E)) defines an elliptic differential operator
H∇,V := ∇†∇+ V : Γ(M,E)→ Γ(M,E), (1.4)
called a generalized Schrödinger operator. This is an operator of Laplace type and, conversely,
any formally self-adjoint Laplace type operator is of this form, see [Gil08, Lemma 2.1]. In
case E is a line bundle, ∇ is a metric connection, and V is self-adjoint, operators of the form
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H∇V are sometimes called magnetic Schrödinger operators as they generalize the quantum
Hamiltonian of a charged particle moving through an electromagnetic field.
We show that the appropriate generalization of a theorem of Iwatsuka [Iwa86, Theorem 5.2]
continues to hold for Schrödinger operators acting on the sections of (possibly nontrivial) line
bundles over manifolds of 1-bounded geometry:
Theorem C. Let L → M be a Hermitian line bundle over a Riemannian manifold of 1-
bounded geometry, and let H∇,V := ∇†∇ + V be a generalized Schrödinger operator for a
metric connection ∇ and self-adjoint morphism V : L → L. Assume that H∇,V has a lower
semibounded self-adjoint extension with discrete spectrum. Then
lim
x→∞
ˆ
B(x,r)
(|R∇|2 + |V |) dµg =∞
for all r > 0, where R∇ is the curvature of ∇.
Remark 1.1. On Rn, it is possible to characterize the discreteness of spectrum of operators of
the form −∆ +V (i.e., Schrödinger operators without magnetic field) by considering integrals
of |V | over sets which go to infinity, similarly to Theorem C. This is done in [Mol53], and uses
the concept of Wiener capacity of compact subsets of Rn. There has also been progress to
extend this to magnetic Schrödinger operators, see [KMS04; KMS09], but while some of those
results are available on manifolds of bounded geometry, it is not clear what their geometric
interpretation is, or if they can be generalized to the case of nontrivial line bundles. ♦
Theorem C can be applied to the Dolbeault Laplacian on complete Kähler manifolds (again
with some bounded geometry assumptions) on top (or bottom) degree forms with values in a
Hermitian holomorphic line bundle, and we have the following result:
Corollary D. Let L→M be a Hermitian holomorphic line bundle over a Kähler manifold
of 1-bounded geometry, and let p ∈ {0, n}. Assume that one of the following conditions is
satisfied:
(i) Lp,0 has discrete spectrum.
(ii) Lp,n has discrete spectrum.
(iii) For some 1 ≤ q ≤ n− 1, L is (q + 1)-Nakano lower semibounded and Lp,q has discrete
spectrum.
(iv) For some 1 ≤ q ≤ n − 1, L∗ is (n − q + 1)-Nakano lower semibounded and Lp,q has
discrete spectrum.
Then
lim
x→∞
ˆ
B(x,r)
|RL|2 dµg =∞ (1.5)
for all r > 0.
Note that, as is the case for (Nakano) positivity of line bundles, the Nakano lower semi-
boundedness on L∗ in Corollary D corresponds to Nakano upper semiboundedness on L.
If M = C1 and L is the trivial line bundle with metric given by a weight ϕ : C → R,
and if ϕ is subharmonic and such that ∆ϕ defines a doubling measure, then the condition´
B(x,1) |RL| dµg ≈
´
B(x,1) ∆ϕdµg → ∞ as x → ∞ is known from [MO09] (or already [HH07,
The ∂-Neumann problem on manifolds of bounded geometry 5
Theorem 2.3], with slightly stronger assumptions) to be both necessary and sufficient for the
discreteness of spectrum of L0,1. A version of Corollary D for the case M = Cn appeared as
joint work of the author with Friedrich Haslinger in [BH17, Theorem 4.1].
Structure of the article. In sections 2 and 3, we will develop some of the needed prerequisites
on the essential spectrum of self-adjoint extensions of elliptic differential operators. While the
results therein are not fundamentally new, we believe that the presented generality merit their
inclusion into this manuscript. Section 4 provides the necessary concepts from complex and
Hermitian geometry, with a focus on Weitzenböck type formulas for the Dolbeault Laplacian
which are needed in the proofs of Theorem A and Corollary D. Finally, sections 5 and 6
contain the proofs of the main results, and appendix A provides background material on
Riemannian manifolds of bounded geometry.
Acknowledgments. The results of this article are part of the author’s doctoral research under
the supervision of Prof. Friedrich Haslinger. The author wishes to thank Prof. Haslinger for
the many discussions on the subjects connected to this research, and Prof. Siqi Fu for pointing
out that the constants appearing in (the proof of) Theorem A can be enhanced by replacing
an inequality employed in a previous version of this manuscript with the IMS localization
formula (2.3).
2. Preliminaries on (extensions of) differential operators
Let M be a smooth manifold (always assumed to be second countable and, for simplicity,
oriented), possibly with (smooth) boundary ∂M , and let E → M and F → M be smooth
vector bundles. For simplicity, we will always assume M to be oriented. We denote by
Γ(M,E), Γc(M,E), and Γcc(M,E) the spaces of smooth sections of E, of smooth sections of
E with compact support, and of smooth sections with compact support in the interior M◦ of
M , respectively. Similarly, we have the function spaces C∞(M), C∞c (M), and C∞cc (M).
Let D : Γ(M,E)→ Γ(M,F ) be a (linear) differential operator, i.e., a linear map that does
not increase the support of sections. For a cotangent vector γ ∈ T ∗xM , the principal symbol of
D at γ is denoted by Symb(D)(x, γ) : Ex → Fx, see for instance [Pal65, chapter IV], and D
is called elliptic if Symb(D)(x, γ) is a linear isomorphism for all x ∈ M and γ ∈ T ∗xM \ {0}.
Suppose that M is equipped with a Riemannian metric g, and that E and F carry Hermitian
metrics, denoted by 〈_,_〉. We then have the space L2(M,E), which is the Hilbert space
completion of Γcc(M,E) with respect to
⟪s, t⟫ := ˆ
M
〈s, t〉 dµg. (2.1)
In (2.1), µg is the measure onM induced by the metric and the orientation. The formal adjoint
to D is the differential operator D† : Γ(M,F )→ Γ(M,E) characterized by ⟪Ds, t⟫ = ⟪s,D†t⟫
for all s ∈ Γcc(M,E) and t ∈ Γc(M,F ). We use the sign convention for the principal symbol
that makes Symb(D†)(x, γ) = (−1)k Symb(D)(x, γ)∗, with k the order of D.
A differential operator D : Γ(M,E)→ Γ(M,E) on a Riemannian manifold is said to be of
Laplace type if Symb(D)(x, γ) = −|γ|2 idEx for all x ∈ M and γ ∈ T ∗xM , and of Dirac type
if D2 is of Laplace type. Dirac type operators acting on the sections of E are in one-to-one
correspondence with Clifford module structures on E, i.e., morphisms c : T ∗M ⊗E → E with
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c(γ)c(β) + c(β)c(γ) = −2〈γ, β〉 idE , where we write c(γ) := c(γ ⊗ _). A tuple (E,M, c,∇)
with E → M a Hermitian vector bundle over a Riemannian manifold, c a Clifford module
structure on E, and ∇ a metric connection, is called a Dirac bundle in the sense of [LM89]
if ∇c = 0 and c(γ,_) is skew-Hermitian for all γ ∈ T ∗M . The associated Dirac operator
D := c ◦ ∇ is then formally self-adjoint.
Given a connection ∇ : Γ(M,E) → Ω1(M,E) on E, we denote by d∇ : Ω•(M,E) →
Ω•+1(M,E) the exterior covariant derivative associated to ∇, which satisfies d∇s = ∇s
for s ∈ Γ(M,E) and
d∇(α ∧ u) = dα ∧ u+ (−1)kα ∧ d∇u (2.2)
for α ∈ Ωk(M) and u ∈ Ω(M,E). Choosing a torsion free connection on TM , this is d∇ = ε ◦∇˜,
with ε the exterior multiplication map, and ∇˜ the connection induced on ΛT ∗M ⊗ E, see
[Lee09, Theorem 12.56]. The curvature of ∇ then satisfies R∇∧evu = d∇d∇u for u ∈ Ω(M,E),
where the wedge product is combined with the evaluation map End(E)⊗ E → E. If M is a
complex manifold, then d∇1,0 denotes the (1, 0)-part of d∇, defined as Πp+1,q ◦d∇ on Ωp,q(M,E),
with Πp+1,q the projection onto Λp+1,qT ∗M ⊗ E. Similarly, the (0, 1)-part d∇0,1 is defined. If
E is Hermitian, then the Chern connection on E is the unique metric connection ∇ with
d∇0,1 = ∂E , see for instance [Wel08, Theorem 2.1].
2.1. The IMS localization formula. Let E →M be a Hermitian vector bundle over a Rie-
mannian manifold. For a formally self-adjoint second order differential operatorH : Γ(M,E)→
Γ(M,E), the IMS localization formula1 reads
⟪Hs, s⟫ = ∞∑
k=1
(⟪H(ϕks), ϕks⟫+ ⟪Symb(H)(dϕk)s, s⟫) (2.3)
for s ∈ Γcc(M,E) and ϕk ∈ C∞c (M, [0, 1]) having the property that (ϕ2k)∞k=1 is a partition of
unity for M . It is easily obtained by invoking the definition of the principal symbol of H,
namely
Symb(H)(dϕk)s =
1
2
[
[H,ϕk], ϕk
]
s = 12
(
H(ϕ2ks) + ϕ2kHs
)− ϕkH(ϕks),
then integrating and summing over k. A similar localization formula holds for first order
operators D : Γ(M,E)→ Γ(M,F ): If s ∈ Γc(M,E), then
‖Ds‖2 =
∞∑
k=1
Re⟪Ds,D(ϕ2ks)⟫
=
∞∑
k=1
Re⟪ϕkDs,D(ϕks) + Symb(D)(dϕk)s⟫
=
∞∑
k=1
Re⟪D(ϕks)− Symb(D)(dϕk)s,D(ϕks) + Symb(D)(dϕk)s⟫
=
∞∑
k=1
(‖D(ϕks)‖2 − ‖ Symb(D)(dϕk)s‖2). (2.4)
1 Usually, this terminology is only applied to formula (2.3) for H a Laplace type operator, see [Cyc+87,
Theorem 3.2], in which case Symb(D)(dϕk)s = −|dϕk|2s. According to [Cyc+87], the acronym stands for
Ismagilov [Ism61], Morgan [Mor79], Morgan–Simon [MS80], and I.M. Sigal [Sig82].
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2.2. Strong and weak extensions of differential operators. If D : Γ(M,E)→ Γ(M,F )
is a differential operator, then it makes sense to ask whether the linear map
Dcc := D|Γcc(M,E) : Γcc(M,E)→ L2(M,F )
extends to a closed operator from L2(M,E) to L2(M,F ). Let D∗cc denote the Hilbert space
adjoint of Dcc. The definition of D† implies that (D†)cc ⊆ D∗cc, meaning Graph((D†)cc) ⊆
Graph(D∗cc), hence Dcc is closable since its adjoint is densely defined. To save on notational
clutter, we shall say that a linear operatorA : dom(A) ⊆ L2(M,E)→ L2(M,F ) is an extension
of D (or “A extends D”) if Dcc ⊆ A, and a closed extension of D if, in addition, A is closed.
Definition 2.1. The strong extension (or minimal closed extension) of D, denoted by Ds, is
the closure of Dcc : Γcc(M,E) ⊆ L2(M,E)→ L2(M,F ), and the weak extension (or maximal
closed extension) of D is Dw := (D†)∗cc.
Since Dcc = (D††)cc ⊆ (D†)∗cc, the operator Dw really is an extension of D. Both the strong
and weak extensions of D are closed, and hence Ds ⊆ Dw. It holds that Dw = ((D†)s)∗, since
a densely defined operator and its closure have the same adjoint. This immediately implies
(D†)w = (Ds)∗ and (D†)s = (Dw)∗. (2.5)
By the definition of the formal adjoint of D†, we have ⟪(D†)cct, s⟫ = ⟪t,Ds⟫ for t ∈ Γcc(M,F )
and s ∈ Γc(M,E), thus Γc(M,E) ⊆ dom((D†)∗cc) = dom(Dw) and Dw|Γc(M,E) = D|Γc(M,E).
In particular, every extension A of D with A ⊆ Dw satisfies
A|dom(A)∩Γc(M,E) = D|dom(A)∩Γc(M,E). (2.6)
As its name suggests, the weak extension admits a description in terms of the distributional
action of D: It is easy to see that
dom(Dw) =
{
s ∈ L2(M,E) : Ds ∈ L2(M,F ) in the sense of distributions}
and Dws = Ds for s ∈ dom(Dw), where Ds is the distributional derivative.
Remark 2.2. It is clear that Ds is the smallest extension of Dcc to a closed operator from
L2(M,E) to L2(M,F ). The weak extension Dw is maximal in the sense that it is the largest
extension of D whose adjoint extends D†, i.e., contains Γcc(M,F ) in its domain, see [GL02].
If A is a symmetric extension of a (necessarily formally self-adjoint) differential operator
D : Γ(M,E) → Γ(M,E), then Dcc ⊆ A ⊆ A∗, so Γcc(M,E) ⊆ dom(A) ⊆ dom(A∗). Thus,
A is a restriction of Dw. This comes as no surprise, since Dw = (D†)w = (Ds)∗ = D∗cc and
all symmetric extensions of a symmetric operator on a Hilbert space are restrictions of its
adjoint. ♦
An application of the usual interior regularity estimates for elliptic operators (see [Tay11a,
Theorem 5.11.1]) is the following statement about the regularity of sections in the domain
of the weak extension of an elliptic operator, a proof of which can be found, for instance, in
[Bei17, Proposition 2.1]:
Lemma 2.3. Let D : Γ(M,E) → Γ(M,F ) be a kth order elliptic differential operator, and
suppose A is an extension of D with Ds ⊆ A ⊆ Dw. 2 Then dom(A) ⊆ Hkloc(M,E), and if A
is closed, then it has a core consisting of sections which are smooth on M◦.
2In particular, this is true for self-adjoint A, see Remark 2.2.
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Lemma 2.4. Let D : Γ(M,E)→ Γ(M,F ) be an elliptic differential operator and ϕ ∈ C∞cc (M).
Then the operator of multiplication by ϕ maps dom(Dw) to dom(Ds).
For first order operators that are not necessary elliptic, Lemma 2.4 can be found in [GL02].
This is basically Friedrich’s lemma. The present version for elliptic operators of higher order
makes use of the elliptic estimates:
Proof of Lemma 2.4. By Lemma 2.3, Dw has a core consisting of sections which are smooth
on M◦. Let s ∈ dom(Dw), and choose sk ∈ Γ(M◦, E) ∩ dom(Dw) with sk → s in dom(Dw).
Then ϕsk ∈ Γcc(M,E) ⊆ dom(Ds) and ϕsk → ϕs in L2(M,E). Moreover,
‖Ds(ϕsk)−Ds(ϕsj)‖ ≤ ‖ϕ(Dsk −Dsj)‖+ ‖[D,ϕ](sk − sj)‖.
Choose relatively compact open subsets U ⊂⊂ V ⊆ M◦ such that supp(ϕ) ⊆ U . If d is the
order of D, then [D,ϕ] has order d − 1 and vanishes outside of supp(ϕ), hence there is a
constant C > 0 such that ‖[D,ϕ]u‖ ≤ C‖u‖Hd−1(U,E) for all u ∈ Γcc(U,E). By the elliptic
estimates, we therefore have
‖Ds(ϕsk)−Ds(ϕsj)‖ ≤ ‖ϕ‖L∞‖Dsk −Dsj‖+ C˜
(‖Dsk −Dsj‖+ ‖sk − sj‖)
for some constant C˜ > 0 and all j, k ≥ 1. We conclude that (ϕsk)k∈N is Cauchy in dom(Ds),
hence convergent, and the limit must agree with ϕs by the convergence in L2(M,E). 
2.3. Density of sections with compact support. In this section, we want to study
whether sections with compact support are dense in dom(A) for the graph norm s 7→
(‖s‖2 + ‖As‖2)1/2, with A a closed extension of a differential operator. Put differently: does
A have a core consisting of sections with compact support? The results will be for first order
differential operators.
By a complete Riemannian manifold (M, g) we mean a connected manifold M , possibly
with boundary, together with Riemannian metric g such that the Riemannian distance dg
turns M into a complete metric space. A generalization of the theorem of Hopf–Rinow says
that (M,dg) is complete if and only if its compact subsets are exactly the closed and bounded
ones, see [Gro99, p. 9]. The following Lemma is a standard characterization of complete
Riemannian manifolds, and is also true for manifolds with boundary. It can easily be proved
by adapting the arguments from [Dem02, Lemma 12.1].
Lemma 2.5. Let (M, g) be a connected Riemannian manifold, possibly with boundary. Then
(M, g) is complete if and only if there is a sequence (χk)k∈N of functions in C∞c (M, [0, 1]) with
(χk+1)|supp(χk) = 1 and |dχk| ≤ 2−k for all k ∈ N, and such that (supp(χk))k∈N is a compact
exhaustion of M .
The central condition on A will be the validity of the following Leibniz rule. For s ∈
Γcc(M,E), the equation (2.7) is just the definition of the principal symbol of D.
Definition 2.6. Let D : Γ(M,E) → Γ(M,F ) be a first order differential operator. We say
that an extension A of D satisfies the Leibniz rule (with respect to C∞c (M)) if fs ∈ dom(A)
and
A(fs) = fAs+ Symb(D)(df)s (2.7)
for all s ∈ dom(A) and f ∈ C∞c (M). (Note that the support of f may intersect the boundary.)
The ∂-Neumann problem on manifolds of bounded geometry 9
Theorem 2.7. Let A be a closed extension of a first order differential operator D satisfying
the Leibniz rule (2.7). Suppose that (M, g) is complete and that the principal symbol of D
satisfies
|Symb(D)(γ)| ≤ C|γ| (2.8)
for some constant C > 0 and all γ ∈ T ∗M . If W ⊆ dom(A) is a core for A, then {ϕs : ϕ ∈
C∞c (M), s ∈ W} is also a core for A. In particular, the compactly supported elements are
dense in dom(A).
Proof. We slightly modify the proof of [BB12, Theorem 3.3], where the statement is shown
for Dw, cf., Corollary 2.11 below. Let s ∈ dom(A). Since W is a core for A, we find sk ∈W
with sk → s in dom(A). By the completeness of (M, g), there exists a sequence (χk)k∈N
of functions in C∞c (M, [0, 1]) with (χk+1)|supp(χk) = 1, and |dχk| ≤ 2−k for all k ∈ N, see
Lemma 2.5. Then χksk has compact support and is an element of dom(A) by assumption. By
the dominated convergence theorem, ‖χks − s‖ → 0 and ‖χkAs − As‖ → 0. It follows that
χksk → s in L2(M,E), and
‖A(χksk)−As‖
≤ ‖A(χksk)−A(χks)‖+ ‖A(χks)−As)‖
≤ ‖χkA(sk − s)‖+ ‖Symb(D)(dχk)(sk − s)‖+ ‖χkAs−As‖+ ‖ Symb(D)(dχk)s‖
≤ ‖Ask −As‖+ C2k ‖sk − s‖+ ‖χkAs−As‖+
C
2k ‖s‖
also converges to zero as k →∞. Therefore, χksk → s in dom(A), so {ϕs : ϕ ∈ C∞c (M), s ∈
W} ⊆ {s ∈ dom(A) : supp(s) compact} is a core for A. 
Remark 2.8. A more sophisticated condition is given in [BB12, Theorem 1.2]: if M is a
connected Riemannian manifold which admits a complete Riemannian metric h such that
|Symb(D)(γ)| ≤ C(distdh(x, ∂M))|γ|h
for all x ∈ M and γ ∈ T ∗xM , with C : [0,∞)→ R a positive, continuous, and monotonically
increasing function satisfying
´∞
0
1
C(r) dr =∞, then compactly supported elements of dom(Dw)
are a core for Dw. After a conformal change of metric, this case is reduced to (2.8). ♦
Example 2.9. If D is a formally self-adjoint differential operator of Dirac type, then
|Symb(D)(γ)|2 = |Symb(D)(γ)∗ Symb(D)(γ)| = |Symb(D2)(γ)| = |γ|2
for all γ ∈ T ∗M , hence (2.8) is satisfied. ♦
Of course, the value of Theorem 2.7 depends on the number of extensions of D for which
the Leibniz rule can be established. The next Proposition gives us something to work with:
Proposition 2.10. Let A be an extension of a first order differential operators D with Dcc ⊆
A ⊆ Dw and satisfying the Leibniz rule (2.7). Then its closure A satisfies the Leibniz rule,
and the extension A∗ of D† also has this property, i.e., fs ∈ dom(A∗) and
A∗(fs) = fA∗s+ Symb(D†)(df)s
for all s ∈ dom(A∗) and f ∈ C∞c (M).
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Proof. Let s ∈ dom(A∗), f ∈ C∞c (M,R), and t ∈ dom(A). Then ft ∈ dom(A) and A(ft) =
fAt+ Symb(D)(df)t by assumption, and
⟪fs,At⟫ = ⟪s, fAt⟫ = ⟪s,A(ft)− Symb(D)(df)t⟫ =
= ⟪A∗s, ft⟫+ ⟪Symb(D†)(df)s, t⟫ = ⟪fA∗s+ Symb(D†)(df)s, t⟫.
This implies fs ∈ dom(A∗) and A∗(fs) = fA∗s+ Symb(D†)(df)s. The closure of A is given
by A = A∗∗, so the claim for A follows immediately. 
Corollary 2.11. Let D be a first order differential operator. Then Ds and Dw satisfy the
Leibniz rule (2.7).
Proof. Clearly, Dcc and (D†)cc both satisfy the Leibniz rule, so Proposition 2.10 implies that
Ds = Dcc and Dw = ((D†)cc)∗ also have this property. 
Remark 2.12. The proof of Proposition 2.10 also works if we replace C∞c (M) by the space
of bounded smooth functions f : M → R such that x 7→ | Symb(D)(x, df(x))| is bounded on
M . If D satisfies the symbol bound (2.8), then bounded smooth Lipschitz functions have this
property. In particular, Dw and Ds satisfy the Leibniz rule with respect to these functions. ♦
Example 2.13. Let (E•, d) be an elliptic complex of first order differential operators, i.e.,
the associated symbol sequence is exact, meaning img(Symb(di)(γ)) = ker(Symb(di+1)(γ))
for all nonzero γ ∈ T ∗M , see for instance [Tay11b]. The operator dw + d∗w = dw + (d†)s
is a self-adjoint extension of d + d†, see the arguments in [GMM11, Proposition 2.3], with
domain dom(dw) ∩ dom(d∗w) = dom(dw) ∩ dom((d†)s). It is easy to see that the differential
operator d + d† is also of first order, with Symb(d+ d†) = Symb(d) + Symb(d†). Together
with Corollary 2.11, this immediately gives that dw + d∗w satisfies the Leibniz rule. Similarly,
one shows that this is also true for ds + d∗s. ♦
3. The essential spectrum of self-adjoint elliptic differential operators
In this section we consider (nonnegative) self-adjoint extensions A of general elliptic differ-
ential operators on a Riemannian manifold M , possibly having a boundary. Section 3.1 will
first set up the notation used throughout this section, the highlight of which is the decom-
position principle, which states that one can restrict A to complements of compact subsets
of M◦ without changing the essential spectrum. In section 3.2, the bottom of the essential
spectrum of such operators is considered. One of the key results there is Theorem 3.7, a
generalization of a theorem of Persson [Per60], and it states that inf σe(A) is the limit of
the net K 7→ inf σ(AM\K), where K runs through the compact subsets of M◦, directed by
inclusion. The results in this section are not fundamentally new, but we have taken care to
keep them as general as possible. For instance, we shall not make the often used assumption
for A to have a core of smooth sections with compact support (although this will be satisfied
in our applications).
3.1. The decomposition principle. Let (M, g) be a Riemannian manifold with (possibly
empty) boundary ∂M , and let E → M be a (complex) Hermitian vector bundle. Suppose
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D : Γ(M,E) → Γ(M,E) is a formally self-adjoint differential operator of order at least one,
and let
A : dom(A) ⊆ L2(M,E)→ L2(M,E)
be a lower semibounded self-adjoint extension of D, by which we mean Dcc ⊆ A. We denote
by QA the quadratic form associated to A, see for instance [Sch12]. The space dom(A) is
complete under the norm s 7→ (‖s‖2 + ‖As‖2)1/2, and dom(QA) is a Hilbert space when
equipped with s 7→ (‖s‖2 + QA(s, s))1/2. In order to formulate the results of the following
sections, it will be convenient to restrict A to open subsets of M :
Lemma 3.1. Let U ⊆ M be an open subset. Then the quadratic form Q˜A,U on L2(U,E)
with dom(Q˜A,U ) := {s|U : s ∈ dom(QA) and supp(s) ⊆ U} and Q˜A,U (s, s) := QA(s0, s0) for
s ∈ dom(Q˜A,U ) is closable, where s0 ∈ L2(M,E) denotes the extension of s by zero and
supp(s) is to be taken in the measure senses.
Proof. We need to show that if uk ∈ dom(Q˜A,U ) is a sequence with uk → 0 in L2(U,E) and
such that for every ε > 0 there is N ∈ N with |Q˜A,U (uk − uj , uk − uj)| ≤ ε for j, k ≥ N , then
also Q˜A,U (uk, uk) → 0 as k → ∞, see [Sch12, Proposition 10.3]. These assumptions on uk
imply that ((uk)0)k∈N is Cauchy in dom(QA). Since QA is closed, there is t ∈ dom(QA) with
(uk)0 → t in dom(QA), and as also (uk)0 → 0 in L2(M,E) by assumption, we have t = 0.
Now
Q˜A,U (uk, uk) = QA((uk)0, (uk)0)→ QA(t, t) = 0
as k →∞, so Q˜A,U is closable. 
Definition 3.2. For U ⊆M an open subset, we define the quadratic form QA,U as the closure
of the quadratic form Q˜A,U from Lemma 3.1. The self-adjoint operator associated to QA,U is
denoted by AU .
Note that the open subset U in Definition 3.2 is allowed to intersect ∂M . We think of
AU as being obtained by putting Dirichlet boundary conditions on ∂U \ ∂M , and keeping
the original boundary conditions on ∂M ∩ U . Since dom(Q˜A,U ) is dense in dom(QA,U ), the
operator AU is given by
dom(AU ) =
{
s ∈ dom(QA,U ) : there is us ∈ L2(U,E) such that
QA,U (s, t) = ⟪us, t⟫L2(U,E) for all t ∈ dom(QA) with supp(t) ⊆ U}, (3.1)
and AUs := us for s ∈ dom(AU ). It is not hard to see that {s|U : s ∈ dom(A) and supp(s) ⊆
U} is contained in dom(AU ) and that AU (s|U ) = (As)|U holds for all s in this set.
Lemma 3.3. Let U, V ⊆ M be open subsets with U ⊆ V . If u ∈ dom(QA,U ), then u0 ∈
L2(V,E) belongs to dom(QA,V ), and QA,U (u, v) = QA,V (u0, v0) for all u, v ∈ dom(QA,U ). In
particular, inf σ(AU ) ≥ inf σ(AV ).
Proof. Let sk ∈ dom(QA) be a sequence with supp(sk) ⊆ U and sk|U → u in dom(QA,U ).
Then the definition of QA,U implies that k 7→ sk is Cauchy in dom(QA), hence convergent to
some s∞ ∈ dom(QA). Moreover,
QA,U (u, u) = lim
k→∞
Q˜A,U (sk|U , sk|U ) = lim
k→∞
QA(sk, sk) = QA(s∞, s∞).
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Similarly, since supp(sk) ⊆ V , we have sk|V → u0 in L2(V,E) and k 7→ sk|V is Cauchy in
dom(QA,V ), hence convergent to u0 in dom(QA,V ). Thus,
QA,V (u0, u0) = lim
k→∞
Q˜A,V (sk|V , sk|V ) = lim
k→∞
QA(sk, sk) = QA(s∞, s∞) = QA,U (u, u).
By the polarization identity, we get equality also away from the diagonal.
The inequality about the bottom of the spectra follows from the fact that inf σ(AU ) is the
largest lower bound of QA,U , since we have
QA,U (s, s) = QA,V (s0, s0) ≥ (inf σ(AV ))‖s0‖2 = (inf σ(AV ))‖s‖2
for all s ∈ dom(QA,U ), hence inf σ(AU ) ≥ inf σ(AV ). 
Theorem 3.4 (Decomposition principle). Let A be a lower semibounded self-adjoint extension
of an elliptic differential operator as above. Then
σe(A) = σe(AM\K)
for all compact K ⊆M◦.
A proof can be found in [Bär00, Proposition 1]. It works by using the characterization of the
essential spectrum through singular Weyl sequences: Namely, λ ∈ σe(A) if and only if there is
a sequence sk ∈ D0, where D0 is any core of A, with sk → 0 weakly, lim infk→∞ ‖sk‖ > 0, and
(A− λ)sk → 0. Elliptic estimates are used to obtain a singular Weyl sequence for (AM\K , λ)
from a singular Weyl sequence for (A, λ) by truncation with a cutoff function. Other sources
with similar statements or for certain classes of operators include [Eic88, Proposition 4.9],
[Eic07, Proposition 1.4], and [MM07, Proposition 3.2.4]. A minor difference between the
decomposition principle of Bär from [Bär00] and Theorem 3.4 is that we do not assume that
Γc(M,E) ∩ dom(A) is a core for A. This is not an issue, since Γ(M◦, E) ∩ dom(A) is a
core of A by Lemma 2.3, and the argument from [Bär00] can then be carried out in exactly
the same way, without using the fact that the sk have compact support. One merely needs
that multiplication by a cutoff function which is constant outside a compact subset preserves
dom(A), but this is immediate from Lemma 2.4 and Remark 2.2.
3.2. The bottom of the essential spectrum. In this section, we wish to study the bottom
of the essential spectrum of a nonnegative self-adjoint extension A of an elliptic differential
operator D : Γ(M,E) → Γ(M,E). Of course, the results also apply to lower semibounded
operators after straightforward modifications.
Apart from the decomposition principle in Theorem 3.4, one of the main tools used in the
rest of this section will be the following simple and well-known property of compact subsets of
Lp(M,E), the proof of which can be found, for instance, in [AF03, Theorem 2.32] or [Rup11,
Theorem 2.5]:
Lemma 3.5. Let 1 ≤ p <∞. Suppose that E is a Hermitian vector bundle over a Riemannian
manifold M , and let B ⊆ Lp(M,E) be a totally bounded (equivalently: relatively compact)
subset. Then for every ε > 0 there exists a compact subset K ⊆M◦ such thatˆ
M\K
|s|p dµg ≤ ε
for all s ∈ B.
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In particular, if T : X → Lp(M,E) is a compact linear operator, with (X, ‖_‖X) a Banach
space, then Lemma 3.5 implies that there exists, for every ε > 0, a compact subset K ⊆M◦
such that ˆ
M\K
|Tx|p dµg ≤ ε‖x‖pX (3.2)
for all x ∈ X. We are now ready to show our main Lemma for this section:
Lemma 3.6. Let A be a nonnegative self-adjoint operator3 on L2(M,E). For every 0 < λ <
inf σe(A) and ε > 0, there exists a compact subset K ⊆M◦ such that
QA(s, s) ≥
ˆ
M
(λχM\K − εχK)|s|2 dµg = λ
ˆ
M\K
|s|2 dµg − ε
ˆ
K
|s|2 dµg
for all s ∈ dom(QA), where χM\K and χK are the characteristic functions.
Proof. Denote by PA the spectral measure associated to A, and let
0 < δ < min{inf σe(A)− λ, ε/2}.
Put P0 := PA([0, λ + δ]). Then the inclusion img(P0) ∩ dom(QA) ↪→ L2(M,E) is compact
(even of finite rank) and, by (3.2), there exists a compact subset K ⊆M◦ such thatˆ
M\K
(
λ+ δ + ε2
)
|s|2 dµg ≤ ε2‖s‖
2 +QA(s, s) (3.3)
for all s ∈ img(P0) ⊆ dom(QA) and( ˆ
M\K
|P0s|2 dµg
)1/2
≤ δ2(λ+ δ + ε2)
‖s‖ (3.4)
for all s ∈ L2(M,E). Here, (3.3) is possible since s 7→ ( ε2‖s‖2 +QA(s, s))1/2 is equivalent to
the norm on dom(QA), and (3.4) works because P0 : H → H is a finite rank projection. Now,
for s ∈ dom(QA),
QA(s, s) = QA(P0s, P0s) +QA((1− P0)s, (1− P0)s) ≥
≥
ˆ
M\K
(
λ+ δ + ε2
)
|P0s|2 dµg − ε2
ˆ
M
|P0s|2 dµg + (λ+ δ)
ˆ
M
|(1− P0)s|2 dµg ≥
≥ ⟪χP0s, P0s⟫+ ⟪χ(1− P0)s, (1− P0)s⟫ (3.5)
with χ := (λ+ δ+ ε2)χM\K − ε2 = (λ+ δ)χM\K − ε2χK , and where we have used that χ ≤ λ+ δ
to estimate the term with (1− P0)s. The right hand side of (3.5) is equal to
⟪χs, s⟫− ⟪(P0χ(1− P0) + (1− P0)χP0)s, s⟫ =
= ⟪χs, s⟫− ⟪P0(χ+ ε2)(1− P0)s, s⟫− ⟪(1− P0)(χ+ ε2)P0s, s⟫,
where P0(1− P0) = 0 was used in order to replace χ by χ˜ := χ+ ε2 . Moreover,
− ⟪P0χ˜(1− P0)s, s⟫− ⟪(1− P0)χ˜P0s, s⟫ =
= −⟪χ˜s, P0s⟫+ ⟪χ˜P0s, P0s⟫− ⟪P0s, χ˜s⟫+ ⟪χ˜P0s, P0s⟫ ≥ −2 Re⟪χ˜s, P0s⟫,
3Note that A need not be an extension of a differential operator.
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the inequality being due to χ˜ ≥ 0. Now
|2⟪χ˜s, P0s⟫| = 2(λ+ δ + ε2)|⟪χM\Ks, P0s⟫| ≤ 2(λ+ δ + ε2)‖s‖‖χM\KP0s‖ ≤ δ‖s‖2
by (3.4). Putting it all together, we have shown that
QA(s, s) ≥ ⟪χs, s⟫− δ‖s‖2 = ˆ
M
(
λχM\K−
(ε
2 + δ
)
χK
)
|s|2 dµg ≥
ˆ
M
(λχM\K−εχK)|s|2 dµg
(3.6)
for all s ∈ dom(QA), as claimed. 
The next result is the appropriate formulation of Persson’s theorem [Per60] to our setting,
and gives a characterization of the bottom of the essential spectrum, and its proof is now an
easy consequence of Theorem 3.4 and Lemma 3.6. A version for second order operators on
Rn can also be found in [Agm82, Theorem 3.2].
Theorem 3.7. Let A be a nonnegative self-adjoint extension of an elliptic differential operator
acting on the sections of a Hermitian vector bundle E → M over a Riemannian manifold.
Then
lim
K
(
inf σ(AM\K)
)
= inf σe(A), (3.7)
where the limit is with respect to the net of compact subsets of M◦.
Proof. Given 0 < λ < inf σe(A), there exists a compact subset K ⊆M◦ such that QA(s, s) ≥
λ
´
M\K |s|2 dµg for all s ∈ dom(QA) with s|K = 0, see Lemma 3.6. For s ∈ dom(QA,M\K), we
have s0 ∈ dom(QA) by Lemma 3.3, and
QA,M\K(s, s) = QA(s0, s0) ≥ λ
ˆ
M\K
|s0|2 dµg = λ‖s‖2.
Therefore, inf σ(AM\K) ≥ λ. It follows from Lemma 3.3 that K 7→ inf σ(AM\K) is an
increasing net, so the limit (3.7) exists. Since the above holds for every λ < inf σe(A), we
obtain limK(inf σ(AM\K)) ≥ inf σe(A), and by Theorem 3.4 we also have
inf σ(AM\K) ≤ inf σe(AM\K) = inf σe(A),
for all compact K ⊆M◦, so that equality holds in (3.7). 
In case σ(A) is discrete, we can use Lemma 3.6 to construct proper coercivity functions for
QA, in the following sense:
Theorem 3.8. Let A be a nonnegative self-adjoint extension of an elliptic differential operator
acting on the sections of E →M . Then the following are equivalent:
(i) The spectrum of A is discrete, i.e., σe(A) = ∅.
(ii) There exists a proper 4 smooth function ψ : M◦ → [−1,∞) such that
QA(s, s) ≥
ˆ
M
ψ|s|2 dµg (3.8)
for all s ∈ dom(QA).
(iii) There exists a proper measurable function ψ : M◦ → [−1,∞) such that (3.8) holds for
all s ∈ dom(QA).
4 In this case, ψ is proper if and only if ψ(x)→∞ as x→∞ (leaving every compact subset of M◦).
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Proof. Item (ii) is inspired by [Has14; Iwa86; KS02; Rup11], where the construction is done for
certain classes of operators. Assume first that A has discrete spectrum. By Lemma 3.6, there
are compact subsets Kk ⊆M◦, k ∈ N, such that QA(s, s) ≥ 2kk
´
M\Kk |s|2 dµg −
´
Kk
|s|2 dµg
for all s ∈ dom(QA). Without loss of generality, we may assume that (Kk)k∈N forms a compact
exhaustion of M◦. For s ∈ dom(QA), we estimate
QA(s, s) =
∞∑
k=1
2−kQA(s, s) ≥
∞∑
k=1
( ˆ
M\Kk
k|s|2 dµg − 2−k
ˆ
Kk
|s|2 dµg
)
≥
≥
∞∑
k=1
ˆ
Kk+1\Kk
k|s|2 dµg −
∞∑
k=1
2−k‖s‖2 =
∞∑
k=1
ˆ
Kk+1\Kk
k|s|2 dµg − ‖s‖2.
Let ψ0 : M◦ → [0,∞) be a smooth function with k − 1 ≤ ψ0|(Kk+1\Kk) ≤ k for k ≥ 1 and
ψ0|K1 = 0. Then ψ0 is proper, and ψ := ψ0 − 1: M◦ → [−1,∞) has the properties sought in
items (ii) and (iii).
Clearly, (ii) implies (iii), and if ψ : M◦ → [−1,∞) is as in (iii), then for λ > 0 fixed we put
K := ψ−1([−1, λ]). Since ψ is proper, K is compact, and for s ∈ dom(QA) we have
QA(s, s) + ‖s‖2 ≥
ˆ
M
(ψ + 1)|s|2 dµg ≥
ˆ
M\K
(ψ + 1)|s|2 dµg ≥ (λ+ 1)
ˆ
M\K
|s|2 dµg,
hence QA(s, s) ≥ λ
´
M\K |s|2 dµg −
´
K |s|2 dµg. It follows that λ ≤ inf σ(AM\K), therefore
λ ≤ inf σe(A) by Theorem 3.7. Since λ was arbitrary, σe(A) = ∅. 
Remark 3.9. Bymodifying the definition ofKk in the proof of Theorem 3.8 such thatQA(s, s) ≥
2kk
´
M\Kk |s|2 dµg − ε
´
Kk
|s|2 dµg for s ∈ dom(QA) and k ∈ N, we see that, for every ε >
0, there is ψ : M◦ → [−ε,∞) smooth, proper, and satisfying (3.8). By replacing A with
A− (inf σ(A)) idL2(M,E), we can also choose ψ to have values in [inf σ(A)− ε,∞). ♦
Remark 3.10. Theorem 3.7 also allows a characterization of the condition inf σe(A) > 0. By
basic results of spectral theory, this is equivalent to img(A) being closed and ker(A) having
finite dimension, i.e., A is an (unbounded) Fredholm operator. Using Theorem 3.7, it is
straightforward to see that this is the case if and only if there is a compact subset K ⊆M◦
and C > 0 such that
‖s‖2 ≤ C
(
QA(s, s) +
ˆ
K
|s|2 dµg
)
(3.9)
holds for all s ∈ dom(QA). In [MM07, section 3.1], the inequality (3.9) is called a fundamental
estimate and shown to be sufficient (with A = E) for A to be Fredholm. Also equivalent
to (3.9) is the existence of K ⊆ M◦ compact and C > 0 such that ‖s‖2 ≤ CQA(s, s) for all
s ∈ dom(QA) with supp(s) ⊆M \K. ♦
4. Preliminaries on complex and Hermitian geometry
Let X be a Hermitian manifold, with almost complex structure J and compatible Riemann-
ian metric g, and let E → X be a Hermitian holomorphic vector bundle. On the complex
vector bundle (TX ⊗R C, i) we have the Hermitian metric 〈_,_〉, defined as the sesquilinear
extension of g. Together with the Hermitian metric on E, this induces Hermitian forms on
the bundles ΛkT ∗X ⊗ E, which we all continue to denote by 〈_,_〉. On functions, we put
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〈f, g〉 := fg, as usual. These also induce a global inner product on Ωc(X,E), the smooth
differential forms on X with values in E and with compact support, given by (2.1), and
requiring that ⟪u, v⟫ = 0 if u and v have different degree. Since X is Hermitian, it follows
that the decomposition Ωc(X,E) =
⊕
p,q Ωp,qc (X,E) is orthogonal for this inner product. We
will frequently make use of local orthonormal frames. Usually, {wj}nj=1 will denote such a
frame for T 1,0X, with its conjugate frame {wj}nj=1 a local orthonormal frame of T 0,1X. We
have the dual coframes {wj}nj=1 and {wj}nj=1 of (T 1,0X)∗ and (T 0,1X)∗, respectively.
We denote by insξ for ξ ∈ TX ⊗R C (or a vector field) the insertion operator on forms, and
by ε(α) the operator of taking the wedge product with α. Then insξ is the adjoint to ε(ξ[),
with ξ[ the dual one-form. By writing u, v ∈ Λp,qT ∗xX ⊗Ex in terms of an orthonormal frame
as above, it is easily seen that
n∑
j=1
〈inswj (u), inswj (v)〉 = p〈u, v〉 and
n∑
j=1
〈inswj (u), inswj (v)〉 = q〈u, v〉. (4.1)
In other words, ∑nj=1(inswj )∗ inswj = ∑nj=1 ε(wj) inswj is p times the identity on Λp,•T ∗X⊗E.
This also implies
n∑
j=1
〈
(α ∧ insξ) inswj (u), inswj (v)
〉
= (q − 1)〈(α ∧ insξ)u, v〉 (4.2)
for all α ∈ T ∗xX ⊗R C and ξ ∈ TxX ⊗R C.
Associated to the Dolbeault complex (1.1) is the second order differential operator5
E := ∂E,†∂E + ∂E∂E,† = (∂E + ∂E,†)2 : Ω•,•(X,E)→ Ω•,•(X,E),
called the Dolbeault Laplacian (or complex Laplacian), where we denote by ∂E,† the formal
adjoint to ∂E with respect to (2.1). The principal symbol of E reads
Symb(E)(γ)u = − ins(γ])0,1(γ0,1∧u)−γ0,1∧ins(γ])0,1(u) = −〈γ0,1, γ0,1〉u = −
1
2 |γ|
2 u, (4.3)
for all γ ∈ T ∗xX ⊆ T ∗xX ⊗R C and u ∈ Λ•,•T ∗xX ⊗ Ex, where insZ for Z ∈ TX ⊗R C is the
insertion operator, and where γ] is the dual vector, with (0, 1)-part (γ])0,1.
4.1. Weitzenböck type formulas for the Dolbeault Laplacian. It follows from (4.3)
that 2E is an operator of Laplace type, meaning that its principal symbol is Symb(2E)(γ) =
−|γ|2 idΛT ∗X⊗E . Consequently,
√
2(∂E+∂E,†) is a Dirac type operator. On a Kähler manifold,
this is an important example of a Dirac operator associated to a Dirac bundle in the sense of
[LM89]. In fact,
cp(γ)u :=
√
2
(
γ0,1 ∧ u− ins(γ])0,1(u)
)
(4.4)
defines a Clifford module structure on Λp,•T ∗X ⊗ E such that (Λp,•T ∗X ⊗ E,X, cp, ∇˜) is a
Dirac bundle, where ∇˜ is the connection induced by the Levi–Civita connection on TX and
the Chern connection on E. For a reference on this, see [BGV04, Proposition 3.27]. The
5 We allow ourselves a small abuse of notation here, since the same symbol is used to denote the self-adjoint
extension of E with ∂-Neumann boundary conditions.
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Dirac operator associated to this structure is DE :=
√
2(∂E + ∂E,†). The above implies that,
on a Kähler manifold, we have the Weitzenböck type formula
2E = (DE)2 = ∇˜†∇˜+ cp(RΛp,•T ∗X⊗E) (4.5)
on Ωp,•(X,E), where the last term is the endomorphism of Λp,•T ∗X ⊗ E defined by
cp(RΛ
p,•T ∗X⊗E)|x =
∑
j<k
cp(ej) ◦ cp(ek) ◦RΛp,•T ∗X⊗E(ej , ek) (4.6)
for any (real) orthonormal basis {ej}2nj=1 of TxX, see [LM89, Theorem II.8.2] or [Nic14, The-
orem 11.1.67]. We shall not require the precise form of the curvature term in (4.5), but see
[MM07] for an explicit computation in the case p = 0.
Another Weitzenböck type formula for a Hermitian holomorphic vector bundle E over a
Kähler manifold (X,ω) is the Bochner–Kodaira–Nakano formula
E =
(
dE1,0d
E,†
1,0 + d
E,†
1,0 d
E
1,0
)
+ [iRE∧ev,Λ] (4.7)
which also expressesE as the sum of a Laplace type operator and a zeroth order term. In (4.7),
dE denotes the exterior covariant derivative (see (2.2)) associated to the Chern connection
on E, with (1, 0)-part dE1,0 (and (0, 1)-part ∂E) and d
E,†
1,0 the formal adjoint. Furthermore,
Λ: Λ•,•T ∗X⊗E → Λ•−1,•−1T ∗X⊗E is the adjoint to exterior multiplication with the Kähler
form ω, the wedge product ∧ev is combined with the evaluation map End(E) ⊗ E → E,
and [_,_] is the commutator of endomorphisms. For a proof, see [Ohs15, Theorem 2.7].
Formula (4.7) has an extension to Hermitian manifolds that are not Kähler, with additional
torsion terms occurring. This is due to Demailly [Dem86], and a proof can also be found in
[MM07, Theorem 1.4.12].
As in the introduction, let M ⊆ X be the closure of a smoothly bounded open subset.
Definition 4.1. Suppose that U ⊆M is a (relatively) open subset. We define
B∂M (U,E) :=
{
u ∈ Ωc(U,E) : Symb(∂E,†)(ν)u|∂M∩U = − ins(ν0,1)(u)|∂M∩U = 0
}
, (4.8)
where ν is a normal vector field to ∂M , and ν0,1 = 12(ν+ iJν) is its component in T 0,1M . We
denote by Bp,q∂M (U,E) the forms of bidegree (p, q) in B∂M (U,E).
Note that if u ∈ B∂M (U,E), then also insξ(u) ∈ B∂M (U,E) for every vector field ξ on
U , since insertion operators anticommute. Using integration by parts, one can derive the
following global version of (4.7). We refer to [MM07, Theorem 1.4.21] for a proof.
Theorem 4.2 (Global Bochner–Kodaira–Nakano formula). Let M ⊆ X be as above, with X
Kähler, and suppose E →M is a Hermitian holomorphic vector bundle. Then
‖∂Eu‖2 + ‖∂E,†u‖2 = ‖dE,†1,0 u‖2 + ⟪iRE ∧ev Λu, u⟫+ ˆ
∂M
L (u, u) dµ∂M (4.9)
holds for all u ∈ Bn,•∂M (M,E).
The boundary integral in (4.9) contains the Levi form of ∂M . If ρ ∈ C∞(X,R) is a defining
function for M , meaning M = ρ−1((−∞, 0)) and |dρ| = 1 on ∂M , then
L (u, v) =
n∑
j,k=1
∂∂ρ(wj , wk)〈wk ∧ inswj (u), v〉 (4.10)
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on ∂M , independent of the chosen defining function. The manifold with boundary M ⊆ X
is called q-Levi pseudoconvex if L (α, α) ≥ 0 holds for all α ∈ B0,q∂M (M,C). The case q = 1
corresponds to the usual notion of Levi pseudoconvexity. Note that, according to this definition,
the closure M of every smoothly bounded open subset of X is n-Levi pseudoconvex, with n
the complex dimension of X. Indeed, this follows from the boundary conditions that elements
of B0,n∂M (M,C) must satisfy, and using an orthonormal basis in (4.10) that includes
√
2ν1,0. If
L (α, α) ≥ 0 for α ∈ B0,1∂M (M,C), then this inequality continues to hold for α ∈ Bp,q∂M (M,C),
with q ≥ 1, see the arguments in (4.12) below. Following the same reasoning, if M is q-Levi
pseudoconvex, then it is also q′-Levi pseudoconvex for every q′ ≥ q.
For X = Cn, equation (4.9) is also referred to as the Morrey–Kohn–Hörmander formula, see
[Str10, Proposition 2.4] or [CS01, Proposition 4.3.1]. Original works include [Hör65; Mor58],
but see [Str10] for extensive references.
Remark 4.3. (i) Using Λ = i∑nj=1 inswj inswj , it is not hard to see that, on Λn,•T ∗M ⊗E, the
operator iRE ∧ev Λ which appears in (4.9) has the form
iRE ∧ev Λu =
n∑
j,k=1
RE(wj , wk) ε(wk) inswj (u). (4.11)
Hence, the condition of q-Nakano lower semiboundedness from (1.2) can equivalently be
described as
〈iRE ∧ev Λu, u〉 ≥ c|u|2
for all u ∈ Λn,qT ∗M ⊗ E, see (4.11). If (1.2) continues to hold for u ∈ Λp,qT ∗xM ⊗ Ex with
0 ≤ p ≤ n. Moreover, if E is (q − 1)-Nakano lower semibounded, then it is also q-Nakano
lower semibounded. This can be seen by induction: if (1.2) is true on Λp,q−1T ∗xM ⊗Ex with
q ≥ 2, then
n∑
j,k=1
〈(ε(wk) ◦ inswj )⊗RE(wj , wk)u, u〉 =
= 1
q − 1
n∑
m=1
n∑
j,k=1
〈((ε(wk) ◦ inswj )⊗RE(wj , wk)) inswm(u), inswm(u)〉 ≥
n
q − 1 c (4.12)
for all u ∈ Λp,qT ∗xM ⊗ Ex by (4.2). In particular, Nakq(E) ≥ nq−1 Nakq−1(E), with Nakq(E)
the largest possible constant c in (1.2).
(ii) Due to Hölder’s inequality, we always have
n∑
j,k=1
〈(ε(wk) ◦ inswj )⊗RE(wj , wk)u, u〉 ≥ −
n∑
j,k=1
|RE(wj , wk)||u|2 ≥ −n|RE ||u|2.
Thus, if RE is bounded , then E is Nakano lower semibounded. In particular, if (M,J, g) is a
Kähler manifold of 0-bounded geometry, see appendix A, then TM (hence also T 1,0M) is a
Nakano lower semibounded vector bundle.
(iii) As an example, if E → M and F → M are two q-Nakano lower semibounded vector
bundles, then the Whitney sum E⊕F and the tensor product E⊗F are again q-Nakano lower
semibounded, with Nakq(E ⊕ F ) = min{Nakq(E),Nakq(F )} and Nakq(E ⊗ F ) = Nakq(E) +
Nakq(F ). ♦
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Formula (4.9) has an extension to (p, q)-forms for 0 ≤ p ≤ n, with a term involving the
curvature of T 1,0M occurring. Consider the morphism of complex vector bundles
ΨEp : Λp,•T ∗M ⊗E → Λn,•T ∗M ⊗ (E⊗Λn−p,0TM), ΨEp (u) =
∑ ′
|J |=n−p
(wJ ∧u)⊗wJ , (4.13)
where as usual the primed sum means that the summation is done over all increasing maps
J : {1, . . . , n− p} → {1, . . . , n}, i.e., all subsets of {1, . . . , n} of cardinality n− p, and wJ :=
wJ(1) ∧ · · · ∧wJ(n−p), with analogous definition for wJ . From this, it is immediate that ΨEp is
an isometry, with inverse given by the contraction map Λn,0T ∗M ⊗ Λn−p,0TM → Λp,0T ∗M ,
up to a sign factor. Using local holomorphic sections of Λn−p,0TM , Λn,0T ∗M , and E, one
readily shows that ∂E⊗Λn−p,0TM ◦ΨEp = (−1)n−pΨEp ◦ ∂E , and because ΨEp is an isometry, it
also intertwines the formal adjoints of the relevant Dolbeault operators. It is also clear that
ΨEp maps B
p,•
∂M (U,E) to B
n,•
∂M (U,E ⊗ Λn−p,0TM) for every open U ⊆M .
Corollary 4.4. For any open subset U ⊆M , and any u ∈ Bp,•∂M (U,E), we have
‖∂Eu‖2 + ‖∂E,†u‖2 = ∥∥dE⊗Λn−p,0TM,†1,0 u˜∥∥2 +⟪iRE⊗Λn−p,0TM ∧ev Λu˜, u˜⟫+ˆ
∂M∩U
L (u, u) dµ∂M
(4.14)
with u˜ := ΨEp (u) ∈ Bn,•∂M (U,E ⊗ Λn−p,0TM).
Proof. This is immediate from Theorem 4.2, the above discussion on ΨEp , using that u is
supported on U , and observing that L (ΨEp (u),ΨEp (u)) = L (u, u). 
4.2. More on the ∂E-Neumann problem. We denote by QE the quadratic form asso-
ciated to the self-adjoint operator E , as defined through spectral theory (see [Sch12] for
an introduction to quadratic forms on Hilbert spaces). Then QE contains the same infor-
mation as E , and since E is nonnegative, it holds that dom(QE) = dom((E)1/2) and
QE(u, v) = ⟪(E)1/2u, (E)1/2v⟫. As E is the Laplacian of a Hilbert complex,6 its quadratic
form has the more accessible expression
QE(u, v) = ⟪∂Ewu, ∂Ewv⟫+ ⟪∂E,∗w u, ∂E,∗w v⟫
for u, v ∈ dom(QE) = dom(∂Ew)∩ dom(∂E,∗w ), see the arguments in [GMM11, Proposition 2.3].
One can show (see, e.g., [FK72]) that
(i) Ωc(M,E) ∩ dom(∂E,∗w ) = B∂M (M,E),
(ii) Ωc(M,E) ∩ dom(QE) = B∂M (M,E), and
(iii) Ωc(M,E) ∩ dom(E) = {u ∈ B∂M (M,E) : ∂Eu ∈ B∂M (M,E)}.
In particular, ∂E,∗w u = ∂E,†u for u ∈ B∂M (M,E) by (2.6).
If U ⊆ M is (relatively) open, then we denote by EU the self-adjoint operator (E)U on
L2•,•(U,E) = L2•,•(U,E), see Definition 3.2, with associated quadratic form QEU := QE ,U .
We write Ep,q and EU,p,q for the restrictions of E and EU to L2p,q(M,E) and L2p,q(U,E),
respectively.
6 By this we mean a (co)chain complex of closed and densely defined operators between Hilbert spaces, see
[BL92] or also [Ber16].
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Remark 4.5. The quadratic form QE|U is an extension of QEU , in the sense that dom(QEU ) ⊆
dom(QE|U ) and
QE|U (u, u) = QEU (u, u) (4.15)
for all u ∈ dom(QEU ). Intuitively, this is because QEU requires Dirichlet boundary conditions
on ∂U ∩ M◦, while the self-adjoint operator associated to QE|U only requires the weaker
∂-Neumann boundary conditions.
To formally show (4.15), let u ∈ dom(QEU ). Then u0, defined as the extension of u to
M by zero, see Lemma 3.1, belongs to dom(QE) = dom(∂Ew) ∩ dom(∂E,†s ), and clearly u =
(u0)|U ∈ dom(∂E|Uw ). For all k ∈ N, we find vk ∈ Ωcc(U,E) such that vk → u in L2•,•(U,E)
and ‖∂E,†s u0− ∂E,†vk‖ ≤ 1k . This may be done by first approximating u0 by v˜k ∈ dom(QE) ⊆
dom(∂E,†s ) with supp(v˜k) ⊆ U , and then approximating, in the norm of dom(∂E,†s ), each v˜k by
elements of Ωcc(U,E). Since (∂E,†vk)|U = ∂E|U ,†(vk|U ), it follows that (vk|U )k∈N is Cauchy in
dom(∂E|U ,†s ), hence converges to u in this space due to the convergence in L2•,•(U,E). Thus,
u belongs to dom(∂E|U ,†s ), and
∂E|U ,†s u = lim
k
(∂E,†vk)|U = (∂E,†s u0)|U ,
so that QE|U (u, u) = QE(u0, u0) = QEU (u, u), as claimed. ♦
Proposition 4.6. If U ⊆M is open, then the space B∂M (U,E) from Definition 4.1 is a form
core for EU .
Proof. We shall use the known fact that B∂M (M,E) is a form core for E if M is compact,
7 the proof of which requires careful use of mollifiers. We first treat the case U = M . By
Examples 2.9 and 2.13 and Theorem 2.7, we know that the elements of dom(QE) = dom(∂Ew +
∂E,∗w ) with compact support inM are dense in dom(QE). If u ∈ dom(QE) has compact support,
choose a compact manifold with boundary X ⊆M such that supp(u) ⊆ V := (∂M ∩X)∪X◦,
an open subset of M . Then u|V ∈ dom(QEV ) ⊆ dom(QE|V ) = dom(QE|X ), see (4.15), and by
the aforementioned result for compact manifolds, there exist vk ∈ B∂X(X,E) with vk → u|X as
k →∞ in dom(QE|X ). Let ϕ ∈ C∞c (M, [0, 1]) with ϕ = 1 on supp(u). Then ϕvk ∈ Ωc(M,E)
and ins(ν0,1)(ϕvk) = 0 on ∂M ∩ ∂X, and ϕvk = 0 on ∂M \ ∂X anyways, so ϕvk ∈ B∂M (M,E).
By (2.6) and since
√
2(∂E + ∂E,†) is a Dirac type operator, we have the estimate
QE(ϕ(vk − vj), ϕ(vk − vj)) ≤ ‖dϕ‖2L∞(M,T ∗M)‖vk − vj‖2L2•,•(X◦,E) + 2Q
E|X (vk − vj , vk − vj).
(4.16)
Thus, (ϕvk)k∈N is Cauchy in dom(QE), hence convergent, and the limit agrees with u by the
convergence in L2•,•(M,E).
Now let U ⊆ M be an arbitrary open subset. By the definition of QEU , it suffices to show
that every u|U with u ∈ dom(QE) and supp(u) ⊆ U can be approximated in the norm of
dom(QEU ) by elements of B∂M (U,E). By the above, we obtain uk ∈ B∂M (M,E) with uk → u
in dom(QE). Let ϕ ∈ C∞(M, [0, 1]) be such that supp(ϕ) ⊆ U and ϕ|supp(u) = 1. Clearly,
ϕuk|U ∈ B∂M (U,E), and a computation as in (4.16) again gives convergence of ϕuk|U to u|U
in dom(QEU ). 
7 The statement can be found in [MM07, Lemma 3.5.1], where a reference is made to [Hör65, Proposi-
tion 1.2.4]. A proof for M a domain in Cn can also be found in [Str10, Proposition 2.3].
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Note that if M is complete and without boundary, then E is essentially self-adjoint on
Ω•,•c (M,E) = Ω•,•cc (M,E), as is indeed the case for all positive integer powers of formally
self-adjoint first order differential operators on complete manifolds that satisfy the symbol
bound (2.8), see [Che73, Theorem 2.2].
5. Proof of Theorem A
We establish Theorem A through a series of auxiliary results.
Lemma 5.1. Let U ⊆M be open and suppose that (wj)nj=1 is an orthonormal frame of T 1,0U .
Then
n∑
j=1
∣∣dE,†1,0 (inswj (u))∣∣2 ≤ 2q∣∣dE,†1,0 u∣∣2 + (2nmax {|∇wk|2 : 1 ≤ k ≤ n})|u|2
pointwise on U for every u ∈ Ωp,q(U,E).
Proof. Let X be a complex vector field on M . We have
insX ◦dE,†1,0 = (dE1,0 ◦ ε(X[))† = ε(∂(X[))† − (ε(X[) ◦ dE1,0)† = ε(∂(X[))† − dE,†1,0 ◦ insX ,
where ε(α) is exterior multiplication with α ∈ Λ•,•T ∗M . Therefore,
n∑
j=1
∣∣dE,†1,0 (inswj (u))∣∣2 ≤ 2 n∑
j=1
∣∣ inswj (dE,†1,0 (u))∣∣2 + 2 n∑
j=1
| ε(∂wj)†u|2
≤ 2q|dE,†1,0 u|2 + 2
n∑
j=1
| ε(∂wj)†|2|u|2
by (4.1), where | ε(∂wj)†| denotes the (fiberwise) operator norm. Now | ε(∂wj)†| ≤ |∂wj | ≤
|∇wj | = |∇wj | , which finishes the proof. 
Lemma 5.2. Let U ⊆M be an open subset of M with trivial tangent bundle. Let 0 ≤ p ≤ n,
1 ≤ q ≤ n, and assume that M is q-Levi pseudoconvex at every point of U ∩ ∂M , and that
E|U ⊗ Λn−p,0TU is q-Nakano lower semibounded. Then
1
q
n∑
j=1
QEU (inswj (u), inswj (u)) ≤ 2QEU (u, u) +
2nκ− c(q + 1)
q
‖u‖2 (5.1)
for all u ∈ Bp,q∂M (U,E) and every orthonormal frame (wj)nj=1 of T 1,0X|U , and where c :=
Nakq(E ⊗ Λn−p,0TM) and κ := max
{|∇wj |2 : 1 ≤ j ≤ n}.
Proof. The orthonormal frame (wj)nj=1 from our assumption induces an isometry L2p,q(U,E)→
L2p,q−1(U,E)⊕n, given by u 7→ 1√q (inswj (u))nj=1, see (4.1). By the global Bochner–Kodaira–
Nakano formula (4.14) we have, for every u ∈ Bp,q∂M (U,E),
1
q
n∑
j=1
QEU (inswj (u), inswj (u)) =
1
q
n∑
j=1
(∥∥dE⊗Λn−p,0TM,†1,0 (inswj (u˜))∥∥2+
+ ⟪iRE⊗Λn−p,0TM ∧ev Λ( inswj (u˜)), inswj (u˜)⟫+ ˆ
∂M∩U
L (inswj (u), inswj (u)) dµ∂M
)
,
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where u˜ := ΨEp (u), which by using (4.2) as well as Lemma 5.1 (recall from (4.11) the local
formula for iRE⊗Λn−p,0TM ∧ev Λ) can be estimated from above by
2
∥∥dE⊗Λn−p,0TM,†1,0 u˜∥∥2 + q − 1q ⟪iRE⊗Λn−p,0TM ∧ev Λu˜, u˜⟫+
+ q − 1
q
ˆ
∂M∩U
L (u, u) dµ∂M +
2n
q
(
max
{‖∇wj‖2L∞ : 1 ≤ j ≤ n})‖u‖2. (5.2)
By our pseudoconvexity assumption, q−1q
´
∂M∩U L (u, u) dµ∂M ≤ 2
´
∂M∩U L (u, u) dµ∂M , and
the curvature bound yields
q − 1
q
⟪iRE⊗Λn−p,0TM ∧ev Λu˜, u˜⟫ ≤ 2⟪iRE⊗Λn−p,0TM ∧ev Λu˜, u˜⟫− c(2− q − 1
q
)
‖u‖2. (5.3)
Using this and again applying (4.14), we see that (5.2) is dominated by
2QEU (u, u) +
(2nκ
q
− c
(
2− q − 1
q
))
‖u‖2 = 2QEU (u, u) +
2nκ− c(q + 1)
q
‖u‖2,
as claimed. 
Proof of Theorem A. From Proposition A.7, we know that there are geodesic balls {B(xk, r) :
k ∈ N} that cover X along with a subordinate partition of unity (ϕ2k)k∈N satisfying the
estimate γ := supk∈N ‖dϕk‖2L∞ < ∞ and with orthonormal frames (wkj )nj=1 of T 1,0X|B(xk,r)
such that we have the uniform bound |∇wkj |2 ≤ κ <∞ for all j and k. Fix λ < inf σe(Ep,q−1)
and take a compact subset K ⊆ M◦ with inf σ(EM\K,p,q−1) ≥ λ, see Theorem 3.7. Let
u ∈ Bp,q∂M (M \K,E). Applying the localization formula (2.4) to D :=
√
2(∂E +∂E,†)|Ωp,•(M,E),
with Symb(D)(γ) = cp(γ) the Clifford action from (4.4), we have
2QE(u, u) =
∞∑
k=1
(
2QE(ϕku, ϕku)− ‖cp(dϕk)u‖2
)
≥
∞∑
k=1
(1
q
n∑
j=1
QE(inswkj (ϕku), inswkj (ϕku))− C‖ϕku‖
2 − ‖cp(dϕk)u‖2
)
≥
∞∑
k=1
(
λ
q
n∑
j=1
‖ inswkj (ϕku)‖
2 − C‖ϕku‖2
)
− γN‖u‖2
= (λ− C − γN)‖u‖2,
where C is the constant from Lemma 5.2 (with κ modified to take the supremum over k also),
and N is the intersection multiplicity of the cover {B(xk, r)}k∈N, see Proposition A.6. By
Proposition 4.6 and Theorem 3.7, this implies 2 inf σe(Ep,q) ≥ λ− C − γN , from which the
claim follows. 
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Remark 5.3. (i) If M ⊆ X in Theorem A is bounded (hence compact, since it is complete by
assumption), then the curvature condition on E|M in Theorem A is of course vacuous, and
X also does not have to be of bounded geometry anymore.
(ii) In the constants that appear in Theorem A and are explicit in its proof, it is apparent
that one may replace Nakq(E ⊗ Λn−p,0TM) with limK Nakq(E|M\K ⊗ Λn−p,0(T (M \ K))),
with K ranging over the compact subsets of M◦.
(iii) If M is a (Levi) pseudoconvex domain in Cn with smooth boundary, and E →M is a
Nakano semipositive vector bundle, then retracing the proof of Lemma 5.2, we find
1
q
n∑
j=1
QE(inswj (u), inswj (u)) ≤ QE(u, u)
for all u ∈ Bp,q∂M (M,E), with (wj)nj=1 some constant global orthonormal frame of T 1,0M ∼=
M × Cn, since all the terms involving estimates of the derivatives of wj do not appear.
Consequently, the condition inf σe(E) > 0 also percolates up the ∂E-complex in this case.
This is included in the orginal result of Fu from [Fu08, Proposition 2.2]. ♦
6. Proofs of Theorem C and Corollary D
Suppose that ∇ is a metric connection on E and V : E → E a self-adjoint bundle endo-
morphism and let H∇,V be the generalized Schrödinger operator from (1.4). We will always
make the assumption that H∇,V is lower semibounded. In case M is complete and without
boundary, this implies that H∇,V is essentially self-adjoint, see [BMS02, Theorem 2.13]. For
U ⊆M an open subset, define
E∇,V (U) := inf
{⟪H∇,V s, s⟫
‖s‖2 : s ∈ Γcc(M,E) \ {0} with supp(s) ⊆ U
}
. (6.1)
Remark 6.1. (i) Suppose that A : dom(A) ⊆ L2(M,E)→ L2(M,E) is a lower semibounded
self-adjoint extension of H∇,V . Then E∇,V (U) ≥ inf σ(AU ) for every open subset U of M ,
where AU is defined in Definition 3.2. From Theorem 3.7, we obtain
lim
K
E∇,V (M \K) ≥ inf σe(A), (6.2)
with K ranging over the compact subsets of M◦.
(ii) Let (Un)n∈N be a sequence of open subsets of M with Un → ∞ as n → ∞, meaning
that for all compact K ⊆M◦ there is n0 ∈ N such that Un ⊆M \K for all n ≥ n0. Then
lim inf
n→∞ E∇,V (Un) ≥ inf σe(A). (6.3)
Indeed, let λ be an accumulation point of n 7→ E∇,V (Un), with limk→∞ E∇,V (Unk) = λ for
some subsequence k 7→ Unk . Without loss of generality, we can assume that Unk ⊆ M \Kk,
where (Kk)k∈N is an exhaustion of M◦ by compact subsets. It follows from (6.2) that
λ = lim
k→∞
E∇,V (Unk) ≥ lim
k→∞
E∇,V (M \Kk) = lim
K
E∇,V (M \K) ≥ inf σe(A). ♦
The following result and its proof are motivated by [Iwa86, Main Theorem] (see also [Shu99,
Theorem 6.10]):
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Lemma 6.2. Let M be a Riemannian manifold of 1-bounded geometry (without boundary),
E → M a Hermitian vector bundle, ∇ a connection on E, and V a self-adjoint bundle
endomorphism of E. Assume that H∇,V is lower semibounded, hence essentially self-adjoint
on Γc(M,E). Then the following are equivalent:
(i) The closure of H∇,V has discrete spectrum.
(ii) limk→∞ E∇,V (B(xk, r)) =∞ for all sequences xk ∈M with xk →∞ as k →∞ and all
r > 0 small enough.
Proof. If the spectrum of H∇,V is discrete, then condition (ii) holds because of (6.3). Con-
versely, suppose that (ii) is true. We show that there is a proper smooth function ψ : M →
[C,∞), where C ∈ R will be determined later, such that ⟪H∇,V s, s⟫ ≥ ´M ψ|s|2 dµg for all
s ∈ Γc(M,E), from which the claim follows by using Theorem 3.8 and essential self-adjointness
of H∇,V .
If M is compact, there is nothing to show due to (6.2), so we may assume that M is non-
compact. Let {B(xk, r)}k≥1 be a countable cover ofM by geodesic balls as in Proposition A.6,
with associated functions ϕk ∈ C∞(M, [0, 1]). Then xk →∞ as k →∞, for if a subsequence
would stay in a compact subset of M , it would have a limit point in M , contradicting the
fact that this cover has uniformly finite intersection multiplicity, see Proposition A.6. By
definition, ⟪H∇,V (ϕks), ϕks⟫ ≥ E∇,V (B(xk, r))‖ϕks‖2, hence
⟪H∇,V s, s⟫ ≥ ˆ
M
∞∑
k=1
(
E∇,V (B(xk, r))ϕ2k − |dϕk|2
)
|s|2 dµg
follows from the IMS localization formula (2.3).
Let ψ : M → R denote the function defined by the series. Then ψ is smooth and maps M
to [C,∞), where C := inf σ(H∇,V ) − Nγ, with N the intersection multiplicity of the cover
{B(xk, r)}k≥1, and γ := supk∈N ‖dϕk‖L∞ . Moreover, ψ : M → [C,∞) is proper: if λ ∈ R, then
we find k0 ∈ N such that E∇,V (B(xk, r)) ≥ λ for all k ≥ k0, i.e., ψ ≥ λ−Nγ on
⋃
k≥k0 B(xk, r),
a set whose complement is bounded, hence with compact closure by the Hopf–Rinow theorem.
This completes the proof. 
In what follows, we are mostly concerned with Schrödinger operators acting on sections of
Hermitian line bundles, and where the connection is a metric connection. Because End(L) is
trivial, we can identify V with a smooth function on M , and Ω1(M,End(L)) with Ω1(M,C).
We will use the fact that the set of metric connections on a given line bundle L → M may
be described as the affine space {∇0 + iα ⊗ idL : α ∈ Ω1(M,R)} for any reference metric
connection ∇0 on L.
Lemma 6.3 (Gauge invariance). Let U ⊆ M be a simply connected open subset. Then
E∇,V (U) = E∇′,V (U) for any two metric connections ∇ and ∇′ on L|U with the same curvature.
Proof. This is just a geometric reinterpretation of the corresponding property of scalar Schröd-
inger operators on Rn, see for instance [Lei83, Theorem 1.2]. The difference of the two metric
connections is a purely imaginary one-form, i.e., ∇−∇′ = iα⊗ idL with α ∈ Ω1(U,R). Since
the curvatures agree, we have dα = 0. Indeed, d∇ = d∇′ + i ε(α), and hence
R∇ ∧ev s = d∇(∇s) = d∇′(∇′s+ iα⊗ s) + iα ∧ (∇′s+ iα⊗ s) = R∇′ ∧ev s+ idα⊗ s
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for all s ∈ Γ(U,L). Because U is simply connected, de Rham’s theorem implies that there is
g ∈ C∞(U,R) such that α = dg. For s ∈ Γc(M,E) with support in U , we compute
∇(e−igs) = −ie−igdg ⊗ s+ e−ig(∇′s+ idg ⊗ s) = e−ig∇′s,
hence ⟪H∇,V (e−igs), e−igs⟫ = ⟪H∇′,V s, s⟫ and therefore E∇,V (U) = E∇′,V (U). 
The following Lemma extends [Iwa86, Proposition 3.2] to Riemannian manifolds of 0-
bounded geometry:
Lemma 6.4. Let M be a Riemannian manifold of 0-bounded geometry. There exists ρ > 0
with the following property: if r ∈ (0, ρ), x ∈ M , and B ∈ Ω2(B(x, r)) is a closed two-form,
then there is a ∈ Ω1(B(x, r)) such that da = B and
‖a‖Lp(B(x,r),T ∗M) ≤ Cp(r)‖B‖Lp(B(x,r),Λ2T ∗M)
for all 1 ≤ p ≤ ∞, where Cp(r) > 0 depends only on p, r, and on the geometry of M , but not
on x.
Proof. Let ρ > 0 be such that the distortion of normal coordinates on balls of radius at most
ρ is uniformly bounded on M , see Lemma A.3. Take B ∈ Ω2(B(x, r)) as in the assumption
and put B˜ := ϕ∗xB, where ϕx := (expx ◦τ)|BRn (0,r) are Riemannian normal coordinates, with
τ : Rn → TxM any orthonormal map (i.e., a choice of orthonormal basis of TxM), chosen in
a way that ϕx preserves the orientations. Then B˜ is an element of Ω2(BRn(0, r)), closed by
naturality of the exterior derivative (d commutes with pullbacks), and the construction in
[Iwa86, Proposition 3.2] yields a˜ ∈ Ω1(BRn(0, r)) such that da = B and
‖a˜‖Lp(BRn (0,r),T ∗Rn) ≤ C˜p(r)‖B˜‖Lp(BRn (0,r),Λ2Rn)
for all 1 ≤ p ≤ ∞. This can be achieved by taking
a˜y(v) :=
 
BRn (0,r)
ˆ 1
0
B˜z+t(y−z)(t(y − z), v) dt dλ(z),
with y ∈ BRn(0, r) and v ∈ Ty(BRn(0, r)) ∼= Rn, and where
ffl
_ dλ denotes the average with
respect to Lebesgue measure. Define a := (ϕ−1x )∗a˜. Then da = B, again by naturality, and
we have
|ϕ∗xa|(y) ≥ |Tyϕx|−1 (|a| ◦ ϕx)(y) and |ϕ∗xB|(y) ≤ |Tyϕx|2 (|B| ◦ ϕx)(y),
where |Tyϕx| is the operator norm. By Lemma A.3 and Remark A.4, there is C > 0 such that
1/C ≤ |Tyϕx| ≤ C and 1/C ≤ det(gxij(y))1/2 ≤ C uniformly in y ∈ BRn(0, r), and independent
of x ∈ M . Here, gxij are the metric coefficients with respect to the chart ϕx. Putting this
together, we obtainˆ
B(x,r)
|a|p volg =
ˆ
BRn (0,r)
(|a|p ◦ ϕx)ϕ∗xvolg
≤ Cp+1
ˆ
BRn (0,r)
|ϕ∗xa|p(y) dλ(y)
≤ Cp+1C˜p(r)p
ˆ
BRn (0,r)
|ϕ∗xB|p(y) dλ(y)
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= C3p+2C˜p(r)p
ˆ
B(x,r)
|B|p volg,
with λ the Lebesgue measure on Rn. Now put Cp(r) := C3+2/pC˜p(r). 
Consider now a local trivialization ψ : p−1(U)
∼=−→ U × C of L over an open subset U ⊆M .
Then there is αψ ∈ Ω1(U,C) such that
((idT ∗U ⊗ψ) ◦ ∇ ◦ ψ−1)f = (d+ αψ)f
for every function f ∈ C∞(U) = Γ(U,U×C). For the exterior covariant derivative, this means
(idΛT ∗U ⊗ψ) ◦ d∇ ◦ (idΛT ∗U ⊗ψ−1) = d+ ε(αψ) on Ω(U). Note that the curvature of ∇ on U
is given by
R∇|U = dαψ ⊗ idL ∈ Ω2(U,End(L)). (6.4)
If L carries a Hermitian metric, then there is a smooth function wψ : U → R such that
|ψ−1(y, λ)| = |λ|e−wψ(y) for all (y, λ) ∈ U × C.
Lemma 6.5. Let ∇ be a metric connection on a Hermitian line bundle L → M , and let
V : L → L be a self-adjoint vector bundle morphism. Suppose that U ⊆ M is open and
contractible, and ϕ : M → [0, 1] is smooth with supp(ϕ) ⊆ U . Then
inf
g∈C∞(U,R)
ˆ
U
(|αψ − dwψ + idg|2 + |V |) dµg ≥ E∇,V (U)‖ϕ‖2L2(M) − ‖dϕ‖2L2(M,T ∗M),
where ψ is any local trivialization of L over U , and where αψ ∈ Ω1(U,C) and wψ ∈ C∞(U,R)
are as above.
Proof. The proof is a modification of [Iwa86, Lemma 5.1] to accommodate globally nontrivial
line bundles. Because U is contractible, L|U is trivial, see for instance [Moo01, p. 15]. Let
ψ : p−1(U)→ U × C be a local trivialization of L, and let W : U × C→ U × C be the vector
bundle isomorphism (y, λ) 7→ (y, e−wψ(y)λ). Then ψ0 := W ◦ ψ is also a local trivialization of
L over U , and |ψ−10 (y, λ)|L = |λ|. It follows that (idT ∗M ⊗ψ0)−1 ◦d◦ψ0 is a metric connection
on L|U . Since
∇|U = (idT ∗M ⊗ψ0)−1 ◦ (idT ∗M ⊗W ) ◦ (d+ αψ) ◦W−1 ◦ ψ0 =
= (idT ∗M ⊗ψ0)−1 ◦ (d+ αψ − dwψ) ◦ ψ0
and ∇ is a metric connection, we see that i(αψ − dwψ) ∈ Ω1(U,R). Put
s := ψ−10 ◦ (idU , ϕ|U ) : U → L,
so that s is a compactly supported section of L over U which extends to a section of L
over M by setting it to zero outside of supp(ϕ). Evidently, |s|2L = |ϕ|2 ≤ 1. Moreover, for
g ∈ C∞(U,R), the connection ∇′ := ∇|U + idg ⊗ idL on L|U is metric compatible, and
|∇′s|2T ∗M⊗L = |dϕ+ ϕ(αψ − dwψ + idg)|2 =
= |dϕ|2 + |ϕ(αψ − dwψ + idg)|2 ≤ |dϕ|2 + |αψ − dwψ + idg|2,
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since the expression in the parentheses is purely imaginary, and |ϕ| ≤ 1. Because ddg = 0, we
have R∇′ = R∇|U , and Lemma 6.3 implies
ˆ
U
(|αψ − dwψ + idg|2 + |V |) dµg + ‖dϕ‖2L2(M,T ∗M) ≥
≥
ˆ
U
(|∇′s|2T ∗M⊗L + 〈V s, s〉L) dµg = ⟪H∇′,V s, s⟫ ≥
≥ E∇′,V (U) ‖s‖2L2(M,L) = E∇,V (U) ‖ϕ‖2L2(M).
Since ψ and g ∈ C∞(U,R) were arbitrary, the claim follows. 
We are now ready to show Theorem C and Corollary D.
Proof of Theorem C. It suffices to prove the claim for r > 0 small enough, and we take r so
that item (ii) of Lemma 6.2 and Lemma 6.4 work out. Let (xk)k∈N be a sequence in M with
xk → ∞ as k → ∞. For every k ∈ N, we find ϕk ∈ C∞(M, [0, 1]) with supp(ϕk) ⊆ B(xk, r),´
M |ϕk|2 dµg = 1, and such that supk∈N ‖dϕk‖L∞(M,T ∗M) <∞, see Lemma A.5. Since ∇ is a
metric connection, we have R∇ = dαψk ⊗ idL on B(xk, r) with iαψk ∈ Ω1(B(xk, r),R) for any
choice of local trivializations ψk : L|B(xk,r) → B(xk, r) × C, see (6.4). By Lemma 6.4, there
are ak ∈ Ω1(B(xk, r),R) with dak = idαψk andˆ
B(xk,r)
|R∇|2 dµg =
ˆ
B(xk,r)
|dαψk |2 dµg ≥ C
ˆ
B(xk,r)
|ak|2 dµg,
with C > 0 independent of x ∈ M . Since dak = id(αψk − dwψk) and B(xk, r) is simply
connected, there is gk ∈ C∞(B(xk, r),R) such that ak − iαψk + idwψk = dgk, i.e., ak =
iαψk − idwψk − dgk. Using Lemma 6.5, we findˆ
B(xk,r)
(
C−1|R∇|2 + |V |) dµg ≥ E∇,V (B(xk, r))‖ϕk‖2L2(M) − ‖dϕk‖2L2(M,T ∗M).
If A denotes a lower semibounded self-adjoint extension of H∇,V with discrete spectrum, then
we have lim infk→∞ E∇,V (B(xk, r)) ≥ inf σe(A) =∞ by (6.3), so the claim follows. 
Proof of Corollary D. Let q ∈ {0, n}. By (4.5), we have Lp,q = ∆Λ
p,qT ∗M⊗L+cp(RΛ
p,•T ∗M⊗L),
where cp is the Clifford action on Λp,•T ∗M ⊗ L from (4.4). By (4.6),
|cp(RΛp,•T ∗M⊗L)| ≤
∑
j<k
|RΛp,•T ∗M⊗L(ej , ek)| ≤
≤
√
n(2n+ 1)
(∑
j<k
|RΛp,•T ∗M⊗L(ej , ek)|2
)1/2
≤
√
n(2n+ 1) |RΛp,•T ∗M⊗L|, (6.5)
so if the spectrum of Lp,n is discrete, then Theorem C gives
lim
x→∞
ˆ
B(x,r)
(
|RΛp,•T ∗M⊗L|2 +
√
n(2n+ 1) |RΛp,•T ∗M⊗L|
)
dµg =∞
for all r > 0 small enough. Now by Hölder’s inequality,
ˆ
B(x,r)
|RΛp,•T ∗M⊗L| dµg ≤
√
C
( ˆ
B(x,r)
|RΛp,•T ∗M⊗L|2 dµg
)1/2
,
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with C := supx∈M µg(B(x, r)). 8 Consequently,ˆ
B(x,r)
|RΛp,•T ∗M⊗L|2 dµg →∞ as x→∞,
which is the same as (1.5) since the curvature of Λp,•T ∗M is bounded due to M having 0-
bounded geometry. In the case where 1 ≤ q ≤ n−1 and L is (q+1)-Nakano lower semibounded,
we use Theorem A to reduce this case to the first one, see also Remark 4.3. Finally, if Lp,q
has discrete spectrum and L∗ is (n− q+ 1)-Nakano lower semibounded, then Lp,0 has discrete
spectrum by Corollary B, so (1.5) also follows. 
Appendix A. Riemannian manifolds of bounded geometry
Let (M, g) be a Riemannian manifold. In this appendix, we will only consider the case
whereM has no boundary. For p ∈M , we denote by expp : Dp ⊆ TpM →M the (Riemannian)
exponential map. The injectivity radius of (M, g) at a point p ∈ M is the supremum of all
r > 0 such that expp restricts to a diffeomorphism on BTpM (0, r), where BTpM (0, r) is the
open ball in (TpM, gp) around 0 and with radius r. The image of this ball under expp is
then B(p, r) := {q ∈ M : dg(p, q) < r}, the open ball for the Riemannian distance dg. The
injectivity radius of (M, g), denoted by rinj(M, g), is the infimum over all injectivity radii at
points p ∈M .
Definition A.1. A connected Riemannian manifold (M, g) is said to be of k-bounded geometry
if its injectivity radius rinj(M, g) is positive, and there exist constants Cj > 0 such that
|∇jRM | ≤ Cj for all 0 ≤ j ≤ k, where ∇jRM is the jth covariant derivative of the Riemannian
curvature tensor of M . If (M, g) is of k-bounded geometry for all k ∈ N, then it is said to be
of bounded geometry.
Remark A.2. (i) All Riemannian manifolds of k-bounded geometry are complete due to the
bound on the injectivity radius, see [Eic08, Proposition 2.2].
(ii) There is also a notion of bounded geometry for vector bundles: a Hermitian (or Rie-
mannian) vector bundle E →M with metric connection ∇ is called a Hermitian (Riemannian)
vector bundle of k-bounded geometry if M is a Riemannian manifold of k-bounded geometry,
and the curvature of ∇ satisfies |∇jR∇| ≤ Cj for all 0 ≤ j ≤ k, uniformly on M . Again, E
is said to be of bounded geometry if this holds for all k ∈ N. Most prominently, the tangent
bundle as well as all tensor bundles of a manifold of bounded geometry (with the Levi–Civita
connection) are vector bundles of bounded geometry [Eld13, p. 45]. ♦
Manifolds of bounded geometry come with a nice cover by open subsets, namely the geodesic
balls B(p, r) for fixed r < rinj(M, g) small enough, see Proposition A.6 below. Recall that any
choice of orthonormal basis {ej}nj=1 of TpM , with p ∈M fixed, gives rise to a chart of M via
B(p, r)→ BRn(0, r) ⊆ Rn, q 7→ (expp ◦τ)−1(q),
where τ : Rn → TpM is the isometry τ(t1, . . . , tn) := t1e1 + · · ·+ tnen. These charts are called
(Riemannian) normal coordinates. The following Lemma A.3 will show that the distortion
8 The supremum is finite because in normal coordinates around x and with small enough radius, the
metric coefficients gxij have uniform two-sided bounds, independent of x, see Remark A.4, hence µg(B(x, r)) =´
BRn (0,r)
det(gxij)1/2 dλ is also bounded from both sides.
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of normal coordinates can be uniformly bounded on a manifold of 0-bounded geometry. An
explicit statement of this fact can be found in [Roe88, Lemma 2.2].
Lemma A.3. Let (M, g) be a Riemannian manifold with positive injectivity radius and
sectional curvatures uniformly bounded, i.e., |K(Π)| ≤ C for some C > 0 and for all two-
dimensional subspaces Π ⊆ TpM and every p ∈ M . Then there exist 0 < r < rinj(M, g) and
C1, C2 > 0 such that
C1|X| ≤ |(Tv expp)X| ≤ C2|X| (A.1)
for all p ∈M , all 0 6= v ∈ BTpM (0, r), and all X ∈ TpM .
Proof. The bounds (A.1) can be obtained as a consequence of the Rauch comparison theorem
(see [Car92, p. 215] for a proof), applied to the Jacobi field J(t) := t(Ttv/|v| expp)(X) along
the geodesic γ(t) := expp(tv/|v|) and comparing M with the space forms of constant sectional
curvature ±C. 
Remark A.4. (i) Using Lemma A.3, it is easy to see that if (M, g) has uniformly bounded
sectional curvature, then the coefficients gpij of the metric in normal coordinates ϕp :=
(expp ◦τ)−1|B(0,r) around a sufficiently small ball B(p, r) are bounded from above and below,
independent of p. Indeed, for y ∈ BRn(0, r), the coefficients gpij(y) are just the components of
the bilinear form (τ∗ exp∗p g)(y) on Rn with respect to the standard basis of Rn.
(ii) It is harder to argue that this also holds for derivatives of the metric coefficients: in
[Kau76], it was shown that if |RM | ≤ C0 and |∇RM | ≤ C1, then also the Christoffel symbols
with respect to normal coordinates (of sufficiently small radius) are bounded, uniformly
in p ∈ M . Equivalently, the derivatives of the metric coefficients in such coordinates are
also uniformly bounded. This was extended to arbitrary derivatives by Eichhorn in [Eic91,
Corollary 2.6]: if (M, g) is open and complete and satisfies |∇jRM | ≤ Cj for 0 ≤ j ≤ k, then
the derivatives of order up to k of the metric coefficients in normal coordinates around p ∈M ,
and with sufficiently small radius r, are also bounded, uniformly in p.
(iii) There is also a corresponding result for vector bundles, see [Eic91, Theorem 3.2].
Assume that (M, g) is of k-bounded geometry, and that E →M is a Hermitian vector bundle,
equipped with a metric connection of k-bounded geometry, in the sense of Remark A.2. Then
there is r > 0 and constants C˜γ > 0 such that
|∂γΓαiβ| ≤ C˜γ (A.2)
for all multiindices |γ| ≤ k−1, all 1 ≤ α, β ≤ rank(E), and all 1 ≤ i ≤ dim(M). Here, Γαiβ are
the connection coefficients of the connection on E with respect to a synchronous framing, i.e.,
with respect to an orthonormal frame (ξp1 , . . . , ξ
p
N ) of E|B(p,r) obtained by parallel transporting
an orthonormal basis of Ep along the radial geodesics in B(p, r). Thus,
∑n
β=1 Γαiβξpα = ∇E∂iξ
p
β
or, equivalently, Γαiβ = 〈∇E∂iξ
p
β, ξ
p
α〉, and the point is that the estimates (A.2) are again uniform
in p ∈M . ♦
Lemma A.5. Let (M, g) be a Riemannian manifold of 0-bounded geometry. There exists
r ∈ (0, rinj(M, g)) and a constant C > 0 with the following property: for all p ∈ M , there
exists a smooth function fp : M → [0, 1] such that
(i) supp(fp) ⊆ B(p, r),
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(ii) ‖dfp‖L∞(M,T ∗M) ≤ C, and
(iii) C ≥ ´M |fp|2 dµg ≥ 1/C.
Proof. Take r ∈ (0, rinj(M, g)) small enough such that the conclusion of Lemma A.3 holds, and
such that the coefficients of the metric in normal coordinates on B(p, r) are uniformly bounded,
independent of p, see Remark A.4. Let f ∈ C∞c (BRn(0, r), [0, 1]) be any nonzero function, and
put fp := f ◦ ϕ−1p : B(p, r) → [0, 1], where ϕp := (expp ◦τ)|BRn (0,r) and τ : Rn → TpM is an
isometry such that ϕp is orientation preserving. Then fp has compact support in B(p, r), and
we extend it by zero to all of M . For X ∈ TxM , we have
|dfp(X)| = |(Txfp)X| = |Tϕ−1p (x)f ◦Txϕ
−1
p X| ≤
∣∣df(ϕ−1p (x))∣∣∣∣(Tx(exp−1p ))X∣∣ ≤ C−11 ‖df‖L∞ |X|
by Lemma A.3, hence ‖dfp‖L∞ ≤ C−11 ‖df‖L∞ . Moreover,
C˜‖f‖2L2(BRn (0,r)) ≥
ˆ
BRn (0,r)
|f(y)|2 det(gpij(y))1/2 dλ(y) ≥ C˜−1‖f‖2L2(BRn (0,r)) (A.3)
independent of p, with λ the Lebesgue measure, and where gpij are the metric coefficients with
respect to the normal coordinate chart ϕp, and the constant C˜ is such that 1/C˜ ≤ det(gpij)1/2 ≤
C˜, cf., Remark A.4. Since the middle term in (A.3) is
´
M |fp|2 volg, we are finished. 
Proposition A.6. Let (M, g) be a noncompact manifold of 1-bounded geometry. Then there
exists r0 ∈ (0, rinj(M, g)) such that for all 0 < r < r0 there is
(i) a countable cover {B(pk, r)}k≥1 of M by geodesic balls, and a number N > 0 such that⋂
k∈J B(pk, r) 6= ∅ implies |J | ≤ N for all subsets J ⊆ N (i.e., the cover has uniformly
finite intersection multiplicity),
(ii) a sequence of functions ϕk ∈ C∞(M, [0, 1]) such that supp(ϕk) ⊆ B(pk, r),
∑∞
k=1 ϕ
2
k = 1,
and with supk∈N ‖dϕk‖L∞ <∞, and
(iii) for every k ∈ N, an orthonormal frame (ξk1 , . . . , ξkn) of TM |B(pk,r) with
sup
k,j
sup
x∈B(pk,r)
|∇ξkj |x <∞.
Proof. For (i) and (ii), see [Eld13, Lemma 2.16 and Corollary 2.18], [Shu92, Lemma 1.2 and
Lemma 1.3], or [Kaa13, Lemma 2.4]. Pick an orthonormal basis (ek1, . . . , ekn) of TpkM , and
denote by (ξk1 , . . . , ξkn) the frame of TM |B(pk,r) that is obtained by parallel transporting the
basis of TpkM along the radial geodesics in B(pk, r). Then ∇Xξkα =
∑
i,β X
iΓαiβ(x)ξkβ, hence
|∇ξkα|x = sup
|X|=1
|∇Xξkα|x ≤ sup
|X|=1
∑
i,β
|Xi||Γαiβ(x)ξkβ|x ≤ sup
|X|=1
∑
i,β
|Xi||Γαiβ(x)|, (A.4)
where Γαiβ are the Christoffel symbols corresponding to the trivialization of TM |B(pk,r) induced
by the frame (ξk1 , . . . , ξkn) and the normal coordinates, and X = Xi∂i with ∂i the normal
coordinate vector fields. By the discussion about bundles of bounded geometry in Remark A.4,
|Γαiβ(x)| is bounded by constants uniform in x ∈ B(pk, r), k ∈ N, and α ∈ {1, . . . , n}. Let |_|e
denote the Euclidean norm on Rn. If |X| = 1, then |g(x)1/2X|e = 1, where we view g(x) as
the symmetric matrix (gij(x))i,j (components in normal coordinates on B(pk, r)), and X as
the vector (X1, . . . , Xn). It follows that
|Xi| ≤ |X|e =
∣∣g(x)−1/2g(x)1/2X∣∣
e
≤ ∥∥g(x)−1/2∥∥
L (Rn)
∣∣g(x)1/2X∣∣
e
=
∥∥g(x)−1/2∥∥
L (Rn) (A.5)
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for 1 ≤ i ≤ n, where ‖_‖L (Rn) is the operator norm. If |gij | ≤ C0 on B(pk, r) as in Remark A.4,
then ‖g(x)−1‖L (Rn) ≤ tr(g(x)−1) ≤ nC0, and hence ‖g(x)−1/2‖L (Rn) ≤
√
nC0, uniformly in
x ∈ B(pk, r), and not depending on k and r. Combining this with (A.4) and (A.5) finishes
the proof. 
Since Kähler manifolds are also Riemannian manifolds, we may consider Kähler manifolds
of bounded geometry. The next result is just a simple adaptation of Proposition A.6 to this
case:
Proposition A.7. Let X be a Kähler manifold of 1-bounded geometry and complex dimension
n, and let {B(pk, r)}k≥1 be a cover of X as in Proposition A.6. Then for every k ∈ N there
exists an orthonormal frame (wk1 , . . . , wkn) of T 1,0X|B(pk,r) with
sup
k,j
sup
x∈B(pk,r)
|∇wkj |x <∞.
Moreover, (wk1, . . . , wkn) is an orthonormal frame of T 0,1X|B(pk,r) with the same boundedness
property.
Proof. Choose an orthonormal basis (ek1, . . . , ekn) of T 1,0pk X. Then (e˜
k
m)2nm=1 defined by
e˜k2j−1 :=
1√
2
(ekj + ekj ) and e˜k2j := Je˜k2j−1 =
i√
2
(ekj − ekj ) (1 ≤ j ≤ n)
is an orthonormal basis of TpkX, which we extend to an orthonormal frame (ξk1 , . . . , ξk2n) of
TX|B(pk,r) as in Proposition A.6. Since X is Kähler, the complex structure J is parallel for
the Levi–Civita connection, see for instance [Bal06, Theorem 4.17]. If x ∈ B(pk, r) and γ
denotes the radial geodesic from pk to x, then ξkm = Pγ(ekm) with Pγ the parallel transport
along γ, and therefore also J(ξk2j−1(x) − iξk2j(x)) = i(ξk2j−1(x) − iξk2j(x)) since the parallel
transport commutes with the parallel endomorphism J . Hence,
wkj :=
1√
2
(ξk2j−1 − iξk2j)
defines an orthonormal frame of T 1,0X over B(pk, r), and with the required properties. The
claim about (wk1, . . . , wkn) is immediate. 
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