Abstract: Motivated by real-time monitoring and fault diagnosis for complex systems, the presented paper aims to develop effective fault estimation techniques for stochastic nonlinear systems subject to partially decoupled unknown input disturbances and Brownian motions. The challenges of the research is how to ensure the robustness of the proposed fault estimation techniques against stochastic Brownian perturbations and additive process disturbances, and provide a rigorous mathematical proof of the finite-time input-to-stabilization of the estimation error dynamics. In this paper, stochastic input-to-state stability and finite-time stochastic inputto-state stability of stochastic nonlinear systems are firstly investigated based on Lyapunov theory, leading to a simple and straightforward criterion. By integrating augmented system approach, unknown input observer technique, finite-time stochastic input-to-state stability theory, a highly-novel fault estimation technique is proposed. The convergence of the estimation error with respect to un-decoupled unknown inputs and Brownian perturbation is proven by using the derived stochastic input-to-state stability and finite-time stochastic input-tostate stability theorems. Based on linear matrix inequality technique, the robust observer gains can be obtained in order to achieve both stability and robustness of the error dynamic. Finally, the effectiveness of the proposed fault estimation techniques is demonstrated by the detailed simulation studies using a robotic system and a numerical example.
Introduction
26 Nowadays, industrial systems are becoming more complex with more sophistical control strategies utilized.
Since a single linear model, which is only valid within a neighbourhood of the operating point, cannot be effectively used for modelling complicated dynamics, nonlinear systems are becoming more popular to describe 27 complex practical processes. On the other hand, stochastic systems have attracted a lot of attention owing to their wide applications in many branches of science and industry. Taking both the two characteristics into account, stochastic nonlinear models are paying an important role to describe complex physical processes more accurately and effectively. Unexpected deviations of a real plant, usually defined as faults, are quite common in practice and may lead to unacceptable system behaviors. In order to ensure a good supervision of systems and guarantee the safety and reliability, fault diagnosis have been an active research field over the past decades and numerous results have been reported. From different point of perspectives, the techniques of fault diagnosis can be classified into various categories. According to the recent survey papers [1, 2] , one well-known classification is model-based fault diagnosis [3, 4] , signal-based fault diagnosis [5, 6] and knowledge-based (data-driven) fault diagnosis [7] [8] [9] . Among the diagnostic methods mentioned, model-based method has been popular with systematic design solutions by developing advanced observers/filters. Nevertheless, due to the lack of powerful design methods to deal with the nonlinearities and stochastic properties, designing observers for stochastic nonlinear systems is surely a challenging but hot research topic, which has a great potential in the applications to complex industrial systems. The limit but interesting results have been reported so far. For example, in [10], a tracking filter was addressed for stochastic nonlinear systems with white noises. In [11] , an observer-based controller for stochastic singular systems with Brownian motions was proposed. In [12] , the infinite horizon robust state estimation was investigated for nonlinear stochastic uncertain systems via ∞ filter. The stability of a nonlinear observer for a stochastic system was dealt with in [13] . It is well known that fault estimation is an advanced fault diagnosis approach, because it is capable of revealing the details of considered faults and yielding the simultaneous estimation of the full system states, which are often unmeasurable in many applications but necessary for controlling the system. Based on well-designed observers such as adaptive observers [14] , sliding mode observers [15, 16] , and augmented system observers (including descriptor observers) [17] [18] [19] [20] , fault estimation has been widely used recently. Moreover, since unknown inputs caused by modelling errors, parameter perturbations, and exogenous disturbances are unavoidable, the robustness of an observer does always play a vital role to ensure an effective fault diagnosis and reduce the rate of false alarms. Unknown input observer (UIO), which can be traced back to the early 1970s [21] , has been proven to be an effective approach to decouple the influences from unknown inputs, and a large amount of results about UIO-based fault diagnosis methods and techniques were reported over the past decades [22] [23] [24] .
Specifically, a UIO-based fault detection filter was developed for linear time-invariant systems in [22] , and the UIO techniques were extended in [23, 24] to carry out robust fault detection and isolations for a class of 57 nonlinear system. It is natural to lead to an idea to integrate fault estimation techniques and UIO methods for achieving a robust tracking of the faults as well as system states. Based on this idea, some results were addressed in [25-27] for fault/disturbance estimation. The above mentioned references about UIOs were based on the assumption that the unknown inputs can be decoupled completely, which cannot meet in many realistic control systems unfortunately. So far, few results were reported on the UIO design for systems subject to partially decoupled process disturbances. In [28, 29] , the state estimate methods were proposed using partially decoupled UIOs, which however were not explored for fault diagnosis. In [30] , an innovative UIO-based fault estimation algorithm was addressed to solve robust fault estimation of linear systems and Lipschitz nonlinear systems in the presence of partially decoupled decoupled unknown inputs. However, the investigation of unknown input observer for more general types of nonlinear systems is still a challenging task, far from being solved completely.
To the best of the authors' knowledge, no efforts have been made on UIO-based fault estimation for stochastic nonlinear systems with partially decoupled unknown inputs yet. In particular, stochastic Brownian perturbation has hugely added the difficulty for fault estimation and diagnosis. Stability plays the most fundamental role in systems control and estimation theory. Input-to-state stability was firstly introduced in [31] to capture the idea of bounded input bounded state behaviour together with the decay of the states under small inputs, and a series of results centralizing on the theory of input-to-state stability-Lyapunov functions were reported in the literature [32] [33] [34] [35] [36] . The input-to-state stability paradigm was generalized to finitetime stochastic input-to-state stability in [37, 38] , and a couple of interesting results were reported in [39-43], which will facilitate to address a variety of control and estimation problems for stochastic systems. To the best of our knowledge, very few efforts were made on fault estimation for stochastic systems with Brownian motions. Recently, motivated by descriptor estimation methods initialized by [17, 18, 20] , fault estimation issues for stochastic Brownian systems were investigated in [16, 44] . In this study, we will focus on the systems corrupted by more general environmental disturbances, that is, the systems are subjected to the process disturbances which cannot be decoupled completely, and the stochastic Brownian parameter perturbations. Firstly, the criteria of stochastic input-to-state stability and the finite-time stochastic input-to-state stability are addressed with the aid of Lyapunov theory. Secondly, an augmented system is constructed by defining an augmented state vector composed of the stochastic states, the mean of the faults and their first-order derivatives. An UIO is next designed for the augmented system which can decouple the process disturbances which can be decoupled, and the linear matrix inequality (LMI) techniques are utilized to ensure the stochastic 86 finite-time input-to-state stability of the estimator error dynamics, and attenuate the process disturbances which cannot be decoupled. The reminder of this paper is organized as follows. Section 2 is dedicated to the problem statement and necessary preliminaries. Sufficient conditions of both the stochastic input-to-state-stability and finite-time stochastic input-to-state-stability are presented in Section 3. Section 4 states the methodologies to design UIObased fault estimator, applying the results in Section 3 to analyse the stability of the error dynamic. Both the synthesis of the stability and robustness are on the basis of LMI algorithms. Section 5 provides simulation studies to demonstrate the estimation performances, followed by Section 6 to conclude the whole contents of the presented paper and predict the future work. It should be mentioned that the existence of a unique solution for a stochastic nonlinear system is the 122 precondition of discussing the stochastic input-to-state-stability and finite-time stochastic input-to-state-stability. 123
Definition 2.1 [46] . A function : ℛ + ⟶ ℛ + is said to be a generalized -function if it is continuous with 124 (0) = 0, and satisfies: 125 ≥ 0, the function ( , ) is a generalized -function, and for each fixed ≥ 0, it decreases to zero as ⟶ 130 for some constant > 0. 131 Definition 2.3. System (2.1) is said to be stochastic input-to-state stable, if ∀ > 0, there exist functions 132 ∈ ℒ and ∈ ∞ , such that for any initial condition ( 0 ) = 0 , one has 133
The above definition is from [38] with a slight modification by using mathematical expectation. 135 Remark 2.1. Since (0) = 0, it can be found that, in zero input situation, stochastic input-to-state stability can 136 necessarily lead to globally asymptotically stability in probability stated in [47] . But in general, globally 137 asymptotically stability in probability does not imply stochastic input-to-state stability. 138 
Remark 2.2. The difference between the stochastic input-to-state stability and the finite-time stochastic input-155 to-state stability is the finite-time convergence of . Finite-time stochastic input-to-state stability says, 156
Lemma 2.4 (Jensen's inequality) [48] . If to be a random variable and let to be a convex function, then 158
Lemma 2.5 (Chebychev's inequality) [48] . Let to be a random variable and let to be a nonnegative function. 160
Then, for any positive real number , 161
(2.14) 162 Lemma 2.6 (It̂ formula) [48] . Given It̂ process in the form of (2.1), then function ( , ) is again an It̂ 163 process with differential given by 164
The above preliminaries are the same as those of the most previous literatures. Note that the class of 166 conventional ∞ functions mentioned in some papers is certainly the class of generalized ∞ functions. 167
Stochastic input-to-state stability reflects the fact that bounded initial condition and bounded input result in 168 bounded state in probability, and the trajectories will decay under small inputs. Furthermore, the finite-timestochastic input-to-state stability says that the bounded state will converge to a function of the input alone after 170 the finite stochastic settling time. In this section, based on the above definitions and Lemmas, we shall derive some sufficient conditions for checking the stochastic input-to-state stability and the finite-time stochastic input-to-state stability properties, associated with Lyapunov theory.
Definition 3.1.
A function is called a stochastic input-to-state stability-Lyapunov function if there exist ∞ functions 1 , 2 , 3 , 4 such that for all ∈ ℛ , ∈ ∞ and ≥ 0 , 177
Remark 3.1.
In condition (i) of Proof: Let 0 ∈ [ 0 , ∞) denote a time at which the system trajectory enters the set 186
where ̃4 is a generalized function and ̃4 = (1+ 0 ) 1− 4 , 0 > 0, 0 < < 1. In the following analysis, we 188 consider two cases: 0 ∈ ℬ and 0 ∈ ℬ, respectively, where ℬ denotes the complementary set of ℬ. 189 Case 1. 0 ∈ ℬ , In this case, for any ∈ [ 0 , 0 ), 190
According to (3.2), we can derive 194
Indicating 196
From Lemmas 2.2 and 2.4, there exists a generalized ℒ function ̃ satisfying the following condition: 200
For any ∈ (0,1), take ̅ =̃ ∈ ℒ. Applying Lemma 2.5, we have 202
which leads to 204
To be mentioned that can be made arbitrarily small by an appropriate choice of ̅ . Hence for all > 0, there 206
Now let us consider the interval ∈ [ 0 , ∞), where
follows that 210
where ̅ 4 is a function. By choosing ̅ 4 we can make 0 < . Since 3 −1 is of class ∞ , we can yield 212 
Combined with (3.12), 217
Case 2. 0 ∈ ℬ. In this case, 0 = 0 . Then { ∈ [ 0 , ∞) } = { ∈ [ 0 , ∞)} = 1. Following the proof of 219 Case 1, we know that (3.15) still holds, and then 220
To sum up, by (3.16) and (3.17) we have 222
which yields system (2.1) is stochastic input-to-state stable. , and are known coefficient matrices with appropriate dimensions. We assume that in system (4.1), 259
In this section, the main goal is to design a robust unknown input observer for system (4.1) to 260 estimate the trends of system states and the considered faults simultaneously. In the rest of paper, the symbol 261 in vectors will be omitted for the simplicity of presentation. 262
The means of the faults concerned are assumed either to be incipient or abrupt, which generally exist in 263 industrial processes. Therefore, the second-order derivatives of their means should be zero piecewise. We assume that 1 rather than 2 can be decoupled, which means 1 is of full column rank whereas is not. 267 Assumption 4.1. for all ∈ ℛ , ( ) satisfies the implicit function theorem and the following conditions: 268
where 1 , 2 ∈ ℛ, > 0.
Remark 4.1. In Assumption 4.1, condition (ii) implies ( ) is quadratic inner-bounded [49]. Unlike the well-272
known Lipschtiz condition, the constants 1 , 2 can be positive, negative or zero. In addition, if ( ) is 273 Lipschitz, then it is also quadratic inner-bounded with 1 > 0 and 2 = 0 . Thus, quadratic inner-bounded 274 condition provides a less conservative condition than Lipschitz one. According to Lemma 2.1, Assumption 4.1 275 can ensure that for any 0 ∈ ℛ , system (4.1) has a path-wise strong solution. 276
In order to estimate the trends of system states and faults simultaneously, an augmented plant of system (4. 
283
Consider the following unknown input observer in the form of 284
where ̅ ∈ ℛ ̅ is the state of observer, ̅ ∈ ℛ ̅ is the estimation of ̅ which is composed of the system states and 286 the concerned fault trends. In this way, the unmeasurable states and fault trends can be estimated provided that 287 the estimated state vector ̅ is available. The observer parameters of R, , 1 , 2 , need to be designed. For error dynamic (4.8), our main problem is to design , , , 1 , 2 such that ̅ is bounded in presence of 305 bounded unknown inputs, and converge within finite time interval, which can be expressed by finite-time stochastic 306 input-to-state stability of system (4.8). To meet this objective, the following assumptions are given: 307 .
358
Theorem 4.1 can be applied to prove the asymptotic stability of the estimation error as well, by letting the 359 disturbances be zero. Such a result holds because the stochastic input-to-state stability implies global asymptotic 360 stability in probability which is a special case that the input is zero [31] . In other words, a stochastic input-to-state 361 stable state estimator behaves like an asymptotically stable observer in the absence of system and measurement 362
noises. 363
Now we are in the position to study the finite-time stochastic input-to-state stability of (4.8), which implies 364 the stochastic setting time is finite. 365 of a given estimation performance index. The observer gains can be decided by solving LMI (4.14) to make the 393 estimation error decrease to a bounded value depending on unknown inputs only. In addition, the performance 394 index can make the bound as small as possible to achieve robustness. 395 Based on the above results, we can summarize the procedure to design the UIO for system (4.1) as follows. 396
(1) Construct an augmented system in the form of (4.4). 397
(2) Solve from Equation (4.9). 398 (3) Solve the LMI (4.14) to obtain the matrices and , and calculate the gain 1 = −1 . 399 (4) Calculate the other gain matrices , and 2 following the formulae (4.10) to (4.12), respectively. 400 Applying the suggested fault-reconstruction approach, the means of actuator fault and full system states can be estimated simultaneously and the trajectories of estimation error can be mapped quite closed to equilibrium in finite time. It is noticed that he concerned unknown inputs are not constrained to be completely decoupled, and the un-decoupled part of unknown inputs can be attenuated successfully by the solving LMI conditions. As a result, the presented methods are suitable for more general systems which thus have potentials to apply to a wider scope of practical dynamic systems. Brownian systems would be another challenging but interesting research topic which is encouraged to develop.
