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Abstract
Technology selection is a complex decision problem that is often faced in process
engineering. This has been a particularly important problem recently in the energy
field, in which many new technologies have been proposed. Typically only point
estimates of the chosen metrics are used in the evaluation, with uncertainty often
overlooked. However, uncertainty can have a significant effect on the conclusions and
decisions to be made.
This work investigates the issues surrounding the uncertainty in process engineer-
ing models. Model complexity, selection bias and information gain are examined.
Existing model selection methods, including Information Criteria Methods and Hy-
pothesis Testing are analyzed, with an emphasis on how they address issues surround-
ing uncertainty in models. Bayes' methods are investigated in detail because they
offer a mathematically sound and very flexible alternative to traditional techniques.
A framework is proposed for evaluating the information difference between com-
peting process engineering models involving uncertainties. This framework can be
applied when there are competing processes (e.g. a technology selection problem)
or when there are competing models for the one process (e.g. several models of the
one process with different levels of complexity). The framework uses the Determin-
istically Equivalent Modeling Method (DEMM) and Bayes' model selection methods
and consequently can be applied to black box models. The methods chosen allow as-
sumptions required in other methods to be relaxed, while keeping computation time
minimal. In particular, assumptions about output distributions are relaxed, which is
important in process engineering models because equilibrium and theoretical limits
can cause output distributions to be highly irregular. A major challenge has been ap-
plying Bayes' model selection methods to cases where experimental output data does
not exist, which occurs when assessing new technologies. Modifications to existing
model selection have been developed to address these cases.
Applying this framework will give the information difference between models,
and identify which parameters are driving the overall. These results can be used in a
sequential decision making process, facilitating decisions over the best use of resources.
This may include helping to shape experimental programs or further refinement of
the models.
The framework has been applied to three case studies. The first involves com-
peting hydrogen producing thermochemical cycles. It was found that the best use of
resources was to further investigate the separations involved, rather than the reac-
tions. The second involved two versions of a refinery process. The overall uncertainty
was driven by uncertainty in the fitted parameters, and consequently if a difference
is to be observed then the uncertainty in these fitted parameters need to be reduced.
The third case study involved competing technologies for warm syngas cleanup.
The excel-based tool has been constructed so that this framework can be applied
by others in the future. This tool calls Matlab to complete the required calculations,
but only requires the user to enter the required inputs in Excel, making it easy for
the user.
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Chapter 1
Introduction
1.1 Motivation
Technology selection is a complex and multi-criteria decision problem that is often
faced in process engineering. This has been a particularly important problem recently
in the energy field, in which many new technologies have been proposed.[40, 43] This
has been due to concerns about the global climate impacts and long term availability
of existing energy sources.
Typically in technology selection only point estimates of the chosen metrics are
used in the evaluation, with uncertainty often overlooked. However,uncertainty can
have a significant effect on the conclusions and decisions to be made. [25] Even when
an uncertainty analysis is done, it usually involves methods which have embedded
assumptions. The validity and effects of the assumptions are often not addressed. In
addition, uncertainty in parameters is usually considered the only source of uncer-
tainty, with sources such as uncertainty in model structure not analyzed.
1.2 Aim of work
The aim of this work is to provide a framework to assess new and existing technologies.
This involves developing a practical and statistically defensible way to compare pro-
cess engineering models. The challenges involved with model selection and model use
under uncertainty are considered. Bayesian methods are explored in detail because
these methods, unlike many popular traditional approaches, do not have restricting
assumptions, and offer a flexible and powerful way of addressing model uncertainty
problems.
1.3 Overview of work
This work investigates model selection under uncertainty. In particular, the uncer-
tainty in the inputs of a model are studied. The primary problem considered is
evaluating competing technologies, each represented by a model. A secondary model
selection problem is also present, which is model selection for a particular process.
For example, selecting a model from several models with differing levels of complex-
ity. This may involve an existing process where output data exists. For example,
one may know output concentrations of chemical species from a reactor and need to
choose from a set of models, each consisting of a series of chemical reactions. Much
theory has been developed for this type of case. Another case is where the process
is proposed, but as yet does not exist. An example is a proposed thermochemical
cycle for production of hydrogen, but large scale production does not exist. Much
less literature has focused on these types of problems.
This work investigates the issues of determining the uncertainty in complex mod-
els, which are common in process engineering. Traditional methods either have re-
stricting assumptions or require excessive computation. After the uncertainty has
been established, the model selection problem arises. This work analyzes various
model selection techniques, in particular looking at how they can be applied when no
output data exists, as is the case in many technology selection problems.
Bayesian techniques are investigated in detail because they offer a mathemati-
cally sound and very flexible alternative to traditional techniques. Difficulties involv-
ing computational intensity and subjectivity of Bayesian methods, which initially
slowed the acceptance of these methods, have been mostly overcome for parameter
estimation problems. The resolutions to these difficulties can be extended to model
selection problems, but new challenges arise. Addressing challenges unique to model
selection problems is a major part of this work. A framework for model selection
under uncertainty is proposed. This is applied to three major case studies.
1.4 Outline of Thesis
The thesis can be divded into three main sections: background investigation of model
selection methods and issues (Chapters 2-4), proposed framework (Chapter 5) and
case studies (Chapters 6-8).
Chapter 2 contains background theory, introducing model fundamentals and the
notation which is used throughout the thesis.
Chapter 3 investigates each model selection method. Hypothesis testing, Infor-
mation criteria methods and Bayesian methods are analyzed and compared.
Chapter 4 investigates the challenges in model selection. Model complexity, selec-
tion bias, uncertainty in structure and information gain issues are explored through
various examples. In addition, the way various model selection methods address these
issues is studied.
Chapter 5 explores how model selection methods, and in particular Bayes methods,
can be applied to technology selection problems which do not necessarily have output
data available. It concludes with the proposed framework.
Chapter 6 applies the framework to a technology selection problem. This exam-
ple involved comparing various proposed hydrogen-producing thermochemical cycles.
The focus in this case study was to identify the most promising cycles, and to deter-
mine the best use of resources for further work.
Chapter 7 applies to framework to several warm syngas cleanup technologies.
Various technologies have been proposed to avoid the energy penalty associated with
cool syngas cleanup processes, such as Selexol. These technologies have significant
uncertainties because none have been implemented on an industrial scale.
Chapter 8 applies the framework to a refining process model. One model is an
updated version of the other, with improvements made to the kinetics. Consequently
the two models are of similar complexity. The analysis looks at whether there is any
information difference in the predictions of the two models.
Chapter 9 describes the excel tool created to implement the framework. This will
enable other researchers to apply to framework to other problems, without necessarily
having to be familiar with all the methods of the framework.
Chapter
Background Theory
This chapter covers model fundamentals, notation, model uncertainty and Bayesian
theory. This chapter only gives the background theory without any discussion on
model selection, which is introduced in Chapter 3.
2.1 Model Fundamentals and Notation
This section introduces model fundamentals and the notation which will be used.
2.1.1 Model Components
A model, M, typically consists of an output (y), inputs (x), parameters (6) and error
(e) where
M: y=h(x;6)+e
Example
(2.1)
Consider the model M representing a series of chemical reactions. Then
the components of M could be
9 The output y is the measured concentration of a chemical compound
" The parameters 6 are the rate constants of the involved reactions
* The inputs x are the initial concentrations of all chemical species
* The error c is the measurement error of the equipment used
A model may have a vector output y instead of a scalar. The components of the
vector may be the same quantity resampled multiple times (eg from the same repeated
experiment) or different quantities (eg concentrations of several compounds).
Uncertainty in the parameters 0 and model structure h(-), along with the error e,
all contribute to uncertainty in the model output y. A probability density function
(pdf), f(y), can be constructed to describe the spread of the output.
2.1.2 Probabilty Density Function (pdf)
A probability density function (pdf) is defined such that the probability that the true
value of z is within a region A is given by
P(z E A)= j f(z)dz
Example If z can take on any value between 0 and 1, with each value equally likely
then
1 if 0 < z <1
f (z =
0 otherwise
Normal Distribution It is often assumed that a distribution is normal, especially
when there is a lack of data. A one dimensional normal distribution is given by
1 -p
f(z) = e _
where y and o- are the mean and standard deviation respectively. The normal distri-
bution is often written as z ~ N(p, a2 ).
2.1.3 Metric
A metric (or metrics) is required to compare processes. The metric is typically the
output of a model.
Metrics need to be carefully defined, with the consequences of any assumptions
of simplifications in the definition considered. For example, thermal efficiency can be
used for a chemical process
-= (2.2)Q +
where T, is the efficiency of the work processes (e.g. separation work). Different sep-
arations can have vastly different efficiencies. Consequently substantial uncertainty
could result if the efficiency is assumed the same for all separations.
Multiple Metrics
Often there is more than one metric of interest. For example, one is unlikely to
consider solely environmental indicators without any consideration to cost. Lapkin et
al [36] considered a variety of metrics when evaluating the 'greenness' of a chemical
process. Lapkin classifies each metric into one of four areas: society, company and
product, infrastructure and process. These are shown in Table 2.1, with examples of
different metrics for each area. Afgan et al [2] also considers four areas when assessing
energy alternatives. These are resource, environmental, social and economic.
Area Description Example of metric
Society Climate Changes, Release of green house gases
Continuous availability Energy efficiency
of energy
Infrastructure Footprint and resource Sustainable process index
efficiency
Company Overall environmental Production efficiency
efficiency
Product and Process Maximum use of feed Mass efficiency
Minimum use of energy Energy efficiency
Table 2.1: Possible Metrics to Measure A Process[36)
There are various methods to evaluate a process or technology when multiple
metrics are considered. Lapkin simply lists the value of each metric for each of the
process.
Pareto Optimization Approach Pareto optimization is another approach for
considering multiple metrics. A case is considered optimal in a Pareto sense if no
metric can be improved without a negative effect on another metric. For example,
consider the case where processes A,B,C and D are being compared using two metrics
yi and Y2, shown in Figure 2-1. In this example, processes A,B and C are Pareto
optimal. However, point D is not Pareto optimal since B is an improvement over D
in both y1 and Y2-
4 +
3- + A
Y2 2B
1- +
00 1 2 3 4 5
y1
Figure 2-1: Results of 4 process (A,B,C,D) for 2 metrics (y1, y2)
A Pareto optimization approach was taken by Hoffmann et al[30), where total
annualized profit per service unit (TAPPS) and material intensity per service unit
(MIPS) are used. TAPPS is an economic metric that measures the potential maxi-
mum profit per unit of product. MIPS is an environmental metric which measures
the total material and energy throughput over the life cycle.
Other Approaches A more sophisticated approach is used by Afgan [2]. Four
metrics are considered to compare several energy sources. To construct the multi-
objective metric Q, a linear combination of the four metrics is used
where wi and yi,j are the weight and value ith metric respectively, for alternative
j. However, instead of assigning a fixed weight, non-numeric information is used to
order the weights. For example, one example could be to set wi > w2 > W3 > w4.
This information is then used to determine a probability distribution for the weights,
and hence a probability distribution for the resulting multi-objective metric Q.
2.2 Uncertainty in Models
Uncertainty in predictions from a model can be caused by uncertainty in the values
of the parameters and uncertainty of the structure of the model.
2.2.1 Model Parameters
Model parameters will typically not be known precisely. There will be uncertainty
in the value of the parameters 6, which will result in uncertainty in the value of the
output y. The propagation of uncertainties in the parameters to the model predictions
is illustrated in Figure 2-2.
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Figure 2-2: Probability Distribution Functions of Parameters and Model Predictions
The probability distribution of a model output is given by
f(y|6)f(6)dO (2.3)
where f(yjG) is determined from the model. If inputs x are included in the model
then f(y) and f(y|6) are replaced by f(y Ix) and f(yI6, x) respectively.
Example Consider the model M where
M : y = 01 + C
.............................................................................. :::::: . It "- - - - .. ....... ............ -
f (y) = j
E ~'. N(0, 1)
Then f(y|61) - N(0 1, 1). If 01 has the distribution 01 ~ N(1, 1) then it follows
f(y) = f(y61)f(61)dO1
I -(- 012 dO01 1
/ 1 2
Determining Uncertainty from Parameter Uncertainty
An analytic form of the output distribution given by equation (2.3) only exists in
special cases. Consequently, numerical methods are usually required to estimate
f(y). A popular method is Monte Carlo simulations, which involves the following
steps:
" Generate a parameter set and calculate the corresponding model output.
" Repeat the generation of parameter sets and model calculations until a sufficient
number of samples is obtained.
" Construct a distribution of the outputs.
There are various methods available for generating the sequence of parameter sets. A
crude Monte Carlo method is the simplest. This involves generating each parameter
set independently, based on the probability distribution of 6.
Example Consider the model M where
M:y=9 1 +E ee~N(0,1)
where 01 ~ N(1, 1). A value of 01 is randomly selected from the distribution N(1, 1).
The value of y is then calculated, with e randomly selected from N(O, 1). This is
repeated many times. Figure 2-3 gives the calculated approximate distribution when
using 100 and 1000 instances of 61 and the exact analytical distribution.
When many parameters or nonstandard regions are involved then a crude Monte
Carlo method can be computationally expensive and the results may not be accurate.
Figure 2-3: Probability Density Function of y
A more efficient method of traversing the sample space is required. More efficient
methods include the Metrolis-Hastings algorithm [16] and Gibbs sampling [52] gen-
erate the next parameter set by using the previous parameter set.
Contribution of Each Parameter
It is often useful to calculate the contribution of each parameter to the overall variance.
The total variance of an output y can be expressed as
k
a = s8oa + 2nd order terms
j=1
where sj is sensitivity of the output on the jth parameter. The definition of s is
(2.4)Si =
Therefore the first order contribution of each parameter towards the total variance is
Si U0 .
The sensitivity of each parameter can be estimated by modifying the parameter
slightly and observing the change in the output
Si ~ Ay/A63
...... ..............
2.2.2 Model Structure
There is often uncertainty in the structure of the model ie the form of h(-) and
e in Equation 2.1. This is often overlooked. However, the effects of ignoring this
uncertainty can be significant. [22]
Model averaging is a method which is gaining popularity to account for model
structure uncertainty. [48] This involves assigning a probability P(Mi) to each model
Mi. An estimate of the output yeet can be obtained by using
n
Yest = W yP(M)
where y(') is the estimated output from Mi. A probability distribution of y can be
obtained by using
n
f(y) = Zfi(y)P(M)
where fi(y) is the pdf of y based on Model i.
Structural uncertainty can also be incorporated in a model. [22] For example,
consider the model
M : y, = y + Ej
where c is IID symmetric about zero, but the actual structure is not known. Setting
f(Ela) = cexp ( il2/(1+a)
gives the double exponential distribution for a = 1, the Gaussian for a = 0, the
uniform as a -+ -1, and various distributions for other a. Therefore
f(y) = f(yIp, a)f(p, a)dpda
or in general
f(y)= f(y|6, S)f(6, S)dOdS
where M = (0, S) ie the model has information on the parameters 0 and structural
assumptions S.
2.3 Bayes Theory
This section describes Bayesian theory in detail. It covers Bayes' rule, the distribu-
tions involved and how Bayesian techniques can be applied to parameter estimation
problems. Bayesian techniques for model selection are discussed in Chapter 3.
2.3.1 Bayes Rule
Bayesian techniques are based on Bayes' rule, which relates the conditional probabil-
ities of two events:
_ 
P(B|A)P(A)
P(B)
Bayes' rule can be used in the continuous case to give
f (6|y) = (2.5)f(y)
It is often more convenient to express this as
f (O|y) oc L(6|y) 7r(6) (2.6)
Posterior Likelihood Prior
The probability density functions involved are
" Prior Distribution r(6) (or f(0)). This contains the prior knowledge about the
probability distribution of the parameters.
" Likelihood L(O|y). This is the pdf of the data, y, given a value of the parameter
set 0 ie L(6|y) = f(y|1). It is generally written as L(0|y) and not f(y1) since
y is usually fixed.
" Posterior f(G|y). The prior and likelihood can be used to calculated the poste-
rior distribution.
Bayesian methods require the input of the prior, 7r(6). Therefore the probability dis-
tribution of the parameters need to be estimated. The subjectivity involved in choos-
ing r(8) and the computation required initially slowed the acceptance of Bayesian
methods. Development of methods to construct objective priors, and computational
methods that make the calculations required manageable, has meant that Bayesian
methods have steadily grown in popularity. [6]
The Bayesian framework can be extended quite naturally beyond inductive infer-
ence to analyzing uncertainty in model structure and model selection. Consequently it
can be used to tackle problems which traditional approaches can not solve adequately.
2.3.2 Likelihood Function
The likelihood is the probability distribution of the data conditional on the parame-
ters. However, 6 is the argument, since the data is fixed i.e.
L(6|y) = fI(y6)
Equation (2.6) is a proportionality relationship and consequently only a term propor-
tional to the likelihood is typically required. Therefore multiplicative constants can
been removed. The likelihood is determined by the model chosen.
Example Consider the model
M : yi ~ N(p, oa2)
where y2 is the ith data point. Assume that standard deviation o is known and the
mean p is unknown. This case may arise when measuring an unknown quantity 0 and
the measurement error is known to be normally distributed with a standard deviation
of o. This gives
L(ply, -) f (yly, o-)
= 1 exp 
- 2
oc exp -
9)2
2 a-w/
2.3.3 Prior Distributions
Prior distributions of the parameters are required when applying Bayesian techniques.
If there is prior knowledge about the parameter then this knowledge can be used to
estimate the distribution. Alternatively a noninformative prior can be used.
Noninformative Priors
Often there is a desire not to introduce bias or subjectivity into the analysis, or there
is a lack of prior information. Using non-informative priors 7N( 6 ) is a way to ensure
objectivity. A noninformative prior allows the calculated posterior distribution to be
dominated by the data rather than the prior distribution.
Example Consider the model
M: y ~ N(p, o.2)
where both p and o- are unknown parameters. It can be shown that noninformative
priors for y and o- are
7N(p) C FN (U) - U (2.7)
where c is some constant. [8]
The priors for the example above are improper (i.e. f grN(p)dy = oo). However,
this is generally not a problem since the posterior distribution will still be proper.
The posterior can then be normalized if desired.
One may naively predict that a noninformative prior should always be a constant.
However, the idea that a uniform prior can be used to represent ignorance is not self-
consistent. A change of variables can be used to prove this (e.g. k = P1-). Instead,
a prior distribution which ensures the likelihood curve is data translated (which may
require a transformation) should be used.
Data Translated Likelihoods A data translated likelihood is a likelihood whose
curve is completely determined a priori, except for its location which is determined
by the data. The parameter may need to be transformed #(O), so that the likelihood
corresponding to #(O) is data translated. This property ensures the prior does not
favor any region of the 0 (or #(6)) space. [3]
Example Consider the model
M : yj ~ N(p, o.2)
where p is known and o is unknown. This case may arise when measuring a known
quantity p, but standard deviation of the measurement, o, is unknown. The likelihood
in this case is
L(-|p, y) oc or-- exp ( 2), S2 =j3(yi _ t) 2 / n (2.8)
The shape of the likelihood curves, as shown in Figure 2-4, vary with different data.
If the likelihood curves are plotted in terms of log(o) then the curves are data trans-
lated, as shown in Figure 2-5.
The noninformative prior in this case should be uniform in log(O), which gives
7WN (U )o(d log o-
do
Approximate Data Translated Likelihood Exact data translated likelihoods
only exist in special cases. Jeffreys' rule can be applied to construct a prior so that
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Figure 2-4: Likelihood Function for a
1.2 -
00.8-
0.6
0.4
0.2
0 -0 1.5
log(e)
Figure 2-5: Likelihood Function for log(a)
..........
the likelihood is approximately data translated in cases when you are considering n
identical trials e.g. taking n measurements of some quantity.
Definition: Jeffreys' Rule Jeffreys' rule states that a prior distribution for 9
is approximately noninformative if it proportional to square of Fisher's information
measure 1(6) where I(6) is defined as
T(9) = -E '82 log L(91yi) 1 ~
where yj is the result of the ith trial [8].
Example Consider n independent trials, with the probability of success (yj = 1)
being 9. An example of this is n tosses of a biased coin. The distribution for each
trial is
L(9|y.) = yi (1 - 6)(yi), yj = 0, 1
Therefore we have
a2 log L(|yi) y 1 - yj
892 92 (1 - g)2
Since E[yf 9|] = 9 then we have
1 1 1
9 (1-9) 9(1-0)
The noninformative prior distribution is therefore
7N(0) = ()- 0-1/2(1 - >1/2
and the transformation required is
#(0) = t-1/ 2 (1 t)-1/2 oc sin-1 v9O
The likelihood function for 0 and sin-' V are shown in Figure 2-6.
355 -.
3
4 2
21- 5
22
M=2 1 
- M=10
1:\ - 18 0.5 _M1
C -
0 0.2 06 0.8 1 0 0.2 04 0.6 0.8 1 1.2 1.4 1.6
8 (sin-1(e))0.5
Figure 2-6: Likelihood Function for 9 and sin-1 VF
Jefferys' Rule Derivation The proof of Jeffrey's rule is quite involved. Conse-
quently a rough outline of a derivation, and not a rigorous proof, is provided here.
Consider yi, ... y, which are sampled from a distribution f(yj|1) = L(0|yi). If
the distribution obeys certain regularity conditions and n is sufficiently large then
the likelihood function is approximately normal. Consequently, the logarithm of the
likelihood function is approximately quadratic.
A(91y) = log l(O|y)
n (, _2 1 a2 AA(O|y) - - ) , 9 = arg max A(1y) (2.9)
2 n _502
1 a2A c xmtd tThe term - can be approximated with 1($) where
E 02 log L(0|yi) 1I() 0-982 lv
For any transformation #5(9) of 9
(d6I(#) =1() -(2.10)
If # is chosen such that
do
then from Equation (2.10) it can be seen that I(#) will be a constant and independent
- - - - c W11W_ - I 10MAkOw- - - - - - === -1 1 , - -- - I I I _ ___
of #. Consequently the shape of the quadratic approximation in Equation (2.9) is
independent of the data. Only the location (i.e. where the maximum # occurs) will
be dependent on the data. [8]
Extension to Multiparameter Models Jeffreys' Rule for multiparameter prob-
lems states that the prior distribution is taken to be proportional to the square root
of the determinant of the information matrix. i.e.
7r(6) C T |1(6) 1/2
where
In(6) = E { -
where A is the logarithm of the likelihood function i.e. A(O|y) = log L(6|y). [8}
Example Consider the case where there is n independent trials, and each trial has
m different outcomes. The probabilities of each outcome is denoted by A,, A2 , ... Am.
Let yj denote the number of outcomes of type i. We then have
L(Ay) =1! . . .
This gives A(7rIy) = Z yj log 7rj and consequently
|1En(7)1 = n (A, .2 ... Am)-
giving the prior
PN(7r) OC (7ir 2 .. 7m)-1/2
2.3.4 Posterior Distribution
A distribution proportional to the posterior distribution is obtained by multiplying the
likelihood and prior distribution (from Equation (2.6)). This curve can be normalized
to give a posterior distribution.
Example Consider the model
M: yj ~ N(p, a-)
where p is known and o is unknown. Then, using the likelihood form Equation (2.8),
gives
f(o-|p,y) oc L(o-p,y)7r(o-p)
n(rs2
o c -"exp~ 2o.2)
o--(n+1) exp ( S
f ( o I -t , )t (n + ) e x p ( -o d iep2t2 )d
The normalizing integral can be computed numerically. However, in this example an
analytic solution exists
(ns 2)n/2 -_(n+1) ex n 2
f (ojt Y) - 2(n/2)-'F(n/2) e 20 2 )
2.3.5 Parameter Estimation
Bayesian techniques allow assumptions required for other techniques to be relaxed
when performing parameter estimation. Bayesian methods allow prior knowledge
about the parameters and the form of the noise term to be incorporated. Equation
(2.6) is used to calculate the posterior distribution f(y|0). Once the posterior dis-
tribution has been established, the optimal parameter set, O0pt, can then be found.
There are various criteria which can be used. For example, the most probable (the
maximum of the posterior) could be used. [41].
Other criteria can be considered using a Bayes cost function. This requires the
use of a cost function c(6) which fulfills the properties
" If |6i| > |6jI then c(62) > c(03)
* c(0) = 0
The Bayes cost function is then defined using the cost function
B(5|x) E [c(8 - 5) J c(8 - 5)L(8|y)dO
The value of 0Opt is then found by minimizing the Bayes cost function. [8]
Examples of commonly used cost functions are
e Weighted sum of squared error.
c(O) =OTWO, W >_ 0
* Uniform cost function. This cost function maximizes the probability that 0 oPt
is within 6 > 0 of true value of 0.
c(O) f 0 if |0|<6 6>0
1 otherwise
Relationship between Least Squares and Bayesian Methods
A least squares method has traditionally been employed to use the data to estimate
parameter values. This method determines which parameter values will minimize the
sum of the square of the differences between the model prediction and the data. For
a nonlinear model
M : y = h(x; 6) + c (2.11)
the optimal parameter set 0Opt when using least squares is
N
0 OPt = arg min (yk - h(xk; 0))2
k=1
where k denotes the kth set of data.
The least squares method is equivalent to the Bayesian approach if
* Model is linear
" Noninformative priors are used
* Most probable value of 0 is used
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Chapter 3
Model Selection Methods
This chapter focuses on looking at the different types of model selection methods.
This is followed by comparisons of the methods which have been made in model
selection literature.
3.1 Introduction
There are three main model selection methods: frequentist hypothesis testing, infor-
mation criteria methods and Bayesian methods. Hypothesis testing involves propos-
ing a hypothesis and using data to test it. Information criteria methods are based
on selecting a criterion to compare models and then calculating an estimation of the
selected criterion for each model using the data available. Both hypothesis testing
and information criteria methods methods are quite popular. However they often
contain embedded assumptions. The validity and effects of the assumptions are often
not addressed. Bayesian methods offer an attractive alternative. Bayesian methods
are based on implementing Bayes' rule, and make no assumptions about the types of
distributions involved. The assumptions necessary for conventional statistical theory
can often be relaxed for Bayesian approaches.
3.2 Frequentist Hypothesis Testing
Frequentist hypothesis testing techniques are often employed in model selection prob-
lems. These techniques are often chosen simply because of the ease of application
and the familiarity many have with them rather than of any theoretical superiority.
Hypothesis testing has many embedded assumptions. The implications of these as-
sumptions are often ignored and the results can be misinterpreted. This section only
considers frequentist hypothesis testing. Bayesian hypothesis testing is considered in
the Bayesian Methods Section (Section 3.4).
3.2.1 Null Hypothesis
Hypothesis testing requires a set of hypotheses to be tested. One of these is the
null hypothesis, H0 , and asserts that random variation is responsible for an effect
seen in observed data. The null hypothesis is set up to be refuted by an alternative
hypothesis.
Example A standard statewide test is given to all high school students. The
statewide average is 50. A class of 10 students had an average of 45, with scores
of 43, 41, 49, 56, 42, 43, 44, 23, 65 and 47. To determine if this result is statistically
different from the state average the two competing hypotheses could be
* Ho : There is no significant statistical difference between the class (sample)
mean and the state (population) mean
" Hi : There is significant statistical difference between the class (sample) mean
and the state (population) mean
3.2.2 Statistical tests
After the hypotheses are constructed, a t-test, z-test or F-test is performed depending
on the type of problem. The appropriate statistic is calculated, with the basic formulas
given in Table 3.2.2. This table only contains the formulas for the most simple
situations. For example, the t-value formula given applies only when comparing a
sample to a known population. However other t-value formulas exist for comparing
two samples, with equal or unequal variances and sample sizes. The appropriate
statistic, along with information of the sample size is used to calculate a p-value. The
p-value is the probability of obtaining a value of the test statistic at least as extreme
as the one that is observed if the null hypothesis is true.
Test Application Formula
Compares mean of samples
z-test and/ or populations
Similar to z-test, but ap-
t-test t = P
plied to small sample sizes - a/x§
F-test Compares variance of sam- F - "
ples _ 2
Table 3.1: Statistical Tests Used In Hypothesis Testing
A critical value a is chosen. A p-value can be calculated from the statistic, and
if p a then the null hypothesis can be rejected, or an event of probability < a has
occurred. Instead of calculating the p-value, an a value can be chosen, and then the
statistic that corresponds to the a value can be determined, and compared to the
calculated statistic. Table 3.2.2 gives the relationship between a and the t-statistic
for various a values.
df a = 0.1 0.05 0.01 0.005
2 2.92 4.30 9.925 14.09
3 2.35 3.18 5.841 7.45
Table 3.2: t-Distribution Table
The definition of a p-value is frequently misinterpreted. Common misinterpreta-
tions include that p is the probability that the null hypothesis is true, or that 1 - p
is the probability that the alternate hypothesis is true.
Example Consider the example above concerning test scores. Then we have the
following
t = 45.3 o- =10.84 n = 10
z - P 45.3-50 1.37
-/ n- 10.84//fo
The degrees of freedom (df) in this case is n - 1 = 9. From a t-table (which can be
found in any standard statistics book) the p-value for t = -1.37 and df = 9 is 0.204.
Therefore if the null hypothesis is true, then the probability of getting a result as
extreme as this is 0.204. Generally a p value of less than 0.05 is considered significant
(ie a = 0.05).
3.2.3 ANOVA
ANOVA (analysis of variance) refers to methods which test whether a significant rela-
tion exists between variables, where the variables may have several levels/ categories.
It would be cumbersome to perform statistical tests on each possible pair of levels.
In addition when there are several levels some p-values are likely to come out as sig-
nificant by chance when doing many pairwise analyses. ANOVA analysis takes this
into account.
Example An example where ANOVA analysis could be used is for a data set con-
sisting of heights of trees from four locations. Possible hypotheses for this case are
* HO: The height of the trees in the four locations are the same
* H1 : The height of the trees in the four locations are not the same
The variation within a group and between groups is then calculated using appropriate
formulas and a F-value is calculated. A p-value is then calculated.
3.2.4 Regression and Model Selection
The hypothesis testing framework can used for model selection. Typically the hy-
pothesis to be tested are
" HO: All parameter values are zero
" H1 : Not all parameter values are zero
In addition, hypothesis testing can be performed on each parameter, so that the
hypotheses are
" HO: The ith parameter (0i) is zero
" H1 : The ith parameter is non-zero
Consider the data in Table 3.3 and the model
M: y=61 x 1 +0 2x 2 +
Sample x 1 X2  y
Number
1 5 2 35
2 4 7 28
3 3 4 23
4 3 5 27
5 2 5 22
Table 3.3: Data for Xi, X2 and y
Tables 3.4 and 3.5 give the typical output for a linear regression. Table 3.4 gives
a significance value for the regression of 0.105. The null hypothesis is that all the
parameter values apart from the intercept are zero, which is equivalent to the data
having a normal distribution which is independent of the parameters. A significance
value of 0.105 means that if the null hypothesis holds, then there is a 0.105 probability
of a result as extreme as the one obtained. In this example the null hypothesis would
not be rejected if the typical critical value (a) of 0.05 is used.
df SS MS F Significance F
Regression 2 94.8 47.42 8.51 0.105
Residual 2 11.2 5.58
Total 4 106
Table 3.4: ANOVA Statistics for Regression Example
Table 3.5 shows the significance of each parameter. The low p-value of 01 at 0.07 is
close to the value generally taken as statistically significant (0.05), where 02 appears
to be insignificant.
Example
e~-"N(0,o-)
Coefficients Standard Error t Stat P-value
Intercept 15.27 5.98 2.55 0.125
01 3.99 1.12 3.55 0.071
02 -0.40 0.70 -0.56 0.63
Table 3.5: ANOVA Statistics for Regression Example for each Parameter
3.2.5 Likelihood Ratio Tests
Likelihood ratio tests (LRT) are another way of implementing hypothesis testing for
model selection. [48] It is often used, especially when the models are more complex
than simple linear models. The likelihood ratio is defined as
L1(0|y, M1 )
L2(6Iy, M2)
where Li(6|y, Mi) = fi(y|1, Mi) is the likelihood function (discussed in Section 2.3.2)
and 6 is the maximum likelihood estimator of 0 (ie the value of 0 that maximizes
the likelihood function). It can be shown that the value of -2log A will have a x 2
distribution with k1 - k2 degrees of freedom, where ki is the number of parameters in
model Mi. The only constraints on f(y|6) are that is well-behaved and convergent.
[14] The hypothesis Hi is that the data arises from model Mi. Therefore Hi (model
Mi) is rejected if A < c for some predetermined c < 1. The likelihood ratio test tends
to give too much weight to the full model. Consequently many researchers have added
penalty terms. The most popular is using log A, + ak where k is the difference in the
number of parameters of the models. [27]
3.2.6 Limitations
Hypothesis testing is very limited when looking at multiple models because there is
no appropriate way of ranking models. It is not valid to use p-values to rank models.
This is because only evidence against the null hypothesis is examined and not evidence
in favor of the model. Even likelihood ratio tests are limited to pairwise comparisons,
and can not be used to rank several models.
Hypothesis testing contains a number of assumptions about the distribution of the
data. For example, t-tests have the assumptions that the data is normally distributed
and that the variances of the samples/populations are equal. The validity of these
assumptions are often not assessed.
3.3 Information Criteria Methods
Information criteria methods use some criterion to compare models. A popular cri-
terion is the Kullback-Leibler (K-L) Information. This is defined as
I(f, fi) f(y) ln ( ) dy
where f(y) is the true model and fi(y 10) is the approximation. The Kullback-Leibler
(K-L) information can be viewed as the information lost when f is approximated by
fi.
Other possibilities include
" Gauss discrepancy I (f(y) - fi(y10))2 dy
" Pearson chi-squared discrepancy
(f(y) - fi(Y10)) 2dy
fi (y 10)
The true model f(y) will not generally be known. Consequently only estimations of
these discrepancies can be calculated [11].
3.3.1 Akaike Information Criterion
The most common information criteria method is the Akaike Information Criterion
(AIC), which is based on K-L information. [9]Since
I (f, fi) = f (y) log(f (y))dy - J f(y) log(fi(y10)dy
Aj Level of Support for Model i
0 - 2 Substantial
4 - 7 Considerably less
> 10 Essentially none
Table 3.6: Classification for A/ values[11)
then an estimate of - f f(y) log(fi(y|6)dy is also an estimate for K-L information
up to a constant. The AIC is an estimate of - f f(y) log(fi(y|6)dy derived using
asymptotic methods. It is defined as
AIC = 2k - 21n(L(6|y))
where k is the number of parameters and L(6|y) is the likelihood function. The first
term 2k increases as the complexity of the model increases, while the second terms
-21n(L(O|y)) increases as tightness of the data fit increases. Therefore the optimal
model, as determined by the AIC, balances the fit of the data and the complexity of
the model. The actual AIC value is meaningless because the AIC only estimates the
K-L information up to a constant. It is the difference in values that is of interest.
The AIC difference, Aj, is defined as
Aj = AICj - AICmin
Table 3.6 gives the rough rules of thumb for classifying models using AIC differences.
These rules are only relative to the best model considered, and do not give any
indication of the quality of the best model.
If the model errors are normally distributed then the AIC becomes
AIC=2k+nln (RSS)
where RSS is the residual sum of squares.
For small samples there is a bias in the AIC formula. Therefore it is typically
recommended that a modified version, known as the AICc, be used when n/k is
approximately 40 or less. [11]. AICc is defined as
AICc = 2k ( - 21In(L(6|y)) (3.1)
Another common variation is the Takeuchi Information Criterion (TIC). This is
defined as
TIC = 2 - tr (J(6)I(0))- - 2 ln(L(6|y))
where J(6) and 1(6) involved mixed partial derivatives of the log-likelihood func-
tion. TIC is derived under more general conditions than the AIC and contains less
assumptions. Therefore AIC is an approximation to TIC. This approximation is good
when the model is good. AIC is generally used over TIC because it is much easier to
calculate, and when the model is good then AIC is a good approximation, and when
the model is poor the -21n(L(O|y)) dominates, so that the poor approximation of
the first term is often not a problem [11].
Deriving such criterion requires assumptions to be made. The user is often not
aware of these assumptions, and consequently not aware of the effects these assump-
tions have. The user should also be careful that the models analyzed are reasonable
because AIC will only give a good estimate of the K-L information if the model is rea-
sonable. For example, analyzing a large number of models which have little reasoning
behind them is unlikely to give reliable results.
Example Consider the example
y = [1.1, 2.3,3, 4.1] x = [1, 2,3,4]
and the models
Mi: y =1,1x + ei ec ~ N(0, )
M2 : yi =02,1 + ei Ej ~ N(0, o-)
M3 : yj = 2 + Eli ei ~l. N(0, a)
Table 3.7 gives the AIC and AICc, along with A, and Aic values for each model.
In this example n/k = 2 and therefore AICc is the appropriate criterion. M1 is the
AIC-optimal model, with the other models having 'Considerably less' or 'Essentially
none' level of support according to Table 3.6.
M 1  M 2  M3
AIC -12.2 4.7 3.8
A_ 0 16.9 16.0
AICC -0.2 16.7 5.8
Ai,c 0 16.9 6.0
Table 3.7: AIC values for Example
3.3.2 Bootstrap Methods
Bootstrap methods are an alternative to AIC. They estimate the discrepancy between
the true model f and an approximating model fi by resampling the observed data.
If you draw repeated random samples from the population then you can calculate
the expected discrepancy when fitting an approximating model fi. Bootstrap methods
treat the observed data as a mini-population, and repeated samples are drawn from
this mini-population. The expected discrepancy for this mini-population is then used
as an estimate for the actual expected discrepancy. A large number of bootstrap
samples (usually in tens of thousands) is required. [11]
Example Consider a similar example to the example in Section 3.2.1 involving test
scores. Instead of analyzing the scores from one class, let's say that data from 1000
students randomly selected from the entire statewide population is available. There
are two models proposed to model the spread of test scores: a binomial distribution
(Mi1) and a poisson distribution(M 2).
M : fI(y N, ) =- 7r"(1 - r)N-y
M2 : f2(y|A) = Aye-'/y!
From the data of 1000 scores, a subsample of size 1000 is drawn with replacement
from the 1000 scores. For each subsample estimates for the parameters (N, 7 and A)
are made. An estimate of - f f(y) log(fi(yI1)dy is made using
f(y) log(fi(y16)dX ~ log fi(yj A)/n
j=1
where n = 1000 in this case. The distribution of the estimate for - f f (y) log(fj(y|0)dy
across all the subsamples is then used to find the expected value. This estimate of
the expected value can then be used to rank models.
3.3.3 Cross-Validation Methods
Cross-Validation Methods estimate the discrepancy between the true and approxi-
mating models by splitting the data into two sets. One set is used fit the model and
the other set is used to estimate the expected discrepancy. The size of each set needs
to be selected. More observations in the validation sample will give a better estimate
for the expected discrepancy, but will mean less in the set used to fit the model which
is ideal.[11] To overcome this problem often a very small data set (possibly a single
data point) is used for validation. This is repeated for all possible validation samples
of the chosen size. For a validation size of one the following steps could be used
1. Split the data set into the validation set (observation yi) and the set for model
fitting (all other observations)
2. Computer estimates for parameters using the data set for model fitting.
3. Compute the value of - log fi(y1) for the fitted model.
4. Repeat the above steps for Y2, Y3,. .Yn
5. Estimate the expected value of - f f(y) log(fj(y|0)dy by using the average of
the - log fi(yj) values
3.4 Bayesian Methods
3.4.1 Bayes' Factors
Bayes' factors are the most common way of applying Bayesian theory to model selec-
tion. The Bayes' factor for model Mi and Mj for a set of data y is defined as
f (y)- f L(O6Iy)r(O6)dO6 (3.2)
fj (y) f L(j|y)7r((0)dO
where fi(y) and fj(y) are the predictive densities for models Mi and Mj respectively,
and Eh is the parameter set associated with model Mi. The likelihood function,
L(6I|y), is determined from the model. A prior distribution, r(6), for the parameters
can be based on data and/or experience, or a noninformative prior can be used. [4].
A Bayes' factor Bij gives the ratio of the posterior odds for model Mi over model
Mj to its prior odds. For example, if the prior odds are equal and Bij = 2 then
the odds for Mj over Mi are two to one. Table 3.8 gives the interpretation of Bayes
Factors as suggested by Jefferys. [32]
logi 0B1 o Bio Evidence against MO
0 - 1/2 1-3.2 Not worth more than a bare
mention
1/2 - 1 3.2 - 10 Substantial
1 - 2 10 - 100 Strong
> 2 > 100 Decisive
Table 3.8: Classification for Bayes Factors
The posterior probability of a model is given by
P(Mi)fA(y) P(Mi)
P(Mily) - = pM-E lpM
1 P(yf(Y) j) P(yBji
where P(Mi) is the prior probability of model Mi. If each model is equally probable
a prior then P(Mily) = Ej_1B 3 ).
Example Consider the example in Section 3.3.1
y = [1.1, 2.3, 3, 4.1] x = [1, 2, 3,4]
and the models
Mi : yi =0 1,1x + Ei
M2: yi = 2,1 + ei
M 3 : yi = 2 + ci
6i ~N(0, 01,2)
Ei ~ N(0, 02,2)
ei N(0, 03,1)
The Bayes factors for this example are
B12 = 0.081 B13 = 0.96 B2 3 =12
Assuming that the each model is a priori equally probable, then models M1 and M3
have similar posterior odds. M1 will give a better data fit that M3, but because M3
is a simpler model with just one parameter, then from a Bayes perspective they are
approximately equally attractive. M2 is considered inferior to M1 because the data
fit is not as good, and inferior to M3 because it is more complex. If instead AIC is
used to rank the models (given in Section 3.3.1) then M3 is considerably poorer than
M1, where using a Bayes' analysis M3 and M1 have similar odds. It is quite typical
for a simple model with fewer parameters to be more favored when using a Bayes'
approach compared to an AIC approach.
3.4.2 Prior Selection
Bayes factors are dependent on the priors -r(6) used. The above example used the
assumptions 01,1 and 02,1~ N(0, 15); and the distributions 01,2, 02,2, 03,1 were uniform
between 0 and 20. If the assumed standard deviations of 01,1 and 02,1 were decreased
to 5 then the Bayes' factors become
B 12 - 0.036 B 13 - 0.15 B 23 - 4.3
This has increased the odds of M1 and M2 compared to M3 .
Due to the dependence on the prior chosen, one of the main challenges when
using Bayes Factors is the choice of the prior 7r(O). Selecting a prior for model
selection is more complex than in parameter estimation. This is because of two
main reasons. Firstly, when using large data sets the choice of prior can have great
effect on the outcome for model selection, where it typically does not for parameter
estimation. Secondly, the actual values of the posterior density are required for the
calculation of a Bayes' factor, and not just a proportionality constant, which was the
case for parameter estimation. Consequently noninformative priors often can not be
used because they introduce an arbitrary constant, causing the Bayes' factor to be
arbitrary.
Ideally, there will be information available to construct a proper prior for each
parameter. However, this may not be available. The problem of constructing pri-
ors when no specific information is available is currently prominent in much of the
literature concerning Bayes' factors, with several different approaches proposed. [5]
[34].
Conventional Prior Approach
This method, developed by Jeffreys [32], uses noninformative priors for parameters
which appear in all models. This causes the arbitrary constants cancel each other.
Default proper priors are used for other priors. These proper priors are usually
formulated on a case by case basis.
Example Consider two models
M1 : yi ~ N(0, o-1) M2 : yi ~ N(p,9o2)
Jeffreys suggested that the prior should have no moments, have scale U2 and be
centered at 0. Therefore the prior should be Cauchy(0, 0-2)-
fi (y)
/1
f2 (y)
f(y 101)7r(1))d 1
do-1
f(y|6 2)7(6 2)d9 2
2a2( 2iro2 ) 1 1o-2 7ro 2 (1 + 2 /2 )
Intrinsic Bayes Factor
The Partial Bayes Factor (PBF) approach uses a some of the data (a training set) to
convert improper an improper noninformative prior to a proper prior. This proper
prior and the remaining data is then used to calculate the Bayes factor using equation
(3.2). The Intrinsic Bayes Factor (IBF) is a PBF that uses a minimal training set.
[5]
Definition: Minimal Training Set A minimal training set y(l) is the smallest
data set such that 0 < f'(y(l)) < oc for all Mi.
Example Consider two models
MI : yj ~ N(0, o-1)
Using a single data point, y*, gives
ff (y*) Jf2(y*62)7 (02)d62 - OC
Using two data points y1 and Y2 gives
1
ff (y1, y2) = < 027(y, + y2)
N(Y, Y1
2 Y1,2,'vf(Yi - Y2) 2 <
/
M2 : yj ~ N(p, F2 )
when y1 # Y2. Therefore a minimal training set consists of two data points for this
example.
A proper prior can be calculated using the minimal training set y(l)
Lri| (l)) = 1)-'(j
-g(ly() -f Lj(Gjjy(j))7f(6j)d6j
The remaining data, denoted by y(-l) is then used to calculate the Bayes factor
using equation (3.2). It can be shown that
__ f L (O ly(-l), y(l))r (6j|y (l))dO = BH(y) B(y(1)) (3.3)Byi(y(l)) = = B_____y)__-__B___y___))__(3.3) _f Li(Gily(-1), y (1)) 7rN (OiIy (1)) d6i
A minimal training set is usually not unique. For M 1 and M 2 defined in the
above example and the data set {1, 3, 4} there are 3 possible minimal training sets:
{1, 3}, {3, 4}, {1, 4}. The Bayes factor is dependent on the minimal training set used.
For stability, an average of the Bayes factors from the different minimal training sets
can be used. Possible averages are the arithmetic average (BAI) or geometric average
(GAI)
21- B21(Y (l)) B 2i - (Ij= 1B 21 Y(l)))1/L
Alternatively, the median can be used. In some cases, especially for non-nested mod-
els, the averages can be unstable. In these cases a-trimmed IBF can be used, where
the (a/2)L smallest and (a/2)L largest values of B 12(y(l)) are not used, where L is
the number of minimal training sets.
Example Consider the example given in Section 3.4.1
y = [1.1, 2.3, 3, 4.1] x = [1, 2, 3, 4]
with the set of models
Mi : Yi O, 1x + Ei Ei - N(0, 01,2)
M 2 : 02,1 + ei e' ~ N(0, 62,2)
M3: y = 2 + ej eri N(0, 03 ,)
The minimal training set will consist of 2 data points. Using the data y = [2.3, 3]
which corresponds to the inputs of x = [2, 3] as the minimal training set, the Bayes'
Factors are
B 12 = 0.029 B13 = 0.23 B 2 3 = 8.0
This gives the most favorable model as M1 .
Intrinsic Priors Sometimes B AI will be approximately equal to a Bayes' factor
calculated using a particular proper prior. If such a prior exists it is known as an in-
trinsic prior. Knowing the prior would avoid training sample calculations and stability
issues. Berger and Perichhi [5] have investigated ways to find an intrinsic prior.
Fractional Bayes Factors
Fractional Bayes Factor (FBF) is another type of Partial Bayes Factor (PBF). It was
first proposed by O'Hagan [47] as an alternative to the Intrinsic Bayes Factor (IBF).
FBF avoids choosing a particular training set.
The idea behind the FBF is that if the number of data points n and the size of
the training set m are large, then each training set will give approximately the same
information i.e. L(O6ly(l)) does not change significantly over the training samples so
that we have
Lh(ily(l)) L (On 33t Ltem l(l)) e an L rpcby)
where b = m/n. Therefore in Equation 3.3 the term BN(y(l)) can be replaced by
Bl b(y) where
B f=(y) = f L'(6j|y)7f(6j)d6j
B( f(y) f(Ly(=|y) r T (6)d6
Consequently, the FBF can be interpreted as instead of using part of the data to turn
a non-information improper prior to a proper prior (like the IBF) it uses a fraction b
of the each likelihood function l(y|O) and uses the remaining 1 - b fraction for model
selection. [51] Although the definition is motivated by asymptotics, it can also be used
for small m and n. [47]
The FBF eliminates the need for averaging over all the training samples, since
they all give similar information. However, the problem of choice of b = m/n arises.
A larger b reduces sensitivity to the prior, but results in less data being available
for model comparison. Several proposals for choosing b have been made by various
authors. [47] [51]
Sensitivity to Prior
It is well known that the Bayes factor is very sensitive to the choice of priors. For
example, consider the example given in Section 3.4.1. Table 3.9 gives a summary of
the Bayes factors calculated using different priors.
Prior B12  B13  B23
01,1, 02,1~ N(0, 15); 01,2, 62,2, 03,1 uniform on [0, 20] 0.081 0.96 12
01,1, 02,1 ~ N(0, 5); 01,2, 2,2, 03,1 uniform on [0, 20] 0.036 0.15 4.3
Intrinsic Prior 0.029 0.23 8.0
Table 3.9: Bayes Factors Using Several Priors
Many researchers have compared the different approaches (which usually corre-
spond to a different way of constructing the prior) for calculating Bayes factor.[51]
[27] [5] [34]. In general, it is usually concluded that although the Bayes factors vary
between approaches, since the categories for classifying the strength of evidence are
based on a log scale (see Table 3.8), then only magnitude orders of difference are of
significant concern and these differences are generally rare. Conigliana and O'Hagan
[20] attempt to quantify the sensitivity by deriving a measure of sensitivity of the
Bayes factor on the prior.
Ambiguity due to B2 1 -f B12
Some methods require that one of the models be designated as the more complex since
B 21 = B 12 does not always hold. Hence these methods can suffer from ambiguity.
Consider the models M1 : N(0 1, 1) and M2 : N(O, 02). In this case it is not clear which
model is more complex. One possibility to overcome this is using an encompassing
model Mo, where all the Mi are nested within Mo. In this case a possible Mo is
N(0 1, 02). The Bayes factor can then be calculated as
B0=
This will give B9. = 1/B9, removing the ambiguity. Problems, however, may arise
when determining the encompassing model. The encompassing model may not be
unique, even if chosen in a minimal way. In addition, if using IBF then the mini-
mal training set size will generally increase when including the encompassing model,
making this method even more computationally intensive.[5]
3.4.3 Evaluation of Integrals
Bayes' factors require the evaluation of a multi-dimensional integral
f(y) = J L(O|y)r(6)dO = f (y6)f (6)d6
This can be very computationally intensive. Monte Carlo methods can be an efficient
way to evaluating the integral.
Crude Monte Carlo
Monte Carlo can be implemented in a simple way by using
1 f
f (y) = - f (y|64)
where {6f'li = 1,.. .m} is a sample from the prior distribution. However, this method
is often slow to converge. This is because f(yl10) will often have a small value, so a
few large values will have a large effect.
Importance Sampling
Importance sampling can improve the convergence. [34] This involves obtaining a
sample {O'li = 1, ... m} from some distribution f*(9) and using
fy= wif (y) |6) (3.4)
where wi = f(0')/f*(O0).
MCMC Methods
Markov Chain Monte Carlo (MCMC) methods can be used to obtain the posterior
distribution f(0|y). [28] Such methods have made Bayesian parameter estimation very
efficient.
However, for model selection the marginal likelihood is required, and this is more
difficult to compute. This can be done by setting f*(9) in Equation (3.4) to the
posterior, and since f*(6) = f(01y) = f(6|y) = f(yl)f(6)/f(y) then
f(y) = (3.5)
Difficulties arise with this method. In general, it does not satisfy the Gaussian central
limit theorem and the inverse does not have a finite variance. Consequently it is
not stable and the occasional small value of f(ylO) will have a large effect on the
calculation. [17] Also, substantial error is likely when evaluating a very small values of
f(y|1) numerically, and this results in a large error in the estimate of f(y). Very small
values of f (y|1) are more likely as the dimension of y and 0 increases. An alternative is
to use a mixture of prior and posterior distribtuions, i.e. f*(6) = of(0)+(1-J)f (0|y)
where 0 < 6 < 1. This satisfies a Gaussian central limit theorem and avoids the
instability of only using the posterior distribution. Another alternative is to use
1 m g(0)
where g(.)is any d-dimensional probability distribution.
Another option is to view the prior distributions f(6 ) as part of the model spec-
ification, and allow these to depend on the model Mj. [13] This requires choosing
'pseudopriors' r(6j|Mi) where i f j. Gibbs sampler can then be used, which requires
full condition distributions for each 6Q and Mj. For 6Q this is given by
f (y|, Mk)f ( ohMe) ifj=k
7r (6j |Mk) otherwise
For Mj the distribution is
f(y|j, Mj) {If_1f(6,|MI)} P(My)P(M1I,y) K~ f(jrl k){Klf (OJMk)} P(Mk)
i1 f (y|6k, Mk) Ofifi~) (a
MCMC methods, such as Gibbs sampler, can then be used to sample from the pos-
terior distribution. The Bayes factor can then be computed using the ratio
no of Mj
kjIY) = total no of M
3.4.4 Asymptotic Methods
One major challenge of Bayes Factors is the evaluation of the multidimensional in-
tegral in Equation 3.2. Asymptotics methods have been developed to avoid this
computationally intensive calculation.
f (6|IOisj, Mk, Y) x
BIC
The most commonly used asymptotic method is the Bayes Information Criterion
(BIC). The BIC for model Mi is defined as
BICi = -2log(L(y|O)) + k log(n)
The BIC can then be used in a similar way to the AIC to rank models. The relation-
ship between the Bayes Factor and BIC is approximately
BICi - BIC 2 ~ -2log(B 12)
This approximation is good for large scale statistics (n -+ oc) and several other
assumptions. More details are given in Section 2.3. The Schwarz information criterion
(SIC) is often also commonly used, which is related to the BIC
1
SICj = BICi2
Laplace's Asymptotic Method
Laplace's Method uses the assumption that the posterior density is highly peaked
about its maxiumum, which will often be the case for large data sets. After various
expansion and integrating steps, Laplace's asympototic method approximates Bij as
-1/2
BL fjy6j) J' I (2-F)kj/2wFj(6j (.6BL _1 k/ /f(YA) ,-1/2 (27)kj/27r(6)
where k, is the number of parameters in model z. [34] This gives an approximation,
which can be reasonably accurate for large sample sizes.
Other Asymptotic Methods
Laplace's Asymptotic Method requires a proper prior to be used. However, as dis-
cussed previously, often there is only weak prior information available. An alternative
is to apply asymptotic methods to methods that do not require a proper prior, such as
Partial Bayes Factors (PBF). Gelfand and Dey [27] investigates using Laplace method
asymptotics to various PBF methods, including IBF and FBF.
3.5 Comparison of Methods
Many studies have been done into comparing different methods of model selection.
[11, 48, 34, 27, 55]. Many of these focus on theoretical issues, but few give numerical
examples. When numerical examples are used it is often limited to a single simple
example.
3.5.1 Hypothesis Testing and Bayesian Methods
Although it is usually well accepted that Bayesian methods are mathematically supe-
rior to hypothesis testing, there exists a substantial amount of literature comparing
the two. This is because hypothesis testing remains the standard procedure in many
fields, especially biology-related fields. Consequently, some researchers want to chal-
lenge these standard procedures and have compared these standard procedures and
Bayesian methods. [11, 48]
Posada and Buckley [48] analyze different model selection methods in phylogenet-
ics. The most commonly implemented model selection method for phylogenetics is
hierarchical likelihood ratio tests (hLRTs). This involves performing pairwise likeli-
hood ratio tests in a specific sequence, which is a variation of hypothesis testing. At
each step, a null and alternative model are compared by using the maximized log-
likelihood to calculate a p-value. Posada and Buckley argue that the common hLRT
method is not the optimal method for model selection in phylogenetics. Instead, AIC
and Bayes methods should be considered because they can compare multiple models
simultaneously and allow assessment of model selection uncertainty.
Kass and Raftery [34] compare Bayes' factors to hypothesis testing from a theo-
retical perspective. They argue that Bayes factors are superior to hypothesis testing.
The main arguments used are Bayes' factors can be used easily for comparison of
non-nested models and many models; hypothesis testing tend to systematically reject
the null hypothesis in very large samples; and expressing results in terms of Bayes
factors is simpler and less likely to be mis-interepted.
3.5.2 AIC and Bayesian Methods
The comparison of AIC and BIC is a popular topic in literature. [11, 55] This is
because both involve a similar calculation and are simple to calculate (although the
derivation of each is quite different). The AIC and BIC both have different objectives.
The primary aim of AIC is to minimize the information lost and the primary aim of
the BIC is to find the true model. Consequently the AIC is minimax-rate optimal
and the BIC is consistent ie the probability of selecting the true model goes to 1 as
sample size goes to infinity. Yang [55] investigates whether the strengths of both the
AIC and BIC can be shared by using adaptive model selection where the penalty
term is data-adaptive. It was concluded that theoretically it is not possible to have
a selection criteria that is both minimax-rate optimal and consistent.
Burnham and Anderson [11] give numerical examples comparing AICc and BIC.
AICc is the examples chosen consistently performs better. However, this should be
treated with caution as AICc is designed to perform well for smaller data samples
because it has a correction term to reduce the small-sample bias, where BIC does
not. Kass and Raftery [34] compare Bayes' factors to AIC. They emphasize the AIC
tends to select models that are too complex, and Bayes' factors and BIC tend to favor
simpler models.
3.5.3 Bayesian Methods
There are many choices one has when implementing Bayesian techniques, as outlined
in Section 3.4. Several studies have focused on comparing these different methods.
Berger and Pericchi [5] and Kass and Raftery [34] both compared various methods of
constructing priors. Gelfand and Dey [27] studied the difference between asymptotic
and exact calculations. The considered an example with 57 data points and 2 possible
models which had 3 and 4 parameters. It was found that the asymptotics broke down
in the example used, with a sample size of 57 not sufficiently large for the non-linear
models considered. Consequently exact calculation through Markov Chain Monte
Carlo methods are required for the example used.
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Chapter 4
Challenges in Model Selection
Model complexity, selection bias, uncertainty in structure and information gain are
major issues to be considered when assessing model selection techniques. These are
discussed and explored through various examples in this chapter.
4.1 Model Complexity
4.1.1 Description of Problem
Overly complex models have a tendency to be overfitted. Consequently predictions
made from overly complex models tend to be overly optimistic. To understand why
this occurs let's consider the components of the discrepancy between the true model
and the approximated model.
A complex model with many parameters may have the potential to model the
process very accurately. Therefore the discrepancy due to the simplification of the
process, known as the discrepancy due to approximation, is small. The difference
between the overall discrepancy and the discrepancy due to approximation is the
discrepancy due to error, which occurs because there is only a limited amount of data
available. A more complex model is likely to have a higher discrepancy due to error
because there are fewer data points available per parameter. Therefore in deciding
the complexity with which to model a process a balance between discrepancy due
to approximation and discrepancy due to estimation needs to be attained. [57] To
illustrate this consider the following example.
Example Consider the test scores of 5000 students. A histogram is given in Figure
4-1.
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Figure 4-1: Student Scores on Test
Five possible approximating models are considered. Each model is a histogram
with z evenly spaced bins, where z = 4, 8, 16, 32, 64. Each model has z -1 parameters.
The potential of the model can be calculated by using all 5000 scores and minimizing
the difference between the true histogram and the approximated histogram. Let f be
the true histogram and fi be the approximated model histogram. Then
128
A(f, fi) = min (f(k) - ))2
k=1
Test scores from a sample of students were used to obtain an estimate of the actual
distribution. Samples sizes of 50, 200 and 500 were considered. For each sample
set an approximating histogram was created based on the scores from the sample.
The discrepancy between the approximating histogram based on the sample and the
actual distribution was calculated. Figure 4-2 shows an example of the approximating
histograms based on one sample.
This was repeated for a large number of sample sets in order to obtain a distri-
bution of the discrepancy compared to the actual distribution. The results, shown
0 20 40 60
Score
Figure 4-2: Approximating Histograms
in Figure 4-3, show that for a sample size of 50, the models with a large number of
parameters perform very poorly. However, as the sample size increases all models
improve and approach their potential. This improvement is greatest for those models
with many parameters.
4.1.2 How Methods Address Problem
Bayes Factors and Occam's Razor
Bayes methods are very good at balancing data fit and model complexity. This
is because they naturally embody Occam's Razor. Occam's razor states that if all
things are equal, then the simplest solution tends to be the best i.e. simple models
should be preferred over unnecessarily complex models ones. Since Bayesian methods
inherently favor simpler models then they naturally embody Occam's razor. To see
this, consider
fi(y) = f (yl6i)f(6i)d6i (4.1)
It is common for the posterior f(i Iy) oc f(yI6 )fi(6) to have a strong peak, say at
6. [411 Let the width of this peak by approximated by AO. This gives
fi(y) = f(y|op) f(6),)AO
Evidence Best fit likelihood Occam factor
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A small Occam factor will penalize a model, since it will cause the marginal distri-
bution fi(y) to be small, and hence will reduce the Bayes factor.
If the prior f(0j) is uniform over a large interval A0 6 then we have f() ~.
Hence we have
Occam factor = AO
A complex model with many parameters will generally have a large range A00. Con-
sequently this will penalize the model. The Bayes factor therefore balances the com-
plexity and data misfit. Furthermore, if the model set contains the true model, then
BIC will select the true model with probability 1 as the sample size goes to infinity,
unlike AIC.
AIC
The two terms of the AIC formula ensure a balance between model complexity (2k)
and data fit (-2 ln(L(6|y)).
AIC = 2k - 21n(L(O|y)
A number of assumptions and simplifications are made in deriving this formula. Con-
sequently there is often bias involved in the result. The AICc described in Section
3.3.1 and Equation (3.1) attempts to correct the bias for small data sizes. However,
some bias will remain. In addition, the AIC is not dimensionally consistent i.e. as
the data size increase to infinity there is no guarantee that the AIC method will chose
the model with the correct dimensions.
Hypothesis Testing
Likelihood Ratio Tests, or stepwise regression, involves adding or deleting parameters/
variables in the model according to their significance. At each step, new variables
or existing variables are tested for their significance using hypothesis testing. If the
p-value is lower than a set value a, usually 0.05 then the variable is kept or added.
The idea here is that the balance between model complexity and data fit is achieved
by including only those variables that are sufficiently statistically significant. The
selected model, however, will depend on the o chosen, and whether forward selection
(adding variables) or backward elimination (eliminating variables) is used. Therefore
this method is not robust, with the mathematical reasoning behind it somewhat ad
hoc.
4.2 Selection Bias
4.2.1 Description of Problem
Selection bias refers to the distortion of evidence. This makes any future predictions
from a selected model overly optimistic. It typically occurs when the same data set
is used to select a model and carry out statistical inference.
Selection bias often occurs when a large set of models are considered. If the models
are then ranked using a selection method, then some models are likely to rank higher
than they actually perform just by chance. Therefore those models at the top of the
list are biased in favor of models that are overly optimistic.
Example Consider the case where the true model is
n
M: y = 3ihi(x) + E c ~ N(0, On+1)
i=1
The parameter set is therefore the set of coefficients {,3i}. Consider the case where
n = 10, and the true #i for the corresponding hi(x) is given in Table 4.1. The true
model was used to generate 5 data points at x = [2,4,6, 8, 10.
Consider the case where you wish to approximate using two terms. Selecting all
possible combinations of two functions from the 10 functions in Table 4.1 gives 45
models. The parameters of each model was then fitted using a least squares estimate.
The residual sum of squares was then used to rank the models. This is equivalent
to using AIC because the number of parameters in each model are the same. The
rankings by this method were then evaluated by comparing each model to the true
i #A gi(x)
1 0.003 X34
2 0.05 X3
3 0.1 X2
4 -4 x
5 -10 1
6 10 ln(x)
7 0.001 exp(x)
8 20 1/x
9 -3 V'
10 20 arctan(1/x)
11 8
Table 4.1: Coefficients and Functions
model. This was done in two ways
1. Calculating the expected value of the squared distance between the true and
approximated models ie
f (> #ihi(x) - Eje jhx dx
a - b
where the S is the set of parameters considered for the approximated model
and # is the fitted parameter.
2. Generating another output Q at x = 3 and calculating
(Q -S#3hA(x))2
jES
Figure 4-4 shows all the fitted models, the true model, and the generated data
points. The model with the lowest RSS is shown with a solid black line. From the
figure it can be seen that the best fitting model appears to fit the data points better
than the full model. This is not surprising, because so many models were considered
that by chance several give an excellent fit of the data points, even though it does
not give such a good fit of the true model.
Figure 4-5 gives the average square distance between the generated data points
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Figure 4-4: True and Fitted Approximating Models for Generated Data Points
and the fitted model, and compares this to the expected value of the squared distance
between the true and approximated models. It can be seen that those models that
appear to perform the best from the RSS calculation actually are not the optimal.
This is quite typical when the number of models considered is quite large, especially
for a small data set.
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Figure 4-5: Square Distance from True Model
Figure 4-6 gives predicted standard deviation from the generated data and the
actual error using the additional point generated at x = 3. Again the actual results
differ even more from the expected rankings, as shown in. This again is quite typical.
Therefore using the highest ranked model from a very large set of models to make a
single prediction can give overly optimistic results.
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Figure 4-6: Predicted Variance and Actual Squared Error for Generated Point at
x = 3
Example Consider the case of 25 data points and you want to test the data against
14 indicator variables (either 0 or 1). The model is
M : y = 00 +> 3ixi + E
i
where xi = 0 or xi = 1. Let the true model be y = E, E - N(0, 1), and all the
indicator variables are generated randomly i.e. the output is independent of the
indicator variables. Let's consider two cases
1. The best model using any 5 of the indicator variables (14C5 models), determined
by the model that minimizes RSS.
2. The best model using any number of the indicator variables (214 models), de-
termined by the AIC criterion
For the first case, Figure 4-7 shows the predicted versus actual data points for
the best model using 5 indicator variables. It shows what appears to be a good
correlation. The R2 value is 0.612, which is generally taken as a good correlation.
However, this fit has occurred only because of random chance and is a result of using
a large set of possible models.
Figure 4-8 shows the best model using the AIC criterion. This uses a larger
number of variables (12), and there appears to be a very good correlation between
the predicted and actual values (R 2 = 0.765). However, again this is purely because
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Figure 4-7: Best Model with 5 Indicator Variables
of chance. The good correlations obtained from this example are typical.
0
Predicted
Figure 4-8: Best Model using AIC
The process of randomly generating the 25 data points, and randomly generating
the indicator variables was repeated many times, and the highest R2 value (which
corresponds to the lowest RSS) for a 5 indicator model was recorded. The distribution
of the highest R2 values is shown in Figure 4-9.
4.2.2 How Methods Address Problem
AIC
The AIC uses the same data to fit the model and carry out statistical inference. As
a result selection bias occurs. This results in an an overly optimistic estimate of the
accuracy of the model. Using the cross-validation method, where the data set is split
into two and one set used to fit the model and the other set of estimate the accuracy
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Figure 4-9: Distribution of Highest R 2 value for a Model with 5 Indicator Variables
reduces the effect of selection bias. However, this has the disadvantage of using a
smaller sample size to fit and select the model, which is likely to reduce the quality
of the selected model.
Selection bias, as discussed above, can also be the result of having too many
models in the model set. The best way to address this is to only propose a small set
of models, each representing a plausible hypothesis.
Bayes Factors
When calculating Bayes' factors the data is not used to fit the model and evaluate it
in the same way as when using AIC methods. Consequently the problem of selection
bias is reduced significantly. However, if one considers a model set with a very large
number of models, selection bias can still occur. Like when using AIC methods, the
best way to address this is to only consider a small set of models, each of which have
some reasoning behind them.
4.3 Uncertainty in Model Structure
4.3.1 Description of Problem
When choosing from a set of models one can not reasonably expect for the set to
contain the true model. Even if the true model, or a model very close to it, exists in
the set of models, there is no guarantee that the true model will be selected. Therefore
there is uncertainty in the structure of the model.
If the best ranked model is selected and only this model is used for inference then
the estimated precision is likely to be overly optimistic. This is because the variance
due to model structure uncertainty has not been accounted for.
4.3.2 How Methods Address Problem
Bayes Methods and Model Averaging
Instead of choosing one model, averaging techniques can be applied. A Bayesian
model averaging approach is one option.[15]. The predictions from all models are
used, and are weighted with their posterior probabilities. This approach could involve
including a large number of models. To reduce this problem, models with low posterior
odds can be discarded.
AIC
Model averaging also be used when using AIC methods. Model probabilities, wi which
are often referred to as 'Akaike weights' are defined as
exp (- j2 )
R exp (-I Ar)
Using these Akaike weights do offer stability when using the models for inference.
However, assumptions and approximations are made in deriving Akaike weights,
where Bayesian posterior probabilities do not require the same assumptions and ap-
proximations.
Bootstrap Methods
Bootstrap Methods can also be used to estimate the model probability. This is done
by selecting the best model for each bootstrap sample. Then the bootstrap selection
frequency, WJi s given as
no. times Mi is selected
n
Like Akaike weights, approximations have been used to calculate the bootstrap selec-
tion frequencies.
4.4 Information Gain
The relationship between the information obtained and data set size is analyzed in
this section. In particular, how the data set size effects the degree of confidence
which one model can be selected over another is considered. This type of problem
is different to the one in the previous section, which was concerned with quantifying
the dissimilarity of two distributions. Instead, this problem involves deciding which
model a finite data set is more likely to be generated from, and how the confidence
of this decision changes as more data becomes available.
4.4.1 Distribution of Bayes Factors and Data Set Size
Example Consider the models
M : y ~ N(O, 1)
M2 :y ~ N(1, 1)
Figure 4-10 shows the probability distribution of the Bayes factor as the number of
data points increases, with the assumption that model 1 is correct. In this example it
is unlikely that the evidence supporting Model 1 over Model 2 is decisive (log BF > 2)
for a data set of one or two data points. As the number of data points increases to
eight, then the probability that the evidence can be classed as decisive increases
significantly to approximately half. However, the spread (variance) of the Bayes
factors increases, so that although there is a high probability of the evidence being
classed as decisive, there is still a substantial probability that the evidence will be
classified as 'not worth more than a bare mention.' Due to this increased spread as
the data size increases, then even though the expected strength of evidence increases
as more data points are considered, the amount of data points required to obtain
'decisive' evidence will vary significantly depending on the actual data set.
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Figure 4-10: Effect of Data Set Size and Bayes Factor PDF
4.4.2 Expected Bayes Factor and Data Set Size
The relationship between the expected logarithm of the Bayes Factor (and hence
strength of evidence) is investigated in this section. The expected log Bayes factor
and not the expected Bayes factor is used. The reason for this choice is that a few very
large Bayes factors can significantly distort the value of the expected Bayes factor. In
addition the expected log Bayes factor has a connection to information theory making
it more mathematically sound, where the expected Bayes factor does not.
Consider two normal distribution and n data points. The expected log Bayes
factor, assuming that Model 1 is true, is
log B12 = log B12f1(y)dy
n log,.+ + (zt p) IIex dzj
= n log -2 + n [) ~ x z
ff E 2 2=1 2i=lo- 1_ 2al 2ou2  a, V27 (1
02 A_)2+ 2r 2 ex (72
o- 2o1
Setting 0-2 = au1 and Ap = bo-1 gives
b2 + 1 - a2
log B 12 = n 2 2  + n log(a)
When o-1 = 2 (ie a = 1) then we have
nb2
log B 12 - 2
Figure 4-11 shows how the expected strength of evidence changes with the number
of data points. When 8 data points are used and if a > 4 or b > 1 then the expected
strength of evidence is 'decisive'.
Let's make the assumption that we are only interested in proposed models that
are sufficiently different to each other. Let's say the proposed models are must be
sufficiently different such that their dissimilarity is classed as at least 'substantial'
according to the section on classification of the dissimilarity of distributions (Section
5.3). In this case only four data points are typically required for decisive support for
one model over another. However this should be treated with caution for two reasons
e This analysis was based on the assumption that one model was true. In reality
it is very likely for a proposed model to be absolutely true, or even that a
proposed model is close to true
* From the previous section it was observed that there was a greater variance
in Bayes factors as the average log Bayes factor increased. Therefore there
is a significant probability that even if the expected Bayes factor leads to a
classification of decisive that the classification for a randomly generated data
set would be weaker, especially if it is near the boundary of the classification
region.
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Figure 4-11: Expected Strength of Classification
Su=Substantial, St=Strong, D=Decisive
Figure 4-12 shows the relationship between expected strength of evidence, number
of data points and value of b (where a- = bAp) when the standard deviations are the
two proposed models are equal.
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Figure 4-12: Strength of Evidence and Expected Data Set Size Required
Su=Substantial St=Strong
4.4.3 Comparison to Hypothesis Testing
In this section a simple example will be used to highlight the differences in the infor-
mation obtained by a Bayes analysis and hypothesis testing.
Example Consider a population that has a normal distribution with mean 0.25 and
standard deviation 1. Let's say the value of the standard deviation is available, but
the mean is not. Consider two cases
1. It is hypothesized that y = 0.25
2. It is hypothesized that y = 0.75
In both cases data generated by the population is used to obtain information about
the strength of the hypothesis.
Likelihood Ratio Tests (LRTs)
Likelihood ratio tests (LRTs) are a commonly used method of hypothesis testing
for model selection. Likelihood ratio tests involve comparing a complex model to a
simpler model to see if the data fit is significantly better. The ratio of the maximum
--------------- --------------- 
. - _1$ _
of the likelihood function and the difference in the degrees of freedom of the two
models is used to calculate a p-value. If the calculated p-value is below a preset value
then the more complex model is accepted. The selected model can then compared
to a simpler or more complex model using another LRT, and this is repeated until a
final model is selected. LRTs are described in detail in Section 3.2.5.
The LRTs which correspond to the two cases described at the beginning of this
section are
1. Ho p = 0.25
2. Ho : y = 0.75
H1 :p unrestricted
H1 p unrestricted
Figures 4-13 and 4-14 show the probability distributions of the p-values when
considering 1, 2, 4 and 8 data points for hypothesized means of p = 0.25 and y = 0.75
respectively. These distributions were generated from Monte Carlo simulations.
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Figure 4-13: PDF of p-values for p = 0.25
Figure 4-13 shows that the p-value for the y = 0.25 case is uniformly distributed
over 0 to 1 regardless of the number of data points. This is expected because a p-values
is the probability of obtaining a value of the test statistic at least as extreme as the
one that is observed if the null hypothesis is true, and in this case the null hypothesis
is true and therefore a uniform distribution results. Therefore if the restricted model
is correct the restricted (null hypothesis) model will be rejected a (typically 0.05)
proportion of the time, regardless of the number of data points obtained. This is
because hypothesis testing only considers evidence against the null hypothesis. It
does not examine evidence for a model, even when this evidence is very strong, which
you would expect when the number of data points considered is large. This is a
common critism of hypothesis testing.
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Figure 4-14: PDF of p-values for t = 0.75
Figure 4-14 shows that case when
case the null hypothesis is not true.
the null hypothesis sets y to 0.75. In this
Consequently as the number of data points
increases then the p-value on average decreases. This is because there is more evidence
against the null hypothesis as the number of data points increases. In this case, where
the restricted model is incorrect, hypothesis testing is more successful at obtaining
reasonable conclusions.
Prior Information
Hypothesis testing does not allow you to incorporate prior information. However,
prior information can be important in the analysis. For example, let's consider the
same population described previously. Consider two cases of prior information.
1. It is known that [t E [-25, 25], with equal probability for all values in [-25, 25]
2. It is known that p E [0, 1], with equal probability for all values in [0, 1]
It would be expected that more data is required to conclude that y = 0.25 is a better
model than p E [0,1] than that is required to conclude that y = 0.25 is a better
model than t E [-25, 25]. To see this consider the three models
e M1 : y ~ N(p,1) p = 0. 2 5
" M 2 : y ~ N(p, 1) p E [0,1]
" M3 y ~ N(p,1) p E [-25,25]
Model M2 contains more information than M3 because the range of possible p is
smaller. Therefore the difference in information is greater between M1 and M 3 than
between Mi and M 2. Since the information difference is smaller between M and M2
then more data/evidence is required to be confident that M1 is a sufficiently better fit
to warrant setting the parameter p to the proposed value. However, prior information
can not be incorporated into hypothesis testing. It can be incorporated into Bayesian
analysis, which is discussed in the next section.
Bayesian analysis
Now consider the same models and data using a Bayesian analysis. In order to
do a Bayesian analysis a prior distribution is required for p in the case where p is
unrestricted. The distributions proposed in the prior information section will be used.
A Bayes analysis was done using the proposed models
" M1 : y ~ N(O.25, 1)
- -25 <x <25
* M 2 : y - N(p, 1) f(p)= ote ~w
0 otherwise
The probability distribution of the Bayes Factors are given in Figure 4-15. These
were based on data sets produced by Monte Carlo simulations of model M 1.
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Figure 4-15: PDF of Bayes Factors
This analysis was repeated for the proposed models
" M1 y ~ N(O.25, 1)
1 0< x<1
eM 2 : y ~ N(pu, 1) f(p) = -o
0 otherwise
The probability distribution of the Bayes Factors are given in Figure 4-16.
There is significant difference between Figure 4-15 and Figure 4-16. When ana-
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Figure 4-16: PDF of Bayes Factors
lyzing the first set of proposed models where p E [-25, 25] in M1 then most data sets
consisting of just two points will give 'strong' evidence for p = 0.25. However for data
sets of eight points the maximum Bayes factor is around 2, which gives a classification
of 'not worth a bare mention.' In other words for a typical 8 point data set yL = 0.25
is a significantly better estimate than t E [-25, 25], but not than p c [0, 1].
This illustrates the incorporating prior knowledge is important. In this case it
would take a very large data set to be able to select M1 above M 2 when M2 has
p E [0, 1], even if M1 is the true model. Therefore any data collection, unless you can
collect a very large data set, does not result in a gain of information. Consequently
the resouces used to obtain the data would be wasted.
Now consider the case when M1 is not quite the true model, but close to it. Say
the true value of p is 0.25 and the proposed models are
* M1 y ~ N(0.75, 1) { -25 < x < 25
* M 2 : y - N(p, 1) f(p)= O 0 otherwise
The probability distribution of the Bayes factor is given in Figure 4-17. Like the case
where the correct model was proposed (Figure 4-15), evidence for M1 over M2 is very
strong. This is because with the available information an estimate of p = 0.75 is
superior than an estimate of p E [-25, 25]
0.1
0.07
0.06
0.07
0. 04
0.03
0.02
0.01
0
20 40 60 60 100 120
Bayes Factor
Figure 4-17: PDF of Bayes Factors using 8 Data Points
Now consider the proposed models
" M1 : y ~ N(0.25, 1)
" M2 : y ~ N(p, 1) f(p) 1 O<x<1
0 otherwise
The probability distribution of the Bayes factor is given in Figure 4-18. Unlike the
case where the correct model was proposed (Figure 4-16), the Bayes factor is likely
to be below 1, meaning there is more evidence M 2. This is because with the available
information an estimated of an estimate of p E [-1, 1] is superior to p = 0.75.
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Figure 4-18: PDF of Bayes Factors using 8 Data Points
Conclusions
Hypothesis testing only looks for evidence against the null hypothesis, and not for
a model. Therefore the evidence for a model is overlooked, yet this evidence can
result in a gain of information. In addition hypothesis testing can not incorporate
prior knowledge. This can be important in accessing the gain of information available
through data collection. In a case examined, it was shown that virtually no informa-
tion was gained to enable a model to be selected when the range of the parameter was
known to be sufficiently small. Yet applying hypothesis testing using LRTs suggested
that there is sufficient evidence to select a model.
4.4.4 Reaction Kinetics Example
Consider the example where there are two reaction mechanisms to choose from
d[A]
dt
d[A]
= -k 1 [A]
=2
To apply Bayesian methods estimates of ki and k2 are needed. It may be difficult
to estimate ki directly, so instead an estimate of the half life time can be used. Let's
say that it is known that an IM mixture has a half life of around 1 hour, but there
is significant uncertainty of this. A lognormal distribution with p = 0 and - = 0.5
could be used, ie
1f (t; y, o-) = expI
tV2= exp
(log(t) - p)2
2. 2
where t is the half life. This is given in Figure 4.4.4.
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Figure 4-19: Prior Knowledge of Half Life
This corresponds to probability distributions of k1 and k2 given in Figure 4.4.4.
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Figure 4-20: Prior Knowledge of Rate Constants for ki (left) and k2 (right)
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Figure 4-21 shows how the Bayes Factors increases as more data points are in-
cluded.
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Figure 4-21: PDF of Bayes Factors using varying number of data points
4.5 Summary
Model complexity, selection bias, uncertainty in structure and information gain have
all been analyzed in this chapter. Each of these major issues are best addressed by
implementing Bayesian methods. Table 4.5 gives a summary of the properties of the
various model selection methods.
. ........ . ................................
Method
Hypothesis Information Bayesian
Property Testing Criteria Methods Methods
Embodies Occams Razor No No Yes
No Selection Bias No No Yes
Can include structural uncer- No Yes Yes
tainty
Information gain is optimized No No Yes
Applies to non-nested models No Yes Yes
Applies to multiple models si- No Yes Yes
multaneously
Computationally inexpensive Yes No No
Uses prior information for No Yes Yes
models
Uses prior information for pa- No No Yes
rameters
Table 4.2: Properties of Method Selection Methods
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Chapter 5
Framework For Analysis
This chapter focuses on constructing a framework for analysis of technology selection
problems. The possible choices for uncertainty propagation and model selection are
investigated. The proposed framework is then described.
5.1 Introduction
In order to compare different technologies or different models there are a number of
steps to be completed. These steps are shown in Figure 5-1.
Figure 5-1: Flow Chart of Framework Steps
Uncertainty Propagation The uncertainty of the inputs needs to be propagated
to the outputs. This needs to be done with as few model simulations as possible,
......... qj-., .................................................................
while avoiding making assumptions of the distributions involved.
* Model Comparison Once the uncertainty of the outputs/metrics is known, then
the outputs need to be compared and the information difference between them
quantified.
" Model Selection/Resource Allocation If there is sufficient information dif-
ference then a model/technology can be selected. If not, then the best use of
resources need to be identified.
An important feature of Figure 5-1 is the feedback from the final Model Selec-
tion/Resource Allocation step back to previous steps. This allows an iterative ap-
proach, so that information that will aid most in the decision making can be identified,
obtained and fed back into the analysis.
One of the major challenges in developing a framework for technology selection is
the absense of output data. Typically experimental data y is collected and then the
chosen model selection method can be applied in order to select the best model. Many
methods for doing this are described in Chapter 3. However, technology selection
problems usually involve predicted distributions of the chosen metric, such as those
shown in Figure 6-2 rather than output data. Consequently, the common methods
for model selection need to be modified to address technology selection problems.
5.2 Uncertainty Propagation
It is important not to make any assumptions about distributions when working with
process engineering models. This is because it is quite common for output distribu-
tions from process engineering models to be irregular. This is often a consequence
of equilibrium or theoretical limits being approached. In addition, most process en-
gineering models need to be treated as black box models due to the complexity of
the models. Many traditional techniques, such as analytic, sensitivity coefficient and
classical evaluation of confidence intervals, either are not applicable to black box
models, or do not perform well when the distributions involved are irregular. [21]
Two possible methods for process engineering models are Monte Carlo and DEMM,
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as these do not contain any assumptions about the output distributions, and can be
applied to black box models.
5.2.1 Monte Carlo
Monte Carlo methods involve generating parameter values according to their proba-
bility density functions, then solving the model for each parameter combination. A
probability distribution can then be constructed from the set of model outputs. Monte
Carlo methods are simple to implement. However, they often require thousands of
model evaluations, which can make the computation prohibitively expensive.
5.2.2 DEMM
The Deterministically Equivalent Modeling Method (DEMM) can estimate the prob-
ability distribution of the model output using substantially less model evaluations
Monte Carlo methods. This involves expressing the parameters in terms of basis
functions
0 = 0((())
For example, if parameter 01 has a normal distribution with a mean [t and standard
deviation o then this can be expressed as
01W = A + O-
where ( is a normal distribution with mean 0 and standard deviation 1, which is a
possible basis function.
The output is considered as a random variable which is approximated with a
polynomial chaos expansion (PCE). A polynomial chaos expansion of order N is
given by
N
Y(w) = aiZi (& (w))
i r=1
where as are the coefficients and Z, ((i(w)) are the polynomial expansions. The poly-
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nomials are chosen to be orthogonal, such that
Zi ((i(w)) Zj ((y (w)) p (w)dw = 0
Orthogonal Basis sets are given in Table 5.1.
Vi# j (5.1)
Table 5.1: Orthogonal Basis Polynomials[54]
Example Let's assume a parameter has a normal distribution. The Hermite poly-
nomials form an orthogonal set. The first 3 polynomials are
Zi((
Z2( = 2 - 1 (5.2)
This is because Equation 5.1 is satisfied with these polynomials when pw(w) is the
normal distribution. Therefore a 2nd order (3 term) expansion would have the form
ao + ai + a2 ( 2 _ 1)
Coefficient Calculation
The error of the approximation is given by the residual function
N N
RN(a, )
i=1 i=~1
aiZi ( (w)) - y(0)
102
Random Variable Polynomial Support
Continuous Gaussian Hermite [-oo, oo]
Gamma Laguerre [0, oo]
Beta Jacobi [a, b]
Uniform Legendre [a, b]
Discrete Poisson Charlier {0, 1, 2, .. .
Binomial Krawtchouk {0,1,2,. . .,N}
Negative Binomial Meixner {0, 12, .. .
Hypergeometric Hahn {0, 1, 2, ... , N}
The coefficients ai are chosen to minimize the residual function. The Galerkin
approach does this by making the residual function orthogonal to the approximation
i.e.
N N
f(i)RN (a, 0)Z aiZi (di(w)) d(w) = 0, i = 1, ... , N
i=1 i=1
The Galerkin approach requires the direct manipulation of model equations. However,
these are often not available. Instead the colllocation method can be used. This sets
the residual function to be zero at N collocation points, ci.
RN(a, ci) , -1 --7.. N
These collocation points are the roots of the N + 1 order polynomial. Increasing
the number of terms, and hence highest order, will result in a better estimate of the
distribution. However, often the higher terms will have only a small contribution and
including up to second order terms will often be sufficient for a reasonable estimate.
Example In the case of normal distributions with an expansion of three terms
(using the terms in Equation 5.2) then the collocation points will be {-v 3, 0, v-}
because the next polynomial term is Z 3( ) = 3 - 3 .
Multiple Parameters
When there are multiple parameters involved, then interaction terms need to be
included.
N P
Y(w) ao + ±Z Zi(j)
i=1 j=1
P P P P
+ Z ( Zi(c)Zi( j) + ... + Zi(ti)Zm(j) +...
i=1 j=i i=1 j=i
+3rd & higher order interactions
However, including all interaction terms means the number of total terms increase
exponentially with parameter number. The terms of with many parameters involved
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are unlikely to contribute significantly. Consequently, it is often preferred to limit the
number of interaction terms.
5.2.3 Method Chosen
DEMM will be used in the framework for analysis. The main reasons are
" It does not need any assumptions concerning the shape of the output distribution
" It can be easily applied to black box models
" It requires few model evaluations
5.3 Model Comparison
This section examines the different methods to quantify the differences between mod-
els.
5.3.1 Available Methods
Chapter 3 discusses the various ways to quantify the differences between models.
Table 4.5 gives a summary of the main model selection methods. It is evident that
Bayesian methods for model selection have many advantages. Consequently, for this
framework Bayesian methods will be used. The main reasons for this are
" Traditional statistical inference techniques often make assumptions concern-
ing the form of the probability distributions, often assuming they are normal.
Bayesian techniques do not require such assumptions. This is particularly im-
portant to process engineering models, because they can produce irregular dis-
tributions, often due to equilibrium or theoretical limits being reached.
" Bayesian model selection procedures inherently favor simple models over more
complex ones without the need for penalty terms. For details of this see the
discussion of Occam's Razor on page 73
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" Bayesian methods mostly avoid issues of selection bias, where traditional sta-
tistical inference techniques often have some bias, which can cause misleading,
overly optimistic predictions.
" Bayesian methods optimize the information gain from data. This is particularly
important for computationally intensive models, where it is desirable to perform
as few model evaluations as possible while maximizing the information gained.
As discussed in the introduction to this chapter, model selection methods often
use output data to quantify the differences between models. However, in technology
selection problems this data often does not exist. Consequently, one of the major chal-
lenges is to modify existing techniques in order for them to be applied to technology
selection problems.
5.3.2 Bayesian Methods for Technology Selection
This section presents various ways of applying Bayesian techniques to technology
selection problems. In technology selection problems the distributions of an output
are to be compared. Consequently the difference in the two distributions need to be
quantified. Three methods for doing this are proposed and analyzed below. These
classifications need to be done on a pairwise basis. The distributions will be denoted
as fi (y) and f2(y) which result from some model 1, M1, and model 2, M 2, respectively.
Method 1 - Expected Bayes Factor
The dissimilarity of two distributions can be measured by the expected Bayes Factor
B 12 using a single point randomly selected from distribution 1. The formula for B 12
is given by
B 12  B12fi(y)dy f(y)dy (5.3)
1 1 1Y f2 (Y)(53
The classifications suggested by Jeffreys for Bayes factors can then be used, as
shown in Table 5.2.
To examine this method of classification consider two normal distributions. The
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logiOB 12  B12  Classification
Not worth more than a bare
0- 1/2 1-3.2 mention
1/2 - 1 3.2 - 10 Substantial
1 -2 10-100 Strong
> 2 > 100 Decisive
Table 5.2: Classification of dissimilarity of 2 distributions
Bayes factor is
B 12
fi(y)
f2(Y)
1 -(29-1)2o
1 (y-92)2
exp 2 }
-x2
= - exp
U-1
-(y - pi)22
2U2
(Y + p2)2
2-
Let z = y - p 1 and Ap = P2 - p1. This gives
B 12 = -exp
o1
+( - Ap)2+ 9 22-
The expected Bayes Factor based on one data point from distribution 1 is
B 12 B 12 f1 (y)dy
- exp
o 1i
-1 2o 2- - o-
z (z -A) 2
-+
exp (2cra 2o- 22 1p
1
aI1 27 exp
Let's denote a and b by
= boi,
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-
_ dz
2or
0-2 = aou,
This gives
a 2  b2
B12 = exp
2a 2  1 (2a 2 - 1
If the standard deviations from both distributions are equal (ie a = 1) then
B12= exp(b 2 )
Figure 5-2 gives the classification of strength of evidence for combinations of a and b.
Examples of the classifications, given in Figure 5-3, seem reasonable.
25
20- sive
15-
10-
5ubantal
0
2 4 6 8 10 12 14 16 18
a
Figure 5-2: Strength of Classification for 2 Normal Distributions - Method 1
However, cases can arise where using the average Bayes factor gives unreasonable
classifications. Consider the following example, which is shown graphically in Figure
5-4.
10M1 : fi(y) =-
0.001
M2 : f2(Y)=
0.9999
- 0.1 < y < 1
-0.1 < y < 0
0 < y < 1
In this case B12 = 83.5. According to Bayes classification guidelines (Table 5.2)
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(a) Not Worth more than a bare mention
(c) Strong (d) Decisive
Figure 5-3: Examples of each Classification
0.4|-
0 0.2 0.4 0.6 0.6 1
X
Figure 5-4: Probability distribution of M1 and M2
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--- Model 1
-Model 2
(b) Substantial
the dissimilarity is classed as strong. However, except for the small interval [-0.1, 0),
these two distributions are very similar. The reason for the 'strong' classification is
the expected Bayes Factor is heavily influenced by the very large Bayes factors which
occur when f2(y) is very small. This effect can still be significant even it is only a
very small interval over which f2(y) is small. Therefore using the expected Bayes
Factor seems to be a naive approach, and an alternative needs to be considered.
Method 2 - Expected Log Bayes Factor
The expected log Bayes Factor log B 12 can be used instead of the expected Bayes
Factor B 12 (Method 1) to classify dissimilarity of two distributions. This subtle
difference is very important. To see this consider the formula for the expected log
Bayes Factor
log B12 log B12fl(y)dy = log f2 Yfi(y)dy (5.4)
This is equivalent to the Kullback-Leibler information between models M1 and M 2 .
Consequently taking the expected log Bayes factor is equivalent to the difference
in entropy and therefore has an information theory basis. Taking the expected log
Bayes Factor will decrease the influence of very large number Bayes factors which
occur when f 2 (x) is very small, which was a problem with Method 1. This can be
shown when using the example described previously.
10
M1A fi (y) = -0 - 0.1 < y < 111
0.001 -0.1 < y < 0
M2:f2(Y)={
0.9999 0 < y < 1
In this case we have
B 12 = 83.5 => log B 12 = 4.42 log B 12 = 0.532
These two distributions are similar, except for the small interval [-0.1, 0), and
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therefore a small Bayes factor is expected. Taking log B 12 gives the classification
as significant, but it only just falls in this category. This is more reasonable than
classifying the difference as strong, which would be the case if using B 12 .
To further examine this method of classification consider two normal distributions.
The expected log Bayes Factor is given by
log B12 = log B12 fi(y)dy
O-2 -Z2 +(Z - Ap_) 2 1 -2)
log - +) exp jz dz
S011 2oj 2o,2 ol /27 (2ol
(Ap)2 + U2 -2 oUo2( 2oT +log -
2ao
Again using -2 = au1 and Ap = bo gives
b2 + 1 - a2
log B12 = 2a 2  + log(a)
When a-1 = -2 (ie a = 1) then
l2
log 1 2  2
Figure 5-5 gives the classification of strength of evidence for combinations of a
and b.
The difference between the expected Bayes factor and the expected log Bayes
factor is not significant for normal distributions, which can be seen by comparing
Figure 5-2 and Figure 5-5. The classifications of the distributions shown in Figure 5-
3 remains the same for Method 2. However, as described above, for some distributions
these can be significantly different.
However, there are still some issues with using the expected log Bayes factor.
Firstly, it is not symmetric ie log B 12 / log B 21 , except in some special circumstances
such as both distributions are normal with equal standard deviations. This introduces
ambiguity into the classification.
In addition whenever f2(y*) = 0 and fi(y*) $ 0 for all y* in some interval (a, b), no
matter how small, gives log B 12 = o. Therefore even if the distributions are identical
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Figure 5-5: Strength of Classification for 2 Normal Distributions - Method 2
except over a very small interval then log B 12 = oo is possible. However, ideally such
distributions would be classified as very similar.
Method 3
An alternative is to use a modification of the expected log Bayes factor (or KL infor-
mation).
log ( 2fi(y)
fi(Y) + f2(y)
f2(y)+2 log ( 2f2(y) d
kfi(y) + f2(Y))
This modification was constructed by taking the average of the Kullback-Leibler
information (equivalent to the expected log Bayes factor) between models Mi and
M 1+2 and between models M 2 and M 1+2 where M 1+2 has the distribution (fi(y) +
f2(y))/2.
The advantages of this method include
" It is an information based formula
" It is symmetric, so there is no ambiguity in the formula
" If fi(y*) = 0 when f2(y*) $ 0 or vice versa it does not cause the result to go to
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modKL = f1(y)
2
(5.5)
... . ....... .  
.
................................. 
infinity.
* It is a one dimensional integral (when using one model output) and therefore is
easy to calculate numerically for any distribution
The value of modKL (see Equation (5.5) can be interpreted as the expected of
value of log (M over Model and P(M 2 ) over Model 2 sincelo(P(M1)±P(M)) ovr dl1adP(Mi )+P(M2)
f log 2f(y) 1 log 2 fi(y) =1 ( 2P(M1 )
2 fi(y) + f2(y) 2 fi(y) + f2(y) J 2 P(M) + P(M 2)
If the two distributions that are totally dissimilar i.e. for any x where f2(y) # 0 then
fi(y) = 0 then the value of modKL is log 2 = 0.69.
/fiy ~y(y) y) 2f2(Y)
log f(y) + log f f2(y) dy2 fi(Y) +f2 (Y) 2 f(Y)+f2(Y))
= log(2) fi(y)dy + log(2) f2 (y)dy
= log(2)
This corresponds of 1 for M(MM. Since B 1 2 = PM then a Bayes factor can
P(M1)+(M2)'P(M 2 )
then be calculated. For the case of two totally dissimilar distributions this will be oc.
For all other cases a finite result is obtained, even if the distributions have different
domains. This is unlike the other two proposed methods.
An alternative is to use the direct average of P(Md) instead of the log
weighted averaged. However, the log weighted average has an entropy/information
basis as it is the Kullback-Leiber distance between M1 ) andM2, and consequently
this is preferred over the direct average.
Figure 5-6 gives the classifications when using Method 3 and Jeffreys' classifi-
cations (from Table 5.2). When comparing this to Figure 5-2 it can be seen that
Method 3 requires a larger difference in the standard deviations for the same classi-
fication when the means are similar. Also the value of the Bayes Factor in general
is smaller with Method 3. This is because Method 3 tends to give lower values for
its backcalculated Bayes Factor. This is due to log f2 (gY) having a maximum of
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0.69, where log f does not have a maximum value, and consequently this causes
the average effective Bayes Factor to be smaller. However, overall the difference is not
significant, and as the classifications are meant to be only guides and the exact values
are not meant to have significant meaning. Examples of the different classifications
are given in Figure 5-7.
2 4 6 8 10 12 14 16 18
Figure 5-6: Strength of Classification for 2 Normal Distributions - Method 3
5.3.3 Method Chosen
Method 3 described above is the preferred method. This is because
" It is an information based/Bayesian method
* It does not have ambiguity since modKL12 =modKL21 .
" If the distributions have different domains, as long as they are not totally dissim-
ilar, then the result is always finite, unlike Methods 1 and 2.
5.4 Model Selection and Resource Allocation
Once the models have been compared, it needs to be determined if the differences are
sufficent for a model to be chosen. If the models are not sufficiently different, then
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(a) Not Worth more than a bare mention
(c) Strong (d) Decisive
Figure 5-7: Examples of each Classification using Method 3
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(b) Substantial
the allocation of future resources need to be determined.
5.4.1 Model Selection
The information difference between models can be categorized using Table 5.2. How-
ever, these cateogrizations should only be treated as a rough guide.
The decision over if models are 'sufficiently different' to be able to select a model
will depend on what degree of risk one is willing to take. For example, on a very large
costly project one may want to have a high degree of confidence that the technology
chosen is superior to others, and consequently a very large Bayes factor would be
required.
The decision over what is 'sufficiently different' will also depend on the amount
of resources required to further increase the difference in the models. For example,
let's say that it was known that reducing the uncertainty in Input A was required in
order to observe any statistical difference between the models. If reducing the Input
A's uncertainty was going to require too many resources then the technologies being
analyzed may be considered sufficiently different for a decision to be made. However,
if reducing the uncertainty in Input A could be done easily, then another iteration of
the framework should be completed.
5.4.2 Resource Allocation
To determine the best use of future resources the factors which are driving the overall
uncertainty need to be determined. The sensitivities of each input on the metric of
interest can be used.
A DEMM analysis will give the PCE coefficient of each term. This will indicate
the effect of each input on the overall uncertainty of a chosen output. An advantage
of this is that is will also give the coefficients of the interaction terms, which will
give an indication of not just how each input individually contributes to the overall
uncertainty, but whether there are any important interactions between the inputs.
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Example Consider the case where there are two competing technologies, Tech-
nology A and Technology B, and the metric of interest is thermal efficiency. After
completing a DEMM analysis the output distributions given in Figure 5-8 were ob-
tained. These distributions give a Bayes factor of 5, which was considered insufficinet
to make a selection.
-Technology A
16 -TechnologyB
14 -
12-
10-
8-
6
4-
2-
1 0.2 0.3 0.4 0.5 06 0.7
Efficiency
Figure 5-8: Efficiency of Technology A and Technology B
Consequently, the parameters which are driving the uncertainty need to be iden-
tified. The DEMM analysis, which would have already been completed, will give the
PCE coefficients of each input. Let's say the PCE coefficients are those given in Table
5.3, along with the approximate cost to halve the uncertainty of each input i.e. if
originally Input A had a standard deviation of 10%, then it would cost $400 to reduce
the standard deviation to 5%.
Parameter PCE coefficient PCE coefficient Cost to halve
in Tech A in Tech B uncertainty
Input A 4 5 $400
Input B 8 12 $4000
Input C 0.8 0.2 $100
Table 5.3: PCE coefficients and
Table 5.3 shows that Input A and Input B have a similar impact on the overall
uncertainty. However, the cost of reducing the uncertainty in Input A is substantially
lower. Therefore in this case, one may decide to expend resources to reducing the
uncertainty of Input A and then repeat the analysis. If the difference in the technolo-
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gies is still insufficient, then one may decide to then expend resources to reduce the
uncertainty of Input B.
This example is for illustrative purposes only. In reality it is unlikely that accurate
estimates are available for the cost of reducing the uncertainty. However, an order of
magnitude estimate should be sufficient to decide on further work.
5.5 Heuristics
There are a number of heuristics that need to be implemented in the framework.
These include
9 Determining how many terms in the PCE expansions
* Determining when to terminate and select a model
5.5.1 PCE expansion
Two possible methods to determine number of terms in the PCE expansion are
* Increasing order of expansion by one and repeat the DEMM analysis to see if there
is any significant difference in the distributions
e Examining the coefficients of the higher order terms to see if they are significant
Increasing Expansion
It is preferred that the order is increased and the difference is evaluated. However,
if the model involved requires a large amount of computation then this may not be
desired. In this case examination of the coefficients may need to be done.
The choice of whether the higher order expansion is 'sufficiently different' will
depend on the example. If the model does not involve excessive computation, and a
result with high accuracy is required, then one may want to implement a very tight
tolerance for the difference. However, if a model has excessive computation, and
accuracy is not so important, then a larger difference may be allowed.
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Due to this dependence on the situation there is no generalized recommended
termination criteria for increasing the expansion. For the case studies done if the
two distributions had a Bayes factor of less than 1.05 then these distributions were
considered close enough to not require increasing the expansion.
Examining Higher Order Coefficients
If a model involves substantial computation then it may not be desired to run the
model the additional times required to obtain another expansion. In this case if the
coefficients of the higher order terms are examined and found to be small, then one
may decide that the expansion is sufficient. This will again depend on the compu-
tational intensity of the model and desired accuracy, but it is suggested that if the
coefficients of the highest order are two orders of magnitude smaller than the lower
order coefficients then the expansion is sufficient.
Initial Expansion
The initial expansion needs to be determined. When completing the case studies it has
been found in general a second order expansion including only the linear interaction
terms is sufficient. Consequently, in general, it is recommended that one starts with
this expansion i.e.
N P P P
Y(w) 1() (5.6)
i=1 j=1 i=1 j=i
However, if it is known that the output distributions are very likely to be substantially
irregular then starting at a higher order is recommended. This is because higher orders
are required to described irregularities.
5.5.2 Termination Criteria
The analysis will either terminate with a selection of a model/technology, or that too
many resources are required for a selection to occur. Determining when to terminate
118
will depend on the model, and the resources required to further differentiate between
models. Table 5.2 can be used as a rough guide to categorize the degree of difference
between models. However, due to the high dependency on the model and required
resources, there is no suggested Bayes number which one should terminate the analysis
and select a model. Instead, it is suggested that for one considers the difference
between the models and the resources required for further differentiation on a case
by case basis.
5.6 Framework Summary
The steps of the framework are
" Construct Models Models are constructed. This can either involve constructing
several models of the same process, or models of competing technologies/processes.
" Determine Prior Information The framework requires prior information about
the uncertainty of the inputs. This involves estimating the probability distribu-
tion.
" Determine Output Distributions The DEMM method is applied to get an
output distribution of each metric of interest. This may require several iterations
if the chosen polynomial chaos expansion is insufficient and requires more terms
to adequately describe the output distribution.
* Calculate Bayes Factor The Bayes factor is calculated using the method pro-
posed in this chapter. This is a modification of the typical Bayes factor in model
selection calculation, which is required because in technology selection problems
experimental output measurements are not available.
" Determine If Model/Technology Can Be Selected If the difference in the
technologies, as measured by the Bayes factor, is sufficient then a model/technology
can be selected. The difference deemed sufficient will depend on the requirements
on the individual case.
" Analysis If the models/technologies are not sufficiently different then the co-
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efficients of the polynomial chaos expansion can be examined to determine the
parameters having the largest effect on the overall uncertainty. Further informa-
tion/data can then be obtained depending on the resources required and the likely
effect.
* Feedback The information/data obtained can then be fedback into the earlier
steps.
Figure 5-9 gives the flowchart of the framework
No - Conduct analysis
Analyze PCE coefficients
Which parameters need refinement?
Does structure need refining?
Yes - Select Model
Figure 5-9: Flow Chart of Framework
Table 5.4 summarizes the methods chosen for each major stage, and their most
important attributes are listed.
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Uncertainty Propagation Method:DEMM
Based on Polynomial Chaos Expansions of random variable
Requires orders of magnitude less simulations than Monte Carlo
Model Comparison Method:Bayes Methods
No assumptions made about distribution type
Based on information theory
Incorporates prior knowledge of parameters
Model Selection/Resource Allocation Method: DEMM/Bayes
Bayes Analysis identifies if there is sufficient information difference
determines if a model /technology can be selected
DEMM Analysis can identify what is driving uncertainty -+> determines
resource allocation
Table 5.4: Methods Implemented in Framework
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Chapter 6
Example: Thermochemical Cycles
This chapter applies the framework developed in Chapter 5 to a case study involving
hydrogen producing thermochemical cycles. The thermal efficiency of several cycles
are evaluated.
6.1 Background
Global warming arising from carbon dioxide emissions and a dwindling oil supply
has created a demand for new transportations fuels. Hydrogen has been proposed as
an alternative but producing it cheaply and in large quantities remains a challenge.
At present, most methods of hydrogen production fall into three categories: steam
reforming of methane, thermochemical splitting of water and electrolysis.
In recent years there has been renewed interest in producing hydrogen from ther-
mochemical cycles. Thermochemical cycles are processes which take water and energy
as inputs and produce hydrogen and oxygen through a cycle of reactions. A schematic
diagram of a thermochemical cycle is shown in Figure 6-1. Thermochemical cycles
typically have a higher thermal efficiency and lower maximum required temperature
than direct electrolysis of water. The relatively low temperature required means that
a nuclear source can be used for energy, avoiding production of carbon dioxide.
Over a 100 thermochemical cycles have been proposed, each with various inter-
mediates. Several studies have compared different cycles. [1, 53] However, these
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Figure 6-1: Schematic Diagram of Hydrogen Producing Thermochemical Cycle
studies do not account for uncertainty, with only point estimates of the chosen metric
used. Furthermore, no consideration is given to assessing whether the level of model
complexity is appropriate given the uncertainty in the parameters
This work presents a comparison of several cycles and includes an uncertainty
analysis. In addition, an evaluation of model complexity is completed. This has
allowed a more thorough comparison of cycles, and allowed identification of the further
analyses and experiments which would be of most benefit.
6.2 Method
6.2.1 Cycles Examined
A detailed analysis was completed of seven cycles. These cycles were chosen because
previous studies estimated their thermal efficiencies were high. In addition they were
also suitable for large scale hydrogen production using a nuclear source because
" highest temperature required is mild enough (< 8501C) for a nuclear reactor to
provide the energy required; and
" all species are readily available at a reasonable cost and are non-toxic.
A detailed analysis was completed of seven cycles, which are described in Table 6.1.
A thermochemical cycle which produces hydrogen and sulphur from H2 S was also
considered.
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Cycle Steps Intermediates
Vanadium Chloride[35) 4 Cl2,VCl 2 ,VCl 3 and VCl 4
Copper Chloride[45) 3 CuCl, HCl, CuCl2 and C12
Calcium Bromine[46] 3 CaBr 2, CaO. HBr and Br 2
Magnesium Iodine[26] 5 MgO, I2, Mg(10 3)2 , MgI 2 , MgI 2 .6H20 and HI
Copper Sulphate[37) 4 CuO, SO 2 , CuSO4.5H2 0, CuSO 4 and SO 3
Hybrid Chlorine[29] 2 HCl and C12
Pottasium Bismuth[39] 2 K3Bi, KOH and Bi
Table 6.1: Thermochemical Cycles Examined
6.2.2 Metric
The metric used to compare the cycles was thermal efficiency. This was defined as
A Hf,H2O
77S 77C
where Q is the total heat in, Ws and Wc are the work for separation and chemical
processes respectively and rs and rc are the efficiencies of the separation and chemical
processes. The separation work required was calculated using the entropy of mixing,
which is given by
ASm = -nR ( xi ln xi
The efficiencies were assumed to be the same for each cycle.
6.2.3 Parameters
The parameters involved were the heats of formation and free energies of all species,
and the efficiencies of separation and chemical processes. The heat capacities were
assumed to have no uncertainty. Each parameter was assumed to have a normal
distribution, with a mean and standard deviation assigned to each parameter.
Most data was obtained from the NIST webbook [441. The Shomate equation was
used to calculate the parameters at different temperatures
H0 - H2 = At + Bt 2/2+ Ct3 /3 + Dt 4 /4 - E/t + F - H
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where A, B, C, D, E, F and H are coefficients. If an estimate of the error was given
in the NIST webbook then it was used. Otherwise the error was estimated. The
efficiencies of the chemical and separation processes were initially assumed to be 0.5
with a standard deviation of 0.125 for each cycle. The base values and standard
deviations for all parameters are given in Table 6.2.
6.2.4 Model Complexity
Three levels of analysis were considered for each cycle, shown in Table 6.2.4.
6.2.5 Cycle Comparisons
To measure the difference in the distributions of the thermal efficiency for each of the
cycles the method proposed in Section 5.3.2 is used, which is a modification of the
Kullback-Leibler Information, to calculate a Bayes factor.
6.2.6 Assumptions
It was assumed that the minimum approach temperature for heat exchangers was
100C. Therefore the total heat in, Q, is the overall reaction enthalpy plus the pinch
heat, where
Pinch heat = max max CT-[-.1, 0
(TE[35,850]
where CT and HT are the cumulative totals of the cooling and heating curves respec-
tively at temperature T.
6.2.7 Uncertainty Propagation
An uncertainty analysis was completed for the thermochemical cycles. The computa-
tion required for each model evaluation was small. Consequently a Monte Carlo was
used to do the uncertainty propagation, with the tens of thousands model evaluations
required for an accurate result from Monte Carlo being achieved in less than an hour.
When performing Monte Carlo simulations for the thermochemical cycle calculations
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Thermochemistry Data
Component AHf (kJ/mol) AGf (kJ/mol)Base Value I - Base ValueI o
Bi
Br 2
CaBr 2
CaO
C12CO
CO2
CuCl
CuCl2
CuO
CuSO4
CuSO4 .5H20
H2
HBr
HCl
HI
H20
H2S
12
KOH
MgI 2
MgI 2 .6H20
Mg(10 3)2
MgO
02
S2
SO 2
SO3
VCl2
VCl3
VCl4
26.0
30.9
-683.25
-634.9
0
-110.5
-393.5
-138.1
-205.8
-156.1
-770.4
-2277.4
0
-95.54
-92.3
26.45
-285.8
-20.6
0
-352.1
-367
-2274
-906
-601.4
0
128.6
-296.81
-395.77
-451.5
-580.7
-568.2
5
0.11
5
0.9
0.01
0.2
0.1
5
5
5
1.2
20
0.01
0.16
0.1
0.1
0.01
0.5
0.1
5
20
20
20
0.3
0.1
0.3
0.2
0.2
2
2
2
-42.27
-721.90
-646.26
-66.51
-169.4
-457.2
-162.95
-238.07
-168.80
-803.00
-1880
-38.96
-59.24
-148.03
-35.15
-306.69
-81.9
-44.83
-61.16
60.6
-370.81
-472.33
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
0.5
Assumed Efficiencies
Base Value o
Separation Processes 0.5 0.125
Electrochemical Processes 0.5 0.125
Table 6.2: Base Values and Standard Deviations of Parameters
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Level 1 Level 2 Level 3
Reactions 100% Equilibrium Equilibrium
completion reached reached
Side Reactions / /
Heat Exchange Pinch Analysis Pinch Analysis HE Network
Separations Ideal, with Ideal, with Include
assumed q assumed y non-idealities
Calculation Excel Excel ASPEN Process
Tool Spreadsheet Spreadsheet Simulator
Metric Thermal eff Thermal eff Thermal eff
Table 6.3: Levels of Analysis
a crude Monte Carlo method was used, where each parameter set was randomly gen-
erated independently using the parameter probability distributions. More efficient
Monte Carlo methods, such as Markov Chain Monte Carlo, were not required be-
cause the model calculations were very quick.
6.2.8 Sensitivity Analysis
A sensitivity analysis was completed for each cycle. A finite difference method was
used to estimate the sensitivity of each parameter s3 ~ Aq/AO. The contribution of
each parameter to the overall variance s2o2. The parameters were then be ranked ac-
cording to their contribution. If a parameter was found that contributes substantially
to the overall variance, then the uncertainty of this parameter can be re-evaluated to
see if it is possible to reduce the uncertainty.
The DEMM method recommended in Chapter 5 was not implemented. This is
because the computation time for each model evaluation was small, and consequently
there was not a need to minimize the number of model evaluations.
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6.3 Initial Results
6.3.1 Model Complexity
The analysis was completed using level 2 assumptions. This was primarily because
there was found to be no statistical difference between the level 2 and level 3 results.
In addition some subjectivity is involved in constructing the flowsheets (for level 3).
Therefore performing an uncertainty analysis on using level 2 is more objective. Also
changing parameter values in the flowsheets, which is required for an uncertainty
analysis, often causes convergence problems due to the closed loops. Given the diffi-
culties of a level 3 uncertainty analysis and the lack of any extra information it would
give, the analysis was limited to level 2.
6.3.2 Comparison of Cycles
Figure 6-2 shows the probability distributions of the overall thermal efficiency from
the cycles considered. For each cycle 100,000 samples were used in the Monte Carlo
simulation.
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Figure 6-2: Probability Distribution Functions of Efficiency
Although there is overlapping of the distributions, it is clear that some cycles are
superior to others even when the uncertainty is taken into account. The modified
KL information (from Equation (5.5)) and the effective Bayes factors was used to
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measure the differences in the distributions. The results are given in Table 6.4 and
Table 6.5. According to these results, then only VCl and CuCl cycles are worthy of
further investigation, because all the other distributions are at least 'substantially'
dissimilar.
The large spread of the CuCl cycle means that the efficiency distribution is not
significantly different from any other of the cycles, and this is reflected in the low
Bayes Factors. The MgI cycle has a much narrower spread, and consequently the
Bayes Factors are high for cycles where the distributions have very little overlap
because there is sufficient information to conclude that there is a strong or decisive
difference between the cycles.
CuCl SI MgI CaBr HCl CuSO4 KBi
VCl 0.42 0.63 0.67 0.63 0.66 0.69 0.69
CuCi 0.21 0.33 0.19 0.27 0.54 0.51
SI 0.39 0.37 0.47 0.67 0.66
MgI 0.39 0.37 0.69 0.67
CaBr 0.02 0.29 0.22
HCl 0.24 0.18
CuSO4 __ _ _ 0.25
Table 6.4: Modified KL distance for
6-2
Thermochemical Cycles using results from Figure
CuCI SI MgI CaBr HCl CuSO4  KBi
VCl 3.2 16.6 46.2 15.5 29.6 246.1 136.6
CuCl 1.6 2.3 1.5 1.9 5.9 5.1
SI 2.8 2.7 3.9 48.8 29.0
MgI 2.8 2.7 509.6 36.0
CaBr 1.0 2.0 1.7
HCl 1.7 1.5
CuSO4  1.8
Table 6.5: Bayes Factors for Thermochemical Cycles using results from Figure 6-2
6.3.3 Sensitivity Analysis
Table 6.6 lists the parameters which have the largest effect on the overall uncertainty.
Table 6.7 gives the contribution to the overall variance (() 2 .2 ) of the parameters
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with the largest effect for each cycle.
Cycle Parameters Notes
CaBr richem, r7sep Large separation and
CuSO4 rchem, isep electrochemical work
Hybrid Cl rchem, risep required
CuCl richem No little pinch heat
MgI rlsep, AHf,mgI2 (g) Significant separations,
VCl rsep, AHf,vcis Large pinch heat
Significant pinch heat and
KBi 'qchem, /AHf,B, ZHf,KOH electrochemical work
Table 6.6: Parameters with Largest Contribution to Variance of Overall Efficiency
The features of each cycle generally determine which parameters drive the uncer-
tainty. Cycles which require significant separation of gaseous products, such as the
MgI and VCl cycles, are those most affected by the assumed separation efficiency.
Also, as expected, those which require major electrochemical steps are most affected
most by the assumed efficiency of the electrochemical process.
Several cycles (MgI, VCl and KBi) have a heat of formation as a parameter con-
tributing significantly to the overall uncertainty. Each of these cycles require signif-
icant pinch heat, and as a consequence the heat of formation of species involved in
critical reactions have a substantial impact on the overall efficiency.
The assumed separation and chemical work efficiency parameters are the most
significant for many of the cycles. Due to this, an evaluation of the assumed proba-
bility distribution for the separation work was completed, with results shown in the
next section.
These results should be treated with caution. The results are dependent on the
chemistry chosen. Some cycles, such as VCl, contain chemistry which has not been
rigorously tested, especially for large scale production. Other cycles may be improved
if modifications are made to the chemistry used. For example, the CuSO 4 cycle had
low efficiency. The hydrogen producing reaction
CuO(s) + S0 2() + 6H 20(l) -4 CuSO 4.5H 20(,) + H2(g)
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Cycle Parameter Base St Dev 2
C Value (-) ao
AHf,MgI 2  -367 20 1.4 X 10-4
MgI r _se, 0.5 0.125 4.8 x 10-5
AH f,Mg(10 3 )2  -906 20 5.8 x 10-6
7/chem 0.5 0.125 0.0017
CuCl AGf,Hcl -55.72 0.5 3.3 x 10-1
rse, 0.5 0.125 1.1 x 10~4
AHf,vC 13  -580.7 2 8.8x 10-5
VCl 'isep 0.5 0.125 4.1 X 10-5A Hf,vc1 2  -451.5 2 2.2 x 10~5
AHf,vcl4  -568.2 2 2.2 x 10-'
7Usep 0.5 0.125 7.1 X 10-4
CaBr r/chem 0.5 0.125 5.3 x 10-4
AGf,HBr -95.54 0.5 8.1 x 10-5
r/chem 0.5 0.125 4.5 x 10-4
CuSO4 AHf,cuso 4. 5H20 -2277.4 20 3.4 x 10-6
r/sep 0.5 0.125 2.4 x 10-6
7/chem 0.5 0.125 0.0018
HC rTsep 0.5 0.125 4.7 x 10-5
AGf,H 2  -38.96 0.5 2.0 x 10-7
7chem 0.5 0.125 0.0016
KBi A Hf,KOH -352.1 5 2.4 x 10-6
r7 sep 0.5 0.125 4.3 x 10-1
Table 6.7: Contribution to overall variance of most significant parameters
132
had a high calculated AG, and low (negative) AHr. A large electrochemical work
requirement is caused by the high AG,. The negative AH, at the low temperature
(250 C) meant that a large pinch heat was required, since a lot of heat is lost which
can not be recovered. If the hydrogen producing step could be conducted in a way
which avoids these problems then the efficiency could be increased significantly.
6.3.4 H2S Cycle
A thermochemical cycle that converts hydrogen sulfate to hydrogen and sulfur was
also considered. It was found that the energy required per mole of hydrogen was less
than that of the water thermochemical cycle, which is shown in Figure 6-3. However,
this should be treated with caution because a number of simplifying assumptions were
made.
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Figure 6-3: Probability Distribution Function for H2 S cycle and H2 0 (using CuCl
intermediates)
6.4 Revised Results
As discussed in Chapter 5, an important feature of the framework is obtaining infor-
mation that will be most useful in aiding the decision making and feeding this back
into the analysis.
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6.4.1 Separation Work Efficiency
As mentioned previously, the assumed separation work efficiency significantly affects
the overall efficiency for many cycles. Consequently an evaluation of this parameter
was completed.
The energy required for each separation was based on the entropy of mixing, with
the same efficiency assumed for each separation. However, separations vary signif-
icantly in their efficiency, depending on the temperatures and pressures required,
and how similar to be separated are. Let us consider the separations required af-
ter the Reverse Deacon reaction in the VCl cycle. This involves the separation of
C12 and 02, which have very low and close boiling points, making the separation
difficult and energy intensive. The theoretical separation work required is approx-
imately 13 kJ/mol H2 . Separating the products by anhydrous electrolysis takes at
least 580kJ/mol H2[29], which corresponds to an efficiency of less than 3%. Figure
6-4 shows the difference between the previous assumed efficiency distribution and
using an energy requirement of 580 ± 40 kJ/mol H2 for the separation. The over-
all efficiency probability distribution is significantly changed. This suggests that the
previous assumed distribution for separation efficiency is inadequate.
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Figure 6-4: VCl Cycle Efficiency Probability Distribution Function
To see the effect of this low efficiency on the overall analysis, the analysis was
repeated with an assumed separation efficiency of 0.15 with a standard deviation
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of 0.05 for the separation occurring after the Reverse Deacon reaction. This is still
considerably higher than that achieved by anhydrous electrolysis, but even with this
reduction the relative performance of some cycles is greatly affected, as shown in
Figure 6-5.
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Figure 6-5: Probability Distribution Functions of Efficiency with Lower Separation
Efficiency for Reverse Deacon Products
Due to this large effect, it is important not to underestimate the uncertainty of
the separation processes. This analysis has shown that the original estimate of the
uncertainty was inadequate when considering the separation of the products of the
Reverse Deacon reaction. Consequently the analysis needs to be repeated with a
larger uncertainty in the separation efficiency. Alternatively, one could obtain better
estimates of the efficiencies for each of the separation steps. However, some of these
may not have a significant impact. Repeating the analysis with a larger uncertainty
will allow the identification of the cycles which are significantly affected by efficiency
uncertainty. Further work on reducing the efficiency uncertainty can then focus on
these cycles.
6.4.2 Comparison of Cycles
The analysis was repeated using a uniform distribution between 0.05 and 0.7 for all
separations. The results are shown in Figure 6-6. This has significantly altered the
distributions compared to the original case, with much more overlap occurring.
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Figure 6-6: Probability Distribution Functions of
aration Efficiency Distribution
Efficiency assuming a Uniform Sep-
The modified KL distance and Bayes Factors for this case are shown in Table 6.8
and Table 6.9 respectively.
CuCl SI MgI CaBr HCl CuSO4 KBi
VCl 0.19 0.35 0.41 0.34 0.41 0.53 0.52
CuCi 0.10 0.16 0.08 0.17 0.38 0.36
SI 0.18 0.12 0.22 0.43 0.40
MgI 0.18 0.16 0.41 0.40
CaBr 0.04 0.25 0.23
HCl 0.16 0.10
CuSO 4  0.12
Table 6.8: Modified KL distance for Thermochemical Cycles using results from Figure
6-6
CuCi SI MgI CaBr HCl CuSO4 KBi
VCl 1.5 2.5 3.1 2.4 3.1 5.8 5.3
CuCl 1.2 1.4 1.2 1.5 2.8 2.5
SI 1.5 1.3 1.6 3.4 2.9
CaBr 1.5 1.4 3.0 2.9
HCl 1.1 1.8 1.7
CuSO 4  1.4 1.2
KBi 1.3
Table 6.9: Bayes Factors for Thermochemical Cycles using results from Figure 6-6
The larger spreads cause the modified KL distance to be reduced, and consequently
the Bayes Factors to be smaller. This is expected, because the information difference
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between the distributions is reduced. Using these results, the only distributions which
are 'substantially' dissimilar to the VCl cycle are the KBi and the CuSO 4 cycles.
Consequently more information is required to make a well informed decision about
which cycles need to be pursued. Since the uncertainty in the separation efficiency
is causing the large spread in the overall thermal efficiency, then more work should
proceed in obtaining better estimates of the separation efficiency. These should be
specific to the particular separation when possible. If the separation efficiency can be
tightened, then there is tightening of the overall efficiency distribution. This would
lead to less overlap, giving a more confident ranking of cycles.
It can be expected that similar results would be obtained when doing a similar
analysis involving the chemical processes assumed efficiency.
6.4.3 Discussion
The finding that the best use of resources is to focus on separation process is an
important one. Before this analysis was completed it was thought that work should
focus on reactions. Much of the chemistry involved has not been demonstrated on
an industrial scale, and some not even on a laboratory scale. Consequently it is
not surprising that one may want to focus attention on the reactions. However,
investigating reactions can be expensive, and if the energy required for the separation
processes is prohibitively large, then resources have been wasted.
It is recommended that further work focuses on obtaining better estimates for
the separation processes. This can potentially be done relatively cheaply, as similar
separations could exist in well known or industrial processes. Therefore it may only
require data collection and more detailed modeling, and little, if any, experimental
work. This will allow a more efficient screening process to identify the potential
thermally efficient processes. After this the work on the reactions, which would
typical involve more resources and experimental work, can be done only on the cycles
which show the most potential.
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6.5 Conclusions
It was found that the most promising thermochemical cycles analyzed were the VCl,
CuCl, MgI and CaBr cycles. An uncertainty analysis revealed that the uncertainty of
the separation and chemical processes efficiencies often drive the overall uncertainty.
Consequently work should focus on estimating these efficiencies more accurately, pos-
sibly from more detailed models or experiments.
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Chapter 7
Technology Selection Example:
Warm Syngas Cleanup
This chapter applies the framework developed in Chapter 5 to a case study involving
warm synthesis gas (syngas) cleanup technologies.
7.1 Background
Integrated Gasification Combined Cycle (IGCC) is a technology that turns coal into
synthesis gas (syngas). The syngas is used to drive both a gas turbine and a steam
turbine, with the excess heat from the gas turbine being used in the steam cycle. Be-
fore the turbines, the syngas needs to go through a cleanup process, where impurities
are removed. Carbon dioxide can also be removed before combustion.
Current synthesis gas (syngas) cleanup processes, such as Selexol, require low
temperatures. However, there is an energy penalty for operating at these lower tem-
peratures. Consequently there is interest in investigating syngas cleanup technologies
which can operate at higher temperatures. These include using membranes (either
selectively removing hydrogen or carbon dioxide), temperature swing adsorption and
pressure swing adsorption. There is uncertainty involved with these technologies. For
example, membranes are currently used in many industrial processes, but not at the
conditions which are required for warm syngas cleanup.
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7.2 Proposed Technologies
7.2.1 Hydrogen Selective Membrane
Hydrogen selective membrane technologies remove hydrogen from the process stream.
This is in contrast to conventional technologies, which typically remove the carbon
dioxide. Polymeric and inorganic membranes can be used. The most promising
polymeric membrane is polybenzimidazole (PBI) membrane. [24]
Palladium-based membranes are promising inorganic membranes which are highly
selective for hydrogen separation. Other metallic membranes have higher permeabil-
ities, but they are not suitable for conditions in a IGCC plant. [10, 12] The hydrogen
removal and water gas shift (WGS) reaction occur in the same unit. The unit in this
case is similar to a shell and tube heat exchanger. The Palladium-based membrane
coats the tubes. Due to the high cost of Palladium, a thin layer is usually used with a
support that ensures a high permeability of hydrogen. The WGS occurs in the tubes
and the hydrogen permeates across the tubes and into the shell. In the shell nitrogen
flows counter-current to drive the hydrogen removal. [18]
7.2.2 Carbon Dioxide Selective Membrane
Inorganic and polymeric membranes have been identified as potentially attractive for
CO 2 separation, removing the carbon dioxide from the process stream. Inorganic
membranes that have shown promise include silicalite-1 membrane [33]. However,
the CO 2/H 2 selectivity of this membrane is around 10, which is too low for economic
viability in this application.
Polymeric membranes also generally suffer from insufficient selectivity. Facilitated
Transport Membranes (FTMs) can achieve high selectivities, while also achieving high
fluxes. These membranes have carriers within the membrane to facilitate the trans-
port of selected molecules through the membrane. Such membranes have been devel-
oped with high CO 2 selectivities. Zou et al developed crosslinked poly(vinyl alcohol)
containing amines[56], and Taniguchi et al developed poly(anidoamine) dendrimers
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immobolized in a poly(ethylene glycol) network. [31] However, these performances
have not been achieved under IGCC conditions.
7.2.3 Pressure Swing Adsorption
This technology involves the WGS reaction and carbon dioxide removal occurring in
the same unit. This unit contains the carbon dioxide sorbent and WGS catalyst.
Low-pressure steam is added after the bed is saturated with carbon dioxide . This
lowers the pressure and releases the carbon dioxide, which is then purged for further
processing and sequestration. Hydrotalcite-based materials have been identified as
possibly suitable for operating this process at high temperatures. [19]
7.2.4 Temperature Swing Adsorption
Temperature swing adsorption (TSA) is similar to pressure swing adsorption (PSA)
in that both the WGS and carbon dioxide removal occur in the same unit. However,
in TSA, to remove the carbon dioxide the temperature is increased. [38]
7.3 Method
Previously developed Aspen Plus@ models of the technologies were used to evaluate
the different technologies. A base case model of IGCC using conventional low temper-
ature syngas cleanup was developed in Aspen Plus @ by Field et al. [23]. A USER2
block was used to model each of the high temperature warm syngas cleanup technolo-
gies, which was linked to an Excel file, which called Matlab code. These models were
set up by Kshitij Prakash, and the Matlab code for the alternatives were written by
David Couling, Zan Liu and Kshitij Prakash from Professor Green's Group. [49]
7.3.1 CO 2 Selective Membrane
A C0 2/H 2 selectivity of 500 and a CO 2 permeability of 1.22 x 1012 mol/(m.s.Pa) was
used for the baseline case. Polymeric membranes with these permselectivities have
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been developed [31]. However, this performance was achieved at a low temperature
and high relative humidity. Therefore in this case we are evaluating the potential
value of membranes that as yet have not been developed. Since the membranes
have not been developed there is significant uncertainty surrounding the achievable
permeability and selectivity.
The correlation between permeability and selectivity needs to be considered. A
higher selectivity generally results in a lower permeability. The Robeson upper limit
is a theoretical estimate for the correlation for polymeric membranes [50], but can
be exceeded if facilitated transport mechanisms are present. The correlation for
H2/CO 2 is shown in Figure 7-1. This is for membranes that are H2 selective, and so
a different case from the CO 2 selective membrane. However, the correlation and the
spread across several orders of magnitude for both the permeability and selectivity is
observed. Due to this spread it was decided that a bivariate normal distribution for
the logarithm of the selectivity and the permeability with a negative correlation was
appropriate.
102 LANL PBI (250-C)
A LANL PBI (400-C):
rq 10 A,
0
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H2 Permeability (Barrer]
Figure 7-1: Correlation of Selectivity and Permeability [24]
The uncertainties for the permeability and selectivity used are given in Table 7.1
The selectivities with respect to CO 2 were assumed to be constant for the other
species. The selectivity for C0 2 /H 2 0 was assumed to be 500. This is a very optimistic
selectivity because most polymeric membranes are highly permeable to steam. This
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Input Mean Standard Dev
logio(Permeability) -11.9 0.1
logio(Selectivity) 2.7 0.3
Correlation coefficient= -0.6
Table 7.1: Uncertainty in Input parameters for CO 2 Selective Membrane
analysis is therefore considering the potential value of developing such a membrane.
A DEMM analysis gave the collocation points shown in Table 7.2.
CO2  C0 2 :H20 H20 H2  N2
Permeability Selectivity Permeability Permeability Permeability
mol/(m.s.Pa) mol/(m.s.Pa) mol/(m.s.Pa) mol/(m.s.Pa)
1.22 x 10-12 500 2.44 x 10-15 2.44 x 10-5 8.73 x 10-16
8.20 x 10-13 1302 1.64 x 10-15 6.30 x 10-16 5.86 x 10-16
1.22 x 10-12 140 2.44 x 10-15 8.76 x 10-15 8.73 x 10-16
1.22 x 10-12 1792 2.44 x 10-15 6.82 x 10-16 8.73 x 10-16
1.82 x 10-1 192 3.64 x 10-15 9.48 x 10-15 1.30 x 1015
8.20 x 10-13 363 1.64 x 10-15 2.26 x 10-15 5.86 x 10-16
8.20 x 10-1 4666 1.64 x 10-15 1.76 x 10-16 5.86 x 10-16
1.82 x 10-12 54 3.64 x 10-15 3.40 x 10-14 1.30 x 10-15
1.82 x 10-1 688 3.64 x 10-15 2.65 x 10-15 1.30 x 10-15
Table 7.2: Collocation Points for Model Evaluations
7.3.2 H 2 Selective Membrane
A Palladium-based membrane was assumed. These membranes have a very high selec-
tivity towards hydrogen. Consequently it was assumed that only hydrogen permeated
through the membrane, and uncertainty in the selectivities was not considered. In-
stead the uncertainty in the amount of hydrogen passing through the membrane was
considered. The model assumed that 95% of the hydrogen was passed through the
membrane. It was assumed in this analysis that the uncertainty could be described
by a normal distribution with a standard deviation of 1 percentage point.
7.3.3 Sorbent Model
A hypothetical optimal sorbent was used for the sorbent model. The performance of
a hydrotalcite sorbent, a promising sorbent for CO 2 removal under IGCC conditions,
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performed poorly when evaluated using the constructed model, and consequently
an optimal sorbent was investigated by Prakash, and used in this study [49]. The
inputs considered in this study were the heat of reaction of the sorbent and the
regeneration fraction. These were both assumed to have a normal distribution and
were independent of each other. These are given in Table 7.3.
Input Mean Standard Dev
Heat of Adsorption (kJ/mol) -72 1
Regeneration Fraction 0.9 0.02
Table 7.3: Uncertainty in Input parameters for Sorbent Model
7.4 Results
7.4.1 CO 2 Membrane
The uncertainties in the membrane cause uncertainties in the composition of the
retentate and permeate. This then affects the power generation from the turbines, and
the power load requirements. In the model used the amount of CO 2 passing through
the membrane is set to 95% of the total carbon dioxide flow. The flow of nitrogen
and steam through the membrane are also effectively fixed since these selectivites
with respect to CO 2 have been assumed to be constant. The only flow which has
uncertainty in this analysis is the hydrogen. Figure 7-2 gives the uncertainty in the
hydrogen passing through the membrane.
The uncertainty in the hydrogen flow passing through the membrane consequently
propagates through so that there is uncertainty in the flow composition to the power
generation section. This effects the power generated and power loads throughout the
plant, with some of these shown in Figure 7-3 along with the total net power output.
Table 7.4 has the PCE coefficients. The uncertainties of the permability and se-
lectivity have a similar effect on the output uncertainty for each of the outputs. Only
the first order terms had a significant impact, with the second order and interation
terms generally significantly smaller. The first interaction term in Table 7.4 is signif-
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Figure 7-2: PDF of Percentage of H2 Permeating through Membrane
0.7-
0.6-
0.5.
0.4-
0.3-
0.2-
0.1
0
34 310 312 314 316
Steam Turbine (MW)
318 320
(a) Steam Turbine Power Generated
3-
2.5
2
1.5
0.5
0
18 19 20 21 22
Nitrogen Compression Load (MW)
(c) Nitrogen Compression Requirement
0.35
0.3-
0.25
0.2
0.15
0.1
0.05
0
430 440 450 40 470 410 490
Gas Turbine (MW)
(b) Gas Turbine Power Generated
0.25
0.2
0.15
0.1
0.05
0
610 620 630 640 650 660 67C
Net Power Output (MW)
(d) Net Power Output
Figure 7-3: Distributions of Power Loads for CO 2 Selective Membrane
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icant, and this is the interaction of first order in both permeability and selectivity.
The number of terms in the PCE used appears to be sufficient.
Gas Turbine Steam Turbine Nitrogen Total Net
Power Power Comp Load Power
Permeability 1st order -1.725 -0.777 -0.188 -2.347
Selectivity 1st order 2.277 1.045 0.250 3.114
Permeability 2nd order -0.503 -0.218 -0.055 -0.673
Selectivity 2nd order -0.862 -0.392 -0.095 -1.173
1.413 0.640 0.156 1.923
Interaction Terms -0.420 -0.189 -0.046 -0.5700.350 0.158 0.039 0.475
-0.085 -0.040 -0.009 -0.119
Table 7.4: PCE coefficients
7.4.2 H2 Selective Membrane
Uncertainty in the amount of H2 permeating through the membrane was considered.
This uncertainty results in uncertainty in the power generated from the turbines and
the net power output are given in Figure 7-4. The distribution for the loads have not
been given as they were very narrow.
The PCE coefficients in Table 7.5. The first order term dominates, suggesting
that higher order terms are not required.
Total Net Gas Turbine Steam Turbine
Power Power Power
1st order 6.41 -4.18 -2.15
2nd Order -0.017 -0.014 0.000
Table 7.5: PCE coefficients
7.4.3 Sorbent
The uncertainties considered in the sorbent effected the steam cycle. The distributions
of the steam power turbine and the net output power are shown in Figure 7-5. The
other power loads and the gas turbine all were not affected by the uncertainties
considered.
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Figure 7-4: Distributions of Power Loads for H2 Selective Membrane
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Figure 7-5: Distributions of Power Loads for Sorbent
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Table 7.6 has the PCE coefficients. The heat of adsorbtion has a greater effect
on the output uncertainties. However, this is dependent on the uncertainty of the
input e.g. if a much smaller standard deviation was used then this would decrease
the coefficients, so that the regeneration fraction could become more dominant. The
first interaction term in Table 7.4 is significant. This is the interaction of first order
in both heat of adsorption and regeneration fraction.
Steam Turbine Total
Power Net Power
AHa, 1st order -3.91 -4.29
Regen frac 1st order 0.46 1.82
AHad, 2nd order -1.10 -0.90
Regen fract 2nd order 0.45 1.16
-7.00 -7.51
-4.08 -4.36Interaction Terms -1.8 -1.51
-1.82 -1.51
-1.26 -1.08
Table 7.6: PCE coefficients for Sorbent Model
7.4.4 Comparison of Technologies
The distributions of the net power output of each technology is shown in Figure 7-6.
550 575 No 25
Total Net Power (MW)
Figure 7-6: Net Power from Warm Syngas Cleanup Technologies
The corresponding Bayes Factors are given in Table 7.7.
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CO 2 Membrane H2 Membrane
Sorbent > 1000 4.7
H2 Membrane > 1000
Table 7.7: Bayes Factors
This results should be treated with caution. There are several reasons for this.
Firstly, this is a comparison of technologies in different stages of development. The
CO 2 selective membrane, while appearing very attractive, has very high assumed
C0 2 /H 2 0 and C0 2 /H 2 selectivities, especially for IGCC conditions. The H2 mem-
brane, however, is a demonstrated technology. Also only uncertainties associated
directly with the membrane and sorbent have been considered. There are other un-
certainties related indirectly to the membrane that can have a significant effect on
the net power produced. For example, there would be uncertainty in the estimated
auxilary power loads. In addition, the limitations of the models used needs to be
considered. This is discussed in more detail in the next subsection.
7.4.5 Limitations of Models
Optimization of Base Case
The models have been developed for a specific base case. When inputs are changed the
configuration may no longer be optimal. For example consider a heat exchanger. For
the base case the outlet temperature of a stream may be a specification. However, if
the inputs are altered the optimal outlet temperature may be different, but the model
maintains the previous sub-optimal temperature.
In these models the HRSG is optimized for each model simulation. The flowrates
of the HRSG are expected to be the most significant configuration related effect on
the overall plant efficiency. Therefore, although the configuration would be expected
to have some effect, the major configuration issue is accounted for.
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Design Specifications
The design specifications of the model need to be considered. For example, the CO 2
selective membrane model has a design specification setting the amount of CO 2 re-
moved to 95%. This does not take into account the required size of the plant required.
A low permeability will result in a larger membrane, and perhaps prohibitively large,
being required. However, if the assumed selectivities remain fixed then there the
calculated efficiency would not change, even though the membrane would be pro-
hibitively expensive. In addition, the model does not take into account the extra
auxilary power potentially required for a larger membrane/reactor.
Robustness
Unlike the refining process model case study (see Chapter 8), where an industrial
quality model developed by many researchers over many years was used, the models
used here were developed generally by a single person and consequently the same
level of robustness can not be achieved. This lack of robustness affected the ranges
of uncertainties used. Larger uncertainties, especially for C0 2-selective membrane
permeability and the sorbent heat of adsorption, would have been used if the models
were more robust.
7.4.6 Discussion
Despite the limitations of the models some observations can be made. The highly-
selective CO 2 selective membrane, with the uncertainties assumed, is clearly superior
to the other technologies. Although, as discussed earlier, the uncertainties are ex-
pected to be underestimated, even with this in mind the CO 2 membrane technology
appears to offer a substantial improvement over the other technologies. In addition,
the distribution is negatively skewed, so that there is a much greater probability of
the net power being in the higher part of the distribution range. Therefore, even if
the uncertainties increase substantially, if the distribution shape remains the same
then there is still a high probability of a high net power. Consequently, these results
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show there is great potential value of developing the CO 2 selective membrane.
The value of this analysis for cases where models are still in their development
phase, like this case study, is not so much on the numerical results, but for identifying
the weaknesses of the model and what is driving the uncertainty. In this particular
case study it was found that the HRSG optimization needed improving in order to
achieve the desired robustness, and this was completed. This analysis helped identify
the parameter space over which the models are robust. This information will help in
future model development. For example, CO 2 permeability was identified as having a
significant effect on the results, yet there were some robustness issues surrounding this
input. Consequently attention should be given to this when the models are further
developed.
7.5 Conclusions
Applying the developed framework to this case study identified CO 2 selective mem-
branes as a very attractive technology for warm syngas cleanup. Even though there
were robustness issues and the uncertainties assumed were likely to be underesti-
mated, the CO 2 selective membrane appears to have great potential. However, the
assumptions about the properties of the membrane have been very optimistic and
the development of such a membrane that can perform under IGCC conditions may
never be able to be developed.
Applying the framework has also allowed model robustness issues to be identified,
and to a certain extent improved. The selectivity and permeability of the membranes,
and the heat of adsorption were important inputs that had a significant effect on the
overall uncertainty. Consequently there is potential value in improving the models
such that they more robust for these parameters.
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Chapter 8
Model Selection Example: Refining
Process
This chapter applies the framework developed in Chapter 5 to a case study involving
a refining process model. Two competing models, one having modifications of the
other, are evaluated.
8.1 Background
The model is a simulation tool used for a refining process. It was developed by BP
researchers for catalyst monitoring, predictive calculations and general understanding
of reactor behavior.
There have been many versions of the model developed, each with modifications
on a previous version. Recent versions have focused on improving prediction of a
regulated product specification.
A study of an earlier version (referred to as Model 1) identified poor predictions
of several product properties Consequently a revised version (referred to as Model 2)
with modifications of some components was released. It was hoped that this would
lead to an improvement in the model predictions.
However, the modifications to a model do not necessarily lead to a gain of in-
formation, even if the model has been improved. The reason for this is uncertainty
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of the model. There will be uncertainty in the inputs, and this will be propagated
to the outputs of the model. Even if the model's predictions are improved for pre-
cisely known inputs, when uncertainty is taken into account the information difference
between the two models can be negligible.
In addition to determining the information difference between the old and revised
models, identifying the best use of resources is also of interest. This requires de-
termining what is driving the overall uncertainty. The results may suggest further
model development, such as refining the structure of the model, or obtaining better
estimates of a certain parameter.
8.2 Method
8.2.1 Models analyzed
Two versions of a model for a refining process model were used (Models 1 and 2).
Both models were of similar complexity. The most recent version (Model 2) had
improved kinetics for some components.
8.2.2 Parameters
Inputs
The input parameters that were studied are given in Table 8.1. All inputs were
estimated to have an uncertainty described by a normal distribution, with a mean
given by the plant data and standard deviation given in Table 8.1.
Input Standard Deviation
1 5%
2 5%
3 50F
4 2%
5 100F
Table 8.1: Input parameters
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Fitted parameters
Both models had two fitted parameters/tuning factors, referred to as Activity 1 and
2. These are intended to described the activities of the catalysts involved. The
uncertainties in these activities were estimated from the available data.
8.2.3 Data
Over 100 different run conditions were available from a commercial plant. All data was
considered when determining the uncertainties in the fitted activity values. Several
runs were considered in detail for uncertainty propagation and model comparison.
8.2.4 Methods of Analysis
The framework described in Chapter 5 is used for the analysis. DEMM is used to cal-
culate the uncertainty propagation, with a second order polynomial chaos expansion
(PCE) which includes first order interaction terms used. The Bayes Factor, calculated
as described in Chapter 5 is used to compare the two models.
8.3 Results
8.3.1 Inputs
Firstly the effects of the input parameters were considered. The purpose of this was
to see the potential difference between the models when the fitted parameters are
known.
It was found that the difference between the two models was not statistically
different for most of the outputs. The Bayes factors for the various outputs are
shown in Table 8.2. A guide to Bayes Factors, given in Table 8.3 is only a rough
guide, and the relative numbers of more importance than the numbers themselves.
Being able to tabulate the information difference for many outputs is a key feature
of the developed framework, described in Chapter 5, for model selection. Instead of
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Fixed With Uncertainty
Activities of Activities
Parameters A >1000 19
Involving B 584 4.0
Modified C 2241 3.7
Kinetics D 40 1.6
E 1.01 1.01
F 1.49 1.03
G 1.57 1.03
H 102 1.5
I 4.9 4.5
J 55 31
Other K 305 187
Parameters L 5.7 5.5
M 1.39 1.40
N 1.00 1.01
0 1.5 1.02
P 1.01 1.01
Q 1.17 1.10
R 1.01 1.01
Table 8.2: Bayes Factors of Outputs
logiOB 12  B12  Classification
0 - 1/2 1-3.2 Not worth more than a bare
mention
1/2 - 1 3.2 - 10 Substantial
1 - 2 10 - 100 Strong
> 2 > 100 Decisive
Table 8.3: Classification of Model Differences
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needing to analyze each probability distributions (given in Appendix B) which can be
very cumbersome, this allows one to quickly identify the differences and similarities
of the outputs of models. Figure 8-1 gives some examples of the distributions and the
corresponding Bayes Factors.
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Figure 8-1: Examples of each Classification
In each case the Bayes Factor gives a very reasonable description of the difference
in the outputs. This is true for all of the outputs (see distributions in Appendix
B). The Excel based tool that has been developed for the framework (described in
Chapter 9) can automatically tabulate these Bayes factors, making the analysis easy
for the user.
The outputs which were significantly different were Parameters A-D. This was
expected because the modifications of the model involved kinetics pertaining to these
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parameters. The probability distributions for Parameters D and F are given in Figure
8-2
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Figure 8-2: PDFs of ouputs
8.3.2 Fitted Parameters
The uncertainty in the fitted parameters was then considered. Fitted parameters can
cause the model to appear to fit existing data well. However, when the model is
used for future predictions the model may have considerable uncertainty associated
with it. The Bayes factor for each output is shown in Table 8.3. This shows that
when the uncertainty from the fitted parameters is taken into account there is very
little difference between the models. There is significant difference in Parameter A.
However, this is not an important output for the models, since this is a minor product.
The outputs of interest, such as Parameters B-D and Paramter F, had insignificant
difference in the outputs. The distributions of the outputs shown in Figure 8-2 are
shown again in Figure 8-3, but this time incorporating the uncertainty in the fitted
parameters. By comparing the two figures, it can be seen that the differences between
the models virtually vanish once the uncertainty in the fitted parameters is included.
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Figure 8-3: PDFs of outputs including uncertainty in fitted activities
8.3.3 Contribution of each parameter
The contribution of each paramter towards the total uncertainty of an output needs
to be identified. One way of doing this is looking at the PCE coefficients for each of
the inputs. The magnitude of the coefficients gives the relative contribution of each
of the inputs. Table 8.4 gives the first order PCE coefficients for this model at the
run studied in detail. This shows that the main contribution for all the outputs listed
in the table is coming from the fitted parameters (Activities 1 and 2), due to these
having the parameters having the largest (in magnitude) PCE coefficient. This is true
for all the outputs that were considered. Although it varies between outputs, typically
the magnitude of the PCE coefficients for Activities 1 and 2 are multiple times larger
than the other coefficients, so that it can be expected that only by reducing the fitted
activity uncertainties will produce an observable reduction in the output uncertainty.
Analyzing the other PCE coefficients is necessary because the largest effect may
not be coming from the first order terms. The higher order and interaction terms need
to also be considered. In addition, the other PCE coefficients can help determine if
the PCE expansion was sufficient. Table 8.5 gives the second order and highest
interaction coefficient. Only the highest interaction coefficient for each parameter is
listed in the table because there were a total of 40 interaction coefficients.
The results show that the main contribution is coming from the 1st order coef-
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Output
A E F P
Input M1 M2 M1 M2 M1 M2 M1 M2
1 0.04 0.01 0.60 0.53 0.08 0.19 -0.11 -0.07
2 0.08 0.03 0.50 0.47 -0.95 -0.98 -0.17 -0.18
3 -0.08 4.65 -3.50 -3.07 3.26 0.78 -0.44 4.43
4 0.05 -0.35 0.86 0.80 -1.90 -1.92 0.12 -0.36
5 0.05 0.10 0.79 0.45 1.25 5.40 0.50 1.33
TF1 -0.76 -0.12 -2.35 -2.19 22.64 26.06 4.53 5.17
TF2 -0.56 -0.18 -4.03 -3.12 8.45 7.24 1.56 1.35
Table 8.4: First Order PCE coefficients
ficients, and in general the interaction terms and 2nd order terms were of an order
of magnitude less. This is particularly true for the inputs which were having the
greatest effect. Consequently it can be expected that adding higher order terms, or
more interaction terms in the PCE, will not change the results significantly.
8.3.4 Uncertainty in Fitted Parameters
The fitted parameters have been identified as the major drivers of the overall uncer-
tainty. Consequently these need to be examined in more detail. An estimate in the
uncertainty in the Fitted Activity 1 is given in Figure 8-4
Figure 8-4: PDF of Fitted Activity 1
This was achieved by finding the Fitted Activity 1 value which predicted the
measured output value for reaction exotherm for each of the data sets examined. A
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Output
A E F P
Input M1 M2 M1 M2 M1 M2 M1 M2
1 0.04 0.01 0.60 0.53 0.08 0.19 -0.11 -0.07
1 2 0.00 0.00 0.01 0.01 0.00 -0.01 0.00 0.00
Int 0.01 0.00 -0.24 -0.18 -0.21 -0.29 -0.04 -0.06
1 0.08 0.03 0.50 0.47 -0.95 -0.98 -0.17 -0.18
2 2 0.00 0.00 0.01 0.01 0.01 0.00 0.00 0.00
Int 0.00 0.01 -0.19 -0.14 0.08 0.08 0.02 0.02
1 -0.44 -0.08 -3.50 -3.07 3.26 0.78 4.65 4.43
3 2 0.02 0.02 0.62 0.53 -0.38 -0.57 -0.10 -0.12
Int 0.03 0.01 1.35 0.99 -0.60 -0.52 -0.15 -0.15
1 0.12 0.05 0.86 0.80 -1.90 -1.92 -0.35 -0.36
4 2 0.00 0.00 0.03 0.03 0.01 0.01 0.00 0.00
Int -0.01 0.02 -0.32 -0.25 0.13 0.13 0.04 0.03
1 0.05 0.10 0.79 0.45 1.25 5.40 0.50 1.33
5 2 0.01 0.01 0.12 0.11 -0.27 -0.45 -0.06 -0.09
Int 0.01 0.00 -0.37 -0.20 0.25 0.63 0.07 0.14
1 -0.76 -0.12 -2.35 -2.19 22.64 26.06 4.53 5.17
TF1 2 0.08 -0.13 0.42 0.39 -2.37 -2.42 -0.50 -0.52
Int 0.03 -0.06 0.77 0.72 0.25 0.63 -0.15 -0.15
1 -0.56 -0.18 -4.03 -3.12 8.45 7.24 1.56 1.35
TF2 2 0.04 0.00 0.92 0.60 -0.59 -0.34 -0.12 -0.07
Int 0.03 0.01 1.35 0.99 -0.60 -0.52 -0.16 -0.13
Table 8.5: PCE coefficients
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probability distribution for each model was then formed from these values. These
distributions are shown in Figure 8-4. The distributions have a significant spread
to them, indicating the potential for substantial improvement. This can be seen in
Figure 8-5, where the graph on the right has the distribution if the uncertainty of
Fitted Activity 1 is halved (i.e. the standard deviation is halved).
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Figure 8-5: PDF of Parameter F with current Fitted Activity 1 (left) and reduced
uncertainty (right)
Similar results in the reduction of output uncertainty would be achieved by reduc-
ing the uncertainty in the Fitted Activity 2 value. Consequently it is recommended
that further work should focus on getting better estimates of these parameters. This
could involve obtaining more accurate data which is used to calculate these fitted
parameters. Also identifying the conditions which the model makes the most accu-
rate predictions is another possible valuable use of resources. For example, Figure
8-6 shows that very high Fitted Activity 1 values are required to match the exotherm
when a particular product composition differs from typical operating conditions. This
could be because of poor data at these times (possibly due to the plant not being in
steady state) or that the model is poor at these operating conditions. Establishing
the reason for this could lead to a reduction in the uncertainties of the outputs.
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Figure 8-6: Calculated Fitted Activity 1 and Product Composition
8.4 Conclusions
By applying the framework proposed, which incorporated DEMM and Bayes model
selection methods, the information difference between two refining process models
was determined without requiring restricting assumptions while still being computa-
tionally manageable. It was found that the information difference between the two
models was insignificant. The uncertainty in the fitted parameters drove the overall
uncertainty. Consequently, the most efficient use of future resources would be to work
towards obtaining better estimates of these fitted parameters rather than further de-
veloping the model. This may include attempting to obtain data with less uncertainty
which is used to calculate the fitted parameters.
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Chapter 9
Excel Interface
9.1 Introduction
An excel interface was created to automate the analysis. This enables the user to enter
the appropriate data in excel, and then Matlab is called automatically to perform all
the necessarily calculations.
are
e Input-data worksheet
There are 5 main worksheets to the interface. These
" Modelx worksheet
* coef worksheet
" distri worksheet
" Bayes worksheet
9.2 Worksheets
9.2.1 Input-data worksheet
The Input-data worksheet in shown in Figure 9-1.
This requires the following inputs from the users
e Cell B1: Location of Matlab programs required
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A B C D FI G H II J K L M
1 Matlab Path: C:\Users\lngrid\Documents\DEMMOct\DEMM
ZZZ
3 Parameter 2 (Input)
4 Collocation 3 (Input) Values Clear Values
5 Interaction Ter 2 (Input)
6 No data Points 9 (Calculated)
7 Input start 10 (Input) Data
8 Input finish 13 (Input) Clear Data
9 Input 2 3
10 Fill Mean 2 3
11 St. Dev 1 0.5
12 1 2 3 4 5 6 7 8 9 10 11 12
13 Parameter Temp Pres
14 Column no: 11 12
15 0 0 1 2 3
16 -1.732 0 1 0.268 3
17 0 -1.73 1 2.000 2.134
18 0 1.732 1 2.000 3.866
19 1.7321 0 1 3.732 3
20 -1.732 -1.73 1 0.268 2.134
M T\~syslnfn ioodal ModreXidnp!LtataI
Figure 9-1: Input-data worksheet
" Cell B3: Number of parameters with uncertainty
" Cell B4: Number of collocation points
" Cell B5: Maximum number of parameters in each interaction term in PCE
" Cell B7: Column number of where the inputs begin (given in row 12)
" Cell B8: Column number of where the inputs end (given in row 12)
" Row 14: Column numbers of parameters which have uncertainty. Note: Can have
multiple rows for the one parameter being varied. For example, in Figure 9-1 the
Sulphur from different feeds is in different input columns, and so several columns
are varied simultaneously
" Row 9: Value of input
" Row 10: Mean value of input if input is uncertain
* Row 11: Standard deviation of input if input is uncertain
The worksheet has the following macro buttons
" Clear Values: clears the values of the collocation points
* Clear Data: clears the input data
" Values: Calculates the collocation points given the number of parameters, collo-
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cation points and interaction terms
" Data: Calculates the values of the uncertain inputs for each simulation run
" Fill: Fills the input values for the remaining inputs
9.2.2 Modelx worksheet
The Modelx worksheet in shown in Figure 9-2.
H _ _ __j _ J
S\ Bayes / dist Icoef' mode1 / Modebj Inpu~ta
Figure 9-2: Model x worksheet
The values on this worksheet are completely filled in by the user. The outputs are
for the model simulations, run in the order calculated by the 'Input-data' worksheet.
The first run must begin in column 5. This is actually 2 worksheets 'Modell' and
'Model2', with each corresponding to the outputs from the respective model. The
output columns (labelled in row 4) must be exactly the same for both worksheets.
9.2.3 coef worksheet
The coef worksheet in shown in Figure 9-3. This calculates the DEMM coefficients
of all the desired outputs. This worksheet requires the following inputs from the
users
167
C D E F
A B
12.500
5.804
9.902
15.098
16.196
3.206
8.402
13.598
18.794
-1 f
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
7.67
3.16
7.07
8.38
18.17
2.33
4.01
17.81
18.76
A B C E F G H
1 Start colur F
2 No output 2 B
3 A B
4 Output columns Calc Coef Model 1 Model 2 Model 1 Model 2
5 1 D 12.000 12.600 8.687 9.249
6 2 E 3.000, 2.400 4.343 5.594
7 3, 1,500' 1.750 0.379 0.267
40.500 -0.450 1.000. 1.498
9 5 0.000; 0.000! 0.020 0.0221
10 6 0.000; o.oob -0.061 -0.067:1
11 7 0.000 0.000 0.010 0.011
12 8 0.000: 0.000 1 0.000 0.000;
13 9 0.000 0.000 0.000 0.000;
1 4 1 0 ......--------
15 11
16 12
17 13 ....... 
----
1 8 14--------------
20 16
14 x NN~jjdIesI cefMdell ZNodeing t..~da______________
Figure 9-3: coef worksheet
" Cell C2: The number of outputs to be analyzed
" Row B: The columns from worksheet 'Modelx' of the outputs to be analyzed
The remaining parts of the worksheet are filled in automatically. The worksheet
has the following macro buttons
" Clear: clears all calculated values in the worksheet
" Calc Coef: Calculates all the DEMM coefficients of the outputs specified
9.2.4 distri worksheet
The distri worksheet in shown in Figure 9-3. This calculates the distributions of all
the desired outputs and graphs them.
This worksheet requires the following inputs from the users
" Cell C3: The name of the model for Model 1 (as it will appear in the graphs)
" Cell C4: The name of the model for Model 2 (as it will appear in the graphs)
The remaining parts of the worksheet are filled in automatically when the 'Calc
Coef' macro is used in the 'coef' worksheet. It is also cleared when the 'Clear' macro
is used in the 'coef' worksheet The worksheet has the following macro buttons
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B IC DI E F G H I
Model 1
-11.0935
-9.85055
Model 2
-2.35886
-1.47441
1
2
31
4
5
6
7
8
101
11
12
13
14
15
16
17
18
19
20
Model 1 Name: Model 1
Model 2 Name: Model 2
Clear Graphs
Graph
10.023
10.9079
_I Baes)~dWb caef M Iel ModeI2 /Inpudf/
Figure 9-4: distri worksheet
* Clear graphs: clears all current graphs
" Graph: Produces charts of all the outputs specified
9.2.5 Bayes worksheet
The Bayes worksheet in shown in Figure 9-5. It gives the Bayes factors for all the
outputs of interest.
Row 1 gives the output and Row 2 gives the corresponding Bayes factor. This
worksheet is filled in automatically when the 'Calc Coef' macro is used in the 'coef'
worksheet. It is also cleared when the 'Clear' macro is used in the 'coef' worksheet.
All the remaining numbers in the worksheet are for calculation purposed only.
9.3 Procedure for Using Spreadsheet
* Clear the 'Input-data' worksheet ('Clear Values' and 'Clear Data' macros)
* Fill in all user inputs in 'Input-data' worksheet.
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A __ I I
B
Mc
0 -1
0 -0
0.16 0.12
0.14 -- Model 1 0.1
0.12 
-u-Model 2 08
0.1
0.08 0.06
0-06 - 0-04
0.04 -0-02
0002
0 0
0 10 20 30 0 20
A B
7.55112 0.0393
V.0OIO I
0.09926 2
A B C D
1 A B
2 1.01101 1.03222
3
4
5 X -------
6 Model I 'Model 2
7 -11.0935 0 -11.0935. 0.
8 -9.85055 0 -9.85055 0,
9 -8.60757 0 -8.60757 0
10 -7.3646 0.00027 -7.3646 01
11 -6.12162 0 -6.12162 0
12 -4.87864 0 -4.87864 0.
13 -3.63567 0 -3.63567 0,00027.
14 -2.39269 0.0008 -2.39269 0.00027!
15 -1.14972' 0.000271 -1.14972 0.00027
16 0.09326 0.00027 0.09326 0.0008,
17 1.33624 0.00159 1.33624 0.00053
18 2.57921 0.00637 2.57921 0.00266
19 3.82219 0.00929 3.82219 0.00451;
20 5.06516! 0.01912! 5.065161 0.00982
i< T m N Raayesdisri /coefJodeIl, ode2 JInp u data
E F G H
B
Model I
-2.43386
-0.7651
0.90366i
2.57242
4.24118
5.90995
7.57871
9.24747
10.9162
12.585
14.2538
15.9225
17.5913
19.26
Model 2
0 -2.43386 0
0
0
0.03876!
0.10284
0.10858
0.08919
0.07693!
0.05557,
0.04054:
0.02868,
0.01938'
0.01206
0.00831'
-0.7651 0
0.90366 0.001191
2.57242 0.076931
4.24118 0.09117
5.90995 0.08089i
7.57871 0.07555
9.24747 0.05795
10.9162 0.05142
12.585 0.04133
14.2538 0.02828
15.9225 0.022551
17.5913 0.018
19.26 0.01226
Figure 9-5: Bayes worksheet
" Run the model at the run conditions specified in rows 15 onwards
* Repeat above steps if the two models have different inputs
" For each run record the outputs in the 'Modell' and 'Model2' worksheets. Make
sure these are in the same order as specified in the 'Input.data' worksheet.
" Clear all values from 'coef', 'distri' and 'Bayes' worksheets ('Clear' macro on 'coef'
worksheet)
" Calculate all values on 'coef', 'distri' and 'Bayes' worksheets ('Calc Coef' macro
on 'coef' worksheet)
" If graphs are required, then go to 'distri' worksheet and run 'Graph' macro
A simplfied flowchart of the links between Excel and Matlab is shown in Figure
9-6
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----- -
Excel Matlab
User specifies input Calculation of collocation
parameters and desired 
-points and correspondingnumber of collocation points model i np ut values
and interaction terms
User runs model at specified
values and enters ouputs into
excel
Calculation of DEMM
.coefficients and Bayes
Factors
Results reported in Excel I
Figure 9-6: Flowchart of procedure
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Appendix A
Thermochemical Cycles Data
A.1 Magnesium Iodine Cycle
The process used described by Gadala-Maria et al [26] was used for the Magnesium Io-
dine cycle. This process included having excess H2 0 and I2 being present in Reaction
1 (see A.1 to avoid solids other than Mg(10 3)2 being produced.
The MgI process description from Gadala-Maria et al was more detailed than
process descriptions used for the other cycles, with greater detail on the separation
processes. For example, I2 is separated from the other gases from reaction 4 by cooling
the mixture and condensing the 12.
Temp AH AG
( 0C) (kJ) (kJ)
1 6/5 MgO(,) + 6/5 12(l) -*Mg(I0 3 )2(s) + MgI2(aq) 120 -72.34
2 1/5 Mg(IO 3 )2 (,) -*1/5 MgO(,) + 1/5 I2(g)+ 1O2(g) 600 67.50
3 MgI 2 .6H 2 0() -+MgO(s)+2HI(g)+5H20(g) 450 396.97
4 2 HI(g) -+I2(g) + H2 (9) 500 12.63 24.46
5 6H 2 0(1)+MgI 2(aq) -+MgI 2 .6H 20(s) 120 38.35
Table A. 1: MgI Cycle Reactions
The calculated efficiency was slightly different than that given in the Gadala-Maria
report. These differences in the calculations that led to this included
* The amount of recycle was calculated slightly different (5.9 mole HI compared to
6.2 mole), indicating the free energy data used was different
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* The Gadala-Maria report adjusted the energy required to cool the reaction 1
product mixture and crystallize the 12 so that the overall heat and work of the
process was that of the overall reaction. In this analysis all reactions and latent
and sensible heats were calculated directly from the heat of formation of each
species. Consequently there is thermochemical consistency and hence the overall
heat and work of the process will equal that of the overall reaction.
* The pinch heat required was calculated as higher (303.8 kJ/mol H2 compared to
227.0 kJ/mol H2 ).
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Figure A-1: MgI Cycle Pinch Analysis
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No Temp Temp Energy
Type Component mol Max (0C) Min (*C) (kJ/mol H2 )
HI Reaction Reaction 1 120 -72.34
H2 Reaction Reaction 2 600 67.50
H3 Reaction Reaction 3 450 396.97
H4 Reaction Reaction 4 500 12.63
H5 Condensation H2 0 5 120 -200.16
H6 Solidification I2 7 100 -106.87
H7 Condensation I2 1 175 -42.38
H8 Melting I2 7 100 106.87
H9 Condensation I2 0.2 175 -8.48
HI Reaction Reaction 5 120 38.35
D1 Cooling MgO(s) 1 450 120 -15.33
D2 Cooling H2(g) 1 120 25 -4.37
D3 Cooling I2(1) 7 120 100 -11.29
D4 Cooling H2 0(1) 14 120 100 -21.35
D5 Cooling HI(9) 2 450 120 -19.90
D6 Cooling H20 (g) 5 450 120 -59.22
D7 Cooling H2 (9 ) 1 500 120 -9.54
D8 Cooling HI(g) 6.70 500 120 -66.43
D9 Cooling I2(g) 1 500 175 -12.22
D1O Cooling 12(1) 1 175 120 -4.44
Di1 Cooling 02(g) 0.5 600 25 -9.19
D12 Cooling MgO(,) 0.2 600 120 -4.56
D13 Cooling I2(g) 0.2 600 175 -3.20
D14 Cooling I2(l) 0.2 175 120 -0.89
D15 Cooling MgI2(aq) 1 120 100 0
El Heating H2 0(I) 1 120 25 7.19
E2 Heating MgI 2.6H 2 0(s) 1 450 120 185.79
E3 Heating HI(g) 2 500 120 23.05
E4 Heating 12(1) 7 120 100 11.29
E5 Heating Mg(10 3 )2 (s) 0.2 600 120 20.57
E6 Heating HI(g) 6.70 500 175 66.43
E7 Heating H2 0(1) 14 120 100 21.35
E8 Heating MgI2(aq) 1 120 100 0
TOTAL (kJ/mol H2 ) 285.8
Table A.2: MgI Cycle Energy Requirements
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Energy Required Heat Equivalent
(kJ/mol H2 ) (kJ/mol H2 )
Total Heat In 285.8 285.8
Pinch Heat In 303.8 303.8
Separation Work (HI & H2) 11.1 22.2
Separation Work (HI & H2 0) 13.7 27.4
Total Heat & Work In 639.2
Efficiency 37.8%
Table A.3: MgI Cycle Efficiency Calculations
Base value St Dev 2
(kJ/mol) (o-) 8
AHf,Mgo -601.4 0.3 -7.2 x 10~4 4.7 x 10-8
AHf,I2  0 0.1 -7.2 x 10-4 5.2 x 10~9
AHf,Mg(10 3 )2  -906 20 1.2 x 10-4 5.8 x 10-6
A Hf,mgI 2  -367 20 6.0 x 10-4 1.4 x 10-4
AHf,0 2  0 0.1 0 0
A Hf,HI 26.45 0.1 0 0
A Hf,H20 -285.8 0.01 0 0
,AHf,MgI2.6H20 -2274 20 0 0
A Hf,H2  0 0.01 0 0
AGf,HI -35.15 0.5 5.9 x 10-4 8.7 x 10-8
AGf,H2  -38.96 0.5 -2.9 x 10-4 2.2 x 10-8
AGf,I 2  -44.83 0.5 -2.9 x 10-4 2.2 x 10-8
%lsep 0.5 0.125 0.055 4.8 x 10-5
7/chem 0.5 0.125 0 0
Table A.4: Sensitivity Analysis Results for MgI Cycle
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A.2 Copper Chloride Cycle
The cycle used was based on the description given by Nitsche and Parthasarathi. [45]
The cycle designated 'Cycle C' in their report was used.
The reactions
2CuCl(s) + HCl(g) -+ H2(g) + 2CUCl 2(s)
2CUCl2(aq) + 2CUCl 2(s)
were treated as one lumped reaction (reaction 1, see Table A.5).
Temp AH AG
("C) (kJ) (kJ)
1 2CuCl(s)+2HCl() +H2(g) + CuCl 2(s) 25 49.06 109.01
2 Cl2(g)+H20(g)+2HC(g) +O2(g) 850 59.31 -17.43
3 2CuCl2 (s) -+Cl2(g) + 2CuCl(,) 400 135.37 14.29
Table A.5: CuCl Cycle Reactions
The base efficiency calculated was slightly higher than that given by Nitsche and
Parthasarathi [45] (see Table A.7. This was due to a difference in the pinch heat (0
in this study compared to 44 kJ/mol H2) The way in which the pinch analysis was
done in this study was to calculate cooling and heating curves, and then find how
much the cooling curve needed to be lowered so that the horizontal difference was at
least 20*C. Nitsche and Parthasarathi used a cold composition curve, hot composite
curve and grand composite curve and it was not clear how these were calculated.
There are a number of Copper Chlorine cycles that have been considered in the
literature, and in this study two more were analyzed, which also were given by Nitsche
and Parthasarathi. [45]. They have be denoted as the '3-step' and '4-step' cycles.
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No Temp Temp Energy
Type Component mol Max (*C) Min ("C) (kJ/mol H2 )
HI Reaction Reaction 1 25 49.06
H2 Reaction Reaction 2 850 59.31
H3 Reaction Reaction 3 400 135.37
H4 Vaporization H2 0 1 100 40.87
D1 Cooling CuCl(,) 2 400 25 -43.82
D2 Cooling HCl(9) 2 850 25 -49.97
D3 Cooling 0 2(9) j 850 25 -13.49
El Heating CuCl2(,) 2 25 400 57.42
E2 Heating C12(g) 1 400 850 16.77
E3 Heating H2O() 1 25 100 5.66
E4 Heating H20 (g) 1 100 850 28.64
TOTAL (kJ/mol H2 ) 285.8
Table A.6: CuCl Cycle Energy Requirements
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Figure A-2: CuCl Cycle Pinch Analysis
Energy Required Heat Equivalent
(kJ/mol H2 ) (kJ/mol H2 )
Total Heat In 285.8 285.8
Pinch Heat In 0.0 0.0
Separation Work 30.9 61.8
Electrochemical Work 109.0 218.0
Chemical Potential Work 14.3 28.6
Total Heat & Work In 594.2
Efficiency 40.7%
Table A.7: CuCl Cycle Efficiency Calculations
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Base value St Dev 2 2
(kJ/mol) (o) ao ao
AHf,cuc, -138.1 5 0 0
AHf,Hcl -92.3 0.1 0 0
AHf,H2  0 0.01 0 0
AHf,cucl2  -205.8 5 0 0
AHf,c 2  0 0.01 0 0
A\Hf,H2 0 -285.8 0.01 0 0
AHf,o 2  0 0.01 0 0
AGf,cuc -162.95 0.5 0.0055 7.6 x 10-6
AGf,Hcl -55.72 0.5 0.0012 3.3 x 10-4
AGf,H2  -38.96 0.5 -0.0014 4.7 x 10-7
AGf,cUc 2  -238.07 0.5 0 0
AGf,c 12  -66.51 0.5 -5.8 x 10-4 8.4 x 10-8
AGf,H2o -306.69 0.5 7.9 x 10~4 1.6 x 10-7
AGf,o 2  -61.16 0.5 -4.0 x 10~4 3.9 x 10-8
7lsep 0.5 0.125 0.0831 1.1 X 10-4
nchem 0.5 0.125 0.3339 0.0017
Table A.8: Sensitivity Analysis Results for CuCl Cycle
Temp AH AG
(0C) (kJ) (kJ)
1 2CuCl(s)+2HCl(g)-+H 2() + 2CuCl2 (,) 25 24.62 84.6
2 2CuCl 2(s)+H 2O()-+2HCl(g)+ Cu20Cl2(8) 350 68.41
3 Cu 20Cl2(,) -*02(g) + 2CuCl(s) 500 551.9
Table A.9: CuCl 3 Step Cycle Reactions
No Temp Temp Energy
Type Component mol Max (*C) Min (*C) (kJ/mol H2)
HI Reaction Reaction 1 25 24.62
H2 Reaction Reaction 2 350 68.41
H3 Reaction Reaction 3 500 551.9
H4 Vaporization H20 1 100 40.87
D1 Cooling CuCl(S) 2 500 25 56.42
D2 Cooling HCl(g) 2 350 25 19.04
D3 Cooling 02(g) j 500 25 7.51
El Heating CuCl2(,) 2 350 25 49.49
E2 Heating Cu 20Cl2 (s) 1 500 350
E3 Heating H20(1) 1 100 25 5.66
E4 Heating H2O(g) 1 350 100 8.81
TOTAL (kJ/mol H2) 285.8
Table A.10: CuCl 3 Step Cycle Energy Requirements
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Energy Required Heat Equivalent
(kJ/mol H2 ) (kJ/mol H2 )
Total Heat In 285.8 285.8
Pinch Heat In 0.0 0.0
Electrochemical Work 84.6 169.2
Total Heat & Work In 455.0
Efficiency 53.2%
Table A.11: CuCl 3 Step Cycle Efficiency Calculations
Temp AH AG
("C) (kJ) (kJ)
1 4CuCl(,) -+.CuCl 2(,) + 2Cu(,) 25 114.0 133.6
2 2CuCl2()+H2O(g)-*2HCl(g)+ Cu 20Cl2 (,) 350 68.41
3 Cu20Cl2 (,> - 4 02(g) + 2CuCl(S) 500 551.9
4 2Cu(s)+2HC(g) +H 2(g)+2CuCl(s) 450 -61.50
Table A.12: CuCl 4 Step Cycle Reactions
Type Component No Temp Temp Energy
mol Max ("C) Min ("C) (kJ/mol H2 )
HI Reaction Reaction 1 25 114.0
H2 Reaction Reaction 2 350 68.41
H3 Reaction Reaction 3 500 551.9
H4 Reaction Reaction 4 450 -61.50
H5 Vaporization H 2 0 1 100 40.87
Dl Cooling CuCl() 2 500 25 56.42
D2 Cooling H2(g) 2 450 25 12.43
D3 Cooling 0 2(g) j 500 25 7.51
D4 Cooling CuCl() 2 450 25 50.10
El Heating CuCl2(,) 2 350 25 49.49
E2 Heating Cu20Cl2 (,) 1 500 350
E3 Heating H2 0(1) 1 100 25 5.66
E4 Heating H2O(g) 1 350 100 8.81
E5 Heating Cu(s) 2 450 25 22.06
E6 Heating HCl(g) 2 450 350 5.97
TOTAL (kJ/mol H2 ) 285.8
Table A. 13: CuCl 4 Step Cycle Energy Requirements
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Energy Required Heat Equivalent
(kJ/mol H2 ) (kJ/mol H2)
Total Heat In 285.8 285.8
Pinch Heat In 0.0 0.0
Electrochemical Work 133.6 267.2
Total Heat & Work In 553.0
Efficiency 43.7%
Table A.14: CuCl 4 step Cycle Efficiency Calculations
A.3 VCl Cycle
The cycle used was based on a the process described by Knoche and Schuster [35].
Temp AH AG
(*C) (kJ) (kJ)
1 2HCl(g)+2VC2()+2VC13(g)+H2() 25 -74.76
2 4VCl( 3) +2VC 2(,)+2VC 4(g) 700 338.19
3 2VCl4(g) -+2VC3(g)+Cl2(g) 25 -26.79
4 C12()+H20(g) -+2HCl(g)+ WO2(g) 850 59.27
Table A.15: VCl Cycle Reactions
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Figure A-3: VCk Cycle Pinch Analysis
These results were produced assuming that the efficiency for the separation pro-
cesses was 0.5 with a standard deviation of 0.125. However, the separation of gases
from the Reverse Deacon reaction is very energy intensive, and the real efficiency
wold likely be much lower.
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- Heatng Curve
- Cooling Curve
- Pinch Curve
Type Component No Temp Temp Energy
mol Max ("C) Min ("C) (kJ/mol H2 )
HI Reaction Reaction 1 25 -74.76
H2 Reaction Reaction 2 700 338.19
H3 Reaction Reaction 3 25 -26.79
H4 Reaction Reaction 4 850 59.27
H5 Condensation H 2 0 100 42.99
H6 Vaporization VCl 4  148 -76.02
Dl Cooling HCl(g) 2 850 25 -50.06
D2 Cooling VCl2 (s) 2 700 25 -105.82
D3 Cooling 0 2(g) 0.5 850 25 -13.52
D4 Cooling VCl 4(l) 2 148 25 -33.82
D5 Cooling VCl4(g) 2 700 148 -116.29
El Heating VCl3 (s) 2 700 25 140.06
E2 Heating VCl3 (s) 2 700 25 140.06
E3 Heating Cl2(g) 1 850 25 30.18
E4 Heating H2 0(I) 1 100 25 6.49
E5 Heating H2O(g) 1 850 100 37.09
TOTAL (kJ/mol H2 ) 285.8
Table A.16: VCl Cycle Energy Requirements
Energy Required Heat Equivalent
(kJ/mol H2 ) (kJ/mol H2 )
Total Heat In 285.8 285.8
Pinch Heat 130.8 337.9
Separation Work 18.8 37.6
Total Heat & Work In 494.7
Efficiency 48.9%
Table A.17: VCl Cycle Efficiency Calculation
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Base value St Dev a 2 2
(kJ/mol) (o-) ao iao)
AHf,H2 0 0.01 0.0047 2.2 x 10-1
AHf,Hcl -92.3 0.1 -0.0094 3.5 x 10-8
AHf,vC13  -580.7 2 0.00469 8.8 x 10-5
AHf,vcl 2  -451.5 2 -0.00234 2.2 x 10~5
zAHf,vc1 4  -568.2 2 -0.00234 2.2 x 10-5
AHf,cl 2  0 0.01 0.0047 2.2 x 10-9
AHf,0 2  0 0.01 0 0
AHf,H2o -285.8 0.01 0 0
71 sep 0.5 0.125 0.0515 4.1 x 10~5
r/chem 0.5 0.125 0.0223 7.7 x 10-6
Table A.18: Sensitivity Analysis Results for VCl Cycle
A.4 CaBr Cycle
The cycle used was based on the process described by Nitsche and Parthasarathi [46].
Temp AH AG
(*C) (kJ) (kJ)
1 CaBr 2(1)+H20(g) -*CaO(s)+2HBr(9 ) 750 182.64 101.90
2 CaO(s) + Br2(g)-+CaBr2(s) + W02(g) 575 -73.98 -38.99
3 2HBrtg) -+H 2(9) + Br2(g) 125 104.21 111.88
Table A.19: CaBr Cycle Reactions
The pinch heat calculated was lower than that given by Nitsche and Parthasarathi
[46] (0.9 in this study compared to 74 kJ/mol H2 ). The way in which the pinch analysis
was done in this study was to calculate cooling and heating curves, and then find how
much the cooling curve needed to be lowered so that the horizontal difference was at
least 200C. Nitsche and Parthasarathi used a cold composition curve, hot composite
curve and grand composite curve and it was not clear how these were calculated. Also
the electrochemical work required for the Reaction 3 (see Table A. 19 is included in
this study, but not by Nitsche and Parathasarathi.
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Type Component No Temp Temp Energy
mol Max ("C) Min ("C) (kJ/mol H2 )
H1 Reaction Reaction 1 750 182.64
H2 Reaction Reaction 2 575 -73.98
H3 Reaction Reaction 3 125 104.21
H4 Vaporization H2 0 1 40.87
H5 Melting CaBr 2  1 29.03
D1 Cooling HBr(g) 2 750 125 -38.26
D2 Cooling CaO(,) 1 750 575 -9.33
D3 Cooling 02(g) 0.5 575 25 -8.77
D4 Cooling H2 (g) 1 125 25 -2.91
El Heating H2 0(i) 1 100 25 5.66
E2 Heating H2 0(g) 1 750 100 24.43
E3 Heating CaBr(s) 1 740 575 14.31
E4 Heating CaBr(j) 1 750 740 1.13
E5 Heating Br2(g) 1 575 125 16.79
TOTAL (kJ/mol H2 ) 285.8
Table A.20: CaBr Cycle Energy Requirements
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Figure A-4: CaBr Cycle Pinch Analysis
Energy Required Heat Equivalent
(kJ/mol H2 ) (kJ/mol H2 )
Total Heat In 285.8 285.8
Pinch Heat 0.90 0.90
Electrochemical Work (React 1) 101.9 203.8
Electrochemical Work (React 3) 111.9 223.8
Total Heat & Work In 714.3
Efficiency 33.9%
Table A.21: CaBr Cycle Efficiency Calculations
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Base value St Dev , 2
(kJ/mol) (o-) ao (9o
AHf,CaBr 2  -683.25 5 0 0
A Hf,H20 -285.83 0.04 0 0
AHf,CaO -634.9 0.9 0 0
AHf,HBr -36.3 0.16 -0.0018 8.5 x 10-8
AHf,Br 2  30.9 0.11 0 0
AHf,0 2  0 0.01 0 0
AHf,H2  0 0.01 0 0
AGf,CaBr 2  -721.90 0.5 9.2 x 10-4 2.1 X 10-7
AGf,H2o -306.69 0.5 9.2 x 10-4 2.1 x 10-7
AGf,CaO -634.26 0.5 -9.2 x 10-4 2.1 X 10~7
AGf,HBr -95.54 0.5 0.0018 8.1 X 10-5
AGf,Br 2  -42.27 0.5 -9.2 x 10~4 2.1 X 10~7
AGf,H2  -38.96 0.5 -9.2 x 10- 4 2.1 x 10-7
Tsep 0.5 0.125 0.21 7.1 X 10-4
U7chem 0.5 0.125 0.18 5.3 x 10~4
Table A.22: Sensitivity Analysis Results for CaBr Cycle
A.5 CuSO 4 Cycle
The cycle used was based on the process described by Law et al [37].
Temp AH AG
("C) (kJ) (kJ)
1 CuO() + SO2 (I) + H2 0(I) -*CuSO 4 .5H20(,) + H2(g) 25 -86.58 382.55
2 CuSO 4 .5H20(,) -*CuSO 4(s) + 5H2O(g) 300 300.91 -1071
3 CuSO 4 (,) -+>CuO(,) + S0 3(g) 850 203.60 14.21
4 S03 (g) -*SO2(g)+ 102(g) 850 97.12 -6.49
Table A.23: CuSO 4 Cycle Reactions
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No Temp Temp Energy
Type Component mol Max ("C) Min (*C) (kJ/mol H2 )
HI Reaction Reaction 1 25 -86.58
H2 Reaction Reaction 2 300 300.91
H3 Reaction Reaction 3 850 203.60
H4 Reaction Reaction 4 850 97.12
H5 Condensation H2 0 5 -204.37
H6 1 -22.95
Dl Cooling CuO() 1 850 25 -42.57
D2 Cooling SO2(g) 1 850 25 -41.19
D3 Cooling 0 2(g) 0.5 850 25 -13.50
D4 Cooling H20() 5 100 25 -28.30
D5 Cooling H2O(g) 5 300 100 -34.97
El Heating CuSO4 (,) 1 850 300 81.31
E2 Heating CuSO4 .5H 2 (,) 1 300 25 77.32
TOTAL (kJ/mol H2 ) 285.8
Table A.24: CuSO4 Cycle Energy Requirements
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Figure A-5: CuSO 4 Cycle Pinch Analysis
Energy Required Heat Equivalent
(kJ/mol H2 ) (kJ/mol H2 )
Total Heat In 285.8 285.8
Pinch Heat 337.9 337.9
Electrochemical Work (React 1) 382.6 765.1
Separation Work (React 4) 19.7 39.5
Chemical Potential Work (React 3) 14.2 28.4
Total Heat & Work In 1456.7
Efficiency 16.6%
Table A.25: CuSO 4 Cycle Efficiency Calculations
186
- Heating Curve
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Base value St Dev a 2 2
(kJ/mol) (-) _ _ _ _ _
AHf,cuo -156.1 5 -9.3 x 10-5 2.2 x 10-7
AHf,so 2  -296.81 0.2 0 0
AHf,H20 -285.83 0.04 -5.6 x 10- 5.0 x 10-10
ZAHJ,CUSo 4 .5H20 -2277.4 20 9.3 x 10~5 3.4 x 10-6
ZAHf,H 2  0 0.01 9.3 x 10-5 8.6 x 10~
AHf,CUSo 4  -770.4 1.2 0 0
AHf,So 3  -395.77 0.2 0 0
AHf,0 2  0 0.01 0 0
AGf,cuo -168.80 0.5 2.3 x 10-5 1.3 x 10-~10
AG ,So2  -370.81 0.5 0 0
AGf,H2 0 -306.69 0.5 0.0011 3.1 x 10-7
AZGf,CUSO 4.5H20 -1880 0.5 -1.9 x 10~4 8.6 x 10-1
AGf,H2  -38.96 0.5 -1.9 x 10-4 8.6 x 10-9
AGf,cUso 4  -803.00 0.5 1.6 x 10-4 6.6 x 10-9
AGf,so 3  -472.33 0.5 -1.6 x 10-4 6.6 x 10-1
AGf,O 2  -61.16 0.5 0 0
1
sep 0.5 0.125 0.012 2.4 x 10-6
'Tchem 0.5 0.125 0.17 4.5 x 10-4
Table A.26: Sensitivity Analysis Results for CuSO 4 Cycle
A.6 Hybrid Chlorine Cycle
The cycle used was based on the description given by Gooding and Hibbitts. [29]
Temp AH AG
(*C) (kJ) (kJ)
1 Cl 2()+H2O(g)--2HCl(g)+ 1O2(g) 850 59.31 -17.43
2 2HCl(g) -+C12 (g) + H2(g) 75 186.47 191.99
Table A.27: Hybrid Chlorine Cycle Reactions
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No Temp Temp Energy
Type Component mol Max (*C) Min (*C) (kJ/mol H2 )
H1 Reaction Reaction 1 850 59.31
H2 Reaction Reaction 2 75 186.47
H3 Vaporization H2 0 1 100 40.87
D1 Cooling 02(g) 0.5 850 25 -13.50
D2 Cooling HCl(g) 2 850 75 -47.05
D3 Cooling H2(g) 1 75 25 1.45
El Heating C12 (g) 1 850 75 26.87
E2 Heating H20(1) 1 100 25 5.66
E3 Heating H20(g) 1 850 100 28.64
TOTAL (kJ/mol H2 ) 285.8
Table A.28: Hybrid Chlorine Cycle Energy Requirements
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Figure A-6: Hybrid Chlorie Cycle Pinch Analysis
Energy Required Heat Equivalent
(kJ/mol H2 ) (kJ/mol H2)
Total Heat In 285.8 285.8
Pinch Heat 0.9 0.9
Electrochemical Work (React 2) 186.5 372.9
Separation Work (React 1) 30.9 61.8
Total Heat & Work In 721.4
Efficiency 33.5%
Table A.29: Hybrid Chlorine Cycle Efficiency Calculations
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Base value St Dev 2 2
(kJ/mol) (-) 00 (90
AHf,HCl -92.3 0.1 0 0
AHfH 2  0 0.01 0 0
AHf,c1 2  0 0.01 0 0
AHf,H2 0 -285.83 0.01 0 0
AHf,0 2  0 0.01 0 0
AGf,HcI -148.03 0.5 7.6 x 10-4 1.4 x 10-7
AGf,H2  -38.96 0.5 -9.0 x 10-4 2.0 x 10-7
AGf,c 1 2  -66.51 0.5 -3.8 x 10-4 3.6 x 10-8
AGf,H20 -306.69 0.5 5.2 x 10-4 6.8 x 10-8
AGf,0 2  -61.16 0.5 -2.6 x 10-4 1.7 x 10-8
'sep 0.5 0.125 0.055 4.7 x 10-'
7/chem 0.5 0.125 0.343 0.0018
Table A.30: Sensitivity Analysis Results for HCl Cycle
A.7 KBi Cycle
The cycle used was based on the description given by Lvov et al. [39]
Temp AH AG
(*C) (kJ) (kJ)
1 1/3 K3Bi(t) + H20(g) +KOH() + 1/3 Bi()+ 2H2(g) 475 -110.06 -51.55
2 KOH(l) + 1/3 Bi(l) +1O2(g) + JH 2 + 1/3 K3Bi 475 356.14 258.42
Table A.31: KBi Cycle Reactions
No Temp Temp Energy
Type Component mol Max (*C) Min (0C) (kJ/mol H2 )
H1 Reaction Reaction 1 475 -110.06
H2 Reaction Reaction 2 475 356.14
H3 Vaporization H 2 0 1 100 40.87
D1 Cooling 02(g) 0.5 475 25 -7.09
D2 Cooling H2(g) 0.5 475 25 -6.58
D3 Cooling H2(g) 0.5 473 25 -6.58
El Heating H2 0(i) 1 100 25 5.66
E2 Heating H20 (g) 1 473 100 13.48
TOTAL (kJ/mol H2 ) 285.8
Table A.32: KBi Cycle Energy Requirements
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Figure A-7: KBi Cycle Pinch Analysis
Energy Required Heat Equivalent
(kJ/mol H2 ) (kJ/mol H 2 )
Total Heat In 285.8 285.8
Pinch Heat 71.0 71.0
Electrochemical Work (React 2) 258.4 516.8
Separation Work (React 1) 4.3 8.6
Separation Work (React 2) 0.007 0.0
Total Heat & Work In 882.2
Efficiency 27.4%
Table A.33: KBi Cycle Efficiency Calculations
Base value St Dev af\ 2
(kJ/mol) (o-) ao a
AHf,K3Bi -2.0 5 -1.0 x 10~4 2.7 x 10-1
AHf,H 2  0 0.01 1.6 x 10~4 2.4 x 10-12
AHf,KOH -352.1 5 3.1 x 10-4 2.4 x 10~6
AHf,H 2o -285.83 0.01 -3.1 x 10- 4 9.6 x 1012
A Hf,0 2  0 0.01 0 0
A Hf,Bi 26.0 5 1.0 x 10-4 2.7 x 10-7
AGf,K3Bi 0.5 -2.1 x 10-4 1.1 x 10-8
AGf,H 2  -38.96 0.5 -3.1 x 10-4 2.4 x 10-8
AGf,KOH 0.5 6.2 x 10-4 9.6 x 10-8
AG,H 2o -306.69 0.5 0 0
AGf,0 2  -61.16 0.5 -3.1 x 10-1 2.4 x 10-8
AGf,Bi 0.5 2.1 x 10-4 1.1 x 10-8
__e_ 0.5 0.125 0.0053 4.3 x 10-7
77chem 0.5 0.125 0.319 0.0016
KBi Cycle
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Table A.34: Sensitivity Analysis Results for
....... .. ...........................................................  
A.8 H 2S Cycle
The cycle used was based on the description given by Bowman [7], with some changes
" It was assumed no COS or CS 2 formed Bowman gave the concentration of COS
after the first reaction as 2%. Both COS and CS 2 need to be removed from the
gas, and this will require energy
" The temperature of the water shift reaction was not stated by Bowman, so a
reasonable estimate was used.
" Reaction 1 (see Table A.35) is treated as a lumped reaction. However, it is actually
several reactions, including some undesired side reactions.
Temp AH AG
("C) (kJ) (kJ)
1 H2S(g) + C0 2(g) -+)S2(g) + H2O(g) + CO(g) 1025 122.5 20.21
2 CO(g) + H2O(g) -- C0 2 (g) + H2(g) 425 -37.89 -13.13
Table A.35: H2S Cycle Reactions
200 400 600
Temperature (C)
800 1000 1200
Figure A-8: H2 S Cycle Pinch Analysis
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Type Component No Temp Temp Energy
mol Max (*C) Min ('C) (kJ/mol H2 )
H1 Reaction Reaction 1 1025 122.5
H2 Reaction Reaction 2 425 -37.89
H3 Condensation S2 0.5 445 -55.44
H4 Condensation H2 0 1 100 -40.87
H5 Vaporization H2 0 1 100 40.87
Dl Cooling H2  1 425 25 11.69
D2 Cooling S 1 445 25 14.22
D3 Cooling CO 1 1025 445 19.21
D4 Cooling H2 0 1 1025 445 23.98
D5 Cooling S2  0.5 1025 445 10.84
D6 Cooling CO 1 445 100 10.40
D7 Cooling H2 0 1 445 100 12.34
El Heating H2 S 1 1025 25 42.23
E2 Heating CO 2  1 1025 425 32.37
E3 Heating CO 2  1 425 100 9.78
E4 Heating H2 0 1 425 100 11.59
TOTAL (kJ/mol H2 ) 22.45
Table A.36: H2 S Cycle Energy Requirements
Energy Required Heat Equivalent
(kJ/mol H 2 ) (kJ/mol H 2 )
Total Heat In 22.5 22.5
Pinch Heat In 103.8 103.8
Separation (React 1) 39.7 79.4
Separation (React 2) 16.6 33.2
Total Heat & Work In 206.8
Efficiency 9.4%
Table A.37: H2 S Cycle Efficiency Calculation
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Base value St Dev a?? 2
(kJ/mol) (o-) o ao)
AHf,co 2  -393.5 0.1 3.9 x 10-4 1.5 x 10-1
AHf,ii2s -20.6 0.5 0 0
AHf,co -110.5 0.2 3.9 x 10~4 6.2 x 10-9
A Hf,H2o -285.8 0.01 -3.9 x 10-4 1.5 x 10-4
AH,s2 128.6 0.3 0 0
AHf,H2  0 0.01 3.9 x 10-4 1.5 x 10-11
AGf,co 2  -457.2 0.5 2.6 x 10-4 1.7 x 10-8
AGf,H2S -81.9 0.5 6.2 x 10-4 9.7 x 10-8
AGf,co -169.4 0.5 -2.6 x 104 1.7 x 10-8
AGf,H20 -306-69 0.5 -2.6 x 10-4 1.7 x 10-8
AGf,S 2  60.6 0.5 -3.1 x 104 2.4 x 10-8
AGf,H 2  -38.96 0.5 -3.5 x 10-4 3.2 x 10-8
__se 0.5 0.125 0.088 1.2 x 10-4
S7chem 0.5 0.125 0 0
Table A.38: Sensitivity Analysis Results for H2S cycle
A.9 SI cycle
The cycle used was based on the description given by Mathias and Brown. [42]
Temp AH AG
(0C) (kJ) (kJ)
1 H2SO4(g)-+SO2(g)+H2O(g)+ O2(g) 850 184.8 -68.39
2 2H2O(g)+12(1)+SO2(g)-+ 2 HI(q)+H2SO4(aq) 120 -231.4
3 2HI(q) ~+H2(g) + 12(g) 450 12.41 23.69
Table A.39: SI Cycle Reactions
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Type Component No Temp Temp Energy
mol Max (*C) Min ('C) (kJ/mol H2 )
H1 Reaction Reaction 1 850 184.8
H2 Reaction Reaction 2 120 -231.4
H3 Reaction Reaction 3 450 12.41
H4 Vaporization H2 0 100 40.87
H5 Vaporization H2 SO 4  335 63.64
H6 Condensation I2 185 -41.95
H7 Solution HI 185 165.5
H8 Solution H2 SO 4  335 76.66
D1 Cooling 02(g) 850 25 13.50
D2 Cooling H2(g) 120 25 12.43
D3 Cooling SO2(g) 850 120 37.24
D4 Cooling H2O(g) 850 120 27.96
D5 Cooling 12(1) 185 120 5.24
D6 Cooling I2(g) 450 185 9.96
El Heating H2 0(1) 100 25 5.66
E2 Heating H20 (g) 120 100 0.68
E3 Heating HI(g) 185 120 3.82
E4 Heating HI(g) 450 185 16.09
E5 Heating H2SO4aq) 335 120 29.54
E6 Heating H2SO4(g) 850 335 65.75
TOTAL (kJ/mol H2 ) 285.8
Table A.40: SI Cycle Energy Requirements
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Figure A-9: SI Cycle Pinch Analysis
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Energy Required Heat Equivalent
(kJ/mol H2 ) (kJ/mol H2 )
Total Heat In 285.8 285.8
Pinch Heat In 235.8 235.8
Separation Work 37.26 74.51
Total Heat & Work In 596.1
Efficiency 40.6%
Table A.41: SI Cycle Efficiency Calculations
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Figure A-10: SI Cycle Pinch Analysis
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Appendix B
Refining Process Data
B.1 Distributions
This section contains all the probability distributions of the outputs from the Refining
Process model. Figures B-1, B-2 and B-3 are the distributions when the fitted pa-
rameters are treated as constants, and Figures B-4, B-5 and B-6 are the distributions
which include the uncertainty in the fitted parameters.
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