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ON THE ORBITS OF MULTIPLICATIVE PAIRS
OLEKSIY KLURMAN AND ALEXANDER P. MANGEREL
Dedicated to Imre Ka´tai on the occasion of his 80th birthday
Abstract. We characterize all pairs of completely multiplicative functions f, g :
N→ T, such that
{(f(n), g(n+ 1))}n≥1 6= T× T.
In so doing, we settle an old conjecture of Zolta´n Daro´czy and Imre Ka´tai.
1. Introduction
In this paper, we will be concerned with demonstrating yet another instance of
the expected general phenomenon that the multiplicative structure of positive integers
should in general be “independent” of their additive structure. Of principal focus here
will be the behaviour of multiplicative functions at consecutive integers.
Problems of this kind are widely open in general, though spectacular progress has re-
cently been made as a consequence of the breakthrough of Matoma¨ki and Radziwi l l [11],
and subsequent work of Matoma¨ki, Radziwi l l and Tao [13], Tao [16] and, more recently,
Tao and Tera¨va¨inen [17]. In particular, using the work in [11], Tao [16] established a
weighted version of the binary Chowla conjecture in the form∑
n≤x
λ(n)λ(n+ h)
n
= o(log x)
for all h ≥ 1. For a comprehensive account of the recent developments in this direction,
see [12].
Let U denote the unit disc in C and let T denote the unit circle. Let f, g : N → T be
completely multiplicative functions. We expect that as n varies through the set of pos-
itive integers, the values f(n) and g(n+1) should, roughly speaking, be independently
distributed unless f and g satisfy some rigid relations. To be more precise, we shall
investigate the following problem: if {f(n)}n and {g(n)}n are both dense in T, but the
sequence of pairs {(f(n), g(n+ 1))}n is not dense in T
2, must there be a rigid relation
between f and g? This multidimensional problem continues work on rigidity problems
for additive and multiplicative functions initiated by the authors in [9].
This problem has a natural dynamical flavour, which explains the title of this paper.
Let T : N → N denote the rightward shift map T (n) := n + 1. In this case, the above
problem can be recast in terms of orbits of the pair (f, gT ), where f, g : N → T are
semigroup homomorphisms that fix n = 1, and gT := g ◦ T . We seek a result of the
kind that, unless f and g are specially chosen maps, the orbit closure of the point 1,
i.e., {(f(n), g(n+ 1))}n, is expected to be the same as the product of the closures of
the marginal orbits {f ◦ T n}n and {g ◦ T
n}n.
In this connection, we quote Conjecture 3 in the survey paper [5] by Ka´tai (earlier
formulated in [1]) which is the particular case k = 2.
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Conjecture 1.1. Let f, g : N→ T be completely multiplicative. Suppose {(f(n), g(n+
1))}n is not dense in T
2, yet {f(n)}n and {g(n)}n are both dense in T. Then there are
integers k and l such that f(n)k = g(n)l, with f(n) = nit for some t.
As stated this conjecture is easily seen to be false, as we can construct the following
two types of counterexamples:
(i) Let h1, h2 : N → T be completely multiplicative functions such that there are
minimal positive integers k, l ≥ 2 for which hk1 = h
l
2 = 1. Fixing an arbitrary
t ∈ R\{0} and setting f(n) := h1(n)n
it and g(n) := h2(n)n
it yields a pair of
completely multiplicative functions such that {f(n)}n and {g(n)}n are dense, yet
{(f(n), g(n+ 1))}n cannot be dense (as the components differ by at most a root
of unity of bounded order). On the other hand, it is true in this example that
f(n)k = nit
′
and g(n)l = nit
′′
for all n, where t′ = kt and t′′ = lt.
(ii) Fix a prime p and distinct irrational numbers α, β ∈ R. Let f, g : N → T be the
completely multiplicative function defined on primes by
f(q) :=
{
e(α) : q = p
1 : q 6= p
g(q) :=
{
e(β) : q = p
1 : q 6= p.
It is easy to see that the sequence {(f(n), g(n+1))}n belongs to the union of the
sets T×{1}, {1}×T and {1}×{1} and thus cannot be dense. On the other hand
we clearly have {f(pm)}m≥1 = {g(qm)}m≥1 = T.
Given a completely multiplicative function h, let
Th := {p prime : h(p) 6= 1}.
The collection (i) of counterexamples suggests that we should relax the conclusion
of Conjecture 1.1 by allowing f(n)k = nit for some k ≥ 1. The collection (ii) of
counterexamples indicates that we should add a hypothesis to exclude those functions
f and g such that both |Tfk ||Tgk | = 1 and Tfk = Tgk hold for all sufficiently large k.
We thus prove the following amendment of Conjecture 1.1, in which the above types
of counterexamples are excluded.
Theorem 1.2 (Amended Daro´czy-Ka´tai Conjecture). Let f, g : N → T be completely
multiplicative. Suppose {(f(n), g(n+ 1))}n 6= T
2, yet {f(n)}n = {g(n)}n = T. Suppose
additionally that for infinitely many m, either |Tfm ||Tgm| > 1 or Tfm 6= Tgm. Then
there are integers k and l such that f(n)k = g(n)l, with f(n)k = nit for some t ∈ R.
The above necessary conditions are also sufficient.
In the case that f = g, we have the following immediate corollary.
Corollary 1.3. Let f : N → T be a completely multiplicative function such that
{f(n)}n = {g(n)}n = T. Then {(f(n), f(n+ 1))}n 6= T
2 if, and only if, one of the
following conditions holds:
a) there is a positive integer l such that |Tf l| = 1, and for p ∈ Tf l , f(p)
l = e(α) with
α /∈ Q;
b) there is a positive integer k and a real number t for which f(n)k = nit.
In order to facilitate our discussion, we distinguish completely multiplicative func-
tions according to their values on primes as follows.
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Definition 1.4. A completely multiplicative function f : N→ T is said to be eventually
rational if there exist positive integers k and N0 = N0(k) such that for all p ≥ N0 we
have f(p)k = 1. We will say that f is irrational otherwise.
An irrational function necessarily produces a sequence {f(n)}n that is dense. We
stress, though, that the arguments of an irrational function at primes need not be irra-
tional. For example, by our definition, the completely multiplicative function defined
by f(p) = e(1/p) for all p is irrational.
To prove Theorem 1.2, we will treat two cases, depending on whether or not f or
g is irrational (in the sense of Definition 1.4). In Section 4 we prove the following.
Proposition 1.5. Suppose f, g : N→ T are eventually rational, {f(n)}n = {g(n)}n =
T and either |Tfk ||Tgk| > 1 or Tfk 6= Tgk for infinitely many k. Then {(f(n), g(n+ 1))}n =
T2.
Proposition 1.5 asserts that the only cases covered by Conjecture 1.2 are those for
which either f or g is irrational. In this direction we prove the following in Section 6.
Theorem 1.6. Suppose that f, g : N→ T are completely multiplicative functions such
that {f(n)}n = {g(n)}n = T. Suppose furthermore that at least one of f and g is
irrational. If {(f(n), g(n+ 1))}n 6= T
2 then there are positive integers k, l and real
numbers t, t′ such that f(n)k = nit and g(n)l = nit
′
.
Having shown Theorem 1.6, in order to prove Theorem 1.2 it remains to prove that
the real numbers t and t′ satisfy t = λt′, for λ ∈ Q. This is the conclusion of Proposition
3.3, which we prove in Section 3.
The proof of Theorem 1.6 uses arguments that extend the one used in the proof of
Theorems 1.1 and 1.4 in [9]. Let us recall the rough outline of this argument here.
In Theorem 1.4 of [9] (the proof of which establishes Theorem 1.1 there as well), it was
shown that the sequence {f(n)f(n+ 1)}n is dense in T, except in predictable cases
1.
The objective was to show that for every ε > 0 and every z ∈ T, the lower bound
(1) |f(n)f(n+ 1)− z| ≥ ε for all n sufficiently large
cannot hold for “generic” completely multiplicative functions f : N → T. To establish
this, we noted that (1) implies that the sequence {f(n)f(n+ 1)}n cannot be equidis-
tributed, which led us (via the Erdo˝s-Tura´n inequality and Tao’s theorem on logarith-
mic averages of binary correlations [16]; see Theorem 2.1 below) to a first conclusion
that f is pseudo-pretentious, i.e., such that for some (minimal) k ∈ N, some Dirichlet
character χ and some t ∈ R (depending at most on ε), we have
D(fk, χnit; x)2 :=
∑
p≤x
1− Re(f(p)kχ(p)p−it)
p
≪ε 1;
in particular, D(f, gnit; x)≪ε 1 for some completely multiplicative function g such that
g(n)k = χ(n) whenever χ(n) 6= 0. Here the fact that (n+ 1)it ≈ nit for large n is used
crucially. Roughly speaking, we then conditioned on a suitable subset of n (or positive
1That is, except when f(n) = g(n)nit, where g is a function taking values in bounded order roots
of unity.
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logarithmic density) such that g(n)g(n+ 1) is constant, and thereby reduced our work
to treating the 1-pretentious function F = fgn−it, showing that for small enough ε,
|F (n)F (n+ 1)− z′| = |f(n)f(n+ 1)− z| +O(ε2)≫ ε
for some z′ (where z and z′ need not be the same) is untenable for all n sufficiently
large (depending at most on ε). This reduction was a key part that made that argument
work.
In the context of Theorem 1.2, we must face several key differences in the argument.
For example:
(i) the fact that ‖(f(n), g(n + 1)) − (z, w)‖ℓ1 ≥ ε for all large n may mean that
|f(n)− z| ≥ ε/2 on a very dense set, or a very sparse set, and we cannot exclude
either of these possibilities;
(ii) if f and g are both pseudo-pretentious in the above sense, say f is pretentious to
h1n
it and g is pretentious to h2n
it′ then it may be that t 6= t′, and we must then
deal with the distribution in argument of the twist ni(t−t
′), unlike in the outline
of the proof of Theorem 1.4 of [9].
With some additional ideas, we are able to address these issues. See especially
Section 6 for further details.
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2. Auxiliary Results towards Theorem 1.2
In this section we collect the definitions and lemmata that we shall use in the proof
of Theorem 1.2.
A crucial result on which our method relies is the following recent breakthrough result
of Tao [16].
Theorem 2.1 (Tao). Let f1, f2 : N→ U be multiplicative functions, such that for some
j ∈ {1, 2}, we have
inf
|t|≤x
D(fj, χn
it; x)2 = inf
|t|≤X
∑
p≤X
1− Re(fj(p)χ(p)p
−it)
p
→∞
for each fixed Dirichlet character χ. Then for any integers a1, a2 ≥ 1 and b1, b2 ≥ 0
with a1b2 − a2b1 6= 0, we have
1
log x
∑
n≤x
f1(a1n+ b1)f2(a2n + b2)
n
= o(1).
A useful consequence of Theorem 2.1 is the following.
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Proposition 2.2. Let f, g : N → U be multiplicative functions. Suppose k, l ∈ N are
minimal, such that
(2)
∣∣∣∣∣ 1log x
∑
n≤x
f(n)kg(n+ 1)l
n
∣∣∣∣∣≫ 1,
as x → ∞. Then there are Dirichlet characters χ1, χ2 with respective conductors
q1, q2 = O(1), and real numbers t1, t2 = O(1) such that D(f, h1n
it1 ,∞) < ∞ and
D(f, h2n
it2 ,∞) <∞, with2 h1(n)
k = χ1(n/(n, q
∞
1 )) and h2(n)
l = χ2(n/(n, q
∞
2 )).
Proof. From (2) and Theorem 2.1, it follows that for each x sufficiently large there is a
pair (ξx, tx), where ξx is a primitive Dirichlet character with cond(ξx)≪ 1 and tx ≪ 1,
each estimate being uniform in x, such that D(fk, ξxn
itx ; x) ≪ 1. By Lemma 2.5 of
[9], it follows that there is a character χ1 and a t1 ∈ R such that D(f
k, χ1n
ikt1 ; x) ≪
1. Combining this with Proposition 2.8 of [9], it follows that there is a completely
multiplicative function h1 such that for all primes p ∤ cond(χ1) we have h1(p)
k = χ1(p),
while if p|cond(χ1), h1(p) = 1. This implies the claim about f . The claim about g
follows in the same way. 
2.1. Presieving on Level Sets With Archimedean Twists. Recall that a 1-
bounded multiplicative function f is called pseudo-pretentious if there exists a (min-
imal) positive integer k, a primitive Dirichlet character χ modulo q, a real number
t and a completely multiplicative function h : N → T such that h(n)k = χ˜(n), and
D(f, hnit; x)≪ 1. Here, χ˜ is the unimodular completely multiplicative function defined
on primes via χ˜(p) = χ(p) if p ∤ q, and χ˜(p) = 1 otherwise. Henceforth, we will refer
to the function h here as a pseudocharacter, and refer to the modulus q of χ as the
conductor of h. We emphasize that in this definition the minimality of k implies that
h(n)j is non-pretentious for all 1 ≤ j ≤ k − 1. This will be crucial in several of the
arguments below.
Given αj ∈ h
−1
j (N) for j = 1, 2 and N,B ≥ 1, write
AN,B(h1, h2;α1, α2) := {n ∈ N : P
−(n(Bn+ 1)) > N, h1(n) = α1, h2(Bn+ 1) = α2}.
Furthermore, if I, J ⊆ T are arcs3 and u, v ∈ R then
AN,B,I(h1, h2;α1, α2; u) := {n ∈ AN,B(h1, h2;α1, α2) : n
iu ∈ I}
AN,B,I,J(h1, h2;α1, α2; u, v) := {n ∈ AN,B(h1, h2;α1, α2) : n
iu ∈ I, niv ∈ J}.
Moreover, if x, q ≥ 1 and a is a coprime residue class modulo q, put
ΦN,B(x; q, a) := |{n ≤ x : P
−(n(Bn + 1)) > N and n ≡ a(q)}|.
When q = 1, we write ΦN,B(x; q, a) = ΦN,B(x), and when B = 1 in addition, we write
ΦN (x). Finally, given a map f : N→ C and a positive real X ≥ 2, we shall write
Elogn≤Xf(n) :=
1
logX
∑
n≤X
f(n)
n
.
2Given a, b ∈ N, we write (a, b∞) :=
∏
p|b p
νp(a).
3By an arc in T, we mean the image of an interval [a, b] ⊆ R under the exponentiation map t 7→ e(t).
Thus, a symmetric arc about 1, for example, refers to the image under exponentiation of any interval
[m− η,m+ η] with m ∈ Z.
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Our first result, to be used throughout the paper, shows that the sets AN,B,I and
AN,B,I,J given above, on which the values of two discrete functions h1, h2 as well as
archimedean characters niu and niv, can be large in the sense that they have positive
upper density4 in general.
Proposition 2.3. Let χ1, χ2 be primitive Dirichlet characters of respective conductors
q1 and q2 and orders k and l. Let h1, h2 : N → T be pseudocharacters modulo q1 and
q2, respectively, such that h1(n)
r = χ˜1(n) and h2(n)
s = χ˜2(n), for some r, s ∈ N.
a) Let u ∈ R, and let (α, β) ∈ µkr × µls. Let δ > 0, z ∈ T and let I ⊂ T be an arc with
length δ about 1. Then, for any B ≥ 1 satisfying 2q1q2|B,
Elogn≤x1AN,B,I (h1,h2;α,β;u)(n)≫
δ
krls
ΦN,B(x)
x
as x→∞. Moreover, if u 6= 0 then we may replace I above by any arc of length δ.
b) If u, v ∈ R are fixed and such that u/v /∈ Q, and J1 and J2 are arcs in T of respective
lengths δ1 and δ2, then
Elogn≤x1AN,B,J1,J2(h1,h2;α,β;u,v) ≫
δ1δ2
krls
ΦN,B(x)
x
.
To prove Proposition 2.3, we need the following variant of Lemma 2.11 from [9],
which is easily proven by the Fundamental lemma of the sieve.
Lemma 2.4. Let q, B ≥ 1, N ≥ 2 and let a be a residue class modulo q such that
(a(Ba + 1), q) = 1. Then as x→∞,
ΦN,B(x; q, a) =
x
q
∏
p|B/(B,q)
(
1−
1
p
) ∏
3≤p≤N
p∤q
(
1−
2
p
)
+O(4π(N)).
In the sequel, we write
δN,B,q :=
1
q
∏
p|B/(B,q)
(
1−
1
p
) ∏
3≤p≤N
p∤q
(
1−
2
p
)
,
and set δN,B = δN,B,1.
Lemma 2.5. Assume the hypotheses of Proposition 2.3. Furthermore, suppose N >
max{q1, q2}, and that h
j
1 and h
m
2 are both non-pretentious for all 1 ≤ j ≤ r − 1 and
1 ≤ m ≤ s− 1. Then as x→∞,∑
n≤x
1AN,B(h1,h2;α,β)(n)
n1+iu
=
{
δN,B
iukrls
+ o(log x) +Oq1
(
|u|4π(N)
)
if u 6= 0
1
krls
(δN,B + o(1)) log x+Oq1
(
4π(N)
)
otherwise.
Proof. Since α ∈ µkr and β ∈ µls, we have the identities
1h1(n)=α =
1
kr
∑
0≤j≤kr−1
(h1(n)α)
j
1h2(n)=β =
1
ls
∑
0≤m≤ls−1
(h2(n)β)
j.
4To be precise, Proposition 2.3 implies directly that these sets have positive upper logarith-
mic density, i.e., lim supx→∞ E
log
n≤x1A(n) > 0; however, this also implies that the upper density
lim supx→∞
1
x
∑
n≤x 1A(n) > 0 as well.
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It follows that∑
n≤x
1AN,B(h1,h2;α,β)(n)
n1+iu
=
∑
n≤x
P−(n(Bn+1))>N
1h1(n)=α1h2(n)=β
n1+iu
=
1
klrs
∑
0≤j≤kr−1
∑
0≤m≤ls−1
α−jβ−m
∑
n≤x
P−(n(Bn+1))>N
h1(n)
jh2(n)
mn−iu
n
.(3)
As hu1 and h
v
2 are both non-pretentious for all 1 ≤ u ≤ r − 1 and 1 ≤ v ≤ s − 1, it
follows that the multiplicative functions
φu+ar(n) := h1(n)
j+ar1P−(n)>Nn
−iu = h1(n)
jχ˜1(n)
a1P−(n)>Nn
−iu
ψv+bs(n) := h2(n)
m+bs1P−(n)>N = h2(n)
mχ˜2(n)
b1P−(n)>N
are both non-pretentious for such u, v, and any 0 ≤ a ≤ k − 1, 0 ≤ b ≤ s − 1. By
Theorem 2.1, it follows that∣∣∣∣∣∣∣∣
∑
0≤j≤kr−1
∑
0≤m≤ls−1
r∤j or s∤m
α−jβ−m
∑
n≤x
P−(n(Bn+1))>N
h1(n)
jh2(n)
mn−iu
n
∣∣∣∣∣∣∣∣
≤
∑
0≤j≤kr−1
∑
0≤m≤ls−1
r∤j or s∤m
∣∣∣∣∣
∑
n≤x
φj(n)ψm(Bn + 1)
n
∣∣∣∣∣ = o(log x),(4)
where the estimate depends on k, r, l and s. When j = ra and m = bs, we instead have
(5)
∑
n≤x
φar(n)ψbs(Bn + 1)
n
=
∑
n≤x
P−(n(Bn+1))>N
χ˜1(n)
aχ˜2(Bn+ 1)
b
n1+iu
=
∑
n≤x
P−(n(Bn+1))>N
χ˜1(n)
a
n1+iu
for each b, as q2|B. Now, as N > q1, for each n with P
−(n(Bn + 1)) > B we must
have (n, q1) = 1. Thus, splitting the rightmost sum in (5) into coprime residue classes
modulo q1, the RHS of (5) becomes∑
c(q1)
χ1(c)
a
∑
n≤x
P−(n(Bn+1))>N
1n≡c(q1)
n1+iu
.
We first consider the case u 6= 0. Applying the previous lemma and partial summation,
we get that for each coprime residue c modulo q1,∑
n≤x
P−(n(Bn+1))>N
1n≡c(q1)
n1+iu
=
∫ x
1
1
t1+iu
d {ΦN,B(x; q1, c)}
= δN,B,q1
∫ x
1
dt
t1+iu
+O
(
(q1 + |u|4
π(N)
∫ x
1
dt
t2
)
(6)
=
δN,B,q1
iu
(
1− x−iu
)
+O(q1(1 + |u|)4
π(N)).(7)
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The main term being independent of cmodulo q1, we can invert the orders of summation
and use orthogonality to get that whenever a 6= 0, we have∑
c(q1)
χ1(c)
a
∑
n≤x
P−(n(Bn+1))>N
1n≡c(q1)
n1+iu
=
δN,B,q1
iu
(
1− x−iu
)∑
c(q1)
χ1(c)
a +O
(
q21(1 + |u|4
π(N))
)
≪ q21
(
(1 + |u|)4π(N)
)
.
As such, it follows that whenever a 6= 0, we have
(8)
∑
n≤x
φar(n)ψbs(Bn+ 1)
n
≪ q21
(
(1 + |u|)4π(N)
)
.
In the remaining case a = 0, we have
(9)
∑
n≤x
P−(n(Bn+1))>N
1
n1+iu
=
δN,B
iu
(
1− x−iu
)
+O
(
(1 + |u|)4π(N)
)
,
as this is the the LHS of (6), but with q1 replaced by 1.
Combining (4), (8) and (9), and inserting these into (3), we find that∑
n≤x
1AN,B(h1,h2;α,β)(n)
n1+iu
=
1
krls
(
δN,B
iu
(
1− x−iu
)
+O
(
q1(1 + |u|)4
π(N)
)
+ o(log x)
)
when u 6= 0, as claimed.
The case u = 0 follows the same lines, but is simpler. The proof is now complete. 
Before proceeding to the proof of Proposition 2.3, we pause to recall the following
objects of relevance to it.
Given K ∈ N, let BK : R/Z → C denote the degree K Beurling polynomial (see
Section 1.2 of [14] for a definition and some of its properties). Recall that it satisfies
the properties that:
i) if ψ(t) := {t} − 1/2 is the sawtooth function then −BK(−t) ≤ ψ(t) ≤ BK(t). As
such, given an interval I ⊆ R/Z with endpoints 0 ≤ a < b < 1, we have
(10) |I| − BK(b− t)− BK(t− a) ≤ 1I(t) ≤ |I|+BK(t− b) +BK(a− t).
ii) the Fourier coefficients5 BˆK(m) :=
∫ 1
0
BK(t)e(−mt)dt satisfy
BˆK(m) =


0 for |m| > K
1
2(K+1)
if m = 0
O
(
1
m
)
for all m 6= 0,
the implicit constant in the last estimate being absolute.
Proof of Proposition 2.3. a) When u = 0 it is clear that
AN,B,I(h1, h2;α, β; u) = {n ∈ AN,B(h1, h2;α, β) : 1 ∈ I} = AN,B(h1, h2;α, β),
since 1 ∈ I. By definition, we get
(11) δN,B =
ΦN,B(x)
x
+O
(
4π(N)x−1
)
.
5As usual, for t ∈ R we write e(t) := e2πit.
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Proposition 2.3 in the case u = 0 thus follows from Lemma 2.5, since
∑
n≤x
1AN,B(h1,h2;α,β)(n)
n
=
(
δN,B,1
krls
+ o(1)
)
log x+O
(
4π(N)
)
≫
δ
krls
ΦN,B(x)
x
log x.
We now assume that u 6= 0. Here, we no longer assume that I is an arc around 1, but
rather any arc of length δ (the proof being the same regardless of the centre point of
the arc). Let K be a large integer, and suppose x is sufficiently large in terms of K.
Write I ′ ⊆ R/Z to be the interval that maps onto I under exponentiation. From (10),
it follows that
∑
n≤x
1AN,B,I (h1,h2;α,β;u)(n)
n
=
∑
n∈AN,B(h1,h2;α,β)
1I′
({
u logn
2π
})
n
≥ |I ′|
∑
n≤x
1AN,B(h1,h2;α,β)(n)
n
−
∑
|m|≤K
cm
(
e(mb)
∑
n≤x
1AN,B(h1,h2;α,β)(n)
n1+imu
+ e(−ma)
∑
n≤x
1AN,B(h1,h2;α,β)(n)
n1−imu
)
≥
δδN,B
krls
log x− 2
∑
|m|≤K
|BˆK(m)|
∣∣∣∣∣
∑
n≤x
1AN,B(h1,h2;α,β)(n)
n1+imu
∣∣∣∣∣ ,
(12)
where we used |I ′| ≍ |I| = δ in the last line. We consider the second term on the RHS
of (12). Applying Lemma 2.5 for each m and summing, we get
∑
1≤|m|≤K
|BˆK(m)|
∣∣∣∣∣
∑
n≤x
1AN,B(h1,h2;α,β)(n)
n1+imu
∣∣∣∣∣≪
∑
1≤m≤K
1
m
(
δN,B
m|u|
+ o(log x) + (1 +m|u|)4π(N)
)
≪ |u|−1 + o((logK)(log x)) +K2|u|4π(N).
The term with k = 0 gives
|BˆK(0)|
∑
n∈AN,B(h1,h2;α,β)
1
n
≤
log x
2K
.
As such, we get
∑
n∈AN,B,I (h1,h2;u)
1
n
≥
(
δδN,B
krls
−
1
2K
− o(logK)
)
log x−O
(
|u|−1 +K2|u|4π(N)
)
.
Choosing K = K(x) tending to infinity with x, but sufficiently slow-growing so that
o((logK)(log x)) = o(log x) and K24π(N) = o(log x), proves the claim.
b) The case when uv = 0 is similar to a) and we assume uv 6= 0. We are interested in
(13)
∑
n≤x
n∈AN,B(h1,h2;α,β)
1J1(n
iu)1J2(n
iv)
n
.
We minorize each indicator function by a Beurling polynomial of degree K in the same
way as was done just above, and we merely sketch the argument, showing where the
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condition u/v /∈ Q is relevant. By the triangle inequality, (13) is bounded from below
by
|J1||J2|
∑
n≤x
n∈AN,B(h1,h2;α,β)
1
n
−

 ∑
1≤|m1|≤K
1
|m1|
∣∣∣∣∣∣
∑
n∈AN,B(h1,h2;α,β)
1
n1+im1u
∣∣∣∣∣∣ +
∑
1≤|m2|≤K
1
|m2|
∣∣∣∣∣∣
∑
n∈AN,B(h1,h2;α,β)
1
n1+im2v
∣∣∣∣∣∣


−
∑
1≤|m1|,|m2|≤K
1
|m1m2|
∣∣∣∣∣∣
∑
n∈AN,B(h1,h2;α,β)
1
n1+i(m1u+m2v)
∣∣∣∣∣∣−O
(
log x
K
)
.
Now, as m1u 6= −m2v for all 1 ≤ |m1|, |m2| ≤ K, we can estimate each of the sums
in absolute value above via Lemma 2.5 as before. If x is sufficiently large (in terms
of
(
min|m1|,|m2|≤K |m1u+m2v|
)−1
) the claim of part b) follows just as that of part a)
did. 
2.2. Reduction to Pseudo-pretentious Functions. Let f, g : N → T be com-
pletely multiplicative functions. Assume, as per the hypotheses of Theorem 1.2, that
{(f(n), g(n+ 1))}n 6= T
2. Using Theorem 2.1, we shall show in this subsection that f
and g must both be pseudo-pretentious.
Proposition 2.6. Let f, g : N → T be completely multiplicative functions. Suppose
{(f(n), g(n+ 1))}n is such that there is an ε > 0 and a pair (z, w) ∈ T
2 for which6
‖(f(n), g(n+ 1))− (z, w)‖ℓ1 ≥ ε for all n sufficiently large.
Then there exist primitive Dirichlet characters χ1, χ2 to respective moduli q1, q2 =
Oε(1), minimal positive integers k, l = Oε(1), real numbers t1, t2 = Oε(1) and com-
pletely multiplicative functions h1, h2 : N→ T such that:
(i) D(f, h1n
it1 ; x),D(g, h2n
it2 ; x)≪ε 1,
(ii) hk1 = χ˜1 and h
l
2 = χ˜2.
This is a two-dimensional analogue of the reduction argument used at the beginning
of Section 2 of [9]. To appropriately formalize the arguments leading to Proposition
2.6, we recall the following (essentially standard) definitions.
Definition 2.7. Let d,N ≥ 1 and let {an}n ⊂ T
d. The logarithmic discrepancy (of
height N) of {an}n is the quantity
DN({an}n) := sup
I1,...,Id⊆T
Ij arcs
∣∣∣∣∣∣∣
1
logN
∑
n≤N
an∈B(I)
1
n
−
∏
1≤j≤d
|Ij|
∣∣∣∣∣∣∣ ,
where B(I) :=
∏
1≤j≤d Ij . Similarly, we let D
∗
N({an}n) denote
7 the same quantity but
where the sup is over all d-tuples of arcs Ij all of whose left endpoints are 1.
6For a pair z ∈ C2, we write ‖z‖ℓ1 := |z1|+ |z2|.
7By the triangle inequality, it is easy to check that if {an}n ⊂ T
d then
(14) D∗N ({an}n) ≤ DN ({an}n) ≤ 2
dD∗N({an}n).
We will use this relationship between DN and D
∗
N below.
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Definition 2.8. A sequence {an}n ⊂ T
d is logarithmically equidistributed ifDN({an}n) =
o(1), as N →∞.
It is easy to see that logarithmically equidistributed sequences in Td are also dense
in Td. Before launching into the proof, we must exclude the following degenerate case
from consideration.
Proposition 2.9. Let f, g : N → T be completely multiplicative. Suppose exactly one
of f and g is pseudo-pretentious. Then {(f(n), g(n+ 1))}n = T
2.
To prove Proposition 2.9, we shall need a concentration estimate , showing that if
a completely multiplicative function F : N → T is 1-pretentious then F (n) is roughly
constant for most n ≤ x. This will be used in the proof of Lemma 2.11 below, which
will allow us to approximate pseudo-pretentious functions pointwise on a positive upper
density subset of integers n with P−(n(Bn + 1)) > N (with B and N fixed).
Given a completely multiplicative function h : N→ T and N ≥ 1, set
Ih(x;N) :=
∑
N<p≤x
Im(h(p))
p
.
Lemma 2.10. Let N,B ≥ 1 with 2|B. Then as x→∞,
∑
n≤x
P−(n(Bn+1))>N
∣∣f(n)− eiIf (x;N)∣∣2 ≪ ΦN,B(x)
(
D(f, 1;N, x)2 +
1
N
)
+ 4π(N)x
log2 x
log x
.
The same estimate holds when f(n) is replaced by f(Bn+ 1).
Proof. This is a simple extension of Proposition 2.3 in [8], but we give the details for
the reader’s convenience.
The claim is trivial if D(f, 1;N, x) ≥ 1. Thus, in what follows we shall assume that
D(f, 1;N, x) < 1. Define an additive function h : N→ C on prime powers via h(pk) :=
f(pk)− 1. For each n ∈ N,
f(n) =
∏
pk||n
f(pk) =
∏
pk||n
(
1 + h(pk)
)
= eh(n) +O

2∑
pk||n
(1− Re(f(pk)))

 .
Summing over all n ≤ x with P−(n(Bn + 1)) > N , we get
∑
n≤x
P−(n(Bn+1))>N
|f(n)− eiIf (x;N)|2 ≪
∑
n≤x
P−(n(Bn+1))>N
|eh(n) − eiIf (x;N)|2
+
∑
pk≤x
(1− Re(f(pk)))
∑
n≤x
P−(n(Bn+1))>N
1pk||n =: T1 + T2.
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Using Lemma 2.4, we have
T2 =
∑
pk≤x
p>N
(1− Re(f(pk)))

 ∑
m≤x/pk
P−(m(Bpkm+1))>N
1−
∑
m≤x/pk+1
P−(m(Bpk+1m+1))>N
1


= x
∏
p′|B
(
1−
1
p′
) ∏
3≤p′′≤N
(
1−
2
p′′
)∑
pk≤x
p>N
1− Re(f(pk))
pk
(
1−
1
p
)1+1p∤B
+O
(
4π(N)π(x)
)
≪ ΦN,B(x)
(
D(f, 1;N, x)2 +
1
N
)
+ 4π(N)
x
log x
.
We next treat T1. Define
µh(x) :=
∑
pk≤x
p>N
h(pk)
pk
(1− 1/p)1+1p∤B,
which arises as the mean value of h(n) in the estimate∑
n≤x
P−(n(Bn+1))>N
h(n) = µh(x)ΦN,B(x) +O
(
4π(N)π(x)
)
,
using the same argument as was used to bound T2. Since Re(h(n)) ≤ 0 for all n, it
follows that Re(µh(x)) ≤ 0, and we thus have
(15)
∑
n≤x
P−(n(Bn+1))>N
|eh(n) − eµh(x)|2 ≤
∑
n≤x
P−(n(Bn+1))>N
|h(n)− µh(x)|
2.
Following the usual proof of the Tura´n-Kubilius inequality (e.g., as in Section III.2 of
[18]), we have∑
n≤x
P−(n(Bn+1))>N
|h(n)− µh(x)|
2 =
∑
n≤x
P−(n(Bn+1))>N
|h(n)|2 − ΦN,B(x)|µh(x)|
2 +O
(
4π(N)|µh(x)|π(x)
)
=
∑
n≤x
P−(n(Bn+1))>N
∑
pk,ql||n
h(pk)h(ql)− ΦN,B(x)|µh(x)|
2 +O
(
4π(N)|µh(x)|π(x)
)
.
Denote by Σ the double sum in this last expression. Splitting the terms p = q from
p 6= q, Σ can be estimated with Lemma 2.4 to give
Σ =
∑
pkql≤x
p 6=q,p,q>N
h(pk)h(ql)
∑
m≤x/(pkql)
P−(m(Bpkqlm+1))>N
1 +
∑
pk≤x
p>N
|h(pk)|2
∑
m≤x/pk
P−(m(Bpkm+1))>N
1
= ΦN,B(x)
∑
pkql≤x
p 6=q,p,q>N
h(pk)h(ql)
pkql
(
1−
1
p
)1+1p∤B (
1−
1
q
)1+1q∤B
+ ΦN,B(x)
∑
pk≤x
p>N
|h(pk)|2
pk
(
1−
1
p
)1+1p∤B
+O
(
4π(N)π2(x)
)
,
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Furthermore,
∑
pkql≤x
p 6=q,p,q>N
h(pk)h(ql)
pkql
(
1−
1
p
)1+1p∤B (
1−
1
q
)1+1q∤B
= |µh(x)|
2 +O

 ∑
pk,pl≤x
p>N
|h(pk)||h(pl)|
pk+l
+
∑
pk,ql≤x
pkql>x,p,q>N
|h(pk)||h(ql)|
pkql


= |µh(x)|
2 +O
(
σh(x)
2 + x−1/2σh(x)
2
)
,
where we defined
σh(x)
2 :=
∑
pk≤x
p>N
|h(pk)|2
pk
(
1−
1
p
)1+1p∤B
,
and used Cauchy-Schwarz in the last line. It follows that
Σ≪ ΦN,B(x)σh(x)
2 + 4π(N)π2(x)≪ ΦN,B(x)σh(x)
2 + 4π(N)x
log2 x
log x
,
and hence∑
n≤x
P−(n(Bn+1))>N
|h(n)− µh(x)|
2 ≪ σh(x)
2ΦN,B(x) + 4
π(N)
(
x
log2 x
log x
+ |µh(x)|π(x)
)
≪
(
D(f, 1;N, x)2 +
1
N
)
ΦN,B(x) + 4
π(N)x
log2 x
log x
,(16)
using |µh(x)| ≤ 2
∑
pk≤x 1/p
k ≤ 2 log2 x+O(1) and the estimate
σh(x)
2 ≤
∑
pk≤x
p>N
|1− f(pk)|2
pk
≪
∑
pk≤x
p>N
1− Re(f(pk))
pk
= D(f, 1;N, x)2 +
1
N
in the last line. Inserting (16) into (15), and using this in the definition of T1, we get∑
n≤x
P−(n(Bn+1))>N
|eh(n) − eiIf (x;N)|2 ≪
∑
n≤x
P−(n(Bn+1))>N
|eh(n) − eµh(x)|2 +
∑
n≤x
P−(n(Bn+1))>N
|eµh(x) − eiIf (x;N)|2
≪ ΦN,B(x)|e
µh(x) − eiIf (x;N)|2 + ΦN,B(x)
(
D(f, 1;N, x)2 +
1
N
)
+ 4π(N)x
log2 x
log x
.
(17)
Moreover, combining all of the above we get
|eiIf (x;N)− eµh(x)|2 ≪
1
N
+
∣∣∣eiIf (x;N) − eiIf (x;N)−∑N<p≤x 1−Re(f(p))p ∣∣∣2 ≪ 1
N
+D(f, 1;N, x)2.
Coupled with (17), this completes the proof of the first assertion of the lemma.
The assertion with f(Bn + 1) in place of f(n) is proved similarly, and we leave the
details for the reader. 
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Lemma 2.11. Let η > 0 and C ≥ 1. Let B ≥ 1 be an even integer. Suppose furthermore
that f : N→ T is a pseudo-pretentious multiplicative function, with f pretending to be
h(n)nit with h1 a pseudocharacter and t ∈ R. Then there is an infinite sequence {xj}j
of positive real numbers and a large parameter N (depending at most on η) such that
if j = j(N) is chosen sufficiently large then
f(n) = h(n)nit +O(η)
for all but OC(η
CΦN,B(xj)) choices of n ≤ xj with P
−(n(Bn+ 1)) > N .
Proof. We consider several cases, according to the behaviour of the series
If (∞) := lim
x→∞
If (x; 1) =
∑
p
Im(f(p))
p
.
First, suppose If(∞) converges absolutely. Then, choosing N large enough in terms of
η, it follows that If (x;N)≪ η for all x > N . In this case, we shall choose {xj}j to be
the set of all x > N .
Next, suppose that If(∞) diverges. In this case, since If (n+ 1;N)− If (n;N)→ 0 as
n→∞, it follows that the sequence of fractional parts of If (x;N)/2π must be dense
in [0, 1], for any N . In this case, we may choose any large N and {xj}j to be a sequence
for which If (xj ;N)/2π → 0, as j →∞.
Lastly, suppose If (∞) converges conditionally. Let α be a limit point of If(x; 1), and
choose {xj}j to be a sequence for which If (xj;N)→ α. Picking j0 sufficiently large in
terms of η, then setting N := xj0 , it follows that If(xj ;N)≪ η for large j.
Now, let F (n) := f(n)h(n)n−it for each n. As F is 1-pretentious, we can assume N is
chosen large enough in terms of η (as in the analysis above) so that D(F, 1;N,∞)2 +
1
N
≪ ηC+2. Furthermore, as discussed above we have selected a sequence {xj}j such
that If(xj ;N)/2π (mod 1)→ 0. Taking j sufficiently large in terms of N , Lemma 2.10
and Chebyshev’s inequality give∣∣∣{n ≤ xj : P−(n(Bn + 1)) > N, |F (n)− eiIf (xj ;N)| > η
2
}∣∣∣ ≤ 4η−2 ∑
n≤x
P−(n(Bn+1))>N
|F (n)− eiIf (xj ;N)|2
≪ η−2ΦN,B(xj)
(
D(f, 1;N, xj)
2 +
1
N
)
+ η−24π(N)xj
log2 xj
log xj
≪ ΦN,B(xj)η
C.
(18)
For all other n ≤ xj with P
−(n(Bn + 1)) > N we choose j larger if necessary so that
‖If(xj ;N)/2π‖ < η/2, and hence
|f(n)− h(n)nit| = |F (n)− 1| ≤ |F (n)− eiIf (xj ;N)|+ |eiIf (xj ;N) − 1| < η/2 + η/2 = η,
which implies the claim. 
Proof of Proposition 2.9. Suppose there is an ε > 0 and a pair (z, w) ∈ T2 such that8
(f(n), g(n + 1)) /∈ Bε((z, w)) for all large n. Let h be a pseudocharacter such that f
is hnit-pretentious, and assume it has order kr (i.e., h : N → µkr). Select {nj}j on
which f(2nj) → z, and hence for j chosen large enough we have f(2nj) = z + O(ε
2).
8Here and elsewehere, we write Bε((z, w)) to denote the ε-ball about (z, w) in C
2 with respect to
the ℓ1-norm.
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By Lemma 2.10, we can choose N sufficiently large in terms of ε and a sequence {xℓ}ℓ
such that for large enough ν,
f(2njm) = zh(m)m
it + O(ε2),
for all but O(ε3ΦN,2nj (xℓ) integers m ≤ xℓ with P
−(m(2njm + 1)) > N. Thus, if ε is
sufficiently small then for all but a small number of exceptions, we have
(h(m)mit, g(2njm+ 1)) /∈ B2ε/3((1, w)).
To yield a contradiction, we shall presently show that there exists a sufficiently dense
subset of integers m ≤ xℓ that satisfies the following properties:
(i) h(m) = 1,
(ii) P−(m(2njm+ 1)) > N ,
(iii) |g(2mnj + 1)− w| < ε/4, and
(iv) |mit − 1| < ε/4.
The proof of this argument is similar to that of Proposition 2.3. For convenience, put
X := xℓ, for some sufficiently large index ν (depending at most on ε). Let I be a
symmetric arc of length ε/4 about 1, and let J be a symmetric arc of the same length
about w. Then
G =
∑
m≤X
P−(m(2njm+1))>N
1I(m
it)1h1(m)=11J(g(mnj + 1))
m
.
We write the arcs I and J as the images of intervals [a, b] and [c, d] (say) in R under the
map t 7→ e(t), such that [a, b] contains an integer (so that I contains 1). We consider
two cases, depending on t.
First, if t = 0 then 1I(m
it) = 1 for all m. Using the properties of Beurling polynomials,
we have minorization
(19)
1J(g(2njm+1)) ≥

|J | − ∑
0≤|l|≤K
BˆK(l)
(
e(bl)g(2njm+ 1)
−l + e(−al)g(2njm+ 1)
l
) ,
for any parameter K = K(X) to be chosen. Inserting this into the definition of G and
summing over m ≤ X with the given conditions, we get
G ≥ |J |
∑
m≤X
P−(m(2njm+1))>N
1h1(m)=1
m
−
∑
1≤|l|≤K
BˆK(l) (e(dl)M−l(X) + e(−cl)Ml(X)) ,
where for any l ∈ Z we have put
Ml(X) :=
∑
m≤X
P−(m(2njm+1))>N
1h1(m)=1g(2njm+ 1)
−l
n
.
Expressing 1h1(m)=1 =
1
kr
∑
ν(kr) h1(m)
ν , we have
Ml(X) =
1
kr
∑
ν(kr)
∑
m≤X
P−(m(2njm+1))>N
h1(m)
νg(2njm+ 1)
−l
n
=:
1
kr
∑
0≤ν≤kr−1
Ml(X ; ν),
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for any l ∈ Z. Inserting this into our lower bound for G, we find
G ≥
1
kr
∑
0≤ν≤kr−1
|J |
∑
m≤X
P−(m(2njm+1))>N
h1(m)
ν
m
−
1
kr
∑
0≤ν≤kr−1
∑
1≤|l|≤K
BˆK(l) (e(dl)M−l(X ; ν) + e(−cl)Ml(X ; ν))
=:
1
kr
∑
0≤ν≤kr−1
Sν .(20)
Fix 0 ≤ ν ≤ kr − 1. Now, by hypothesis, g is not pseudo-pretentious, so that gl1P−>N
is non-pretentious for all l ∈ Z\{0}. Hence, Theorem 2.1 implies that
Ml(X ; ν) =
∑
m≤X
(h1P−>N)(m)
ν(g1P−>N)(2njm+ 1)
l
m
= o(logX),
for all 1 ≤ |l| ≤ K. Multiplying by 1/|l| and summing over 1 ≤ l ≤ K in the above
estimate, we get
Sν = |J |
∑
m≤X
P−(m(2njm+1))>N
h1(m)
ν
m
+ o((log x)(logK)) +O
(
log x
K
)
,
for all 0 ≤ ν ≤ kr − 1. Now, if 1 ≤ ν ≤ kr − 1 then as h is a pseudocharacter of
order kr, hν1P−>N is not n
iu-pretentious for any (fixed) choice of u ∈ R. Thus, Hala´sz’
theorem implies that
∑
m≤X
P−(m(2njm+1))>N
h1(m)
ν
m
= o(logX)
as well. It follows that when ν 6= 0, we have
Sν = o((logX)(logK)) +O
(
logX
K
)
= o(logX),
ifK = K(X) is chosen to be tending to infinity with X sufficiently slowly, and therefore
G ≥
|J |
kr
∑
m≤X
P−(m(2njm+1))>N
1
m
− o(log x).
Next, suppose t 6= 0. Arguing as before, this time invoking a minorization like (19)
with 1I(n
it) as well and using the triangle inequality, we have (cf. (20) and the lines
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preceding it)
G ≥
1
kr
∑
0≤ν≤kr−1
|I||J |
∑
m≤X
P−(m(2njm+1))>N
h1(m)
ν
m
−
1
kr
∑
0≤ν≤kr−1
∑
0≤|l1|,|l2|≤m
max{|l1|,|l2|}≥1
1
R(l1, l2)
∑
u,v∈{−1,+1}
|Mul1,vl2(X ; ν)|
=:
1
kr
∑
0≤ν≤kr−1
Tν ,
where R(l1, l2) := max{1, |l1|}max{1, |l2|} whenever l1l2 6= 0, and we have set
Ml1,l2(X ; ν) :=
∑
m≤X
P−(m(2njm+1))>N
h1(m)
νg(2njm+ 1)
l1mil2t
m
.
Since n 7→ g(n)l21P−(n)>Nn
il1t is non-pretentious for all l2 6= 0, and n 7→ h(n)
ν1P−(n)>Nn
−il1t
is non-pretentious whenever max{|l1|, |l2|} ≥ 1, Theorem 2.1 implies thatMl1,l2(X ; ν) =
o((log x)) for all such l1, l2 and any ν. In particular,
Tν = |I||J |
∑
m≤X
P−(m(2njm+1))>N
h(m)ν
m
+ o
(
(logX)
∑
1≤l1,l2≤K
1
l1l2
)
= |I||J |
∑
m≤X
P−(m(2njm+1))>N
h(m)ν
m
+ o((logX)(logK)2).
By the arguments above, if ν 6= 0 then the sum of hν above is o(log x) by Hala´sz’
theorem. Hence, we get
G ≥ |I||J |
∑
m≤X
P−(m(2njm+1))>N
1
m
− o(log x),
for K = K(X)→∞ sufficiently slowly.
Invoking Lemma 2.4 (with q = 1) and partial summation, we get that when X is
sufficiently large relative to N , we get∑
m≤X
P−(m(2njm+1))>N
1
m
= δN,B log(X) + o(log x),
upon invoking Lemma 2.4 (with q = 1) and partial summation. Since |I| ≥ |I||J | ≫ ε2,
this shows that
G≫
ε2
kr
ΦN,B(X)
X
logX.
Hence, assuming (as we may) that ε ≪ (kr)−2, the set of n = 2mnj with h1(m) = 1,
|mit − 1| < ε/4, |g(mnj + 1)−w| < ε/4 and P
−(m(2njm+ 1)) > N intersects in a set
of positive upper density with the set of n ≤ 2njX where f(m) = h1(m)m
it +O(ε2).
It thus follows that for a set of integers n with positive upper density, we have
|f(n)− z| = |f(m)− 1|+O(ε2) = |h(m)mit − 1|+ O(ε2) = |mit − 1|+O(ε2) < ε/3
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and |g(n + 1) − w| = |g(2mnj + 1) − 1| < ε/4. Consequently, (f(n), g(n + 1)) ∈
B2ε/3((z, w)) which contradicts our initial assumption. This contradiction completes
the proof. 
Having established the above proposition, we now know that if {(f(n), g(n+ 1))}n 6=
T2 then either both f and g are pseudo-pretentious, or neither is. To complete the proof
of Proposition 2.6, therefore, we shall show that the latter case is not possible.
Proof of Proposition 2.6. Let us assume for the sake of contradiction that one of f and
g are not pseudo-pretentious. Proposition 2.9 implies that, then, both f and g are not
pseudo-pretentious. Let a, b : N → R/Z be completely additive functions for which
f(n) = e(a(n)) and g(n) = e(b(n)). For each M ∈ N let
FM(x1, x2) :=
1
logM
∑
n≤M
(a(n),b(n+1))∈[0,x1]×[0,x2]
1
n
,
and GM(x1, x2) = x1x2 identically for all M . Applying Theorem 2 of [15] gives that for
any K ≥ 1 we have
D∗M({(f(n), g(n+ 1))}n) = sup
x1,x2∈[0,1)
|FM(x1, x2)−GM(x1, x2)|
(21)
≪
1
K + 1
+
1
logM
∑
0≤|m1|,|m2|≤K
(m1,m2) 6=(0,0)
1
R(m1, m2)
∣∣∣∣∣
∑
n≤M
f(n)m1g(n+ 1)m2
n
∣∣∣∣∣ ,(22)
where R(m1, m2) = max{1, |m1|}max{1, |m2|} whenever m1m2 6= 0.
Now, by hypothesis, there is an ε > 0 and a point (z, w) ∈ T2 such that (f(n), g(n +
1)) /∈ Bε((z, w)) for all large n. In particular, this means that
DM({f(n), g(n+ 1)}n) = sup
I,J⊂T
arcs
∣∣∣∣∣∣∣
1
logM
∑
n≤M
(f(n),g(n+1))∈I×J
1
n
− |I||J |
∣∣∣∣∣∣∣
≥
∣∣∣∣∣∣∣
1
logM
∑
n≤M
(f(n),g(n+1))∈I×J
1
n
−Bε((z, w))
∣∣∣∣∣∣∣ = |I||J | ≫ ε
2.
From (14), we getD∗M({(f(n), g(n+1))}n)≫ ε
2. Combining this with (21) and choosing
K =
⌊
C
ε
⌋
with C > 0 a sufficiently large constant, the pigeonhole principle implies that
for some pair (m1, m2) 6= (0, 0) with |m1|, |m2| ≤ K∣∣∣∣∣
∑
n≤M
f(n)m1g(n+ 1)m2
n
∣∣∣∣∣≫ε logM.
Note that since neither f nor g is assumed to be pseudo-pretentious, we must have
m1m2 6= 0 as otherwise Hala´sz’ theorem would yield∣∣∣∣∣
∑
n≤M
f(n)m1
n
∣∣∣∣∣ ,
∣∣∣∣∣
∑
n≤M
g(n)m2
n
∣∣∣∣∣ = o(logM).
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Thus, we may apply Proposition 2.2, which gives that f and g are indeed both pseudo-
pretentious and the result follows. 
3. Proof of Proposition 3.3
Before addressing Propositions 1.5 and 1.6, we pause to prove Proposition 3.3, as
its proof will be related to several subcases of Proposition 1.6 especially.
Write f(n) = f0(n)n
it and g(n) = g0(n)n
it′ , where f0 and g0 are completely multiplica-
tive functions taking values in µk and µl, respectively. We show in this section that if
{f(n), g(n+ 1)}n 6= T
2 then t/t′ ∈ Q.
To that end, we will need the following lemma, which is a standard extension of a “re-
pulsion” estimate for the pretentious distance [3], due to Granville and Soundararajan
(see, for instance, Lemma C.1 in [13] for the case k = 2). We recall that for arithmetic
functions F,G : N→ U, where U denotes the closed unit disc, and x ≥ 2, we set
D(F,G; x) :=
(∑
p≤x
1− Re(F (p)G(p))
p
) 1
2
.
Lemma 3.1. Let k ≥ 1 and let f : N→ µk be a multiplicative function. Then
inf
|t|≤x
D(f, nit; x) ≥
1
2k
min
{√
log2 x,D(f, 1; x)
}
− Ok(1).
Proof. The triangle inequality gives
kD(f, nit; x) ≥ D(fk, nitk; x) = D(1, nitk; x).(23)
Now, the Vinogradov-Korobov zero-free region (see, for instance, Section 9.5 of [14])
gives that
|ζ(1 + 1/ log x+ it)| ≪ (log |t|)0.67 for all 1 ≤ |t| ≤ x2.
It follows that
D(1, nitk; x)2 =
∑
p≤x
1− Re(p−ikt)
p
≥ log2 x− log |ζ(1 + 1/ logx+ itk)| − O(1)
≥ log2 x− 0.67 log2 |tk| − O(1) ≥ 0.33 log2 x− Ok(1).
Inserting this estimate into (23), we get that
(24) D(f, nit; x) ≥
1
2k
√
log2 x− Ok(1)
in this case.
Suppose now that |t| ≤ 1. We may assume that
D(1, nitk; x) <
1
2
D(f, 1; x)(25)
since in the opposite case the lemma follows immediately from (23).
By the prime number theorem, for each |u| ≤ k the asymptotic D(1, niu; x)2 = log(1 +
|u| logx) +Ok(1) holds. In particular,
D(1, nitk; x)2 = log(1+k|t| log x)+Ok(1) = log(1+|t| log x)+Ok(1) = D(1, n
it; x)2+Ok(1),
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for |t| ≤ 1. Applying the triangle inequality once again, then invoking (23) and (25),
we find that
D(f, 1; x) ≤ D(1, nit; x) + D(f, nit; x) = D(1, nitk; x) + D(f, nit; x) +Ok(1)
<
1
2
D(f, 1; x) + kD(f, nit; x) +Ok(1).
Combined with (24), this yields the claim. 
The next result shows that for most n with P−(n(Bn+ 1)) large, we can reduce to
the case that f0 = h1 and g0 = h2. This will allow us to use the results of previous
sections in proving Proposition 3.3.
Lemma 3.2. Let η > 0 be sufficiently small (in terms of k and l). Let B be an even
integer. Then there is a subsequence {xj}j and a parameter N depending at most on η
such that if j is sufficiently large (in terms of η) then the following holds:
for all but O(ηΦN,B(xj)) integers n ≤ xj with P
−(n(Bn + 1)) > N , we have f0(n) =
h1(n) and g0(Bn+ 1) = h2(Bn+ 1).
Proof. Since f(n)k = nit, we have
∑
n≤x
f(n)kf(n+ 1)
k
n
=
∑
n≤x
1
n
+O (k|t|)≫ log x.
A similar estimate holds with gl in place of fk. Thus, by Proposition 2.2 we have that f
and g are both pseudo-pretentious, and that there are real numbers t1, t2 ∈ R, primitive
characters χ1 and χ2 with conductors q1 and q2 and completely multiplicative functions
h1, h2 such that h1(n)
k = χ1(n/(n, q
∞
1 )) and h2(n)
l = χ2(n/(n, q
∞
2 )), and such that
D(f0, h1n
i(t1−t); x) = D(f, h1(n)n
it1 ; x)≪ 1
D(g0, h2n
i(t2−t′); x) = D(f, h1(n)n
it1 ; x)≪ 1.
Suppose that when χ1 and χ2 do not vanish, they take values in µr and µs, respectively.
We begin by showing that t1 = t and t2 = t
′. Applying Lemma 3.1 with F = f0h1,
1≫ D(F, ni(t1−t); x) ≥ inf
|u|≤x
D(F, niu; x) ≥
1
2kr
min
{√
log2 x,D(F, 1; x)
}
− Ok(1)
=
1
2kr
D(F, 1; x)− Ok(1),
It follows that D(f0, h1; x)≪k,r 1, and hence the triangle inequality yields
D(1, ni(t1−t); x) ≤ D(f0h1, 1; x) + D(f0h1, n
i(t1−t); x)≪k,r 1.
Arguing as in the proof of Lemma 3.1 it is clear that for x sufficiently large,
D(1, ni(t1−t); x) = log2 x−log |ζ(1+1/ logx+i(t1−t))|+O(1) ≥ log2 x−O
(
1 +
log x
1 + |t1 − t| log x
)
can only be bounded if t1 = t. Similarly, we must take t2 = t.
Now, set F0(n) := f0(n)h1(n) and G0(n) := g0(n)h2(n). Lemmata 2.10 and 2.11 imply
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that for a suitable choice of N (depending only on η, f and g) and a sequence {xj}j,
we get that for large enough j,
|{n ≤ xj : P
−(n(Bn + 1)) > N, |F0(n)− 1| > η}| ≪ ηΦN,B(xj)
|{n ≤ xj : P
−(n(Bn+ 1)) > N, |G0(Bn+ 1)− 1| > η}| ≪ ηΦN,B(xj).
It follows that for all but O(ηΦN,B(xj)) integers n ≤ xj with P
−(n(Bn + 1)) > N ,
we have that F0(n) = 1 + O(η), and G0(Bn + 1) = 1 + O(η), for N sufficiently large.
But since F0 and G0 take discrete values, for these n, F0(n) = G0(n) = 1 when η is
sufficiently small (in terms of k and l). In light of the definition of F0 and G0, this
implies the claim. 
Proposition 3.3. Suppose that f(n)k = nit and g(n)l = nit
′
, for k, l ∈ N and t, t′ ∈ R
and tt′ 6= 0. Then {(f(n), g(n+ 1))} 6= T2 if, and only if, t = λt′ with λ ∈ Q.
Proof. Let f(n) = f0(n)n
it1 and g(n) = g0(n)n
it2 , where fk0 = 1 = g
l
0. As (n + 1)
it2 =
nit2 +o(|t2|/n), it is equivalent to consider when the sequence of pairs (f0(n)n
it1 , g0(n+
1)nit2) is, or is not dense for n sufficiently large.
We first suppose that t/t′ = r1
s1
∈ Q\{0}. In this case, since
(f(n)ks1, g(n+ 1)lr1) = (nis1t, (n+ 1)ir1t′) = {(z, z) ∈ T2} 6= T2,
we have (f(n), g(n+ 1) 6= T2.
Suppose now that t/t′ /∈ Q, and that {(f0(n)n
it1 , g(n + 1)nit2)}n is not dense in T
2.
By Proposition 2.6, we know that f and g must be pseudo-pretentious. Thus, let h1
and h2 be pseudocharacters with conductors q1 and q2 respectively, and t, t
′ ∈ R such
that f is h1n
it-pretentious and g is h2n
it′ -pretentious. From the proof of Lemma 3.2,
it follows that t = t1 and t
′ = t2. Now, replacing n by Bn, where B = 2q1q2, it follows
that
(f0(n)n
it1 , g0(Bn+ 1)n
it2) /∈ Bε(zf(B)B
−it, wB−it
′
).
Set (z′, w′) = (zf(B)B−it, wB−it
′
). Now, according to Lemma 3.2 (applied with η = ε3),
we can choose x sufficiently large (belonging to a prescribed infinite subsequence) and
N suitably large in terms of ε, such that f0(n) = h1(n) and g0(Bn+ 1) = h2(Bn+ 1),
for all but O (ε3ΦN,B(x)) elements n ≤ x with P
−(n(Bn + 1)) > N . Hence, we know
that
(h1(n)n
it1 , h2(Bn+ 1)n
it2) /∈ Bε((z
′, w′))
for all but O(ε3ΦN,B(x)) of those n.
On the other hand by Proposition 2.3 there are ≫ ε
2
kl
ΦN,B(x) on which max{|n
it −
z′|, |nit
′
− w′|} ≤ ε/4 and h1(n) = h2(Bn+ 1) = 1, whence
(h1(n)n
it, h2(Bn + 1)n
it′) = (nit, nit
′
) ∈ Bε/4((z
′, w′)).
This must intersect with the set of n where (f0(n), g0(Bn+ 1)) = (h1(n), h2(Bn+ 1)),
provided that ε is sufficiently small (in terms of k and l alone). This contradicts the
earlier claim, and proves the proposition. 
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4. The Eventually Rational Case
In this section, we prove Proposition 1.5. That is, we assume that f and g are both
eventually rational functions, i.e., for some N sufficiently large there is an m ∈ N such
that for all primes p > N we have f(p)m = 1, and that {f(n)}n and {g(n)}n are both
dense.
Appealing to Proposition 2.6 once again, we may assume that f is h1n
it1-pretentious
and g is h2n
it2-pretentious, k and l are minimal positive integers such that hk1 = χ˜1
and hl2 = χ˜2. As above, we let r and s denote the respective orders of χ˜1 and χ˜2.
To prove Proposition 1.5, we need the following technical result, which extends Lemma
2.12 of [9] (which is the special caseM ′ = 1 andM ′′ = PN :=
∏
p≤N p). In what follows,
for a positive integer n we write rad(n) :=
∏
p|n p to denote the squarefree kernel of n.
Lemma 4.1. Let N > 2q1q2 be a positive integer, and let m,m
′, m′′ be coprime square-
free positive integers such that PN = mm
′m′′, with (m′, 2q1q2) = 1. Let M
′ and M ′′
be integers with rad(M ′) = m′ and rad(M ′′) = m′′ and M ′′ odd, and suppose M is a
multiple of 2q1q2 with rad(M/2q1q2) = m. Then
∑
n≤x
M|n
1n≡−M(M ′)1(n(n+1),M ′′)=11h1(n)=11h2(n+1)=1
n
=

 1
Mφ(M ′)klrs
∏
p|M ′′
(
1−
2
p
)
+ o(1)

 log x.
Proof. The proof of Lemma 4.1 is similar to that of Lemma 2.12 of [9], and we merely
sketch the proof here. If S denotes the LHS above then, as M ,M ′ and M ′′ are coprime,
using orthogonality modulo M ′ gives
S =
1
krls
∑
m≤x/M
mM≡1(M′)
1(m(Mm+1),M ′′)=11h1(mM)=11h2(mM+1)=1
mM
( ∑
0≤a≤kr−1
∑
0≤b≤ls−1
h1(mM)
ah2(mM + 1)
b
)
=
1
krls
∑
χ(M ′)
χ(M)
φ(M ′)
∑
0≤a≤kr−1
h1(M)
a
∑
0≤b≤ls−1
∑
m≤x/M
χ(m)h1(m)
ah2(Mm+ 1)
b1(n,M ′′)=11(Mm+1,M ′′)=1
mM
.
One proceeds as in the proof of Lemma 2.12 in [9] (using Theorem 2.1) to show that
whenever ab 6= 0, the contributions to the full sum are o(log x), irrespective of χ. In
the remaining case a = b = 0, and χ is non-principal modulo M ′, the contribution to
the full sum is o(log x) as well. It thus follows that
S =
1
Mφ(M ′)krls
∑
m≤x/M
1(m,M ′′M ′)=11(Mm+1,M ′′)=1
m
+ o(log x)
=
1
Mφ(M ′)krls
∏
p|M ′′
(
1−
2
p
)
log x+ o(log x),
the main term arising from the coprimality of M and M ′′ provided that x is large
enough in terms of M (using, e.g., the fundamental lemma of the sieve). This proves
the claim. 
Proof of Proposition 1.5. Let N be such that for all p > N , we have f(p)k = g(p)l = 1.
Assume for contradiction that (f(n), g(n+1)) /∈ Bε(z, w), for some ε > 0 and some pair
(z, w) ∈ T2. By Proposition 2.6, we know that D(f, h1n
it; x),D(g, h2n
it′ ; x) ≪ε 1, for
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some h1, h2 completely multiplicative taking values in roots of unity. By multiplying the
characters χ1 and χ2 corresponding to h1 and h2 by the principal character modulo PN ,
we may assume that h1 and h2 are equal to 1 at all of the primes p ≤ N. Furthermore,
as fh1 and gh2 also take values in roots of unity for all but finitely many primes, the
proof of Lemma 3.1 implies that t = t′ = 0.
Now since {f(n)}n and {g(n)}n are dense, and f(p),g(p) take values in a set of bounded
order roots of unity for all but finitely many primes, we know that there is (at least) a
prime p and a prime p′ at which the argument of f(p) = e(α) and g(p′) = e(β), with
α, β /∈ Q. The additional hypothesis of the proposition implies that, in fact, p 6= p′.
With ε > 0 and z, w ∈ T given above, we may apply Kronecker’s theorem (with α and
with β, separately) to get a, b ∈ N such that
‖(f(p)a, g(p′)b)− (zf(2q1q2), w)‖ℓ1 < ε.
Now set B = 2q1q2p
a. Thus, in the remainder of the proof, in order to achieve a
contradiction it will suffice to check that we can find n such that f(n) = f(2q1q2)f(p)
a
and g(nB + 1) = g(p′)b.
Let η > 0 be a parameter to be chosen depending at most on ε, k,r,l and s. By Lemma
2.11, there is a suitable infinite sequence of x (and a possibly larger choice of N) for
which we have f(n) = h1(n) and g(Bn+ 1) = h2(Bn + 1) for all but O(ηΦN,B(x/B))
integers n ≤ x with P−(n(Bn + 1)) > N . Thus, it suffices to show that there are
≫ ε2ΦN,B(x/B) integers n ≤ x with P
−(n(Bn+ 1)) > N that satisfy:
(i) f(nB/(nB, P∞N )) = 1 = g((nB + 1)/(nB + 1, P
∞
N ));
(ii) (p′)b|(nB + 1) but (nB(nB + 1), PN/pp
′) = 2q1q2.
To do this, we shall apply Lemma 4.1. Let m = p, m′ = p′ and m′′ = PN/pp
′, and
set M = B, M ′ = (p′)b and M ′′ = m′′. As f(nB/(nB, P∞N )) = h1(n) and g((Bn +
1)/(Bn + 1, P∞N )) = h2(Bn + 1) for all but O(ε
3ΦN,B(x/B)), Lemma 4.1 implies that
the number of n ≤ x/B with the required properties is
≫
1
B(p′)b−1(p′ − 1)krls
∏
p′′≤N
p′′∤pp′B
(
1−
2
p
)
≫
1
(p′)bkrls
ΦN,B(x/B).
Choosing η = C((p′)bkrls)−1 with a sufficiently small constant C = C(ε) > 0 (noting
that this quantity depends only on ε) implies the claim. 
5. Some Preliminary Cases of Proposition 1.6
In this section, we shall dispose of several special cases of Proposition 1.6. In this
way, we shall be able to reduce our work in proving Proposition 1.6 in Section 6 to
focusing on functions with certain prescribed behaviour.
In this section, we shall assume that either f(p)k = pit or g(p)l = pit
′
for all sufficiently
large primes p. Since the argument in the first case (i.e., with f) is symmetric to that
with g, we shall focus only on the case with f . We consider three subcases of this case,
according to the behaviour of g:
subcase i): we assume that f(p)k = pit for all large primes p, and g is an eventually
rational function (see Lemma 5.1);
subcase ii): we assume that f(p)k = pit only for large primes, and g(p)l = pit
′
, for all
primes p (see Lemma 5.2);
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subcase iii): we assume that f(p)k = pit for all p, and g(p)l = pit
′
only for large p (see
the discussion following the proof of Lemma 5.2).
Lemma 5.1. Suppose there are positive integers N and k and a real t such that for all
p > N , f(p)k = pit. Suppose moreover that g is eventually rational. Then {(f(n), g(n+
1))}n is dense in T
2.
Proof. By choosing N larger if necessary, and replacing k by some multiple of k, we may
assume that g(p)k = 1 for all p > N as well. Now suppose (f(n−1), g(n)) /∈ Bε(z, w) for
n sufficiently large. By Proposition 2.6, f and g are both pseudo-pretentious, and fol-
lowing the argument in the previous section, one can show that f is h1n
it/k-pretentious,
with h1 a pseudo-character with conductor q1, and similarly g is h2-pretentious
9 where
h2 is a pseudocharacter with conductor q2. We may assume that t 6= 0 here, otherwise
f and g are both eventually rational, which is a case dealt with by Proposition 1.5,
proven in the previous section.
Since {g(n)}n is dense, but with rational argument for all but finitely many primes,
there exists a prime p be such that g(p) = e(α) with α /∈ Q. We now fix an even
integer B = 2q1q2p
r, where the exponent r is chosen (via Kronecker’s theorem) such
that g(p)r = g(2q1q2)w + O(ε
2). Now, if m is chosen so that P−(m(Bm− 1)) > N , it
follows that
f(Bm− 1) = f0(Bm− 1)(Bm− 1)
it/k = f0(Bm− 1)B
it/kmit/k +O(ε2)
for m sufficiently large. Thus, it follows that
(26) (f0(Bm− 1)m
it/k, g0(m)) /∈ Bε/2(zB
−it/k, 1)
for all m sufficiently large with P−(m(Bm− 1)) > N .
Now, by Lemma10 3.2, for all but O(ε3ΦN,B(x)) integers m ≤ x (with x chosen from
appropriate infinite increasing sequence and N suitably large) with P−(m(Bm−1)) >
N we have
(f0(Bm− 1), g0(m)) = (h1(Bm− 1), h2(m)).
Moreover, by Lemma 2.3 there are ≫ ε2ΦN,B(x) such integers for which (h1(Bm −
1), h2(m)) = (1, 1), and such that m
it/k = zB−it/k +O(ε2). Hence, it follows that
(f0(Bm− 1)m
it/k, g0(m)) = (h1(Bm− 1)m
it/k, h2(m)) = (zB
−it/k, 1) +O(ε2),
for a positive upper density set of m. But this contradicts (26). The contradiction
implies
{f(n− 1), g(n)}n = {f(n), g(n+ 1)}n = T
2,
as claimed. 
Lemma 5.2. Suppose there are positive integers N, k, l and real numbers t, t′ such that
for all p > N , f(p)k = pit and g(p)l = pit
′
, but for any m ∈ N and any u ∈ R there
is an integer n (necessarily prime) such that f(n)m 6= niu. Then {(f(n), g(n+ 1))} is
dense.
9An application of Lemma 3.1, as in the previous section, implies that gh2, which takes finite roots
of unity as values, is 1-pretentious.
10Strictly speaking, Lemmata 3.2 and 2.3 deal only with the pair of linear forms (n 7→ n, n 7→
Bn+1); however, the same results can be derived with (m 7→ Bm− 1,m 7→ m) with minimal change
to the proofs.
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Proof. If t/t′ /∈ Q then the proof is the same as the corresponding case in the proof of
Proposition 3.3 (which only used data about integers n such that n(Bn + 1) > N for
suitable B).
Conversely, suppose t = at′/b for some a, b ∈ Z, with b 6= 0, and suppose there is an
ε > 0 and a pair (z, w) ∈ T2 such that (f(n), g(n+ 1)) /∈ Bε(z, w) for all n large. We
may assume that tt′ 6= 0, since otherwise f and g are eventually rational, and this was
covered in the previous section. Furthermore, since we may replace k by kb and l by
la, we may assume that t = t′.
By hypothesis, we can choose a prime p0 ≤ N for which f(p0)
k/pit0 is not a root of unity
of any order. Indeed, if every p ≤ N satisfied f(p)k/pit ∈ µm for some m ≥ 1, we could
replace k with km and t with tm so that f(p)km = pitm. Making these replacements
for k and for t iteratively at every prime p ≤ N would imply that f(n)k
′
= niu for all
n, where k′ ∈ N and u ∈ R. This contradicts our initial hypothesis regarding f .
Thus, as per the above paragraph we can choose p0 ≤ N such that f(2p0)(2p0)
−it =
e(α), where α /∈ Q. We may thus choose ℓ such that
(f(2p0)(2p0)
−it)ℓ = e(αℓ) = zw +O(ε2).
Now,11 we pick m with P−(m((2p0)
ℓm + 1)) > N and such that mit = w + O(ε2). By
assumption, it follows that
g((2p0)
ℓm+ 1) = ((2p0)
ℓm+ 1)it = (2p0)
iℓtmit +O(ε2),
for sufficiently large m. Then, setting n = (2p0)
ℓm and assuming that m is sufficiently
large, we have
(f(n), g(n+ 1)) = (f(2p0)
ℓmit, (n+ 1)it) = nit((f(2p0)(2p0)
−it)ℓ, 1) +O(ε2)
= w · (zw, 1) +O(ε2) = (z, w) +O(ε2),
in contradiction to the claim. 
Turning to subcase iii), it remains to consider the case that f(n)k = nit for some
k ∈ N and t ∈ R, and g(p)l = pit
′
for all p > N but such that for each m ∈ N and
u ∈ R there is n ∈ N with g(n)m 6= niu. The argument is symmetric to that given in
subcase ii) (perhaps up to considering the sequence {f(Bn− 1), g(n)}n, for a suitable
choice of B). We leave the details to the interested reader.
6. Proof of Theorem 1.6: The Remaining Cases
In this section, we prove Theorem 1.6, except in the exceptional cases that were
dealt with in the previous section. We will assume here that for all k ∈ N and t ∈ R
there are infinitely many primes p such that f(p)k 6= pit; by symmetry we may assume
that the same holds for the function g.
First, suppose for contradiction that there is an ε > 0 and a point (z, w) ∈ T2 such
that
(f(n), g(n+ 1)) /∈ Bε((z, w)) for all sufficiently large n.
Applying Proposition 2.6, we know that f and g are, respectively, h1n
it- and h2n
it′-
pseudo-pretentious, where the conductors of the pseudocharacters h1 and h2 are q1 and
q2, respectively.
11This can be done, for example, by applying Proposition 2.3 with every pair of values of h1(n)
and h2(Bn+ 1), then combining all of these contributions.
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We need two technical results in order to proceed in the proof of Theorem 1.6. The
first will allow us to simultaneously control the angular distribution of the values of the
irrational function f at prime powers pm, as well as the angular distribution of pimt,
for t ∈ R.
Lemma 6.1. Let f : N → T be completely multiplicative function such that for all
t ∈ R and l ∈ N there are infinitely many primes p such that f(p)l 6= pit. Let z ∈ T,
u ∈ R and δ, η ∈ (0, 1). Let I ⊂ T be the symmetric arc about 1 with length 2δ. Then for
any k,N ∈ N there exists n ∈ N with P−(n) > N and m ∈ N such that the following
holds:
(i) |f(n)m − z| < η,
(ii) nium ∈ I,
(iii) k|m.
Proof. We consider two cases. First, suppose there is a prime p > N for which f(p)
and piu are such that if f(p) = e(α) and piu = e(β) then {1, α, β} are Q-linearly
independent. Equivalently, {1, kα, kβ} is Q-linearly independent. In this case, we can
apply Kronecker’s theorem to find m0 such that
‖(f(p)km0, piukm0)− (z, 1)‖ℓ1 ≤ min{η, δ}
2,
and the claim follows with m = km0 and n = p.
Now, suppose that for all primes p > N we have that f(p) and piu have Q-linearly
dependent arguments. Equivalently, we can find a root of unity ξp such that f(p) = ξpp
iu
for each prime p > N . We consider two subcases of this case.
First, if {ξp}p>N is a set of roots of unity of bounded order, say M , then it follows that
f(p)M ! = piuM ! for all p > N . This contradicts our initial assumption that f(p)k 6= pit
for infinitely many p (with k = M ! and t = uM !).
Next, suppose that {ξp}p>N is such that for anyM ≥ 1 we can find a prime p > N such
that ξp = e(a/b) with b > Mk and (a, b) = 1. Pick M > 2η
−2, and choose p = p(M) in
this way. For g, r ∈ N parameters to be chosen, note that
f(p)k(gb+r) = e(ark/b)pik(gb+r)u.
Writing z = e(γ), we may select 0 ≤ ℓ ≤ b− 1 such that γ ∈ [kℓ/b, k(ℓ+ 1)/b], whence
|γ − kℓ/b| ≤ k/b ≤ 1/M <
1
2
η2.
We will thus pick r such that ar ≡ ℓ(b), so that f(p)k(gb+r) = zpik(gb+r)u.
Now, if u = 0 then we are done, as we can take n = p and m = kr (i.e., with g = 0).
Otherwise, the sequence {pikbug}g is dense in T. Thus, having already chosen r, it
follows that we can pick g such that |pikgbu − p−ikru| ≤ 1
2
min{η2, δ2}. Hence, we get
that
|pik(gb+r)u − 1| = |pikgbu − pikru| ≤ δ2,
|f(p)k(gb+r) − z| ≤ |f(p)k(gb+r) − zpikgbu|+ |z||pikgbu − 1| ≤ η2.
Thus, selecting m = k(gb+ r) and n = p suffices to prove the claim in this case. 
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Lemma 6.2. Let f, g : N→ T be completely multiplicative functions such that {f(n)}n =
{g(n)}n = T, but that {(f(n), g(n+ 1))}n 6= T
2, and furthermore that f satisfies the
hypotheses of Lemma 6.1. Suppose that f and g are, respectively, h1n
it- and h2n
it′-
pretentious, where h1 and h2 are pseudocharacters of conductor q1 and q2, respectively,
and hkr1 = h
ls
2 = 1. Finally, let N,B ≥ 1, with 2q1q2|B, and let u ∈ R and z ∈ T. Then
for any η > 0 sufficiently small (in terms of u) there is a positive upper density subset
Tz = Tz(η) of AN,B,I(h1, h2; 1, 1; u) on which |f(n)− z| < η, where I is the symmetric
arc of length 2η about 1.
In words, the lemma states that we can find a “large” set of integers n satisfying
P−(n(Bn + 1)) > N such that f(n) is close to z, h1(n) = h2(n) = 1, and n
iu ∈ I.
Proof. By Lemma 6.1, choose n0 with P
−(n0) > N and m a multiple of kr such that
f(n0)
m = z+O(η2) and (n0)
imu = 1+O(η2), and set B′ := Bnm0 . Since f is pretentious
to h1(n)n
it, by Lemma 2.11 we can choose x from a suitable infinite sequence (and
N slightly larger if necessary) such that for all but O(η3/(klrsnm0 )ΦN,B′(x)) integers
n ≤ x with P−(n(B′n+ 1)) > N we have f(n) = h1(n)n
it +O(η2). Now, furthermore,
Proposition 2.3 gives
|AN,B′,I,I(h1, h2; 1, 1; t, u) ∩ [1, x/n
m
0 ]| ≫
η2
klrs
ΦN,B′(x/n
m
0 ) ≍
η2
klrsnm0
ΦN,B′(x),
provided that t/u /∈ Q. If, instead, t/u = a/b and a < b and η−1/2 > b/a (without loss
of generality), we can conclude that if nit = 1 +O(η2b/a) then niu = 1 +O(η3/2), and
hence
|AN,B′,I,I(h1, h2; 1, 1; t, u)∩[1, x/n
m
0 ]| ≥ |AN,B,I′(h1, h2; 1, 1; t)∩[1, x/n
m
0 ]| ≫
η2
klrsnm0
ΦN,B′(x),
where I ′ ⊂ I is a symmetric subinterval of length η2 about 1. In either case, we see
that on a positive upper density subset of AN,B′,I,I(h1, h2; 1, 1; t, u), we have
f(n) = h1(n)n
it +O(η2) = 1 +O(η2).
Now, let n ∈ AN,B′,I,I(h1, h2; 1, 1; t, u), and set n
′ := nm0 n. Then h1(n
′) = h1(n0)
mh1(n) =
1, since kr|m and hkr = 1. Furthermore, we have h2(Bn
′ + 1) = h2(B
′n + 1) = 1 by
assumption. Moreover, we get (n′)iu = (nm0 )
iuniu = 1 + O(η2) by our assumptions on
n0 and n, and finally f(n
′) = f(n0)
mf(n) = z +O(η2). It follows upon setting
Tz := {n
′ = nm0 n : n ∈ AN,B′,I,I(h1, h2; 1, 1; t, u)}
that Tz has positive upper density (the same as that of AN,B′,I,I(h1, h2; 1, 1; t, u)), that
Tz ⊆ AN,B,I(h1, h2; 1, 1; u), and that on Tz we have f(n
′) = z+O(η2). This implies the
claim if η is small enough. 
Proof of Theorem 1.6, Part 2. We assume here that f is both irrational, and such that
for each k ∈ N and t ∈ R, there are infinitely many primes p for which f(p)k 6= pit;
we can do this since the other cases where f is irrational were treated in the previous
section.
Now, suppose that {(f(n), g(n+ 1)}n stays outside of an arc of radius ε (in ℓ
1) about
(a, b) ∈ T2. This means that |f(n)− a|+ |g(n+ 1)− b| ≥ ε for all large n. By Proposi-
tion 2.6, there are minimal positive integers k, l, r and s, pseudocharacters h1, h2 with
conductors q1, q2 = Oε(1) taking values in µkr and µls respectively, and t1, t2 ∈ R such
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that D(f, h1n
it1 ; x),D(g, h2n
it2 ; x)≪ε 1.
Let I be a symmetric interval of length ε2 about 1, and let B be an integer of our
choosing, chosen subject only to the constraint that 2q1q2|B. Consider those n ∈
AN,B,I(h1, h2; 1, 1; t1 − t2) =: T . By Proposition 2.3, T has positive upper density.
We have three possible scenarios:
(i) there is a positive upper density subset of T on which |f(Bn) − a| ≥ 3ε
4
and
|g(Bn+ 1)− b| < ε
4
;
(ii) there is a positive upper density subset of T on which |g(Bn + 1)− b| ≥ 3ε
4
and
|f(Bn)− a| < ε
4
;
(iii) except on an upper density zero subset of T we have |f(Bn) − a| ≥ 3ε
4
and
|g(Bn+ 1)− b| ≥ ε
4
.
Consider alternative (iii). It is clearly true that |f(n) − af(B)| ≥ 3ε
4
for all but a
zero upper density subset of N. By Lemma 6.2 (taking u = t1 − t2 and z = af(B) in
the notation there), we can find a positive upper density subset Taf(B) ⊂ T on which
|f(n) − af(B)| < 3ε
4
, contradicting the conditions of case (iii). Thus, (iii) can clearly
not occur.
Suppose next that we are in case (i). Then
|f(Bn)g(Bn+ 1)− ab| ≥ |f(Bn)− a| − |g(Bn+ 1)− b| ≥
ε
2
,
on a subset of positive upper density in T . The same condition occurs in case (ii) as
well (by essentially the same argument).
Now, put F (n) := f(n)h1(n)n
−it1 and G(n) := g(n)h2(n)n
−it2 . We recall that for
n ∈ T , h1(n) = h2(n) = 1 and n
i(t2−t1) = 1 + O(ε2). For each n ∈ T sufficiently large
we have
F (n)G(Bn+ 1) = f(n)g(Bn+ 1)n−it1(Bn+ 1)it2 = f(Bn)g(Bn+ 1) · ni(t2−t1)f(B)Bit2
= f(Bn)g(Bn+ 1) · f(B)Bit2 +O(ε2).
It follows that on some positive upper density subset of T , we have
|F (n)G(Bn+ 1)− baf(B)Bit2 | ≥
ε
3
,
for ε sufficiently small. At this point, we will select B using the following remarks.
First, we are supposing that for any k ∈ N and t ∈ R there is a prime p such that
f(p)k 6= pit. As such, for any M ≥ 1 we can find P sufficiently large in terms of M such
that f(P )P−it2 = e(α) where either α /∈ Q or else α ∈ Q with denominator at least
M . Taking M ≍ ε−2, we can choose r such that αr lies in the same O(ε2)-length arc
of T as the argument of baf(2q1q2). Consequently, with this choice of r we find that
f(P )rP−irt2 = b(2q1q2)
it2af(2q1q2) +O(ε
2).
Finally, we choose B = 2q1q2P
r, and with this choice
f(B)B−it2 = ba+O(ε2).
It then follows that
|F (n)G(Bn+ 1)− 1| ≥
ε
4
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for each n belonging to a positive upper density subset of T .
Now, with N large we select by Szemere´di’s theorem (see [2]) a long arithmetic pro-
gression S ⊂ T ; in particular, |S| → ∞ as x →∞. As in the proof of Theorem 2.1 in
[9], we have that on one hand
1
16
ε2|S ∩ [1, x]| ≤
∑
n≤x
n∈S
|F (n)G(Bn+ 1)− 1|
= 2|S ∩ [1, x]|

1− Re

 1
|S ∩ [1, x]|
∑
n≤x
n∈S
F (n)G(Bn+ 1)



 .
On the other hand, since F and G are both 1-pretentious and N is large enough we
have by Lemma 2.13 of [9] that∑
n≤x
n∈S
F (n)G(Bn+ 1) = |S ∩ [1, x]|
(
1 +O(ε3)
)
,
as x→∞ along a suitable infinite subsequence, and the implicit constant is indepen-
dent of ε. This yields the inequality
1
16
ε2|S ∩ [1, x]| ≪ ε3|S ∩ [1, x]|,
which is patently false when ε is sufficiently small.
Note that we can argue in precisely the same way with the roles of f and g reversed to
conclude that case (ii) cannot occur provided that g(n)l 6= nit
′
for some t′ (looking at
the forms (g(n), f(n−1)) instead). This contradiction completes the proof of Theorem
1.6 in those cases not covered in the previous section. 
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