Abstract-The latest multiview video coding (MVC) standards such as 3D-HEVC and H.264/MVC normally encodes texture and depth videos separately. Significant amount of ratedistortion performance and computational performance are sacrificed due to separate encoding due to the lack of exploitation of joint information. Obviously, separate encoding also creates synchronization issue for 3D scene formation in the decoder. Moreover, the hierarchical frame referencing architecture in the MVC creates random access frame delay. In this paper we develop an encoder and decoder framework where we can encode texture and depth video jointly by forming and encoding 3D cuboid using high dimensional entropy coding. The results from our experiments show that our proposed framework outperforms the 3D-HEVC in ratedistortion performance and reduces the computational time significantly by reducing random access frame delay.
INTRODUCTION
Providing the necessary interactivity in the threedimensional (3D) space to satisfy end-users' desire to observe objects and actions from different viewpoints, a scene is captured as a normal RGB video (i.e., texture video) and a depth video (consists of relative distance of scene content from the camera) by multiple cameras with different angles. To generate a 3D scene we need texture video as well as depth video of a number of viewing angles. Obviously using more texture and depth videos in 3D scene formation provides more realistic 3D scene. Considering the significant overlapping of the views and, more importantly, the availability of a rich set of relations on the geometric properties of a pair of views from camera properties, known as the epipolar geometry, joint encoding/decoding of views can achieve significant compression by exploiting inter-view correlation, in addition to the traditional intra-view correlation. According to earlier studies, the H.264/MVC [1] - [3] introduces a frame referencing mechanism among the texture views (S) and the temporal (T) images. In the multiview video coding (MVC) reference architecture, the hierarchical B-picture prediction format [4] is applied for both the intra-view and the inter-view. This approach encodes the current frame by exploiting the redundancies from the neighbouring encoded texture frames as references from both the inter-view and the intra-view. Research shows that for inter-view coding path is currently selected for only 10-30% of blocks [22] , although their inter-view spatial overlapping area is more than 90% [4] . More recently, 3D-HEVC [22] provides a conceptual framework for joint texture and depth video encoding to exploit not only inter and intra-view texture video redundancy but also texturedepth video inter-relationship. Although, a number of techniques, for example [23] , are proposed to encode texture and depth videos jointly, a standard frame-referencing framework for join-encoding is not recommended yet for 3D-HEVC. An example of jointly encoding block diagram is shown in Fig. 1 [24] . The basic structure of the 3D-HEVC video codec is similar as for H.264/MVC, all video pictures and depth maps that represent the video scene at the same time instant build an access unit and the access units of the input texture and depth signals are coded consecutively. Inside an access unit, the video picture of the so-called independent view is transmitted first directly followed by the associated depth map. Fig. 2 shows depicts the recommended frame prediction architecture by the H.264/MVC standard for texture video coding where five views are used with group of picture (GOP) size of eight. As indicated by this architecture, a frame can use up to 4 reference frames from the inter-view and the intra-views. Under this technique, to decode a current frame, we need to decode a set of frames earlier, which introduces the random access frame delay (RAFD) problem and restricts the interactivity. The RAFD is a measured indicates the maximum number of frames that requires decoding to gain access to a B-frame in the structure. The random access delay for the topmost hierarchical order can be defined as:
, where Mmax is denoted as the highest order and N indicates the number of views [3] . As an example, to gain access to a B-frame in the 4th order (b4-frames shown in Fig. 2) , we need to first decode 18 frames. The RAFD problem poses challenges for some applications e.g., real-time communication in an interactive manner may not be practical by applying the existing prediction architecture. Moreover, when we use joint texture and depth coding, using the above mentioned hierarchical-frame referencing, we introduce more RAFD for decoding. The basic foundation of video codec of 3D-HEVC is HEVC which provides 50% better compression with respect to the H.264/AVC for the same perceptual video quality using 4 times more computational time [25] - [26] to encode a single video. A 3D-HEVC video coder requires huge computational time as it needs to encode multiple texture and depth videos in the same time. Thus, reducing computational time by keeping the same rate-distortion (RD) performance is always a welcome issue especially for low-powered devices.
In this study we propose a novel cuboid data compression technique for joint texture and depth video coding to improve the rate-distortion performance by reducing RAFD problem and computational time. Moreover, a joint encoding framework reduces the synchronization issue between texture and depth videos for 3D scene formation. In our proposed technique, we form a 3D frame using the texture and depth frames from the same temporal slice (i.e., ith) of a number of views. The 3D motion estimation (ME) is then conducted for the current 3D coding unit (CU) using the immediate predecessor as a reference frame. The predecessor is developed by using the (i-1)th frame of a set of views. Then, 3D zigzag scan, 3D quantization, and 3D coding have been used for better compression. Since the intra-view images show higher correlations among them compared to the interview images, our proposed cuboid technique maintains comparable RD performance, but achieves significant reduction in the overall computational time and the RAFD problem compared to 3D-HEVC, thus enabling more interactive communications in real-time mode.
In recent studies dynamic backgrounds are used in video coding techniques [4] , [7] - [8] . Paul et al. [4] , [7] utilised the concept of the most common frame in a scene (McFIS) applying the Gaussian mixture [9] - [11] based dynamic background modelling for video coding. The McFIS is considered as an additional reference frame while encoding the present frame. The motion aspects of the present frame is assumed to be referenced from the immediate predecessor frame and from the use of the static background. McFIS is used as reference for the uncovered background aspect. The final reference is detected using the Lagrangian multiplier at block and sub-block levels [6] . In this paper, we also propose another technique known as Cuboid-McFIS. In this technique an additional 3D reference matrix is developed which includes McFISes from a number of views which is then used for 3D motion estimation. Results from our experiments show that our proposed Cuboid technique provides comparable RD performance and significantly reduces computational time along with reducing the RAFD problem as compared to the 3D-HEVC. Moreover, the proposed Cuboid-McFIS technique outperforms the 3D-HEVC by improving RD performance and reducing computational time and RAFD problem.
II. PROPOSED JOINT CODING FOR CUBOID FRAMEWORK
Multiview capturing systems are expected to deliver high quality interactivity in the 3D space so that the end users can view quality video contents from different angles and depths. Current MVC technologies do not have sufficient support for interactivity, computational time and RD performance. Literature suggests that texture and depth motion for a CU may vary [19] - [20] . We assume that at finer level (block and sub-block) the texture and depth motion may vary however due to the fact the motion belongs to the same object there will be similarity between the texture and depth motion. In this study we exploit these similarities to achieve better coding performance by the proposed joint coding scheme. If we intend to encode texture and depth separately we need to use two separate coders with the traditional 3D-HEVC or H.264/MVC frame-referencing architecture (see Fig. 1 or Fig. 2 ) or somehow we need to combine both texture and depth videos in the architecture. However, with our joint coding approach using the cuboid architecture we can achieve this with a single coder.
After formation of 3D frames, we estimate motion for the current 3D CU using the variable size blocks (e.g., 32×32×8, 32×16×8, 16×16×8, 16×8×8, 8×16×8, 8×8×8, etc. where last dimension is for the number of views) using the previous 3D reference frame. Then, we encode 3D CU using 3D coding. Details are described in the sub-sections.
A. Forming 3D Frames
About 70~90% references in the 3D-HEVC or H.264/MVC scheme are coming from intra-view [22] . We can achieve better interactivity and computational time that enhance the scope of the MVC by using 3D formation and 3D ME and sacrificing some RD performance. We can form 3D frame in different ways. In this paper achieve this by stacking the same temporal positioned texture and depth frames of a number of views. Paul et al. [12] - [14] first saw the benefit of 3D ME using the first approach of 3D formation. Fig. 3 shows the 3D formation technique using ntexture views and n-depth views in the proposed cuboid data compression architecture. 
B. 3D Motion Estimation
In the proposed joint texture and depth coding technique, we form a 3D frame comprising ith frames (texture and depth) of a number of views. ME can be carried out for a 3D CU and its sub-blocking where the reference 3D frame is developed with the immediate predecessor (i.e., i-1th) frames of the same number of views. We do not utilise the interview redundancy explicitly in our proposed 3D ME technique, for following reasons: (a) the correlation among the intra-view images is found to be higher than that of among the inter-view images [1] - [3] , (b) to eliminate the RAFD issues, and (c) to minimize the time for computation. Our proposed technique requires just one ME as opposed to multiple ME required for each reference frame (e.g., b4 frame of view S3 at T3 in Fig. 2 requires 4 separate ME utilising 4 reference frames),. The proposed technique is capable of reducing a large amount of computational time as it does not require any disparity estimation and ME for multiple reference frames during actual coding process. The proposed method has reduced RAFD problem as all frames of a number of views in the same temporal position are encoded at the same time which is an additional benefit of the proposed technique.
C. 3D Coding
Research suggest the possibility of achieving huge computational by transform coding (without ME) compared to the ME-compensation-transform coding while a 3D-block is formed with temporal images and 3D-DCT [17] is applied on 3D-block [15] [16] . As the proposed technique forms the 3D-CU utilises the frames from the same temporal slice of a number of different views and the ME for each frame uses the reference frame of the same view, we can exploit almost all intra-view temporal redundancy. Moreover, relation motion of different views also guide each other to provide average motion vector of 3D block. Applying 3D-DCT can concentrate the image energy in the upper-top-left areas in 3D-block more perfectively compared to multiple 2D-DCT so that 3D zigzag [18] scanning has been applied. For zigzag (i.e., conversion of 3D matrix to 1D vector) we have applied reshape Matlab function which rearranges the elements in column wise. Further investigation is needed to find optimal zigzag scan order. After 3D-DCT, the distributions of a majority of the significant AC coefficients can be modelled by the Gamma distribution and the distribution of the DC coefficient can be approximated by a Gaussian distribution in most cases. This knowledge can enable the design of optimal quantization values for 3D-DCT coefficients that produce minimum distortion and thus achieve close to optimal compression efficiency [16] . The proposed technique uses following quantization ( )
where q(k) is the quantization value at position k , Q is the quantization parameter, and the value of p should be 0 to 1 where '0' provides same quantization for all coefficients and '1' provides coarse quantization for high frequency components. In our implementation we have used 0.5. As the full list of CAVLC/CABAC codes are not available for 3D DCT coefficient, we have generated VLC codes by dividing all coefficients into allowable number of coefficients by HEVC.
III. PROPOSED CUBOID-MCFIS CODING FRAMEWORK
Despite the proposed technique successfully addresses three identified limitations of standard method including computational time, frame delay, and texture-depth synchronization for 3D scene formation, in its current form could not outperform the 3D-HEVC in RD performance in most videos. Particularly it underperforms slightly for motion-active multiview video sequences because we do not fully exploit inter-view redundancy which contributes around 15% references. In the proposed cuboid-McFIS scheme, we generate a McFIS for each view and forms 3D-McFIS in the similar fashion of the cuboid architecture and use it as an additional reference frame for ME and compensation. The 3D-McFIS is used as a reference areas for the normal static areas and uncovered static areas. The McFIS is formed using the Gaussian Mixture modelling. As the McFIS is used for the static areas, we may use relatively small motion search compared to the other reference frame to reduce the computational time.
IV. EXPERIMENTAL RESULTS
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