Introduction
During the last decades an increased interest in air quality models has been found. Historically, air quality models have been developed in the 1960s and 1970s, based on a very simplified solution of the Eulerian transport equation. The simplified differential transport equation had an analytical solution and therefore the results were obtained rapidly. Nowadays, these type of models (Gaussian) are applied with computer times very much reduced in comparison to the 1960s and 1970s operational models. These models have become quite complex by parametrizing new and more sophisticated problems such as buildings, very complex terrain, etc. However, because of the extraordinary advance of computer power, during the 1980s, a new generation of three-dimensional models started to be developed. During the 1970s the mathematical basis for solving the Navier-Stokes equations for air fluids were considerably improved by applying sophisticated numerical techniques. This made it possible to treat three-dimensional models in the field of air dynamics. At the end of the 1980s the first models for mesoscale areas started to appear, MM5 , MEMO, RAMS, etc. (Pielke, 1984; Flassak and Moussiopoulos, 1987; Grell et al., 1994) . These models offer detailed diagnostic and prognostic patterns of the wind, temperature and humidity ± in addition to the pressure, vorticity, turbulent fluxes, etc. ± in a three-dimensional mesoscale domain. The Gaussian approach was appropriate for point or lineal sources in a very local domain (5-10km) but the rigid meteorological conditions and the difficulties of having online information to be incorporated into the model made it almost impossible to apply these models to regional domains (20-500km).
These three-dimensional mesoscale meteorological models required important computer resources for running the simulations since the fundamental basis continued to be the numerical analysis so that the grid approach required substantial memory demands. The first generation of these models was based on the hydrostatic approach, but nowadays these models are run under the non-hydrostatic mode, which takes into account the full effects of the topography and land use types. The specific humidity is considered as a scalar quantity so that the different gases which are present in the atmosphere are transported following the physical and dynamical laws which are incorporated in the fundamental NavierStokes system of partial differential equations. This means that the atmospheric pollutants are transported in a similar way to the specific humidity.
Parallel to the meteorological development of the mesoscale models, atmospheric chemical models were also developed to take into account the chemical reactions for those pollutants, which were transported by using the advanced three-dimensional models. The chemical reaction schemes were developed for atmospheric gases as a first stage. The CBM-IV is published by Gery et al. (1989) .
The current issue and full text archive of this journal is available at http://www.emerald-library.com
Unfortunately reproduction of some figures in this article presented problems of clarity. However, they have been included as a demonstration of data presentation as described in the article.
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Abstract
Mesoscale air quality models are an important tool to forecast and analyse the air quality in regional and urban areas. In recent years an increased interest has been shown by decision makers in these types of software tools. The complexity of such a model has grown exponentially with the increase of computer power. Nowadays, medium workstations can run operational versions of these modelling systems successfully. Presents a complex mesoscale air quality model which has been installed in the Environmental Office of the Madrid community (Spain) in order to forecast accurately the ozone, nitrogen dioxide and sulphur dioxide air concentrations in a 3D domain centred on Madrid city. Describes the challenging scientific matters to be solved in order to develop an operational version of the atmospheric mesoscale numerical pollution model for urban and regional areas (ANA). Some encouraging results have been achieved in the attempts to improve the accuracy of the predictions made by the version already installed.
This mechanism incorporates more than 200 chemical reactions and more than 80 species. A simplified version is also published, with 78 chemical reactions and 38 chemical species. Secondary pollutants started to appear as quite important from the environmental standpoint, such as ozone, PAN, etc. The strong non-linear relation between ozone concentrations and primary pollutant emission rates started to appear as an important result of applying such a complex modelling system. The simulations were performed in offline mode, which means that the chemical models read the meteorological outputs from the non-hydrostatic mesoscale models for a specific episode. The chemical models used incorporated their own advection and diffusion parts so that a full Eulerian transport model was included in the so-called chemistry model.
A very important module of these diagnostic and prognostic environmental models is the emission model. Emission inventories started to be compiled at the end of the 1970s in the USA and in the middle of the 1980s, the European Union initiated structured programs to compile this information by developing European emission factors which appeared to be, in some cases, quite different from the US emission factors because of the different composition of fuels, building materials, etc. Also, at the beginning of the 1980s, the first biogenic emissions inventories were prepared for California and, by using quite a coarse grid, for the whole of the USA. European research programs which focused on the biogenic emission inventories were started much later (beginning in the 1990s). Again differences in forest composition, species and land use planning strategies between the USA and Europe make it difficult to generalise the results from a few different field experiments. In any case, emission inventories are becoming a key issue for the environmental models, since their uncertainty seems to be quite important when comparing them to the meteorological-chemical models.
At the beginning of 1990s, the modelling systems were extended and different environmental laboratories in the world started to perform simulations for different episodes in their regional areas. However, the environmental modelling systems run on powerful workstations or supercomputers and the main interest is to achieve an accurate prediction of air concentrations of different pollutants (when comparing with monitoring data). These modelling systems were running in research laboratories or universities. During the last two to three years, a growing interest from the environmental authorities in using these tools to gain a better knowledge of the air concentrations in their regions has been observed. The interest of these users is found to be, initially, in the forecasting capabilities of such a tool. However, the complexity of these modelling systems made it very difficult to run the modelling systems quickly enough to take advantage of these forecasting capabilities unless a specific design was made.
This paper deals with the EMMA tool (San Jose Â et al., 1997b) . This is an operational version of the research model ANA (San Jose Â et al., 1994 Jose Â et al., , 1996 , which was developed previously. EMMA is a European Union DGXIII project, which deals with the development, test and validation of innovative telematics systems for monitoring and forecasting of air pollution in urban areas.
The operational modelling system EMMA
The Atmospheric mesoscale Numerical pollution model for regional and urban Areas (ANA) model is composed of several different modules see (Figure 1 ). The chemical module CHEMA is a numerical solver for atmospheric chemical reactions based on the SMVGEAR method (Jacobson and Turco, 1994 ). The deposition model DEPO (San Jose Â et al., 1997a) incorporates the dry deposition parametrization proposed in Wesely (1989) . The REMO model generates offline the land use types for ANA from the Landsat-V satellite. The chemical module and the meteorological modules are connected online. Finally, the EMIMA model generates the emission data off-line for the ANA simulation. EMIMA is mainly designed for the Madrid area. However, an EMIMA version that can be applied over domains other than Madrid is under development.
EMMA is developed under the telematics programme of the European Union DGXIII environmental programme. Telematics components including multimedia products and services, are extensively used in the project. The Madrid EMMA application and particularly the EMMA software, which has been built to communicate the user and the mathematical models included in this application was built using Tcl/Tk language, which is an interpreter, and a toolkit under the UNIX environment. This application has a user-friendly interface to allow operators in the authorities' environmental offices to manage the application.
EMMA was designed to allow forecasting of 24-48 hours by using the initial meteorological and air pollution network information which is available in the specific site format. The simulation is designed to run during five days ± when non-weekend days are involved ± and seven days when weekend days are included. During the first 24 hours the simulation makes use of meteorological and air pollution network information of the specific site. In the case of Madrid, a meteorological vertical sounding every 12 hours and surface air concentration from the Madrid air pollution network is available. After the first 24 hours the model continues to run up to 120 hours in pure prognostic mode. This is clearly shown in Figure 2 .
The Tcl/Tk software packages are used to build the interface. Tcl is a simple scripting language for controlling and extending applications; its name stands for``tool command language''. Tcl provides generic programming facilities, such as variables and loops and procedures that are used for a variety of applications. Its interpreter is a library of C procedures that can easily be incorporated into applications, and the core Tcl features can be extended with additional commands when this is needed. One of the most useful extensions for Tcl is Tk, which is a toolkit for the X Window System. The combination of Tcl and Tk: 1 provides a rapid development; 2 makes the system easy for applications with powerful scripting languages; 3 makes an excellent``glue language''; and finally 4 is very convenient for the user.
All these characteristics justify the choice of Tcl/Tk as the software package for building the user interface with the mathematical modelling system. Figure 3 shows how the different menus are presented to the operator.
Nesting capabilities
The EMMA application is intended to be applied by operators using medium workstations. The difficulties in applying the ANA model came from the use of a high spatial resolution over a large domain. The domain was 80km 6 100km and the standard spatial resolution during ANA simulations was 2km. However, an average IBM/RISC/6000/3CT takes 16-20 days on a standard five-day episode over the Madrid area. The intended use of the operational version of ANA (EMMA) should be able to ensure fast forecasts. This implies that the average computer time should be no higher than 16-20 hours (quasi-overnight running time). The nesting capabilities of the meteorological models are used to fulfil the city domain requirements. Figure 4 shows the Madrid EMMA domain with the nested domain which includes the Madrid metropolitan area. The mother domain has a 10km grid resolution and the city domain has a 1km grid spatial resolution. The classical relation of 1:3 between nested and mother domain is violated, but the results show that the model performs properly (although the city version is not yet implemented in operative mode). Figure 5 shows that the VIS-EMMA interface is able to represent detailed 1km surface air concentrations for different times of the simulation. A recent version of the tool incorporates a more accurate Madrid map and a 5km full domain gridsize. Figure 6 shows this domain and a 10km 6 10km cell on the Madrid domain.
Discussion of results
The EMMA tool is able to visualize the surface air concentrations for each pollutant every hour. Figure 7a shows the NO surface concentrations at 6, 12, 18 and 24 hours of day three of simulation. Figure 7b shows the O 3 surface concentrations at 9, 12, 15 and 18 hours for 31 August 1998. Figure 8 shows comparison between observed ozone concentrations at station Alcala de Henares and predicted air concentrations for 120 hours simulation time starting on 31 August 1998. It is observed that the O 3 concentrations were kept quite high during the night of 31 August 1998 ± an important number of holidaymakers were returning to Madrid city. The
Figure 3
Ozone surface concentration patterns as seen by the operator using the EMMA user-friendly interface, VIS-EMMA station is located in the east area of Madrid community and in the surrounding area of Madrid city. The ozone ± which has been produced in the centre of the city because of intense traffic ± is transported and deposited in the surrounding areas. The results show that the comparison between observed and predicted values is generally quite good. Many different tests and simulations have been carried out in recent years.
From our experience, the following key aspects can be discussed in order to improve the accuracy of the predictions: 1 The initial concentrations of the chemical model are based on the average 0h00 concentrations of NOx and SO2. The ozone initial concentration is set as 24-hour average of the first 24 hours of simulation (because during this period we have observed data) and this value is averaged 
Figure 7a
Surface NO concentration patterns for 06.00, 12.00, 18.00 and 24.00 hours on simulation day three, on 4 October 1998, starting time simulation run Figure 6 10 6 10km cell domain in the 80 6 100km mother domain (5km grid size)
[ 263 ] with the total number of ozone monitoring stations in the area. The sensitivity to this value is very high. Domains with areas smaller than 100km are much more sensitive to this initial value, particularly for ozone. Inhomogeneous distribution of initial ozone concentrations is expected to improve the accuracy of predictions: however, the vertical ozone data are expensive to obtain. 2 The nesting domain predicted that surface air concentrations would compare quite well with observations. This is especially true at night, when ozone concentrations are poorly predicted if only the mother domain is used. This fact justifies the use of nesting. In addition, the quality of the deposition model is found to be also quite important in the efforts to predict the night time surface air concentrations properly. 3 An important improvement is found when vertical meteorological soundings from global spectral meteorological models (AVN/MRF) are incorporated into the model (this is the subject of our next paper) in the simulation period. Important improvement has been found when four or more vertical meteorological soundings are incorporated every six hours during the simulation time. Since AVN/MRF data are available every 6-12 hours up to 12 days, the simulation time can be extended up to 288 hours with a level of accuracy which is dependent on the quality of the vertical meteorological soundings. The vertical meteorological soundings can be automatically incorporated in the new version of the model, which is using JAVA/TCL/TK tools. 4 The actual version of the EMMA model is not implementing a condensation scheme ± although we are currently implementing the model MADE from Ford Co. and University of Ko È ln (Germany) for aerosol description and the CONDEN model from Stanford University (USA), for condensation processes ± although cloudiness can be incorporated as an initial parameter at different time steps during the simulation period from the beginning of the simulation. This information can also be obtained from AVN/MRF vertical soundings and meteograms at different levels. In order to exploit fully these capabilities, it is essential to incorporate
Figure 7b
Surface O 3 concentration patterns for 09.00, 12.00, 15.00 and 18.00 hours on simulation day three, 31 August 1998, starting time simulation run the JAVA and tcl/tk tools into the EMMA visualization interface because of the amount of information to be downloaded from the World Wide Web accurately. 5 The model shows medium sensitivity to initial VOC values. Since no VOC values are currently available on a routine basis in the Madrid community monitoring station network, these data are now being prescribed. However, in future, we should encourage the use of VOC monitoring data to initialize mesoscale air quality models. 6 The lack of scientific information on canopy resistances of many different gaseous species leads to a poor parametrization of the deposition processes. The accuracy of the deposition parametrization has a strong impact on the accuracy of night-time air concentration predictions. 7 Figure 8 shows a detailed 10km 6 10km cell for NOx surface air concentrations on the south-west Madrid domain. The data are obtained when applying a Gaussian model ± ISCT3 from EPA0 ± for each 6m segment in the different roads of the cell by considering a vehicle distribution obtained after running a traffic model (EMME/2). The adequate combination of Gaussian modelling with mesoscale air quality modelling can provide a powerful tool to analyze the impact of specific emitters (traffic and industrial source points). In our example, the number of Gaussian models which are run is higher than 2,000 for the specific time of this simulation. The EMMA tool provides the input meteorological conditions. The isolines of the concentrations are produced by the emissions from the sources inside the cell only and, in our case, only by traffic emitters.
Conclusions
A powerful and accurate prognostic urban and regional air concentrations application (EMMA) has been developed. It is based on the previously developed ANA research code. EMMA shows that it is possible to develop and use medium computer platforms interfaces which are friendly to the user and which can be applied by environmental authorities, local environmental administrations and policy makers. This has been obtained by applying a nesting submodel hierarchy (EMMAR and EMMAU) which allows us to achieve a high spatial resolution over a city domain. The EMMA model has been applied successfully over the Madrid community and was run in a preoperational mode during July-November 1998. A version of EMMA is already installed in the Principado de Asturias Spanish community (located in the north of Spain) with a nested capability focusing in a smaller Asturias area. Future improvements should be made in order to improve the quality of the predictions by using boundary or vertical meteorological information provided by continental or global meteorological and air chemistry models. Another version of EMMA, based on the World Wide Web possibilities by using JAVA languages, is now under development.
