Abstract. The mammalian brain is an extraordinary object: its networks give rise to our conscious experiences as well as to the generation of adaptive behavior for the organism within its environment. Progress in understanding the structure, dynamics and function of the brain faces many challenges. Biological neural networks change over time, their detailed structure is difficult to elucidate, and they are highly heterogeneous both in their neuronal units and synaptic connections. In facing these challenges, graphtheoretic and information-theoretic approaches have yielded a number of useful insights and promise many more.
Introduction
The human cerebral cortex contains a network consisting of approximately 30 billion neurons and about 1x10 15 connections. The state of each neuron varies in complex ways over time, and neurons are diverse in their intrinsic properties and in the number of connections they make. Moreover, the structure of the brain continuously changes as a result of ongoing interactions among neural substrates, neural activity, and the embodied action of the organism within an environment [1] [2] [3] .
The aim of this chapter is to describe some recent developments in understanding structural, dynamical and functional aspects of neural networks from the perspective of network theory. We focus our analysis on vertebrate cortical networks (the cortex is the heavily folded outer layer of the brain). Given this focus, our coverage is not intended to be comprehensive, and we present a mixture of previous results and new modeling data.
The structure of a neural network is reflected by the set of synaptic connections among neurons at a given time. These synapses have different strengths (weights) which may vary over time as a result of plasticity processes. Dynamics here refers to the neural firing patterns that a neural network supports. This is the level of effective connectivity in the brain [4] , and there is now substantial evidence that cognitive and perceptual states are closely related to dynamical patterns of neural activity [5] [6] [7] . Finally, we use the term 'function' to refer to the role of these firing patterns within the context of a larger system [8] , in this case the generation of adaptive behavior for the organism within its environment.
Structural and neuroanatomical analyses are most directly related to current network theory. Representing neural networks as directed graphs allows the ap-plication of a broad range of analytical tools from graph theory and statistical cluster analysis [9] [10] [11] [12] [13] [14] . At present, much less is known about the detailed connectivity of the vertebrate cortex in comparison to artificial networks such as the internet (see, for example, [15] ). However, the topology of biological neural networks can be described at many different spatial scales, and graph-theoretic analysis at the level of interconnected brain regions has revealed distinctive features of structural organization including so-called 'small-world' characteristics [16] .
Network structure is particularly important inasmuch as it provides a substrate for dynamic processes [17, 18] . Most dynamical data recorded from neural tissue consist of sequences of discrete action potentials -or 'spikes' -with varying inter-spike-intervals, and there is increasing evidence that precise spike timing is significant for normal neural operations [19, 20] . Statistical information theory provides a very general means of characterizing these dynamics, and while there is a growing literature concerning the measurement of the information content of single neural spike trains [21] [22] [23] [24] , we focus here on the dynamics generated by networks of neuronal elements. We describe several informationtheoretic measures appropriate for this task, including entropy, 'integration' and 'neural complexity' [25, 14] . Theoretical models show that networks optimized to generate each kind of dynamics possess distinctive structural motifs [14] . Of particular interest is neural complexity [25] , which is maximized for networks that show an even balance between dynamical segregation and dynamical integration. Networks that generate high complexity contain dense local clusters that are linked by reciprocal bridges. Intriguingly, cortical connection matrices have very similar structural properties, suggesting that they may be near-optimal for generating complex dynamics [14] .
To be useful, a network-theoretic approach to neuroscience must take function into account. Since biological neural networks are embodied in organisms which are themselves embedded within environments, the most general function of a biological neural network is to generate action for the organism that is adaptive within the current environment. It has been suggested [14] that adaptation to rich sensory environments and motor demands may require complex neural dynamics. In this chapter we describe results that support this hypothesis, based on a model of target fixation by a simulated agent that is controlled by an artificial neural network [26] .
While neuroscience has its specific explanatory targets and sources of data, the problem of understanding interactions among network structure, dynamics, and function is a very general one. Some aspects of the analyses presented in this chapter will prove useful for elucidating these interactions in network systems of many different kinds.
Structure
The anatomical or structural connectivity of a neuronal system is determined by the network of connections linking its elements at a given time. This network can be described at a variety of spatial scales, from synaptic connections among individual neurons, to fiber bundles linking local neuronal groups, to the massively parallel pathways connecting distributed areas of the brain.
In the vertebrate (and especially the human) cortex, global connectivity patterns at the level of individual neurons remain largely unknown [27] . Most recent analyses of brain connectivity have made use of datasets such as those describing connectivity at the level of segregated brain regions in the macaque monkey visual cortex [28, 29] and the cat cortex [30, 31] . While these datasets have proven very useful, they are far from complete. Recent efforts to combine results across many anatomical studies are improving this situation and have resulted in the development of online databases with increasingly detailed connectivity information [32] . For example, as of December 5, 2003 the CoCoMac database (accessible at www.cocomac.org) contained details of 33,850 connections among 6,466 distinct sites in the macaque brain [33] . Future analyses using this database, and others like it, may reveal many presently unknown features of neuroanatomical organization.
Graph Theoretic Analysis
Neural networks can be described as directed graphs (digraphs) G NK with N vertices (nodes) and K edges. The connection matrix C ij (G) of G contains elements c ij holding the connection strength between node j (source) and node i (target). If no information is available about relative connection strengths, as is often the case, then C ij (G) is written as a binary matrix, with entries 1 (connection present) and 0 (connection not present). Paths within G NK refer to any ordered sequence of distinct nodes linking a source j to a target i with the condition that no node is visited more than once, unless i = j, in which case the path is a cycle.
Given G NK and the corresponding C ij (G) matrix, many standard tools of graph theory can be applied to yield insights into the structure of a neural network system [9] [10] [11] [12] [13] [14] .
The average connectivity of a digraph is the total number of connections present divided by the total number of connections possible. For the human cerebral cortex, this value appears to be very small, perhaps as low as 9.7 x 10 −7 [34] . However, most synapses in the brain are between neurons that share the same local neighborhood, so that locally defined average connectivity values are much higher. For example, Nicoll and Blakemore estimate that neurons located within 300µm of each other in rat visual cortex are connected with a probability of 0.09 [35] . Average connectivity also increases at larger spatial scales; at the level of cortical areas, connection densities may be as high as 0.36 [28] .
Average connectivity by itself does not give much insight into the structural organization of the brain. More useful are local measures such as the 'matching index' which gives the proportion of connections shared by two nodes i and j, normalized by the total number of connections belonging to both nodes [36] . A high matching index between two nodes suggests a possible functional overlap. For example, primate cortical areas FST and MSTd have a matching index of 0.71 [12] , and electrophysiological studies indicate that cells in these areas do indeed have similar response properties [37] .
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Another useful local measure is the cluster index f clust , which is defined for a node i as the number of connections present among i and its immediate neighbors divided by the maximal number of connections possible among this subset [16] . The (global) cluster index for a graph G is the mean of f clust for all nodes. A high global cluster index indicates a 'cliquish' graph in which neighboring nodes connect mainly among each other. Since most synaptic connections are made locally, neural networks may be expected to have high cluster indices, and indeed the macaque visual cortex has a cluster index f clust = 0.57, much higher than the value for a randomly connected network with equivalent N and K (f clust 0.36) [12] .
The cluster index f clust is often measured in conjunction with the 'characteristic path length' of a graph, l path , which is a measure of the mean separation between any two nodes [16] . Formally, l path (G) is the global average of the distance matrix D ij (G) whose elements d ij hold the shortest path between nodes j and i. Highly clustered networks usually have high values for l path , whereas random networks have low f clust and low l path . In a widely cited paper, Watts & Strogatz [16] identified a class of networks which combine high clustering with short characteristic path lengths; these 'small-world' networks consist mainly of local connections with a small proportion of randomly rewired edges. Smallworld characteristics are present in networks of many different kinds [16, 39] , and analysis of cortical connection matrices also reveals high cluster indices in combination with comparatively short path lengths [14, 12] ; for example, the macaque visual cortex has f clust = 0.57 (see above) and l path = 1.64 (l path for an equivalent random network 1.60).
'Scale-free' networks have the property that the probability P (k) that a node connects to k other nodes follows a power law, i.e. P (k) = k −γ , where typically 2 < γ < 3. Such power-law degree distributions contrast with randomly connected networks which have Poissonian distributions with a characteristic average degree [40] . As with small-world networks, scale-free characteristics have been found in a wide variety of networks, including the internet, the world-wide web, and biological systems such as metabolic reaction networks [41, 42] . As yet, however, no data have been found to indicate the existence of scale-free networks in the brain [12] , although of course this does not rule out their discovery in the future.
It has been suggested that a distinctive feature of neurobiological structure and dynamics is reentry; the ongoing recurrent exchange of signals along massively parallel reciprocal pathways among neural areas [43] [44] [45] [46] [47] . The possibility of reentrant activity in a network can be estimated to a first approximation by the fraction of reciprocal connectivity among areas, i.e. the relative abundance of cycles of length two. This quantity, designated as f recip , is high for most cortical connection matrices [14] . For example, the macaque visual cortex has f recip = 0.77, a fraction much higher than the expected value of 0.3 for equivalent random networks [28, 12] .
A more general measure of reentry is provided by the quantity p cyc (q), which captures the relative abundance of cycles of length q in a network (note that p cyc (2) is equivalent to f recip ) [14] . Both macaque visual cortex and cat cortex have values for p cyc (q), for cycles of lengths up to at least q = 5, that are significantly above those obtained for equivalent random networks [14] .
Optimal Wiring
None of the measures presented so far take into account the physical separations among neurons. Yet biological neural networks exist within the three-dimensional confines of the skull. Moreover, neural material is metabolically expensive, both to develop and to sustain in operation. These considerations have led some researchers to propose that neuroanatomical structure is arranged in such a way as to minimize the total wiring length among neural structures [48] [49] [50] [51] .
While some evidence exists in support of these ideas from studies of invertebrate nervous systems [49] , analyses of cortical connection matrices are less convincing. Both the macaque visual cortex and the cat cortex have minimal wiring lengths that are significantly shorter than those of equivalent random networks; however there exist many other networks with equivalent N and K that have even shorter wiring lengths [14] . In any case, it seems improbable that the sole selection pressure during brain evolution was minimization of wiring length. More likely, anatomical arrangements evolved primarily to support dynamical activity patterns that contributed to the generation of adaptive behavior by the organism, with metabolic and developmental constraints playing a secondary role.
Statistical Analysis
Statistical techniques complement graph-theoretic analyses by detecting consistent patterns in complex data sets, usually by some form of dimensionality reduction. A constellation of techniques is currently available; here we briefly mention only one: non-metric multidimensional scaling (NMDS) [52, 53, 12] . NMDS rearranges objects in a low dimensional space (usually 2D or 3D) so that the rank-ordering of the original (high-dimensional) distances among them are best preserved. Proximity in a NMDS diagram indicates that two nodes are strongly interconnected and/or share a relatively large proportion of their connections.
Young et al. [54] applied NMDS to the connection matrix of the macaque visual system. They found that the resulting 2D configuration showed a clear separation between two distinct groups of nodes. This separation corresponds to the commonly accepted distinction between 'dorsal' and 'ventral' streams of visual processing [55] .
2 Alternative methods, which give results that are largely consistent with the NMDS analysis, are reviewed by Hilgetag et al. [56, 12] .
Dynamics
The networks of the brain support the exchange of signals among neurons. There is now substantial evidence that the resulting activity patterns are closely related to our cognitive and perceptual states [5] [6] [7] . A central challenge for a network-theoretic approach to neuroscience is to relate structural descriptions to dynamical patterns of activity at different spatial and temporal scales. In this section we focus on the application of statistical information theory as a means of characterizing neural network dynamics [25, 14] .
Information-Theoretic Analysis
The dynamical -or effective -connectivity of a neuronal system consists of the pattern of temporal correlations, or deviations from statistical independence, in the activities of neuronal elements that are generated by their interactions [4] . It has been suggested that cortical networks exhibit a balance between two main principles of dynamical organization, segregation and integration [25, 14, 57, 58] . Cortical networks contain many kinds of specialized neuronal units that are anatomically segregated from each other; for example, cells in different regions of visual cortex are specialized to respond to color, orientation, motion and so forth [59, 60] . At the same time, in order to support globally coherent cognitive and perceptual states, the activity of these segregated elements has to be integrated across space and over time.
Global Dynamical Measures.
A useful description of the effective connectivity of a neural system is the joint probability distribution function of the activities of its neuronal elements. Assuming that this function is Gaussian, this is equivalent to the covariance matrix of the system. Importantly, the covariance matrix captures the total effect of all (anatomical) connections within a system on deviations from statistical independence of the activities of a pair of elements, not just the effect of any direct anatomical connection linking them [61] .
Covariance matrices can be numerically estimated by direct observation of system activity over time. Alternatively, if linear dynamics are assumed, the covariance matrix of a system X can be derived analytically from the anatomical connectivity matrix C ij (X):
where T indicates matrix transpose [25] .
Once the covariance matrix is obtained, a number of global dynamical measures can be calculated. Three such measures, which are based on the foundations of statistical information theory, are entropy H(X), 'integration' I(X) and 'neural complexity' C n (X) [25, 14] .
For a system X, the entropy H(X) measures the system's overall degree of statistical independence. Assuming stationarity, H(X) can be calculated using the standard formula
where COV(X) is the N x N covariance matrix of X, and |.| denotes the matrix determinant [25, 62] . The integration I(X) measures the system's overall deviation from statistical independence. All elements in a highly integrated neural system are tightly coupled in their activity. With x i denoting the i'th element, I(X) can be calculated using
Perhaps the most interesting global dynamical measure is neural complexity C n (X), which measures the extent to which a system balances dynamical segregation and dynamical integration [25] . The component parts of a neurally complex system are differentiated; however, as larger and larger subsets of elements are considered they become increasingly integrated (see Fig. 1 ). The term 'complexity' may be considered appropriate for such systems since they are intermediate between the two relatively simple extremes of disorder (maximal statistical independence) and order (maximal statistical dependence).
The neural complexity C n (X) of a system X is calculated by summing the average Mutual Information (MI) between subsets of different sizes, for all possible bipartitions of the system:
where n t is the total number of ways of bipartitioning X, X k j is the j'th bipartition of size k, and . is the average across index j. The MI between two subsets (A and B) measures the uncertainty about A that is accounted for by the state of B, and is defined as MI(A; B) = H(A) + H(B) − H(AB) [63] (see Fig. 1 ).
Another, closely related measure of complexity expresses the portion of entropy that is accounted for by interactions among all the elements of a system [58] : This measure takes on high values if single elements are highly informative about the system to which they belong, without being overly alike. It has the advantage of being easier to compute than the first formulation C n (X), and all results described in this chapter use this formulation.
Dynamical Cluster Analysis. In Sect. 2.3 we described how statistical techniques such as NMDS could be used to identify clusters of highly interconnected nodes from high dimensional connectivity data. Cluster analysis can also performed at the level of network dynamics, where a dynamical cluster corresponds to a strongly interactive subset of elements. Note that dynamically identified clusters need not correspond to structurally identified clusters, although in many cases they may do so.
A dynamical cluster is characterized by a high level of statistical dependence among its elements and, at the same time, a low level of statistical dependence with elements outside the cluster. Clusters can be identified by calculating the cluster index Cl(X i k ), which is defined as follows [65] :
where X i k denotes the i'th subset of size k, I(X i k ) indicates its integration, and MI((X i k ); X−(X i k )) denotes its mutual information with the rest of the system. Note that Tononi et al. [65] describe this cluster index as a measure of functional clustering rather than dynamical clustering. However, as we remarked in the introduction, function here refers to the role of a particular pattern of dynamics in the context of the behavior of the organism.
Graph Selection. To explore the relationship between network structure and network dynamics, Sporns et al. [14] applied an evolutionary search procedure to look for distinct anatomical motifs associated with different measures of effective connectivity. This procedure uses a global dynamical measure as a fitness (or cost) function, and it is implemented as follows. First, an initial population of U random graphs is created, each with N nodes and K edges with fixed identical positive weights w ij . The 'fitness' of each graph is then assessed by deriving the corresponding covariance matrix and calculating the global dynamical measure, either H(X), I(X) or C(X). After all members of U have been assessed, the graph with highest fitness is selected and all others are discarded. The selected graph is then replicated U − 1 times to create the next generation. Each replication introduces a small amount of variation by randomly rewiring r edges of the selected graph. After a sufficient number of generations (these authors typically used 3,000 generations, a population size U = 10 and a rewiring rate r = 1) the members of U should have near-optimal structures for generating the particular dynamical measure used as the selection criterion. 3 Sporns et al. selected separately for graphs with high entropy H(X), high integration I(X), and high neural complexity C(X). In each case they found that the resulting graphs (N = 32, K = 256) had distinctive structural features, as revealed both by simple visual inspection and by analysis using the graphtheoretic measures described in Sect. 2.1. Graphs optimized for high entropy contained mostly reciprocal connections without any apparent local clustering; they had high f recip , low f clust , as well as a short diameter (diam G ) and a short characteristic path length (l path ). Graphs optimized for integration, by contrast, were highly clustered (high f clust ), had low values for f recip , large diameters and large characteristic path lengths. Visual inspection of these graphs revealed a very large central cluster loosely connected to an outlying mesh of nodes. Graphs optimized for neural complexity were the most similar to the 'small-world' class of networks. These graphs usually are comprised of a number of dense groups of nodes linked by a relatively small number of reciprocal bridges; they had high values for f recip and f clust , as well as low values for l path and diam G .
Dynamical Properties of Cortical Networks
To relate these theoretical observations to empirical data, Sporns et al. [14] analyzed the complexity of the connection matrices of the macaque visual cortex and the cat cortex. They assumed linear dynamics, equal connection strengths, and used equation (1) to derive covariance matrices corresponding to the respective connection matrices. They found that both connection matrices gave rise to effective connectivity with high neural complexity C(X) as compared to random networks with equivalent N and K. Indeed, the matrices seemed to be nearoptimal for generating highly complex dynamics. Random rewiring of edges, in virtually all cases, led to a reduction in the complexity of the corresponding effective connectivity.
To identify the sets of anatomical areas responsible for these complex dynamics, these authors applied dynamical cluster analysis (see Sect. 3.1) to the macaque visual cortex connection matrix. This analysis revealed an hierarchical organization which separated into two distinct streams corresponding to the 'dorsal' and 'ventral' visual processing streams [55] , together with a small subset of areas which were strongly interactive with both streams (these authors suggest that these areas are strong candidates for mediating inter-stream interactions). Overall, this dynamical analysis was highly consistent with the structural cluster analyses of Young et al. [54] and Hilgetag et al. [56] .
Another application of dynamical cluster analysis compared PET 4 data obtained from normal and schizophrenic subjects performing a set of cognitive tasks [65] . This study found significant differences in cluster profiles between these two groups, despite the absence of differences in overall levels of activity. Future application of this analysis using imaging methods with higher temporal resolution (for example magnetoencephalography, see [67] ) may be extremely revealing.
Matching Complexity and Degeneracy
While entropy, integration and neural complexity provide measures of the intrinsic dynamics of a neural system, it is also of interest to characterize the dynamics of neural systems as they interact with a surrounding environment. Measures of 'matching complexity' [68] and 'degeneracy' [69, 70] fulfil this role respectively for systems connected to an input or to an output.
The matching complexity between system X and input S is defined as the total complexity when the input is present C(X)
T minus the intrinsic complexity C(X) I and the complexity C(X) S that is directly attributable to the input S [68] :
A high level of matching complexity indicates that there is strong match between the statistical structure of the system and that of the input. A low value indicates statistical 'novelty'.
Degeneracy refers to the ability of elements (or sets of elements) that are structurally different to perform the same function or yield the same output [69, 70] . Degeneracy can be expressed as the mutual information between the various subsets of a system and the system's output [69] :
where MI P (x i ; O|X − x i ; O) refers to the conditional mutual information between each element and O, given the mutual information between the rest of the system and O. Degeneracy is high for systems in which many different elements affect the output in a similar ways but at the same time can have independent effects. This property contributes to the robustness of a system [70] .
Sporns et al. [14] extended their graph selection method (see Sect. 3.1) to select for graphs that exhibited high matching complexity with respect to an input, and, separately, high degeneracy with respect to an output. In the former case, a subset of 8 nodes was connected to an 8-node sensory sheet S that had a particular input pattern described by a covariance matrix COVs. In the latter case, a subset of nodes was chosen as a representation of output, and selection was carried out based on the global measure of degeneracy with respect to a particular output pattern.
In all cases, selection for matching or degeneracy resulted in graphs with high neural complexity C(X) [14] . This suggests that high C(X) may reflect not only an intrinsic balance between dynamical integration and segregation, but may also correspond to the ability of a network rapidly to distribute input signals and robustly generate output signals.
Function
As we remarked in the introduction, the most general function of a biological neural network is to generate adaptive behavior for the organism within its environment [71] . The analysis of graphs with high degeneracy and high matching complexity begins to address this issue of function. However, in the studies described above, there is no behavior as such: networks are coupled either to a static input or a static output, and there is no sense in which the output at a given time affects the input at a subsequent time.
In this section, we tackle these concerns by describing a relatively simple model of target fixation by a simulated head/eye system that is controlled by an artificial neural network. This model explicitly involves behavior, and its analysis provides support for the hypothesis that complex neural dynamics facilitate adaptation to rich sensory environments and motor demands [14] . An extended analysis of this model is given in Seth & Edelman [26] .
As in the studies described above, the present model makes use of the technique of evolutionary graph selection. However, instead of using a global dynamical measure as a fitness function, in this case the fitness of a network is determined by its ability to support adaptive behavior when employed as a control mechanism for a simulated head/eye system engaged in a target fixation task. To explore how network structure, dynamics, and function interact, we select networks for their target fixation ability in a variety of conditions that differ in the (qualitative) complexity of the environment and the phenotype (the head/eye system). Networks which evolved in different conditions are then analyzed in terms of their behavioral properties, their structural properties, and their dynamical properties.
Methods
Model Outline. This section describes basic properties of the model; specifics are provided in Appendix A. The simulated environment is a simple planar area, 100x100 arbitrary units u, within which a target (T) can appear. The simulated head/eye system, or phenotype, is represented by the projection onto the plane of a head direction (H) and a gaze direction (G), which is the combination of the head direction (H) and an eye direction (E) relative to the head (Fig. 2) .
The velocities of H and E in the x, y plane, and thus the position of G, are controlled by a neural network (N = 32, K = 256). The edges of this network have real-valued weights, and certain nodes are specified as sensory inputs and others as motor outputs (see below). The remainder are 'interneurons' mediating the transformation of input signals into output signals. Evolutionary algorithms are used to specify the connectivity and weight distribution of networks so that they give rise to adaptive behavior, which in this case consists of maximizing the time for which G and T are aligned (i.e. keeping the target fixated) while simultaneously minimizing the offset between H and G (i.e. keeping the head and eye aligned). A constraint on the system is that G must remain within 35u of H, as indicated by the circle in Fig. 2 .
Environment/Phenotype Conditions. We specify four conditions which are distinguished by properties of the target and the head/eye phenotype. The phenotype is defined by seven parameters: V maxE specifies the maximum velocity of H, V maxH specifies the maximum velocity of E with respect to H; motor gain parameters A H and A E specify scaling factors relating motor node output to H and E velocity; momentum parameters m H and m E specify the inertial resistance of H and E, and lag specifies a time-lag between head motor node output and head movement. These parameters constrain the movements of H, E and G as described in Appendix A (which also describes how T is updated). The values taken by the parameters in the four conditions are shown in Table 1 . In condition E S (for 'simple') both the head and eye have the same maximum velocity, identical motor gains, and zero momentum; the target is stationary. Condition E T (for 'tracking') presents a more complex environment in which the target may occasionally jump to a different random location and/or drift at a slow speed in a random direction; the phenotype is the same in condition E S . Condition E H (for 'head') keeps the simple environment of condition E S but introduces a more complex phenotype in which E can move twice as fast as H, has a higher motor gain, a much lower momentum, and in which there is a non-zero time-lag. Finally, condition E C (for 'complex') combines the properties of both conditions E T and E H and is therefore the richest of the four.
Network Implementation. Each behavioral trial begins with the head and eye aligned and pointing to the center of the plane. The target position is initialized at a randomly selected location within 20u of this point. All trials last for 600 time steps, each of which involves updating the state of the network controller (X) as well as the positions of E, G, H, and, in conditions E T and E C only, T. The network is updated using, for all nodes j,
where s j (t) is the output of node j at time t, s in (j, t) denotes the sensory input to node j at time t (if any), f is a sigmoid function with input range ±10.0 and output range ±1.0, and C ij (X) is the connection matrix of X. Six nodes are specified as 'sensory' inputs, two responding to the x, y displacement of G from T (with a maximum range of ±50.0u), and four delivering 'proprioceptive' information, two of which reflect the displacement of H from the center of the plane (range ±50.0u), and two of which reflect the displacement of G from H (range ±35.0u). In all cases, input values are linearly scaled to the range ±1.0. Four nodes are specified as output nodes, two influencing H velocity in the x, y plane, and two influencing the velocity of E. Appendix A describes how the activities of these nodes, along with the values in Table 1 , are used to update the positions of E, G, and H. Network Structure. Evolutionary algorithms (EAs) were used to specify the connectivity and weight distribution of networks so that they supported target fixation behavior. 5 We ran a total of 40 separate EAs: 10 replications of the selection process for each of the four environment/phenotype conditions. Each EA evolved a population of 64 networks over 2000 generations, with each network initialized (generation 0) by randomly allocating K connections (each connection strength assigned randomly in the range ±1.0), subject to the constraint that each node had 8 incoming connections. Each generation involved evaluating the fitness of each network, as described below, and then using stochastic rank-based selection to replace low-fitness networks with mutated versions of high-fitness networks. Each mutation of a network involved randomly rewiring 1 connection (preserving in-degree) and also modifying the strength of each connection (probability 0.05 per connection) in the range ±0.1.
The fitness of a network was calculated as the mean of four separate behavioral trials, with the fitness of each trial (φ) given by
where t f denotes the number of time steps for which the target was fixated (within a tolerance of 3u), t tot the total number of time steps in the trial (600), andd the mean offset for the trial between H and G. The constants c 0 and c 1 were selected in order to balance the fitness contributions due to target fixation and those due to minimizing the offset between H and G (c 0 = . 5 We used a distributed evolutionary algorithm [72] : Each EA was initialized by arranging the population on an 8x8 toroidal grid and evaluating the fitness of each network. Each subsequent generation involved 64 repeats of the following: A random grid position was chosen determining a 3x3 sub-grid. Stochastic rank-based selection was then used to select a weak member of this sub-grid for replacement, and a strong member as the 'parent'. A mutated copy of the parent then replaced the weak member and was evaluated (the parent was also re-evaluated with probability 0.75). 
Results
For convenience, networks which evolved in condition E S will be referred to as S-networks, with the same nomenclature for conditions E T (T-networks), E H (H-networks) and E C (C-networks).
Behavioral Analysis. The target fixation behavior of evolved networks was assessed by measuring the percentage of each behavioral trial for which the target was fixated (i.e. the fraction of time steps for which the displacement between H and G was less than 3u). Table 2 shows that average fixation performance was very high for S-networks, T-networks, and H-networks, and slightly lower for C-networks. Figure 3 shows representative examples of successful fixation behavior for S-networks and C-networks in the corresponding conditions (E S and E C respectively). Inspection of the trajectories of the head and the eye indicates that the behavioral dynamics for C-networks were qualitatively more complex than for S-networks. A non-trivial coordination of head and eye is needed in E C conditions in order to maintain consistent fixation of the target. Table 2 that the average displacements between H and G were considerably larger in for C-networks than for all other network types, while target fixation was achieved reliably in all cases.
To better compare the behavioral properties of S-networks and C-networks, they were reevaluated in a novel condition involving unexpected perturbations. As in condition E S , the environment was initialized with a stationary target T. An evolved S-network or C-network was then introduced and allowed to fixate. After 100 time steps, a head velocity (V hx , V hy ) of between 1.0 and 3.0 (u per time step) was induced for 20 time steps in a random direction. Importantly, neither network type had been selected to respond adaptively to this perturbation. Nevertheless, Fig. 4 illustrates that C-networks were generally able to maintain fixation, whereas S-networks were not. These results show that network optimization in a rich environmental/phenotypic context can facilitate the emergence of robust behavior.
Structural Analysis. To assay reliable structural differences between network types, connectivity matrices were transformed into binary adjacency matrices A ij (X) by replacing all non-zero elements in C ij (X) with the value 1 (we also tried various thresholds, see below). We calculated four graph-theoretic quantities from each A ij (X): f recip , diam G , l path , and f clust (see Sect. 2.1). Table 3 shows the results of applying these metrics to the fittest networks from each EA in each condition. Values were also calculated for an additional 64 random networks (R-networks) with equivalent N and K (and a per-node indegree of 8). The table indicates that there are no significant differences between network types (including random) in any of the metrics. Why are no differences observed? It may be that the transformation of C ij (X) into A ij (X) overemphasizes the importance of weak connections. We tested this possibility by recalculating values after thresholding adjacency matrices to include only relatively strong connections. We tested a variety of thresholds, but in no case did we observe differences in structural measures among conditions. This suggests that specific connection strengths may be critical for the behavioral properties of the networks. Importantly, this is not to say that network anatomy is irrelevant to the behavioral differences among the network types; rather, it emphasizes the need for graph-theoretic measures which can be usefully applied to weighted networks as well as to binary networks [73, 74] .
Dynamical Analysis
Intrinsic Dynamics. As a first approach to describing the dynamical properties of evolved networks, we treated the evolved C ij (X) matrices as in Sect. 3.1, i.e., assuming linear dynamics and activation by Gaussian noise, we applied equation (1) to derive the corresponding covariance matrices. An important property of this method is that COV(X), and therefore also the resulting values of C(X), I(X), and H(X), are independent of behavioral context. This method is therefore best described as characterizing the intrinsic dynamical properties of a network.
For each EA, the fittest member of the final generation was used to generate a covariance matrix, which in turn was used to calculate the intrinsic neural complexity C(X), integration I(X), and entropy H(X) of the network dynamics. Values were also calculated for 64 R-networks. Figure 5 shows mean and standard deviations of intrinsic C(X), I(X), and −H(X), for each network type. In contrast to the structural analysis (see above), clear differences are evident: Random R-networks scored lowest on all three dynamical measures, and C-networks scored highest. Differences between C-networks and all other networks were significant at the p < 0.01 level by two-tailed t test for C(X), I(X), and H(X). These observations indicate that adaptation to comparatively complex environmental/phenotypic conditions (E C ) endows C-networks with above random neural complexity and integration, and below random entropy. Furthermore, only networks with these dynamical characteristics displayed the behavioral robustness and flexibility as described above. 
. Mean and standard error intrinsic C(X), I(X), and −H(X) for S-networks (S), T-networks (T), H-networks (H), C-networks (C), and R-networks (R)
. Asterisks indicate that the value for C-networks is significantly higher than for all other network types (p < 0.01, two-tailed t tests). Values of C(X), I(X) and −H(X) for S-networks, T-networks, and H-networks are significantly lower than the corresponding values for C-networks, and significantly higher than the corresponding values for R-networks (p < 0.01, two-tailed t tests). There are no significant differences in C(X), I(X) or −H(X) among S-networks, T-networks, and H-networks. All distributions are normal (p < 0.05, Bera-Jarques test).
Figure 5 also shows that S-networks, H-networks, and T-networks scored at intermediate levels on all measures. Values of C(X), I(X)
and −H(X) for these networks are significantly lower than the corresponding values for C-networks, and significantly higher than the corresponding values for R-networks (p < 0.01, two-tailed t tests); there are no significant differences in C(X), I(X) or −H(X) among S-networks, T-networks, and H-networks. Changes in intrinsic dynamics, therefore, depend both on properties of the environment (condition E T ) and on properties of the phenotype (condition E H ).
While these results show that neurally complex network dynamics can accompany adaptive behavior in rich environmental/phenotypic conditions, intrinsic neural complexity is not unique in this respect, since similar patterns of results are apparent for both intrinsic integration I(X) and entropy H(X).
Interactive Dynamics. An alternative approach to characterizing network dynamics is to derive covariance matrices directly from recordings of node activities during behavior, i.e. while the network is actively transforming input signals into output signals. We define the resulting dynamics as 'interactive' since they are relative to a particular behavior, environment, and phenotype. One important property of interactive dynamics, as compared to intrinsic dynamics, is that they enable comparison of dynamics generated by the same network in different behavioral regimes or in different environments/phenotypes.
Each behavioral trial yields a (N x 600) matrix F which contains the individual activity records of each node for all 600 time steps. This matrix can be used to generate a covariance matrix according to: 
COV(X)
whereḞ is the first derivative (with respect to time) of the activity matrix and cov() is a standard covariance function. This approach was chosen because rates of change of node activities are more likely to reflect interactions between the network and its phenotype and environment, than are absolute activity levels. COV(X) can then be used to calculate corresponding values of interactive C(X), I(X) and H(X) in just the same way as for the calculation of intrinsic dynamics. Note that calculation of interactive dynamics does not require equation (1) and so does not assume linear system dynamics. We compared interactive dynamics for C-networks, S-networks, and random R-networks evaluated in both E C and E S conditions, recording both network activities and behavioral trajectories. Figure 6 shows representative trajectories from the various combinations (trajectories of a C-network in condition E C and an S-network in condition E S are shown in Fig. 3 ). R-networks in E C and E S conditions never achieve fixation, and their behavior is highly variable. Snetworks in E C conditions are unable to achieve or maintain fixation despite a general tendency to track towards the target, and C-networks in E S conditions rapidly achieve fixation despite some persistent oscillation in the head direction. Notice that in all except the last of these cases, the behavioral dynamics are rich, even though the behavior itself is not adaptive. Asterisks indicate statistically significant differences between combinations ((*) p < 0.01, (**) p < 0.05, two-tailed t tests; only adjacent combinations were tested). All distributions are normal (p < 0.05, Bera-Jarques test). Figure 7 shows the interactive dynamics generated in each combination of network and condition. The top row shows a clear gradient in interactive C(X) proceeding from C-networks in condition E C ('CC'; high), to R-networks in conditions E S and E C ('RS', 'RC'; low). Intermediate values of C(X) were observed for simple networks in rich environmental/phenotypic conditions ('SC'), and for complex networks in simple conditions ('CS'). C-networks in condition E C ('CC') have significantly higher C(X) than all other combinations. The remaining significant differences among combinations are also consistent with the steady gradient in interactive C(X).
Strikingly, only C(X) shows a pattern of values reflecting rich adaptive behavior. Neither I(X) (Fig. 7, middle row) nor H(X) (bottom row) show any such sensitivity. This is in contrast to the intrinsic analysis, in which all three dynamical measures behaved in a similar way (Fig. 5) .
It is also notable that R-networks evoke low interactive C(X) despite displaying the rich behavioral patterns shown in Fig. 6 . The contrast between Rnetworks and C-networks, together with the steady gradient in interactive C(X) across combinations (Fig. 7, top row) , suggests that C(X) is indeed selectively sensitive to the dynamics of rich adaptive behavior. 
Summary
In this model, evolutionary algorithms were used to generate neural networks able to support target fixation in environment/phenotype combinations of qualitatively different levels of complexity. Not surprisingly for a selectional system, we found that those networks which evolved under rich environmental/phenotypic conditions exhibited (qualitatively) more complex behavior than networks which evolved in comparatively simple conditions (Fig. 3) . When compared in a condition involving a novel perturbation, networks which evolved in rich conditions showed greater robustness than networks which evolved in simple conditions (Fig. 4) .
This robustness was reflected by significantly higher neural complexity C(X) for networks in evolved in rich conditions, than for networks which evolved in relatively simple conditions, or for equivalent random networks (figs. 5 and 7). This was true for both intrinsic and interactive methods of calculating dynamics, where the former are derived analytically from network connectivity, and the latter are computed from observed network activity during behavior. However, while intrinsic dynamics did not differentiate between neural complexity C(X), integration I(X) or entropy H(X) (Fig. 5) , interactive dynamics revealed that only C(X) consistently associated with adaptive behavior in rich environmental/phenotypic conditions (Fig. 7) .
Both types of dynamical analysis indicate that the magnitude of neural complexity depended on a combination of environmental, phenotypic, and mechanistic properties. Networks evolved in conditions of intermediate richness (E T and E H ) generated intermediate values of intrinsic C(X) (Fig. 5) . Networks evolved in rich environmental/phenotypic conditions, and tested in simple conditions, and vice-versa, generated intermediate values of interactive C(X) (Fig. 7) . Taken together these results show that, in the present target fixation task, neural complexity is selectively sensitive to the dynamics of adaptive behavior in rich environmental and phenotypic conditions.
General Discussion
This chapter has surveyed a network-theoretic approach to neuroscience at the levels of structure, dynamics and function. While the coverage has not been comprehensive, we have described some key results and techniques that can be applied not just to vertebrate cortical networks but to the analysis of complex network systems of many different kinds. For example, the new results described in the previous section show the importance of drawing a sharp distinction between the dynamical patterns a network may support, and the functional applications that these patterns may serve.
Structure
Structure provides the most basic level of analysis of cortical networks. Many interesting features are revealed by the application of graph-theoretic and statistical analytical tools, most notably the presence of small-world characteristics as well as the prevalence of reentrant connectivity [14] .
However, current structural analysis has certain important limitations. Detailed structural information is hard to obtain, especially at the microscopic level of neuron-to-neuron connectivity, especially with regard to the human brain. Moreover, this fine structure is continually changing as a result of a host of activity-dependent plasticity processes. Also, most methods of structural analysis assume unweighted, binary networks (although see [73] [74] [75] ) and also assume that all nodes are essentially identical. Neither assumption is remotely satisfied in the case of the brain, and it is certain that both neuronal diversity and differences among synaptic strengths are essential for normal brain function.
Nonetheless, the rapid development of novel graph-theoretic methods [41, 18] , together with the accelerating accumulation of detailed neuroscientific data sets [32, 33] , promises that future structural analyses will reveal further important features of the structural organization of neural systems.
Dynamics
Anatomical structure gives rise to neural dynamics. The tools of statistical information theory are well suited to the analysis of these dynamics. It bears emphasizing that the global dynamical measures described in this chapter apply equally well to dynamics generated by both binary and weighted networks; in this sense, at least, dynamical analysis may be more generally applicable than structural analysis.
However, some assumptions have to be made in the application of these measures. For example, the analytical derivation of a covariance matrix from a connectivity matrix requires that linear dynamics be assumed. At least in some cases, linear and non-linear systems behave similarly with respect to effective connectivity [58] , and it has also been argued that large-scale dynamics of interacting brain areas are accurately represented by linear systems [76, 77] . Also, one may drop assumptions of linear dynamics by deriving covariances directly from recorded activity (see Sect. 4.3).
Calculation of entropy from covariance further assumes that network activity can be described as a stationary Gaussian process. This condition is by definition satisfied for calculation of intrinsic dynamics (see Sect. 3.1), but may not be strictly satisfied in the calculation of interactive dynamics from network activity during behavior. Indeed, it is a fact that many natural processes are not well modeled as stationary. Information-theoretic treatment of non-stationary signals has been widely discussed [78, 79, 62] , and as long as deviations from stationarity are not too extreme, such techniques remain well placed to provide insight into the structure of dynamical interactions that a network produces.
More generally, the present methods are cross-sectional: Covariance matrices are derived from observations of network activity at successive time slices, so that correlations over time exhibited in the activity profiles of single nodes are overlooked (by definition, the analytical calculation of intrinsic dynamics assumes that there are no such correlations). A contrasting approach, which focuses on these correlations, is provided by a growing literature concerned with measuring the information content of single spike trains [21] [22] [23] [24] . Integrating these two approaches stands out as an important challenge for theoretical neuroscience.
Notably absent from this chapter has been any mention of neural synchrony. Some of the most obvious features of human brain dynamics are the prominent oscillations in different frequency bands known as the delta (3-5Hz), alpha (8-13Hz), beta (10-20Hz) and gamma (35-80Hz) rhythms. Different functional roles have been proposed (but not proven) for these rhythms; for example, delta oscillations have been associated with the maintenance of items in short-term memory [80] , and alpha oscillations are strongest during sleep and relaxed wakefulness [81] , and may represent an 'idling state' of the brain.
Gamma oscillations have a controversial interpretation: it has been suggested that gamma oscillations serve to 'bind' together disparate neural processes into globally integrated activity patterns [45, 82, 83] . In support of this idea, detailed computer simulations of visual cortical areas have shown that reentrant interactions can synchronize the activity of anatomically segregated neural areas, leading to coherent perceptual performance and behavior in visually complex environments [44, 47] . Computer simulations have also suggested that small-world architectures may be particularly suitable for facilitating neural synchrony [84] .
Function
Linking dynamic patterns to functional roles is perhaps the least visited of the tasks facing a science of networks. However, it is at least as important as understanding structural and dynamical features by themselves. Many structural and dynamical features of brains have been selected by evolution precisely because of the adaptive functions they provide for the organism. Functional criteria can also be described for networks of many other kinds, for example power grids (the transmission of power from source to consumer) and telephone networks (the maintenance of uninterrupted service for clients).
As for the brain, we remarked above that neural synchrony may play an essential role in binding disparate neural processes to a common purpose. More generally, the results described in this chapter support the view that the brain is a selectional system [43] , in which complex neural dynamics may facilitate adaptation to rich sensory environments and motor demands by providing a special kind of flexibility in the balance between dynamical integration and dynamical segregation. It has even been suggested that neurally complex dynamics in the thalamocortical system constitute the neural correlates of conscious states in humans and other animals [64, 46, 85] . Further empirical research and theoretical analysis of the interactions between dynamics and function are therefore likely to be valuable for neuroscience in the broader context of modeling the situated organism [86] .
Summary
While important insights can be, and have been gained by analyses at the levels of structure, dynamics, and function separately, it must be recognized that in biological systems these levels are in complex and continuous interaction. Structure is continually changing as a result of activity-dependent plasticity processes. These structural changes evoke dynamical changes which shape the behavior of the organism, and behavior itself determines the correlations in the sensory signals that impinge on these networks, triggering further dynamical changes and structural alterations. Finding a language in which to articulate these complex couplings is the major challenge for a network-theoretic approach to neuroscience. Success in this task will advance not just neuroscience, but also our understanding of many other network systems in which interactions among structure, dynamics, and function are important.
the corresponding value of Vmax. These values, as well as those of AH , AE, mH , mE, and lag, are specified for each condition in the text. The positions of E, H and G in the x, y plane are then updated using: H(t) = H(t − 1) + V hx (t) + V hy (t),
E(t) = E(t − 1) + Vex(t) + Vey(t),
G(t) = H(t) + E(t),
where H(t) and G(t) represent the positions of H and G on the x, y plane at time t, and E(t) represents the position of the eye relative to H. If the distance between G and H exceeds 35.0u then G is not updated at that time step. In conditions EC and ET the target position (T) is also updated at each time step, alternating between 50 time steps of drift and 50 time steps without drift. Each period of drift is in a random direction at a random speed in the range 0.5 to 1.5 (u per time step). During the intervening periods T is stationary except for occasional jumps (with a probability of 0.025 per time step), each to a randomly chosen location within a radius of 25u to 31u of its previous location. The target cannot leave the 100 2 u 2 area: If drift is leading it out of bounds the appropriate velocity component is reversed at the boundary.
