Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden or any other aspect of this collection of information, including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington, VA 22202-4302, and to the Office of Management and Budget, Paperwork Reduction Project (0704-0188), Washington, DC 20503.
INTRODUCTION
The Surf Zone/Mine Interaction project was designed to study and predict the motion of mobile mines within the surf zone. A key factor to predict mine migration in the surf zone is the longshore current. Therefore, one of main the goals of the Surf Zone/Mine Interaction project was to develop a simple longshore current model with inputs that can be directly measured and/or estimated in the field and is not dependent on detailed knowledge of the bathymetry. This has been done and is described in the previous report (Lundberg et al 1997) . Longshore current velocity as a function of distance offshore, v (x) is modeled with the following three inputs: wave breaker height, wave breaker angle, and the surf zone width. Equation (1) is the model algorithm.
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Ob)v (x,x b ,H b ,a b ) =^0.69^y 2 ' 557 )( A /^sina i cosa fc ) where x is offshore distance, x, is the observed surf zone width, H, is the observed breaker height, and a b is the observed breaker angle. The model is semi-empirical and based upon the theoretical developments of Longuet-Higgins (1970a and 1970b) and of Komar (1979) . Although derived for a plane beach, the model was found applicable to a barred beach using empirical coefficients determined from data collected during the DELILAH experiment (Birkemeier, 1991) at the U.S. Army Corps of Engineers Field Research Facility, Duck, North Carolina.
The results from the Delilah data showed that the mode of the model error was approximately 15%. The majority of the errors were less than 30%. The model predicted the location of the maximum current within 20 m on average. A linear regression of the predicted maximum current and the measured maximum current gave a slope of 1.18 which is quite close to values reported in the literature for planar beaches.
The goal of this report is to test the model with other data sets to evaluate its applicability in operational conditions at other beaches. In particular, we wanted to determine whether our supposition that the model can be applied to both planar and barred beaches (in other words, without regard to detailed bathymetry) is correct. The data used were from Santa Barbara, CA collected as part of the National Sediment Transport Study (NSTS) and from the DUCK94 Experiment at Duck, NC. In addition, it was desirable to evaluate errors in the model predictions under a wide range of forcing conditions to ascertain its strengths and weaknesses.
EXPERIMENTAL DESCRIPTION

Santa Barbara
The planar beach subset of the data used in the model validation were from Leadbetter Beach in Santa Barbara, CA collected on 2,4,5,6,8, and10 February as part of the National Sediment Transport Study conducted in January -February, 1980. Leadbetter Beach is oriented east-west with a simple monotonic profile. Swell waves were narrow banded in frequency and direction during the times used in this analysis. (Gable, 1981) .
The cross-shore array consisted of eleven Marsh-McBirney electro-magnetic current meters and six pressure transducers (Gable, 1981) . The current meters were placed within 1 m of the bottom. The data were sampled at 2 Hz from which one hour mean cross-shore profiles were calculated. An offshore array of four pressure sensors at the 9 m depth was used to determine the offshore wave height (H 0 ) and direction (oc o ). Winds were weak during this time such that locally generated wind waves were not present (Wu etal., 1983) .
DUCK94
The Duck94 experiment was a follow-up to the DELILAH experiment. The core of the DUCK94 measurements were made during the months of August and October, 1994, although various investigators conducted experiments from June through December.
The instrumentation relevant to this analysis included a cross-shore array of fifteen electro-magnetic current meters which provided measurements of the cross-shore profile of the longshore current (v obs (x)). The current meters are mounted near the bottom with the assumption that the longshore current had no vertical shear (i.e., constant with depth). The significant offshore wave height {H o ) was determined from a linear array deployed at the 8 m depth contour while the wave angle (a 0 ) of the predominant wave period also given by this array was used to estimate the wave breaker angle (a b ). The significant wave height measured at the end of the pier was used as the wave breaker height (H b ). This is not unreasonable since data from DUCK94 indicate that the wave height in the very nearshore, but outside the breaker zone, is fairly uniform up to the break point where it rapidly decays due to breaking (e.g. Feddersen et al., 1996; Figure 6) . Wind speed and direction were measured by an anemometer located at the end of the pier 19 m above MSL referenced to the 1929 National Geodetic Vertical Datum (NGVD).
Two time periods from DUCK94 were used in the model validation. They were 27 August, 1994 through 17 September, 1994 and 15 October, 1994 through 31 October, 1994 . Typically the wave heights at the end of the pier were from 0.5 to 1.0 m during both periods with storm wave heights reaching 2.5 m during the first period and over 3.0 m during the second period. The winds were generally from the east to southwest less than 6 m/sec except during storm events when they were from the north-northwest to the northeast with speeds up to 18 m/sec.
METHODS
The model input parameters are wave breaker height (H b ), breaker wave angle {a b ), and surf zone width {x,); of which a, and x, were estimated using measurements of off-shore wave angles, offshore wave heights, and measured beach slopes. Straightforward relationships were used to provide the best estimate of these input variables as follows.
The estimation of x b for the Santa Barbara Site was calculated from (H o ) and the relationship:
(2)
where x b is the surf zone width, y is the breaker criterion, and tanß is the bottom slope.
The respective values of y and tanß were 0.43 and 0.042 (Thornton and Guza, 1986) .
In contrast, a linear relationship between H 0 and x b established using DELILAH data (Lundberg et al, 1997 ) was used to estimate the surf zone width for DUCK94 as:
Using equation (2) Data were screened to remove those profiles where current reversals occurred in the cross-shore (i.e., current shear) and where not all of the pertinent data were available (i.e., wave height and breaker angle). The number of valid runs for Duck was 1266 (of 3120) and for Santa Barbara, 24 (of 24).
The normalized percent error (equation 6) was computed for each predicted profile using the measured data.
where NO is the number of measurements in profile ;'; v { . and v obs . are the respective estimated and measured longshore currents at the cross-shore location / of profile ;';
and v max j is the predicted maximum in the longshore current. This particular formulation for the calculation of the error was used because it places greater weight on the currents within the surf zone rather than the smaller currents outside the surf zone. This leads to a smaller percent error. To ensure that this formulation did not present an overly optimistic result, the root mean square error (RMS) for each profile was calculated (equation 7). from Santa Barbara, CA. The percent error ranged from 6% to 44% with the majority less than 30%. The modal percent error is between 14% and 18% while the mean value was 19%. This compares favorably with the DELILAH data set where the majority of the errors were also less than 30% and the modal value was between 14% and 18%. The RMS error ( Figure 2 ) has a mean value of 10.6 cm/sec and the mode is 8.0 cm/sec. To summarize, the percent errors relative to the maximum current are less than 20% and the absolute differences are less than 10 cm/sec. The conclusion is that the model performed reasonably well for this data set. One of the major sources of error in the model can arise in the prediction of the maximum current (equation 7). Figure 3 is a comparison between the maximum longshore current predictor (equation 7) and the measured maximum longshore current where C=1.18 from the DELILAH data set. (see Fig. 3 
A linear regression of the predicted and the measured maximum current gave a correlation coefficient of 0.9 and accounted for 80.5% of the total variation at a confidence level of 95%. t. The coefficient (C) in equation (7) was re-evaluated with this data and found to
V%> °o o / oo Figure 3 . Plot of the estimated maximum current (equation 7) vs the measured maximum current for Santa Barbara. Solid line is a 1:1 relation between measurements and equation (7). be 0.73 ± 0.13. In general, the trend of the data follow the slope of the predictor but are below the line, or the model tends to over predict the maximum current. Further, because the predicted longshore current profile is scaled by the predicted maximum current, one would expect that for this data set the predicted profile would generally be greater than the measured data which is seen in Figure 4 . Figure 5 . Difference between the predicted and measured location of the maximum current for Santa Barbara.
Duck, NC DUCK94
The data set from the DUCK94 experiment is much larger than those from either the DELILAH experiment or the NSTS study at Santa Barbara. The overall results of the model comparison (equation 6) are shown in Figure 6 . The modal value is 22% which is slightly greater than the results from the DELILAH and Santa Barbara data sets. There is wider spread to the error yet the great majority (84%) of the errors fall below 50%. The li mean error was 62%. The group at 200% (approximately 40 runs) are primarily related to those runs where the predicted longshore current was small but the measured values were large. These will be discussed in a later section. The RMS errors are shown in Fig The mean value is 21.1 cm/sec and the mode is 8.0 cm/sec. While the mean value is greater than the Santa Barbara results, the mode is the same. Considering the simplicity of the model, the overall results are quite good. Outliers were grouped such that data points marked with the + symbol are those cases where the measured maximum current flowed opposite to the predominant wave forcing in the presence of strong winds while the points marked with the * symbol are those cases where the percent error exceeded 100%. These cases will be discussed in detail later. A linear regression (all the data) of the estimated and the measured maximum longshore current had a correlation coefficient of 0.99 and accounted for 97.6% of the total variation at a confidence level of 95%. The value of C that best fits the equation (7) for DUCK94 is 0.59 ± 0.02. These results and those from Santa Barbara suggest that the constant (C = 1.18) is too large; however, using a smaller value for C would not agree with prior theory and observation (Komar, 1979 and Lundberg et al; 1997) . Differences in the maximum current location in the cross-shore were also examined.
To do so, the Duck94 data were further screened to select profiles that had a sufficient number of working sensors to define the general profile and where the maximum current was at least 0.3 m/sec. The maximum current constraint generally excluded profiles that were nearly flat (i.e., no structure). In addition, those profiles in which the maximum was measured near the shoreline were excluded. This more stringent selection resulted in 511 profiles. Figure 10 Figure 10 . Differences between the predicted and measured maximum current location for Duck94 (location measured from shore).
The authors believe that one likely cause for these differences between the model predictions and observations is the horizontal mixing coefficient (P). Longuet-Higgins (1970b) showed that as P increases, the location of the maximum current normalized by the surf zone width moves closer to the shoreline. In the Longuet-Higgins (1970b) formulation, P is a function of the beach slope and the bottom drag coefficient (c f ). P = 0.37 in this model which puts the maximum location near the mid-surf position (Longuet-Higgins, 1970b, Fig. 3 ). A fixed P implies that the cross-shore location of the maximum current normalized by the surf zone width is constant and c, is constant both spatially and temporally. Church and Thornton (1993) showed that c, within the surf zone may be a function of turbulence due to wave breaking which is time varying. Garcez et al (1998) showed that the time averaged c f varies across the surf zone. Since c f can vary both temporally and spatially, P also can vary accordingly. Hence, there are conditions when the value of P used in the model is not correct which can result in errors in the predicted location of the current maximum. However, the mid-surf position of the current maximum is generally consistent with observations (Komar and Oltman-Shay,1990) . In a broad sense, the mid-surf position of the maximum current best describes what is observed in nature as can be seen in the overall prediction error (Figures 6 and 7) . Hence, the varying P and its impact on the location of the current maximum does not appear to have a large impact on the overall prediction error.
Environmental Factors
Environmentally related errors can arise from two very general categories. One is errors in the model input parameters and the other is processes that affect the longshore current and are not accounted for in the model (e.g., wind forcing or alongshore pressure gradients). Accordingly, linear regressions were done between the percent error and the different model input parameters to determine if the errors were correlated with the inputs. Hubertz (1986) and Xu and Wright (1998) have shown that wind forcing may be a significant factor in driving nearshore currents at Duck, NC. Since wind measurements were available from DUCK94, they were included in this portion of the analysis. The correlations were tested for significance at the 95% confidence level. Typically, the above generalizations are true. However, there appear to be particular conditions when they do not hold. These conditions can be seen in the outliers in Figure   8 which are subdivided into two cases. The first case consists of those runs where wave forcing was opposite to the direction of the maximum current, wave angles were > 10°, and winds in excess of 8 m/sec (15 knots). These are the data points in Figure 8 with the + labels. There were 43 occurrences in this category or about 3% of the data. The second case was runs where the percent error for each profile exceeded 100% and are labeled with * symbol in Figure 8 . This produced 66 occurrences or 5% of the data. As will be seen below, Case I occurs when strong winds opposed the oblique wave forcing, and Case II errors occur when the primary wave approach was nearly shore normal accompanied by strong winds.
Case I
The time period when the Case I errors occurred was from 15-16 October, 1994 and are coincident with the passage of a storm. In the majority of the Case I runs (35), the wave breaker height was between 2.5 to 3.2 m and the remainder (8 runs) were less than 0.5 m. The primary wave breaker angles ranged from 10-19° and showed wave propagation to the north. For these wave conditions (generally large waves and large angles) one would expect strong longshore currents to the north. But, in all cases the longshore current flowed to the south in opposition to the predominant wave forcing.
An examination of the wind direction and speed for these occurrences showed that in all runs the winds were from the north to the northeast with speeds of 10 m/sec to 18 m/ sec (19-35 knots) . The wind forcing from the northerly quadrant is similar to the conditions described by Xu and Wright (1998) . They showed a correlation between currents measured in the nearshore and wind stress from storm related northeast winds, but no correlation with southerly winds. They speculated that the strong "downwelling" northerly winds exerted greater stress on the sea surface than the southerly "upwelling" winds. This is reasonable since northerly winds associated with a storm passage tend to be a descending (downwelling) stable air mass made up of cold, dry air. Southerly winds on the other hand tend to be warm moist air that is unstable which rises (upwells). The result is that the northerly winds exert greater stress on the water surface. In addition, the northerly winds tend to enhance the coastal plume from the Chesapeake Bay (Ludwick, 1978) . The coastal plume may be an additional forcing component to the south. The measurements of Xu and Wright (1998) were not within the surf zone but they indicate that wind stress may be a significant component of the forces acting within the surf zone under certain conditions. Accordingly, wind effects are examined as a possible source of prediction errors in this case.
The linear correlations between the percent error and the most important forcing parameters are shown in Table 3 . From these results, it is clear that wind has a signifi- cant but modest contribution to errors in the longshore current prediction while the wave height and wave breaker angle account for more of the variance in the prediction errors.
The Case I errors are due to wind forcing in two ways. The first is a result of currents generated directly by wind stress. The second is that the strong winds are probably producing local wind waves approaching from the north with a large angle to the beach.
This local, secondary wave train approaching the beach from the north in combination with the wind stress, may be sufficient to overcome the wave forcing from the primary waves thus forcing the longshore current to flow south in opposition to the primary wave forcing. This may explain the correlations between a b and H b with the prediction error as well as the correlation of the wind speed to the prediction error.
Case II
This case is when the normalized percent error ( Figure 5 ) was greater than 100% (data in Figure 8 denoted by the * symbol along the ordinate axis). The majority of the occurrences (57 of 66) occurred between 2200 02 September and 1834 07 September during which a storm passed through the study site. Figure 11 indicates that the wave breaker heights were generally greater than 1.5 m (47 of 66 runs) with small wave angles (< 5°) to the north in 60 runs (Figure 12 ). In general, the model predicted low longshore currents (<0.3 m/sec) due to the small wave angles. Nevertheless, the measured currents were primarily between 0.5 to 1.1 m/ sec to the south, indicating that some other process is forcing the longshore current. DUCK94.
The wind was from the northern quadrant for 54 runs and was in excess of 10 m/sec for 45 runs. Given the conditions of weak wave forcing to the north and strong winds from the north (forcing to the south) and currents flowing to the south, one might expect that the winds and/or secondary waves may be opposing the longshore current. Table 4 sum- with the percent error. The results of a linear regression of the wind speed vs. the normalized percent error showed no significant correlation. There also was no correlation between H b and the percent error and a small correlation between a b and the percent error at the 95% confidence level. In Case II, the correlations are either small or not significant indicating that there are probably other processes affecting the longshore current that are not accounted for in this simplistic model.
We can speculate that alongshore variations in pressure gradients due to variations in wave set-up may be responsible for the observed errors. Alongshore variations in wave set-up can be the result of subtle variations in bathymetry in the alongshore. Komar (1971) conducted a wave basin study which suggested that the alongshore variations in wave set-up due to a cuspate shoreline may have been sufficient to balance the wave alongshore directed radiation stress from the incident waves. Reiners et al. (1995) presented an argument that alongshore pressure gradients may have produced the observed longshore current in the trough during the DELILAH experiment. They reasoned that alongshore differences in bathymetry resulted in alongshore variations in setup that enhanced the longshore current in the trough. Putrevu et al. (1995) presented a theoretical approach that takes into account alongshore topographic variations within the surf zone which produced alongshore pressure gradients due to variations in wave setup. They found that a 10% variation in the bathymetry produced up to a 30% variation in the longshore current about the mean.
The presence of the pier at Duck has produced a general depression in the bathymetry in the vicinity of the pier. As a result, the waves near the pier tend to break further inshore than they would to the north of the pier where the cross-shore array was located.
The waves breaking further offshore near the array would produce a greater set-up across the surf zone than near the pier. The result is a pressure gradient that would drive the longshore current to the south. Indeed, the longshore current did flow to the south in opposition to the predominant wave forcing. Feddersen et al., (1996) reported a similar situation to Case II on October 20 during a storm with large waves and small wave breaker angles. These conditions led to small predicted longshore currents. In contrast, they observed larger than predicted longshore current. Post storm bathymetric surveys indicated longshore bathymetric gradients which can cause alongshore pressure gradients (Putrevu et al., 1995) . Feddersen et al., (1996) concluded that the alongshore pressure gradients were responsible for the discrepancy between the predicted and the measured longshore current.
One possible conclusion is that Case II errors are likely due to alongshore pressure gradients produced by alongshore varying wave set-up. The pressure gradients may have been caused by the bathymetric depression caused by the pier or by the reshaping of the bathymetry due to the storm.
DISCUSSION
An underlying assumption of the Semi-Empirical Longshore Current Model is that the incident waves are monochromatic and there are no secondary wave groups (i.e., unidirectional wave approach). The wave angle is determined from the frequency that contains the largest wave energy (i.e. the mode of the energy spectra rather than the mean).
When there are strong winds from a direction other than the direction of the predominant wave group, it is likely that a secondary wave group is generated by those winds. The longshore current will respond to the mean forcing which will result in prediction errors in the when secondary wave groups are present. Nevertheless, this simple model predicts the longshore current reasonably well for the planar beach and barred beach used in this analysis. The average error for the longshore current predictions at Santa Barbara were less than 50% for all 24 runs and was less than 30% for 21 runs. The RMS error had a mean value of 10.6 cm/sec with a modal value of 8.0 cm/sec. The percent error from the DUCK94 experiment was under 50% for 84% of the 1266 runs. The mean error was 62% and the mode was 22%. RMS error averaged 21.1 cm/sec with a mode of 8.0 cm/sec.
A closer examination of the largest errors from the DUCK94 data can be broken down into two cases which were associated with the passage of storms and the resultant high waves and winds (primarily from the northeast). These two cases comprised only 8% of the data used in this study. Case I errors can be correlated to wind forcing. The strong winds may also have generated a secondary wave train that opposed the primary incident wave group. Case II errors could not be correlated to wind forcing or to the incident wave forcing, but may be associated with alongshore pressure gradients as discussed above. In both cases, processes that were not accounted for by the model appeared to be responsible for the observed errors. These processes were sufficiently strong to overcome the forcing due to the primary incident waves.
The alongshore pressure gradients required to drive longshore currents are quite small and generally below the resolution of field measurements. The analytical approaches to predict the alongshore pressure gradient require detailed bathymetric measurements. In an operational setting, this level of detail will not be available.
One final mechanism that may affect the longshore current at Duck, NC is the Chesapeake Bay plume that can be deflected to the south by northerly winds (Ludwick, 1978) .
This may produce a southerly component to the longshore current. There are no data to properly evaluate this hypothesis. Mettlach and May (1997) showed that the Navy Standard Surf Model (NSSM) on a barred beach predicted the wave breaker height, wave breaker angle, surf zone width, and cross-shore distribution of the wave height reasonably well. However, it did not do as well in the prediction of the longshore current. This model tested herein can be used in conjunction with the NSSM to provide better predictions of the longshore current by using the predicted wave breaker height, wave breaker angle, and surf zone width from the NSSM as input variables to this model to provide the longshore current predictions.
Model Application
The simplicity of this model and the few input parameters required gives it the advantage of ease of use in the field. The wave height, wave angle and surf zone width are parameters that can be visually estimated and input to the model which can be programmed into a hand held computer. This affords a high degree of operational utility to forward deployed forces. However, under these conditions, visual estimates will have large errors that will affect the predictions. For example, Allender and Ditmars (1981 ,   Table I ), noted that when visual estimates of the breaker angle could be compared to concurrent measured breaker angles from aerial photographs, the visual estimates were too large. The differences ranged from 6° to 15° which could result in significant errors in the predicted longshore current. A viable means of operationally measuring wave angle and surf zone width is the use of video imagery techniques described by Holland et al. (1997) . These methods are readily adaptable to fleet applications either from a fixed shore station or from an airborne platform to measure the surf zone width and the wave breaker angle.
SUMMARY
The results from both a planar beach at Santa Barbara CA and a barred beach at The model only considers the longshore directed momentum flux as the forcing function for the longshore current. It does not consider wind forcing and the forcing due to pressure gradients. The results show that wind forcing and associated local wind waves are a minimal factor. Only about 3% of the time did this appear to be significant (Case I).
The Case II errors indicate that some other process may play a significant role in forcing the longshore current. A potential mechanism is alongshore pressure gradients, although there are no data in this study to determine if this is so. Both cases indicated that the model may perform poorly when other processes such as wind forcing or alongshore variations in pressure contribute significantly to the longshore current forcing.
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