Comparisons are made for the amount of agreement of the composite likelihood information criteria and their full likelihood counterparts when making decisions among the fits of different models, and some properties of penalty term for composite likelihood information criteria are obtained. Asymptotic theory is given for the case when a simpler model is nested within a bigger model, and the bigger model approaches the simpler model under a sequence of local alternatives. Composite likelihood can more or less frequently choose the bigger model, depending on the direction of local alternatives; in the former case, composite likelihood has more "power" to choose the bigger model. The behaviors of the information criteria are illustrated via theory and simulation examples of the Gaussian linear mixed-effects model.
Introduction
Composite likelihood inference based on low-dimensional marginal or conditional distributions is common when the full likelihood is computationally too difficult. It has been increasing used in recent years for inference with complex models; see Varin [13] , Varin et al. [14] for reviews.
For model selection with composite likelihood, one might wonder if the use of limited or reduced information leads to different decisions. To understand this, an asymptotic theory based on the theory of a sequence of contiguous local alternatives is developed to compare Akaike information criterion (AIC) and Bayesian information criterion (BIC) in their full likelihood and composite marginal likelihood versions. We show that model selection based on AIC and its composite likelihood counterpart (as proposed in Varin and Vidoni [15] ) are sometimes similar (when models under consideration are far apart)
Composite likelihood and information criteria
For the comparison of composite likelihood and full likelihood information criteria, we consider the case of independent multivariate measurements on n subjects, possibly with covariates. Nested statistical models will be considered.
Model
Let y 1 , . . . , y n be the realizations of independent d-dimensional random vectors Y i , with respective covariates summarized as matrices x 1 , . . . , x n . Suppose that the data generating mechanism of Y i is governed by the density function g(y i ; x i ). Candidate parametric models are f (M) (y i ; x i , θ (M) ), for M = 1, 2, . . . ,; M is an index for different models that are considered, and θ (M) is the parameter vector for model M . Let p M = dim(θ (M) ) be the dimension of θ (M) for a generic model M ; the superscript will be omitted unless we are referring to two or more models.
Composite likelihood
CL (θ (M) ; y 1 , . . . , y n ; x 1 , . . . , x n ) be a particular composite marginal log-likelihood. We are using the same composite likelihood (same set of marginal density functions) for all competing models. Let S ⊂ {1, 2, . . . , d} be a nonempty subset of indexes. For notation, f S q is a subset consisting of indexes, and w q is a positive weight for S q . For example, if these are the pairs for bivariate composite likelihood, then the cardinality of {S q } is Q = d(d − 1)/2. Note that the case of full likelihood is covered with S 1 = {1, . . . , d} with the cardinality of {S q } being 1.
Composite likelihood information criteria
Consider the composite likelihood versions of Akaike information criterion (AIC) and Bayesian information criterion (BIC) described in Varin and Vidoni [15] , Gao and Song [4] , Varin et al. [14] . They are defined as (with superscript for model M omitted): CLAIC = −2L CL (θ CL ) + 2tr{J(θ CL )H −1 (θ CL )} (2.3) and CLBIC = −2L CL (θ CL ) + (log n) tr{J(θ CL )H −1 (θ CL )}. (2.4) Here,θ CL =θ n,CL is the composite likelihood estimator that maximizes (2.1). The matrices H(θ) and J(θ) are the Hessian matrix and the covariance matrix of the score function, respectively,
. . , y n , x 1 , . . . , x n ) ∂θ ∂θ T and J(θ) = Cov n −1/2 ∂L CL (θ; y 1 , . . . , y n , x 1 , . . . , x n ) ∂θ .
When there are several models, the CLAIC (CLBIC) principle selects the model with smallest value of CLAIC (CLBIC). CLAIC has penalty term 2 tr(JH −1 ) and CLBIC has penalty term (log n) tr(JH −1 ) that depends on the sample size n. With large n, CLBIC might choose smaller models than CLAIC.
Main theorems
The main results are presented in this section, with proofs in the Appendix. Consider the nested cases where model 1 is nested within model 2. To describe the theorems, the following notation is used,
This notation matches θ (1) = θ and θ (2) = γ, as used in Section 2, but we are temporarily reducing the number of superscripts. Let θ * be the parameters for f (1) (·; θ) such that f (1) is the closest to g in the divergence (see Xu and Reid [17] ) based on the composite log-likelihood function L
CL . Similarly γ * is defined. Note that θ * and γ * might depend on the composite log-likelihood that is used.
Proposition 3.1 (Asymptotic distribution of the composite likelihood ratio).
Consider the log composite likelihood ratio of two competing models,
Suppose that assumptions A1-A3 (given in Appendix A) hold. If for all (x, y),
then the limiting distribution of 2 LR has the same law as Z T DZ, where Z is a vector of independent standard normal random variables and D is a diagonal matrix with eigenvalues of the matrix:
Here, H (1) , J (12) , etc., are defined in Appendix A.
In order to understand how different criteria can differ, we do an analysis for a sequence of contiguous alternatives, in which the true model is model 2 and its parameter depends on the sample size n and is closer to the null model as n increases. Such theory helps to explain what happens in finite samples; see Section 4. Suppose that model 2 is f (2) (·; θ, ζ) and model 1 (null model) is nested within model 2, that is, f
(1) (·; θ) = f (2) (·; θ, 0). The local alternatives assumption refers to that g(·) = f (2) (·; θ
In Theorem 3.1, (1) is a special case of (3) with ε = 0. The asymptotic results (1) and (3) are natural. Intuitively speaking, if less parameters than the true model are selected, the composite likelihood decreases by a positive quantity of O(n). Such a decrease dominates the CLAIC (CLBIC) penalty term so the penalty term is ignorable. This guarantees that the true model is better than the smaller models in terms of CLAIC (CLBIC). On the other hand, if more parameters are involved than necessary, the increase in composite likelihood is just O(1). For CLAIC, the change in penalty term is also O(1), so the model is correctly selected only with some positive probability. For CLBIC, provided that the penalty term is monotonic (see Lemma A.2), it is guaranteed that the change in penalty term is positive and is O(log n), dominating the increase in composite likelihood. Then, the true model is better than any other bigger model.
If model 2 is the true model and the two models are sufficiently far apart from each other, that is, ζ = O(1) = 0, then all the criteria asymptotically choose the correct model. On the contrary, if the two models differ by only a small perturbation, for example, ζ = O(1/ √ n) or ζ = O( log n/n), it can be seen from results (3) and (4) that the behavior of CLAIC and CLBIC differ. CLBIC is less likely select the correct model than CLAIC.
Comparing CLAIC and its full-likelihood counterpart, CLAIC has greater probability of selecting the larger model. The difference in such probabilities depends on the eigenvalues λ 1 , . . . , λ m . Roughly speaking, if (λ 1 , . . . , λ m ), after standardization is closer to (1, . . . , 1), the "loss of information" due to the use of composite likelihood is less signif-6 C.T. Ng and H. Joe icant. It is natural to consider C 1 in Theorem 3.1 as a measurement of closeness of the composite likelihood to the full-likelihood. It is interesting to note that C 1 does not depend on the parameters for full-likelihood. For composite likelihood, it is possible that C 1 depends on the parameters through λ 1 , . . . , λ m . The dependence of C 1 on the parameters will be illustrated via simulation examples in Section 4.
Part of the results in Theorem 3.1 can be generalized to the situation of model misspecification. 
Simulation studies
In this section, we show simulation results of the following comparisons in their decisions among competing models, 1. CLAIC versus CLBIC, 2. CLAIC versus AIC, 3. CLBIC versus BIC.
To do this, we choose models where the maximum likelihood estimators are also computationally feasible. The analysis is different from that in Gao and Song [4] in that our concern is not in whether the correct model is asymptotically chosen with probability 1. If models being compared are close to each other, then any of the models could be chosen with positive probability, and we are interested in where CLAIC and AIC might differ.
One general model that allows a variety of univariate and dependence parameters is the mixed-effects model (see Laird and Ware [7] ); it is defined via:
where β is (s + 1)-dimensional vector of fixed effects, b i is r-dimensional vector of random effects. x i and z i are d × (s + 1) and d × r observable matrices, x i has a first column of 1s, φ is a variance parameter, Ψ is a r × r covariance matrix. Both full likelihood and composite likelihood of the mixed-effects model can be expressed explicitly with the matrix algebra notation (see, e.g., Fackler [3] , Magnus and Neudecker [8] ). This model leads to closed form expressions where H and J can be computed (see Appendix B). A special case is the clustered data model with exchangeable dependence structure. It is defined by setting z i = (1, 1, . . . , 1) T , Ψ = σ 2 ρ, and φ = σ 2 (1 − ρ), and closed forms for H and J can be found in Joe and Lee [5] .
The three examples given below are representative cases to show patterns in the decisions from various criteria and in the penalty term tr(JH −1 ); the patterns were seen over different parameter settings and dimension d. In the following examples, the composite likelihood corresponding to the pairwise likelihood or bivariate composite likelihood (BCL) is specified via
In Example 2, trivariate composite likelihood (TCL) is also used. The sets S q for defining TCL are
In order that decisions based on AIC and CLAIC are not always for one model, parameters are chosen appropriately so that the simpler model has some chance to be chosen. In Example 1, we consider smaller beta versus larger beta values. , with first element of the β vectors being the intercept. Because the last two parameters (regression coefficients for second and third covariates are smaller), for model selection, simpler models without the additional covariates might be chosen for any information criteria. The parameters σ 2 = 1 and ρ = 0.5 are fixed. For each of the four β vectors, 1000 replicates with sample size n = 100 and cluster size d = 4 are generated. Three different settings are used to simulate the covariates and the random effects. In settings (i) and (ii), the covariates
T are independent random vectors from N (0, Σ X ) with Σ X = I, the identity matrix and Σ X = 0.2I + 0.811 T , respectively. The random effect b i is obtained from normal distribution. In setting (iii), t-distribution with degree of freedom 3 is used for b i instead so that the robustness of the information criteria under model misspecification can therefore be investigated. That is,
, where t i are independent t-distributed random variables. We then compare the decisions of AIC and CLAIC for regression models with the first, the first two or all three covariates (n c = 1, 2 or 3). For setting (i), summaries in Table 1 show patterns in the decisions and in the amount of variation in the CLAIC penalty term tr(JH −1 ). As an example, for β 1 , there were 137 cases where both AIC and CLAIC chose the 3-covariate model. Table 1 shows that the decisions for CLAIC are the same as with AIC in a high proportion of cases; both tend to choose a regression model with more covariates if the true β vector has more coefficients farther from 0. The results of BIC and CLBIC are similar, and are not shown. The variation in tr(JH −1 ) is not too much when the sample size is large enough. As implied by Lemma A.2, tr(JH −1 ) tends to increase for models with additional parameters. Similar results of settings (ii) and (iii) are given in Tables 2  and 3 , respectively. In this example, it can be seen that all information criteria have a higher chance to select the smaller model in the presence of strong correlations (say, 0.8) in the covariates. In the case where the distribution of ε i is misspecified, the decisions from all information criteria are very similar to the counterpart without misspecification.
Example 2 (Multivariate normal regression model, different covariance structures). This example shows local alternatives or perturbations of different types, either in univariate or in dependence parameters. We compare exchangeable (exch) versus unstructured (unstr) dependence when true covariance matrix has different deviations from exchangeable. The choices of the true covariance matrices are: 
for k = 1, 2, where ε 1 = 0.07 √ 200 and ε 2 = 0.05 √ 200. Σ 2 changes some correlation parameters, Σ 1a changes some variance (univariate) parameters, and Σ 2a changes both correlation and variance parameters. The regression vector β = (0.3, 1.3) is fixed and the covariates x i are independent standard normal random variables. Summaries in Table 4 are from 1000 replicates with different sample sizes n and cluster size d = 4. The patterns are similar to above for larger cluster size d = 5, 6, 7 and perturbations of a different exchangeable correlation matrix. That is, CLAIC tends to more often than AIC choose the unstructured dependence when the perturbation is only in the variances (i.e., Σ 1a ), and AIC tends to more often than CLAIC choose the unstructured dependence when the perturbation is only in the correlations (i.e., Σ 2 ). For perturbations in the correlations, going to trivariate composite likelihood makes CLAIC closer to AIC in the decision between the two models.
For Σ 1 , CLAIC selects bigger model more often than AIC in all three settings (see Table 4 ). However, the probabilities P Since these λ values differ from each other, Lemma A.1(2) guarantees that
Indeed, for the eigenvalues λ in the example, we have Here, the numerical method proposed in Rice [11] is used to obtain the first probability. The first probability is slightly greater than the second probability. Summaries in Table 5 are from 1000 replicates sample size n = 500 and cluster size d = 4. The frequencies of selecting the exchangeable dependence model are reported. We see that BIC/CLBIC tends to select the exchangeable dependence model more often than AIC/CLAIC. Under the assumption of exchangeable dependence model, BIC/CLBIC have greater chance of selecting the correct model. However, BIC/CLBIC are less sensitive to small perturbations than AIC/CLAIC. The results are consistent with Theorem 3.1. T
The results under (i) and (ii) are summarized in Tables 6 and 7 , respectively. The decisions under (i) are comparable to (1), (3), (4) in Theorem 3.2. The decisions under (ii) are similar to that described in (2) in Theorem 3.2. Comparing with Example 3, under both (i) and (ii), the alternative model is more likely to be selected. 
Spruce tree growth data
In this section, we study the spruce tree growth data in Example 1.3 in Diggle et al. [2] . The decisions from AIC (BIC) and their composite likelihood counterparts are compared. The dataset consists of the data from n = 79 trees and is available in the R package MEMSS (Pinheiro and Bates [10] ). For each tree, the logarithm of the volume of the tree trunk was estimated and recorded in d = 13 chosen days t 1 , t 2 , . . . , t 13 from the beginning of the experiment over a period of 674 days. The trees were grown in four different plots, labeled 1, 2, 3, 4, respectively. The days are 152, 174, 201, 227, 258, 469, 496, 528, 556, 579, 613, 639, 674 days since 1988-01-01, corresponding to roughly beginning of June to mid-August in 1988 and mid-April to the end of October in 1989. The first two plots represent an ozone-controlled atmosphere and the last two plots represent a normal atmosphere. From the plots in Diggle et al. [2] , the growth rates in the two time periods are different.
A linear mixed-effects model accounts for different growth rates in the two periods is the following. For a given tree, with y = log size has growth and t = day since 1988-01-01, To introduce fixed and random effects, a 0 = β 0 + β 3 I(ozone) + b 0 , where b 0 is random with normal distribution; in addition,
, where b 1 , b 2 are also random and normally distributed. There was little growth in between the two periods so the use of 445 = 469 − 24 treats the days 258 and 469 as one measurement unit apart. Estimates of regression coefficients for the fixed effects and SDs of the random effects are shown in Table 8 ; the standard errors of these parameter estimates are obtained with the delete-one jackknife as mentioned in Varin et al. [14] for composite likelihood methods. Based on the estimates in this table, for submodels we consider setting β 5 , β 3 , β 4 in turn to zero for the effects of ozone in the second period, initial point, and first period. Hence, we have submodels with 5, 4 and 3 regression parameters. In Table 9 , the decisions of the difference full likelihood and composite likelihood information criteria are shown.
For these four models, all of the information criteria chose the same best model with a significant β 4 , the effect of ozone for the growth rate in the first period. Based on these criteria and standard errors, the effect β 5 of the ozone for the growth in the second period is much more negligible, and the effect β 3 of ozone for the period before day 152 is also non-significant. Note that the model with β 5 = 0 and five non-zero β's, the AIC/BIC values are relatively closer to those for the best model than the corresponding CLAIC/CLBIC values; this is also seen in the corresponding z-statistics: for β 3 , the ratio of estimate and SE is −0.118/0.162 = −0.73 for full likelihood, −0.097/0.171 = −0.57 for TCL, and −0.094/0.175 = −0.54 for BCL.
Although the four models in Table 9 are ranked the same on all information criteria, this is not the case when we also consider other models with additional binary variables to handle four plots (two plots for each of ozone and control). That is, to relate to what we found in the simulation examples in Section 4, if we consider many models and some of them are quite close in fit because of some regression coefficients being near zero, then the rankings can be different for full and composite likelihood information criteria. 
Discussion
In this paper, we have results that show how decisions from CLAIC compare with those from AIC for nested models. This was mostly based on the theory of local alternatives applied to composite likelihood; this is the theory that is most relevant to understand how model selection performs for models that are not far apart. The theory of this paper can be applied to other models to understand better how CLAIC compares with AIC for different types of perturbations that may involve univariate or dependence parameters. This can be done if the J and H can be computed, possibly based on simulation methods. Further analysis will help in the understanding of conditions for which CLAIC has more "power" to detect a more complex model. The results have some analogies with those in Joe and Maydeu-Olivares [6] , where it is shown that there are directions of local alternatives for which goodness-of-fit statistics based on low-dimensional margins can have more power.
Although analysis in this paper is with composite marginal likelihood, we expect many of the results apply to composite conditional likelihood.
Another topic of research is further study of the extension of the procedure of Vuong [16] for composite likelihood to understand its potential usefulness for comparing prediction similarity for non-nested models.
Appendix A: Proofs

A.1. Assumptions
The following assumptions are used, similar to Vuong [16] .
A1: Θ, Γ are compact subsets of a Euclidean space. A2: Let ϑ = θ for model 1 and ϑ = γ for model 2. For M = 1, 2, under the true model, we have almost surely for all (x, y), log f (M) Sq (y Sq ; x, θ) is twice continuously differentiable over the parameter space. In addition, there exist integrable (under the true model) func-
qjk (x, y), where ϑ j , ϑ k are components in the parameter ϑ, such that
where the suprema are over the parameter space Θ or Γ. A3: Under the true model, for f (1) , the local maximum point
is unique and θ * is an interior point of Θ. Similarly γ * is defined for f (2) and is an interior point of Γ.
Assumption A2 guarantees the existence of positive definite matrices H (1) , H (2) , J given below. For the matrices defined below, all expectations below are taken under the true model.
Applying the law of large numbers and the Central Limit theorem, we have as n → ∞,
A.2. Proof of Proposition 3.1
The proof can be established following the same arguments as in Vuong [16] , so that most details are omitted. Below, the asymptotic covariance matrix is obtained in a heuristic way.
Based on (A.1) and (A.2), and the assumptions A1-A3 (see Appendix A), Taylor expansions to second order are valid and lead to:
and the matrix of the (asymptotic) quadratic form in independent standard normal random variables is
is the asymptotic covariance matrix of n 1/2 (θ − θ * ,γ − γ * ). The eigenvalues of this matrix are the same as those of
.
, and the eigenvalues of this matrix and A are the same.
A.3. Proof of Theorem 3.1
Consider the nested case where
the maximum composite likelihood estimator for model 1 isθ, and it is not the sub-vector ofγ, the maximum composite likelihood estimator for model 2.) For convenience, the following notation is used throughout the proof,
Proof of (1). For CLBIC, it is a special case of Theorem 1 and 2 in Gao and Song [4] . A detailed treatment on the order consistency can be found in Gao and Song [4] . Below, we complete the proof by showing that P CLAIC 1 , the probability that CLAIC selects model 1 under H 1 has the form P (
Let γ * = (θ * , ζ * ) be the true value. Under the null hypothesis, ζ
CL (γ * ) and L
CL (θ * ) aroundγ andθ, we have the composite log-likelihood ratio:
From Proposition 3.1, it has asymptotically the same distribution as Z T DZ where Z is a (p 1 + p 2 )-vector of independent N (0, 1) random variables and D is a diagonal matrix with diagonal elements equal to the eigenvalues of B (defined in (3.3) ). In addition, the penalty terms −(J (11) )(H (1) ) −1 and (J (22) )(H (2) ) −1 are the two main diagonal blocks in the partitioned matrix B, respectively. Therefore,
We claim that the number of non-zero eigenvalues λ i of B is m. To verify this, the characteristic equation |B − λI p1+p2 | = 0 can be written as Subtract the second column from the first column, and then subtract the first row from the second row,
If AIC is considered, the J matrices are the same as the H matrices. Subtract the second row from the first, and then subtract the second column multiplied by H −1 θθ H θζ from the third to get:
The eigenvalues are λ = 0 (multiplicity = 2p 1 ) and λ = 1 (multiplicity = m).
Proof of (2) . The required result is a direct consequence of (1) and Lemma A.1. Proof of (3). For CLAIC, we show that P CLAIC 1
is asymptotically equivalent to a noncentral chi-square probability. Note that CLAIC selects model 1 if the CLAIC comparison is:
C.T. Ng and H. Joe
CL (θ 1n )] is a non-negative quadratic form, and a representation for it is obtained below.
Write
CL (θ 1n ), where ζ * = 0.
Letθ n (ζ) be the maximum composite likelihood estimate when ζ is fixed, so that L CL (θ n (ζ), ζ) is the profile composite log-likelihood. Assume that all of the regularity conditions for maximum likelihood apply to all of the marginal densities in the composite likelihood. The derivation below is similar to a result in Cox and Hinkley ([1], Section 9.3) for the full log-likelihood. For the difference of composite log-likelihoods in (A.3), we take an expansion to second order:
For the profile likelihood, by differentiating ∂L CL (θ n (ζ), ζ)/∂θ = 0, one gets:
so that as n → ∞,
Expandθ n (ζ) around ζ = ζ * at ζ =ζ n to get
Hence,
Under a sequence of contiguous alternatives,
, where δ ζ = ε and V ζ is the (2, 2) block of the partitioned covariance matrix,
Then, (A.5) is asymptotically a quadratic form based on a random vector with N (δ ζ , V ζ ) distribution. For CLBIC, the arguments are similar to that of CLAIC. Here, we highlight the differences between CLBIC and CLAIC. The result is established based on the following comparison
(A.6) The left-hand side has order O p (1). For CLAIC, the right-hand side is just O p (1), so there is positive probability that CLAIC selects model 2. On the contrary, for CLBIC, the right-hand side is O p (log n). Together with the asymptotic positiveness of the penalty term difference (see Lemma A.2), the increase in the likelihood is offset by the increase in the penalty. Therefore, asymptotically CLBIC cannot select model 2.
Proof of (4). It is similar to the proof of (3) and is omitted here.
A.4. Proof of Theorem 3.2
This is similar to the proof of Theorem 3.1. 
A.5. Technical lemmas
(2) Further let λ 1 , λ 2 , . . . , λ m be non-negative constants. Then,
The equality sign holds if and only if
Proof.
(1) LetŪ m be the sample average of Z . Below, we compare the probabilities P (Ū m > 2) and P (Ū m+1 > 2). It can be checked that
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Consider the ratio between the integrands g m (t) and g m+1 (t),
Note that √ te −t/2 is monotonic decreasing for t > 2, it suffices to show that R(2) < 1. To achieve that, the Binet's formula (see Sasvári [12] ) can be employed,
where
The following bound is also used (see Lemma 2 of Sasvári [12] ); for x > 0,
The right-hand side is monotonic decreasing series of m converging to √ 2e −1/2 ≈ 0.8578 < 1. It is smaller than 1 when m ≥ 12. We complete the proof by reporting the numerical values of P (Ū m > 2) = P (Z 
where the constant c is 2. Without loss of generality, fix the value of λ 1 + · · · + λ m = m, and let G * (λ 2 , . . . , λ m ) = G(m − λ 2 − · · · − λ m , λ 2 , . . . , λ m ), which we abbreviate below as G * (λ). We will consider (i) the stationary points of G * and (ii) boundary points of G * .
Model comparison with composite likelihood
21
First, we give the first-order conditions for the stationary points. Rewrite
Here, K is a proportionality constant. Let
Differentiating G * (λ) with respect to λ i for i = 1, we have
where ν is the Lagrange multiplier. To simplify the first-order conditions, it is convenient to introduce the following notation. Define
22
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Similarly, define h i , h ii , and h ij for other i, j. Below are some useful results obtained from integration by parts over variable v 1 ,
Then, the first order conditions becomes
Next, we show that stationary points of G * (λ) without satisfying λ 1 = · · · = λ m do not have semi-negative definite Hessian matrix. Differentiating G * (λ) with respect to λ i twice,
Below, we see that the right-hand side must be positive if λ 1 = λ i and therefore cannot be a local maximum. By definitions, the first two terms are positive. For the third term, consider the quantities defined below,
It can be rewritten as the integration of the product of (1 − v i /λ i ) 2 and some positive terms. Therefore, R ii must be positive. In addition, R ii = 2λ i (h i − h ii ). Then, we show that h i − h ii > 0. The fourth term can be handled in the same manner. For the last term, the symmetry E 1i = E i1 implies λ i h i + λ 1 h 1i = λ 1 h 1 + λ i h i1 ; then using the first order condition for a stationary point and the symmetry of h ij , (
The stationary point must not be a local maximum. Now, we have shown that λ = 1 m is the only stationary point of G * (λ) that could be a local maximum. It should be noted that such stationary point is not necessarily a local maximum. To avoid the difficulties in checking the negative-definiteness of the Hessian matrix, an indirect approach is adopted. Here, we compare the unique stationary point with the boundary points. The boundary is defined by {λ i = 0 for some i = 1, 2, . . . , m}. Result (2) on the boundary points can be established by applying result (1) and result (2) for stationary points inductively. (Note: for any c, λ = 1 m is always a stationary point. However, result (1) is not necessarily valid for all c, so, the local maximality does not always hold for any c.) 
Appendix B: Full and composition likelihoods of the linear mixed-effects model
For the multivariate normal mixed-effects model Laird and Ware [7] , both the full likelihood and composite likelihood can be computed readily, after making use of results on vec and vech operations (see Fackler [3] , Magnus and Neudecker [8] ).
Model :
where β is (s + 1)-dimensional vector of fixed effects, b i is r-dimensional vector of random effects. x i and z i are d × s and d × r observable matrices, x i has a first column of 1s, φ is a variance parameter, Ψ is a r × r covariance matrix.
Conventions: Define the duplication matrix D r such that for any r × r symmetric matrix A, we have vec A = D r vech A. Define permutation matrices T rr such that for any r × r matrix A, we have T rr vec A = vec A T . Define the duplication matrix D r and elimination matrix E r such that for any r × r symmetric matrix A, we have E r vec A = vech A and vec A = D r vech A. The duplication matrix is unique but not the elimination matrix; for the latter, it is convenient to operate on the lower triangle. Let I r be the r × r identity matrix. Some properties of the above-mentioned matrices are as follows. 
