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a b s t r a c t
We analyse transport properties of linear liquid waves propagating within arrays of
immersed rigid circular cylindrical obstacles fixed to a rough bottom. A comparison
between Multipole and Finite Element methods is drawn in the case of Robin boundary
conditions coupled with Floquet–Bloch boundary conditions. We find that the first band is
concave yet nearly flat (associated waves of small negative group velocity) and it displays
a cut-off (zero-frequency stop band associated with a singular perturbation). Thanks to
this anomalous dispersion in such fluid filled structures, we achieve both ultra-refraction
and negative refraction for waves propagating at their surface. Potential applications lie
in a omnidirective ‘water antenna’ and a convergent flat ‘water lens’. The latter one is
demonstrated experimentally.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Back in 1967, Victor Veselago introduced the physics of negative refraction, whereby light takes the wrong way, leading
to inverted Snell–Descartes law and the possibility of a convergent flat lens [1]. These results remained an academic
curiosity for over three decades until the British physicist Sir John Pendry and his colleagues eventually paved the way
towards the realization of such negative refractive index materials (also called metamaterials since their properties are
not found in materials at hand in nature) [2]. At the same period, another route was opened towards negative refraction,
based on anomalous dispersion in Photonic Crystals (PC) [3]. Unlike metamaterials which are in essence locally resonant
microstructures displaying complex valued frequency dependent effective parameterswithin a low-frequency stop band [4],
all-angle negative refraction (AANR) in PC takes place within the Bragg regime when the wavelength is in resonance with
the microstructure scale [3].
The former route is essentially of plasmonic nature and enables control of both propagating and evanescent components
of the electromagnetic field [4]. Pendry actually showed in 2000 that Veselago’s flat lens overcomes the Rayleigh limitation
on image resolution (limited to half a wavelength) through the enhancement of evanescent waves [5,6]. Interestingly, such
a subwavelength lens can also be designed for anti-plane shear acoustic waves by making use of Helmholtz resonators [7].
But this superlensing effect is not achieved in PC displaying AANR, since it occurs for high-frequencies and therefore
subwavelength details of the source cannot be conveyed to the image [4]. Similarly to photonic crystals, AANR has
been demonstrated numerically and experimentally for liquid water waves propagating within a square array of circular
cylinders, leading to some lensing effect (yet not subwavelength) [8]. The mathematical model is based upon the linearised
Navier–Stokes equations [9] which are further supplied with Floquet–Bloch boundary conditions to account for the
periodicity of the problem [10]. We recently showed that similar water lensing effects occur in square arrays of close-to-
touching square cylinders, such as checkerboards [11], whose dispersion curves were given in closed form. In this paper,
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we focus on numerical and experimental analysis of square arrays of circular cylinders. Wemodify the mathematical model
for surface liquid waves propagating in 2D phononic crystals to include the effect of a rough bottom of the vessel used in
experiments: more precisely, we implement Robin boundary conditions instead of Neumann homogeneous data, which
leads to a singular perturbation responsible for a zero-frequency phononic stop band. We analyse the cut-off dispersion
curve displaying negative group velocity both asymptotically and numerically. We further observe negative refraction
experimentally in a vessel at the frequency numerically predicted. Last, but not least, we show that it is possible to use
anomalous dispersion to obtain an omnidirective water antenna through ultra-refraction (refractive index close to zero), in
a similar way to what was achieved for electromagnetic waves in 2002 [12].
2. Governing equations
2.1. A free boundary value problem
Let us denote byΩ the domain of R3 within which lies the transverse components of the fluid. For our study, we choose
a specific liquid with a low viscosity constant to avoid the appearance of boundary layers which inhibit the propagation of
liquid between the cylinders.
We further assume that propagation speed of the vibrations at the surface of the liquid is much smaller than the sound
speed in the fluid i.e.we consider that our liquid is incompressible. This means that the pressure field of the liquid depends
only on phenomena occurring at the free surface (no dilatation effects). The last approximation amounts to neglecting the
second order displacements (low amplitudes). Within this set of assumptions, the Navier–Stokes equation can be expressed
as:
ρ(∂tv+ v.∇v) = −∇p+ ρ g+ η∆v, inΩ, (2.1)
where ρ is the density of the liquid, η its viscosity, v is the velocity field, p the pressure and g the gravity.
From now on, we neglect the viscosity η, which will bring a strong constraint on the choice of the liquid in the
experimental setup (see Section 4.3). Assuming that the velocity field v is curl-free, it derives from a potential Ψ satisfying
ρ ∂tΨ = −ρ g z − p+ C, (2.2)
where g = |g|, z is the vertical variable and C is a real additive constant. Since we assume that the fluid is incompressible
(divergence free velocity), we obtain the Laplace equation
∆Ψ = 0, (2.3)
which does not manifest any wave character.
In fact, waves are induced by the boundary conditions set on the free surface separating the liquid from the air, as we
shall now see.
Let us first consider the surface at the bottom of the water tank which is assumed to be fixed, but undergoing some
fast-oscillating roughness of small amplitude around the plane z = 0 (z is the vertical axis). In that case, we can supply the
governing equation with an effective boundary condition of the Robin-type [13]:
n · ∇Ψ (r, θ, 0, t)+ αΨ (r, θ, 0, t) = 0, (2.4)
where (r, θ, z) denotes a cylindrical coordinate system (with respectively the radial, azimuthal and vertical variables)
deduced from Cartesian coordinates via x = r cos θ and y = r sin θ . Moreover, n denotes the unit outward normal to
the boundary and α is a real parameter which needs be specified. Such effective conditions are a good model for a vessel
whose bottom is for instance a corrugated surface.
The main property of the free surface is that the pressure is constant along it and is equal to the atmospheric pressure
p0. In the case of small fluctuations, this leads to
∂2t Ψ + g ∂zΨ = 0, on the free surface. (2.5)
Altogether, Ψ is solution of the following system [9]:∆Ψ = 0, z ∈]0; h[,∂2t Ψ + g ∂zΨ = 0, z = h,n · ∇Ψ + αΨ = 0, z = 0. (2.6)
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2.2. Setup of the spectral problem in a periodic cell
For a harmonic potential with frequency ω, we can choose the following form of Ψ :
Ψ (r, θ, z, t) = R(ψ(r, θ) cosh(κ z)e−iωt), (2.7)
where κ is the spectral parameter and ψ is the reduced potential which is solution of the 2− D Helmholtz equation:
(∇2 + κ2)ψ = 0. (2.8)
Furthermore, κ is linked to the frequency via the dispersion relation:
ω2 = gκ tanh κh(1+ d2cκ2) (2.9)
where dc is the liquid capillarity [8,11]. The vertical displacement of the liquid surface ξ is related to ψ through:
ξ(r, θ, t) = R
(
− iw
g
ψ(r, θ)e−iωt
)
. (2.10)
It remains to specify the limit conditions for the 2D spectral problem (2.8). Importantly, the vessel contains a regular array of
rigid immersed cylinders fixed to the bottom of the vessel. For the spectral problem to be completely specified, we thus as-
sume that the potentialψ satisfies both a Robin condition (as a consequence of boundary condition at z = 0 in system (2.6))
n · ∇ψ + αψ = 0, (2.11)
and an appropriate Floquet–Bloch condition (as a result of the lattice periodicity [14])
ψ(r+ Rp) = ei k·Rp ψ(r), (2.12)
where k is known as the Bloch wavevector and Rp = p1a1 + p2a2 is the vector attached to the nodes p = (p1, p2) ∈ Z2 of
the lattice of translation vectors a1 and a2, which form the basis of the lattice as a whole.
3. Band diagrams and Robin conditions
3.1. Variational formulation and FEM
The weak formulation is obtained by multiplying the Helmholtz equation by the test function ϕ¯, complex conjugate of
ϕ, and by invoking the Green formula and making use of the Robin boundary condition in (2.6)
+
∫
∂Y
(αψϕ¯ + ψn · ∇ϕ¯)dl−
∫
Y
∇ψ.∇ϕ¯ds+ κ2
∫
Y
ψ ϕ¯ds = 0, (3.13)
where Y denotes the basic cell repeated periodically within the lattice. The resolvent of the operator associated with the
quadratic form in (3.13) is compact, hence for a given Bloch vector k the spectrum is a countable set of isolated eigenvalues
tending to infinity that can be ordered by increasing number κn(k) (with the integer n taking into account the multiplicity
of a given eigenvalue κn). More precisely, these eigenvalues can be numerically found using the Rayleigh quotient form of
(3.13) and invoking the Courant–Fischer min–max principle, for all n ≥ 1, one has:
κ2n (k) = minUn−1∈Hn−1 max06=ϕ∈U⊥n−1
∫
Y |∇ϕ|2ds−
∫
∂Y (α|ϕ|2 + ϕ¯n · ∇ϕ)dl∫
Y |ϕ|2ds
, (3.14)
where Hn is the set of subspaces of dimension n of the infinite-dimensional Hilbert space
H](k, Y ) = {(ϕ,∇ϕ) ∈ L2(Y )× [L2(Y )]2, ;ϕ satisfies (2.11)–(2.12)}.
This expression is then discretised using test functions ϕ taking values on nodes of a triangular mesh of the basic cell Y .
To enforce Floquet–Bloch conditions in (3.14), it is enough to link values of ϕ on opposite sides of the basic cell Y (see [14]
for electromagnetic waves). The Finite element formulation was implemented in the commercial package FEMLAB.
Now, each eigenvalue depends smoothly upon the Bloch parameter k, so that when k describes the Brillouin zone, we
end up with a band spectrum
σBloch =
∞⋃
n=1
[min
k∈Y∗
κn(k),max
k∈Y∗
κn(k)]. (3.15)
For simplicity we only depict 2D diagrams afterwards (dispersion curves) assuming that
[min
k∈Y∗
κn(k),max
k∈Y∗
κn(k)] = [min
k∈∂Y∗
κn(k), max
k∈∂Y∗
κn(k)],
where ∂Y ∗ denotes the boundary of Y ∗. Nevertheless, we numerically checked that to characterize completely the spectrum
in our problem it is enough to describe merely the edges of the first Brillouin zone. Furthermore, for applications we have in
mind (AANR and ultra-refraction), we actually plot isofrequencies, extracted from the computation of dispersion surfaces.
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3.2. Multipole expansions and boundary conditions
Using local cylindrical coordinates, we expand the potential in terms of Bessel functions (first order) between the
inclusions:
ψ(r, θ) =
+∞∑
m=−∞
(amJm(κr)+ bmYm(κr))eimθ , 0 ≤ θ < 2pi (3.16)
where r and θ denote the radial and angular variables of ψ . The multipole coefficients am and bm are linked by the ‘‘Robin
conditions’’ on the boundary of each inclusion (r = a)
am = −κY
′
m(κa)+ α Ym(κa)
κ J ′m(κa)+ α Jm(κa)
bm = −Mmbm, (3.17)
whereMm are the entries of the real symmetric matrixM.
3.3. Quasi-periodic Green’s function and lattice sums
It remains to take into account the quasi-periodicity of the potential. For this, we introduce a 2D quasi-periodic Green’s
function G
G = 1
4pi
∑
p∈Z2
eik|r−r′−Rp|
|r− r′ − Rp|e
ik·Rp
where the sum stretches over the entire array of nodes p (locations of the centers of the cavities), which satisfies the
Helmholtz equation
(∆+ κ2)G(r, r′) =
∑
p∈Z2
δ(r− r′ − Rp)eik·Rp .
Making use of the Poisson summation formula∑
h∈Z2
eiQh·(r−r′)
Q 2h − k2
= 1
4pi
∑
p∈Z2
eik|r−r′−Rp|
|r− r′ − Rp|e
ik·Rp
and Graf’s addition theorem for Bessel functions [15], it can be shown that the Green’s function G can be represented as a
Neumann series within the central unit cell as per:
G(r, r′) = Y0(κ|r− r′|)+
+∞∑
l=−∞
SYl (κ, k)Jl(κ|r− r′|)eilθ
where the dynamic lattice sums SYl are defined as
SYl (κ, k) =
∑
p∈Z2\(0,0)
Yl(κRp)eiΦq l+ik·Rp , (3.18)
and Φp = arg(Rp), γ = arg(r − r′). As this series is slowly convergent, we shall use the following formula to calculate the
lattice sums [15]
SYl (κ, k)Jl+q(κz) = −δl0
[
Yq(κz)+ 1
pi
q∑
n=1
(q− n)!
(n− 1)!
(
2
κz
)q−2n+2]
− 4i
l
A
∑
p∈Z2
(
κ
Qp
)q
Jl+q(Qpz)eilθp
Q 2p − (κ)2
, (3.19)
where A = |a(1) × a(2)| denotes the area of the unit cell. For analytic purposes, it is convenient to use the values p = 0,
z = √A = d (d is the pitch of the direct array). The above formula is characterized by faster convergence via integrationwith
respect to z. The integer parameter q gives the number of times the convergence of the lattice sums has been accelerated
through integration and is thus called ‘‘convergence acceleration index’’. The reciprocal unit cell is defined by the vectors
b(1) = 2pi a(2)×eA , b(2) = 2pi e×a
(1)
A , e = a
(1)×a(2)
A , with the reciprocal lattice vectors
Qp = p1b(1) + p2b(2) + k, θp = arg(Qp). (3.20)
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Fig. 1. Comparison of FEM computations of dispersion curves (continuous curves) against Multipole Method results (starred curves) for an infinite array
of rigid cylinders of radius 4 mm in a liquid of capillarity dc = 0.0906 mm and an effective parameter α = 1 in the Robin boundary conditions (2.11).
The pitch of the array is 10 mm and the depth of water is h = 6 mm. Horizontal axis: projection of the Bloch vector on the first Brillouin zone ΓMk;
Vertical axis: wave frequency f = ω/(2pi) in Hertz; The blue triangles correspond to frequencies associated with waves propagating in water along the
ΓM direction, as given by Eq. (3.28).
The lattice sums satisfy the identity SY−l(κ, k) = SYl ∗(κ, k), and hence it is sufficient to calculate them only for non-negative
values of l (here ∗ denotes the complex conjugate quantity). In equating the nonsingular field in the central unit cell with
the superposed effect of all other (singular) sources within the array, we obtain the following Rayleigh identity
Al =
+∞∑
m=−∞
(−1)l+mSYm−l(κ, k)Bm. (3.21)
These sets of equations are linked via the Robin boundary conditions and lead to
MlBl −
+∞∑
m=−∞
(−1)l+mSYm−l(κ, k)Bm = 0. (3.22)
It is remarked that the coefficients Mm are real, making the matrix M hermitian (hence of real positive spectrum). This
system can be written as RB = (M+ S)B where R is the so-called Rayleigh matrix,M is the matrix of boundary conditions
and S the matrix oflattice sums. Since SY∗m−l(κ, k) = SYl−m(κ, k), the Rayleigh matrix R is Hermitian (hence of real positive
spectrum), as one would expect for a scattering matrix associated with non-dissipative rods. We note that this system has
been derived in previous instances [15,16], where the reader may find any further details.
3.4. Asymptotic estimate of the lower band
On the dispersion diagram of Fig. 1, there is no acoustic band (no curve goes to the origin when k = |k| goes to 0).
This phenomenon is known in the physics literature as a zero-frequency stop band, and it is associated with a singular
perturbation [17]. We can actually compute analytically the width of this gap through an estimate of the first dispersion
curve when κa 1. In this dilute composite limit (3.22) simplifies to
M0(κa)+ SY0 (κa, k) = 0, (3.23)
which provides the first perturbation away from plane-wave state [18]. It appears to hold true even for shorter wavelengths
in comparison with the pitch of the array d, as long as κa 1.
Now, for long wavelengths, it is possible to obtain analytic expressions for the lattice sums SYl in (3.19). Following [18],
we note that
Ml(κa) = Ml(|Qm|a)+ O(| |Qm| − κ|), (3.24)
whereQm = Km+kwithKm = 2pid m, d denoting the constant size of the direct array andm ∈ Z2: the vectorsKm constitute
the representation of the lattice Rp in reciprocal space.
Hence we find that when κ → |Qm|, (3.23) can thus be approximated as
M0(|Qm|a)− 2
pi
[
ln
( |k|
2
)
+ γ1 + 2 ln (2d)+ γ2
]
= 4
d2
1
|Qm|2 − κ2
∑
|Qn|=|Qm|
1+ O(| |Qm| − κ|), (3.25)
where γ1 ≈ −0.318895593 and γ2 is the Euler constant 0.557215665 and Qm is defined in (3.20).
2016 M. Farhat et al. / Journal of Computational and Applied Mathematics 234 (2010) 2011–2019
P M L
P M L
P
M
L
P
M
L
0.5
0
-1.5
kx
k y
-3
-2
-1
0
1
2
3
-3 -2 -1 0 1 2 3
0
-0.5
0.5
Fig. 2. Upper-left panel: isofrequencies at f = 10.5Hz for the free surface (circle centered on theGammapoint) and the Blochwaves in the crystal (smallest
circle centered on the K point). Upper-right panel: 2D plot of the reduced potential field (wave pattern) emitted by an acoustic line source located in the
center of a sonic crystal consisting of 194 rigid cylinders with same parameters as on Fig. 1. The middle region is surrounded by eight regions with acoustic
PMLs. Lower-left panel: diagrammatic view of the omnidirective ‘water antenna’ and its underlying mechanism; Lower-right panel: 3D plot of the emitted
surface waves.
Taking the long-wavelength limit in (3.17), we obtain the following estimate for the boundary terms:
M0(|Qm|a) = 2
pi
(
ln (|Qm|a)− ln 2+ γ2 + 1
α
)
+ O((|Qm|a)2), (3.26)
which is the result obtained in [16] for Dirichlet boundary conditions when α is large, whereas this asymptotic formula does
not say anything when α  1.
The long-wavelength limit of (3.25) is thus given by:
|k|2 − κ2 = 2pi
d2
[
ln
(a
d
)
+ β
]−1
, (3.27)
where β = −2piγ1 − 2 ln 2+ 1/α ≈ 1.31053292+ 1/α.
Let us introduceΛ such thatΛ−1 = d22pi
[
ln
( a
d
)+ β], then we conclude that
κ = √Λ
(
1+ |k|
2
2Λ
)
+ O(|k|4). (3.28)
Taking into account the dispersion Eq. (2.9), this asymptotic formula provides an estimate of the first band in Fig. 1, which
is generated by the cut-off frequency
√
Λ and the quadratic correction |k|2/(2√Λ).
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Fig. 3. Upper-left panel: 2D plot of the reduced potential field radiated by an acoustic line source at frequency 9.9 Hz located underneath a sonic crystal
consisting of 194 rigid cylinders with same parameters as on Fig. 1; Upper-right panel: Same plot with the square modulus of the reduced potential field;
Lower-left panel: landscape of isofrequencies with f = 9.9 Hz (frequency at which AANR occurs, centered about the k point of the dispersion diagram of
Fig. 1), appearing as a thick line; Lower-right panel: diagrammatic view of the flat ‘water lens’ and its underlying mechanism.
4. Numerical and experimental results
4.1. Analysis of band diagram and ultra-refraction
In a paper co-authored by one of us conditions to observe the so-called ultra-refraction phenomenon have been studied
[12]. Indeed, if the parameters are appropriately chosen, refraction at the interface between a photonic crystal and vacuum
can be such that the incident beam will be refracted in a direction that moves away from the normal to the interface
(contrarily towhat happenswith an ordinary dielectric). Thus, the crystal simulates a dielectricmediumwhose optical index
would be lower than the unity which leads us to the ultra-refraction word. For liquid surface waves a similar phenomenon
could be observed. The condition to have this behaviour is to find a set of parameters such that the isofrequency dispersion
curve is much smaller than the isofrequency curve for the free liquid wave. Fig. 2 left shows both the isofrequency curves
for the Bloch waves in the crystal and the free liquid waves. It can be seen that the diameter of the former is smaller but
centered on the K point (rather than on the Gamma point). Let us now consider a crystal with a finite thickness whose
interfaces are orthogonal to the first bisector. Conservation for the tangential component of the Bloch wavevector allows
us to conclude that if all the Bloch modes are excited by a point source located inside the crystal the waves that will be
excited outside should be around a direction close to the normal. The interested reader can find more details in [19]. Fig. 2
right shows the results of a numerical computation and that a directive emission of the wave emerges from the crystal at
frequency f = 10.5 Hz.
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Fig. 4. Left panel: Snapshot (cliché) of the water-wave experiment with a surface wave generated on one side of the crystal (dark region) and an image
appearing on the other side, slightly shifted to the right. Upper-right panel: The 2D sonic crystal seen from above. Lower-right panel: diagrammatic view
of the experimental setup.
4.2. Analysis of band diagram and AANR
The essential condition for the all-angle negative refraction (AANR) effect is that the equifrequency surfaces (EFS) should
become convex everywhere about some point in the reciprocal space, and the size of this EFS should shrink with increasing
frequency, which is observed around the K point at frequency f = ω/(2pi) = 9.9 Hz in the Fig. 1: the negative curvature of
the first dispersion curve is indeed apparent. Further the EFS should be larger than the free space dispersion surface and the
frequency should be within the first Bragg zone [3], which we also checked by computing dispersion surfaces, as reported
on the lower-left panel of Fig. 3. On the upper panel of Fig. 3, we display the lensing simulation for a harmonic source at
frequency f = 9.9 Hz in presence of a finite slab of the sonic crystal, by plotting the reduced potential ϕ (left panel), and its
square modulus (right panel).
4.3. Experimental results
Last, but not least, we report an experimental proof of the lensing of water waves corresponding to the previous analysis
(see Fig. 4). The experiments have been carried out placing a rectangular slab of phononic crystal in the center of a vessel.
When a lamp placed above the vessel is switched on, enlarged liquid wave patterns appear on a screen, thanks to a mirror
placed underneath the vessel, as diagrammatically shown on Fig. 4. Note that the liquid usedwasMethoxynonafluorobutane
that presents the advantage to combine a lowviscosity coefficientwith a relatively high density. Our first attemptwithwater
was not conclusive, as the viscosity of water induces a skin effect (a boundary layer) of about 2 mm around each cylinder
for typical working frequencies: the profile of water is therefore flattened in the interstitial space between the cylinders
(∼1 mm). In the case of Methoxynonafluorobutane, the skin effect occurs about 0.1 mm around each cylinder and thus
liquid can flow reasonably well between them. When a small vibrator serving as an acoustic source generator is switched
on, and tuned to the frequency 9.9 Hz (using a signal generator), we observe awave pattern as reported on Fig. 4: an image of
the source appears on the other side of the phononic crystal, in agreement with inverted Snell–Descartes law. Nevertheless,
it seems hopeless to aim for any subwavelength imaging here as the slab is not a locally resonant structure, contrarily to
what is claimed in [8].
5. Conclusion
In this paper, a comparison between FEM and Multipole Method calculations of band structure has been drawn for the
analysis of surface water waves propagating in periodic structures. Some negative refraction and some ultra-refraction have
been numerically predicted, and the lensing effect by a flat photonic lens further observed experimentally. A zero-frequency
stop band induced by the roughness of the bottom of the vessel has been addressed theoretically and numerically. We
hope that these results will foster efforts in the experimental analysis of surface liquid waves interacting with periodic
structures as one can directly observe the spatial distribution and time dependent evolution of wave patterns, unlike that
of electromagnetic experiments.
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