Abstract. We show that each reflexive finite-dimensional subspace of operators is hyperreflexive. This gives a positive answer to a problem of Kraus and Larson. We also show that each ndimensional subspace of Hilbert space operators is [
Introduction
Let X be a complex Banach space and let B(X) be the algebra of all bounded linear operators on X. For an algebra W ⊂ B(X) with identity, let Alg LatW denote the set of all operators which leave invariant all (closed) subspaces of X, which are invariant for all operators from W. The algebra W is called reflexive if W = Alg LatW.
The definition was introduced for the first time in [16] and further studied by a number of authors. The concept of reflexivity is interesting even if the underlying space is finite dimensional. For example, the algebra a b 0 a ⊕[a] : a, b ∈ C is reflexive, but the algebra a b 0 a : a, b ∈ C is not reflexive (the former example will be used later).
The definition of reflexivity was extended to subspaces of operators in [13] . Let A stronger concept of hyperreflexivity was introduced for algebras in [1] and extended for subspaces of operators in [10] . Denote by dist(·, ·) the usual distance in Y ; we use also the same notation for the distance in B(X, Y ). Let M ⊂ B(X, Y ) be a norm-closed subspace and T ∈ B(X, Y ). Write
The smallest constant C fulfilling (1) is called the hyperreflexive constant and denoted by κ M . Let us observe that if M is reflexive and
Thus each hyperreflexive subspace is also reflexive. On the other hand there are reflexive non-hyperreflexive subspaces (see [9] ). However, if both spaces X and Y are finite dimensional then each reflexive subspace is also hyperreflexive. Namely, as we have observed above the reflexivity of a norm-closed subspace M is equivalent to the condition:
Thus, for the whole conclusion, it is enough to note that all norms on the finite dimensional space B(X, Y )/M are equivalent.
In [10, Problem 3.9], Kraus and Larson posed the question whether the concepts of reflexivity and hyperreflexivity are equivalent for finitedimensional subspaces of operators on infinite dimensional spaces. The problem was considered also in [6] .
In [10] it was shown that each one-dimensional subspace is hyperreflexive. By [14] , the hyperreflexive constant is equal to 1.
The aim of this paper is to give a positive answer to the problem of Kraus and Larson. The main result of the paper is
In [12] Remark. Many authors (including [10] ) considered the reflexivity and hyperreflexivity only for subspaces of operators on a Hilbert space. It is easy to see that the definitions of reflexivity and hyperreflexivity used in this paper also agree with the more general definitions introduced in [5] .
Main theorem
Let X, Y be Banach spaces. Denote by F (X, Y ) the set of all finiterank operators from X to Y and by F k (X, Y ) the set of all operators in B(X, Y ) of rank smaller or equal to k. Denote by S X = {x ∈ X : x = 1} the unit sphere in X.
Let n ≥ 1 and let A 1 , . . . , A n ∈ B(X, Y ). Denote by span{A i : i = 1, . . . , n} the closed linear space generated by A 1 , . . . , A n . Write
The following lemma summarizes the properties of the quantities s k .
the hat denotes the omitted term;
Proof. The statements (1)- (7) are trivial. To see (8) , fix j and observe that
To see (9), let us fix k 0.
and so
The following lemma is a quantitative version of [15, Lemma 1] . Note that for Hilbert spaces it is possible to take
Proof. By the Auerbach lemma there are vectors x 1 , . . . , x n ∈ F and
In particular, the vectors x 1 , . . . , x n are linearly independent and therefore form a basis of F . Let
Then card Z (4nε
and |
. Let z * ∈ X * be the functional considered above. Then we have
In particular, for ε = 
. . , n and no non-trivial linear combination of A 1 , . . . , A n belongs to
Proof. We prove both statements by induction on n.
Let n = 1 and let
and h(1) = 0. There is a vector u ∈ X such that u = 1 and
This proves statement (a) for n = 1. . For x ∈ X with x = 1 and δ > 0 set
Clearly D x,δ is a closed convex set. By the definition of the distance α, D x,ε = ∅ for all x ∈ X, x = 1. To show property (b) n , we must prove that
for all x ∈ X, x = 1, and so T − n j=1 γ j A j ε . Therefore dist(T, span{A 1 ,. . . , A n }) ε , and so statement (b) for n is fulfilled. By (a) n and Lemma 2.1(9), there exists a vector x 0 ∈ X with x 0 = 1 and a constant c > 0 such that
where the sets
By the classical Helly theorem (see [7] ), it is sufficient to show that
Then dim F 2 (2n + 2)(n + 2). By Lemma 2.2, there is a subspace M 2 ⊂ Y with codim M 2 r((2n + 2)(n + 1)) such that f + m
. By the induction assumption (a) n and by Lemma 2.1 (7), (5), there exists a vector u ∈ M , u = 1 such that
. Suppose on the contrary that
, at least one of the two terms is greater than 6ε. Thus
and so, by (6) we have
and (4) is fulfilled. This proves statement (b) for n.
We construct inductively vectors u 1 , . . . , u n ∈ X of norm one in the following way. Let k ∈ {1, . . . , n} and suppose that the vectors u j , j = 1, . . . , k − 1 have already been constructed. Let
, where the hat denotes the omitted term; in the estimates we used Lemma 2.1(6), (8) and (5).
Let u 1 , . . . , u n ∈ S X be constructed in the above described way. Set 
This finishes the proof. 
Let P ∈ B(X) be a projection onto M and F = ker P . Let F = span{Sf : S ∈ M, f ∈ F }. Clearly dim F < ∞. By Lemma 2.2, there is a subspace M ⊂ Y such that codim M < ∞ and f + m 
We show now that M is hyperreflexive. Let ε > 0, T ∈ B(X, Y ) and let dist(T x, Mx) ε for all x ∈ X, x = 1. By (7) = n, it is also hyperreflexive. Hence [8, Theorem 3.5] implies that M is k-hyperreflexive.
