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We consider a classical model of charges ±q on a pyrochlore lattice in the presence of long range
Coulomb interactions. This model first appeared in the early literature on charge order in magnetite
[1]. In the limit where the interactions become short-ranged, the model has a ground state with
an extensive entropy and dipolar charge-charge correlations. When long range interactions are
introduced, the exact degeneracy is broken. We study the thermodynamics of the model and show
the presence of a correlated charge liquid within a temperature window in which the physics is
well described as a liquid of screened charged defects. The structure factor in this phase, which has
smeared pinch points at the reciprocal lattice points, may be used to detect charge ice experimentally.
In addition, the model exhibits fractionally charged excitations ±q/2 which are shown to interact
via a 1/r potential. At lower temperatures, the model exhibits a transition to a long-range ordered
phase. We are able to treat the Coulombic charge ice model and the dipolar spin ice model on an
equal footing by mapping both to a constrained charge model on the diamond lattice. We find that
states of the two ice models are related by a staggering field which is reflected in the energetics of
these two models. From this perspective we can understand the origin of the spin ice and charge
ice ground states as coming from a dipolar model on a diamond lattice. We study the properties of
charge ice in an external electric field finding that the correlated liquid is robust to the presence of
a field in contrast to the case of spin ice in a magnetic field. Finally, we comment on the transport
properties of Coulombic charge ice in the correlated liquid phase.
PACS numbers:
I. INTRODUCTION
There has been a great deal of recent interest in the
effects of geometrical frustration in condensed matter
systems. A significant part of this interest has cen-
tered around and been inspired by the discovery and
characterisation of the spin ice materials Dy2Ti2O7 and
Ho2Ti2O7.
2 These materials were found, in the late
nineties, to harbour an extensive residual entropy at low
temperatures equal to the entropy of water ice.2 This
experiment was motivated by the observation that the
low-lying proton configurations in water ice map onto the
configurations of a frustrated Ising model on a pyrochlore
lattice. The discovery of residual entropy in these rare
earth pyrochlores has led to a flurry of theoretical and ex-
perimental works over the last decade that have brought
to light a number of other remarkable features of the
spin ices. These include their distinctive anisotropic spin
correlations controlled by the emergence of a divergence-
free constraint analogous to the vacuum Gauss’ law in
electromagnetism3 and the existence of fractionalized ex-
citations that behave like charged particles albeit in a
magnetic insulator.4
One of the marvellous features of the spin ice mate-
rials is that much of their phenomenology is captured
quantitatively by the dipolar spin ice model. The afore-
mentioned properties of the spin ices at low tempera-
tures are shared by a number of other models3,5,6 and
collectively constitute the defining features of so-called
Coulomb phases. One such model, which we call the
Coulombic charge ice model, was considered a long time
ago by Verwey and co-workers7 and by Anderson1 as a
potential means to understand the charge ordering in
magnetite, Fe3O4, an iron oxide spinel with equal num-
bers of Fe2+ and Fe3+ ions on the B sites.1 Magnetite
is very familiar to a large cross-section of the condensed
matter community as the archetype of strong correlation
physics predating the cuprate superconductors by many
decades.
The Coulombic charge ice model, it turns out, does not
adequately account for the charge ordering transition of
magnetite and, indeed, the low temperature physics of
this material is not fully understood to this day - around
70 years after the original work (see, e.g., Refs. [8,9]).
The principal difficulty in making theoretical headway
on magnetite is that many different degrees of freedom
- spin, orbital, structural, insulating and itinerant - are
coupled so that they cannot be considered in isolation.
In this paper, we revisit the Coulombic charge ice model
of Verwey and Anderson in the light of recent progress
on the spin ices and Coulomb phases in general. We
have conducted a detailed study of the thermodynamic
properties of Coulombic charge ice with the aim of mak-
ing explicit phenomenological predictions from the model
which may lead to experimental evidence of the frustra-
tion of the Coulomb interaction in magnetite or related
materials despite the competing effects of other degrees
of freedom at temperatures above the charge ordering
transition.
The charge ice model may be obtained from a model
of spin polarized fermions on a pyrochlore lattice at half-
filling with nearest neighbor repulsion.10,11 This near-
est neighbor model, in the classical limit, exhibits the
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2same ground states as nearest neighbor spin ice - these
states have a one-to-one correspondence. Coulombic
charge ice is then obtained from the nearest neighbor
model by endowing the fermions with electric charge in
the presence of a neutralising background charge. In-
cluding long-range Coulomb interactions to the model of
mobile fermions on a pyrochlore lattice is analogous to
adding dipolar interactions to the nearest neighbor spin
ice model. The latter was a crucial step towards a full
understanding of the spin ice materials. In one sense,
this step makes the physics less clean since the extensive
degeneracy of the nearest neighbor interacting model is
broken. Remarkably the Coulomb phase in the ice model
not only survives the addition of a long range dipolar in-
teraction - the degeneracy is only weakly broken owing to
the screening of the long range interaction - but also the
dipolar interaction between defects about the ice states
is fractionalized leading to an effective 1/r Coulomb in-
teraction between these defects.12 We will show that the
connection between the Coulombic charge ice model and
the dipolar spin ice model is, in fact, more than an anal-
ogy and that insights from one model allow us to draw
conclusions about the other.
We organize the paper as follows. We continue the
introduction (section I B) with a short review of dipolar
spin ice physics highlighting the points relevant to our
study. This is followed in I B by a short description
of some aspects of magnetite phenomenology. For those
familiar with both we recommend beginning with Sec-
tion II in which we begin (section II A) by showing how
the dipolar spin ice model and the Coulombic charge ice
models may be treated on an equal footing in a sense to
be made precise later. We also discuss the ground states
of the two models. Then, in Section II B, we explore the
thermodynamics of charge ice via classical Monte Carlo
simulations. A number of the features that we observe
in these simulations can be understood within the frame-
work of large N mean field theory (Section III A) includ-
ing the screening of the long range interactions and the
ordering wave vector. A more detailed exploration of
the connections between the dipolar spin ice model and
the charge ice model may be found in three appendices.
In Section III B, we study the finite temperature charge-
charge correlations and then the excitations above the ice
states with the nontrivial result that the elementary de-
fects interact via an effective 1/r potential (Section IV).
We examine the effects of a static uniform electric field on
the Coulomb phase in Section V. In Section VI, we pin-
point three different transport regimes including a poor
insulator regime existing over a broad temperature range
encompassing the Coulomb phase. Finally, we summa-
rize our results and consider the outlook for further stud-
ies of frustrated charge models.
A. Dipolar Spin Ice
In this section, we give a brief introduction to the
spin ices concentrating on topics that are pertinent to
our discussion of charge ice. For further information
see, for example, Ref. [13]. The tell-tale signatures of
unconventional magnetism in the materials Dy2Ti2O7
and Ho2Ti2O7 were careful measurements of the residual
magnetic entropy at low temperatures obtained from spe-
cific heat data.14 The residual entropy was found to be,
within errors, equal to the Pauling entropy of water ice.15
The microscopic explanation for this phenomenon is as
follows. The spins, which are located on the vertices of
the pyrochlore lattice of corner-sharing tetrahedra, have
an Ising anisotropy that forces each spin Si to point along
an axis connecting the centers of the two tetrahedra to
which it is connected. An extensive ground state entropy
in this Ising system can be obtained via nearest neighbor
interactions of the form
Hnn = −J
∑
〈i,j〉
SiSj (1)
where the spins Si are written in the local Ising frame
and therefore assume values ±1. This interaction is frus-
trated and it’s easy to see that the ground states are
those for which
∑
tetra Si = 0 - the sum of spins over each
tetrahedron vanishes - this is the so-called ice rule and
states fulfilling this condition are the spin ice states. This
local constraint on the tetrahedra translates to an exten-
sive degeneracy on the lattice with a Pauling entropy.
The local ground state constraint can be coarse-grained
by introducing fields H(r) to denote the dipolar orienta-
tions. The local constraint is then ∇ ·H = 0, so the field
has only a circulation and no sources. This constraint
and the extensive entropy can be shown to imply dipo-
lar spin correlations at zero temperature which persist
on length scales smaller than the correlation length at
finite temperature.16 These correlations manifest them-
selves as pinch points in the structure factor centered on
reciprocal lattice vectors.16
In the spin ice materials, the situation is, at least at
first sight, complicated by the fact that the dominant
interactions between the moments are long-range dipolar
interactions. Indeed, the model appropriate to the spin
ice materials is the so-called dipolar spin ice model with
Hamiltonian
Hdipolar = −J
∑
〈i,j〉
Si · Sj (2)
+ D
∑
ij
[
Si · Sj
|rij |3 −
3(Si · ri)(Sj · rj)
|rij |5
]
Experimentally, one observes a crossover into a spin
ice regime as the temperature is lowered. Within this
regime, all but the two-in/two-out spin ice states are
frozen out. The dipolar spin ice model accounts quantita-
tively for the much of the phenomenology of the spin ices.
3Despite the, albeit weak, breaking of the degeneracy of
the spin ice states by the long-range dipolar interaction,
the microscopic picture presented above for the nature of
the spin ice regime remains intact.17–19 The one notable
discrepancy between the theory and the experiment is
that the model predicts a first order transition to a long-
range ordered phase within the spin ice regime.17,18 This
transition shows up in Fig. 1 as a sharp peak (see Sec. II B
for detail on the numerical simulation).The transition has
not been observed in the spin ice materials presumably
because the spin ices fall out of equilibrium at sufficiently
low temperatures (though see Ref. [20]).
Let us consider the effect of carrying out a single spin
flip in the spin ice regime. This produces a pair of tetra-
hedra that violate the spin ice rule. By carrying out
successive spin flips, the defected tetrahedra can be spa-
tially separated. In the language of coarse-grained vari-
ables, the divergence-free condition on H is broken lo-
cally. In the electrostatic analogy mentioned above, we
would understand ∇ · H 6= 0 to reflect the existence
of a charge. One can show that the analogy extends
to an effective interaction between the defected tetrahe-
dra. In the nearest neighbor model, Eq. (1), the defects
interact via a Coulomb interaction of entropic origin.16
Shortly after the entropic interaction was noted, it was
observed that there is an energetic effective interaction.
Remarkably, the dipolar interactions themselves fraction-
alize into Coulomb interactions between effective charges
centered on the defected tetrahedra.4 One of the impli-
cations of the effective Coulomb interactions is that, over
some temperature range where the concentration of de-
fects is small and the charges of the defects have the same
magnitude, the thermodynamics of the spin ice materi-
als should be identical to that of a dilute electrolyte to
a good approximation. These insights into the nature
of the spin ice state and the excitations about it have
led to a number of experimental works exploring aspects
of this physics through neutron scattering21–23, µSR24,25
and bulk measurements.12,22,26
B. A Very Brief Introduction to Magnetite
Magnetite is an inverse spinel at room temperature
with two inequivalent crystal sites for the iron ions and an
fcc structure for the oxide ions.1 Merely counting oxida-
tion states suggests that both Fe2+ and Fe3+ are present.
X-ray refinement and evidence from other measurements
led to the conclusion that half of the Fe3+ ions occupy
the tetrahedral A sites while equal numbers of Fe2+ and
Fe3+ occupy the pyrochlore B sites. The material is a
ferrimagnet below 848 K and exhibits a further transi-
tion at 125 K which has been named after Verwey.7 The
low temperature transition and the nature of the phases
that it connects have been the subject of debate for many
decades.8 The Verwey transition is known to be first or-
der and is coincident with a jump in the resistivity upon
cooling and a structural change into a low temperature
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FIG. 1: Monte Carlo results on a 128-site cluster for the spe-
cific heat of the spin ice model which only takes into account
the dipolar term. Inset: Entropy release above TC . The
dashed line shows the Pauling estimate ≈ ln 2− 1
2
ln 3
2
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monoclinic structure. The low temperature phase ap-
pears to be charge ordered and many studies have at-
tempted to pin down the ordered structure. One idea
that dates back to Verwey and which was followed up by
Anderson is that the charges are predisposed to undergo
short range ordering into a state with predominantly two
Fe3+ and two Fe2+ on each tetrahedron in one-to-one cor-
respondence with the magnetic spin ice states. The Ver-
wey transition was attributed to long-range order emerg-
ing from the ice-like order.1 This picture now appears to
be greatly oversimplified not least because recent refine-
ments of the low temperature charge order indicate the
the ice rule is not satisfied.9 For further details, we re-
fer to the review Ref. [8] and recent X-ray refinements of
the charge order structure Ref. [9] and references therein.
However, our interest in this model is not merely his-
torical: we suggest that the frustration of the Coulomb
interaction may lead to clear experimental signatures in
magnetite or related materials.
II. COULOMBIC CHARGE ICE
In order to study the effects of long range interaction
on the physics of charge ice, we consider the model Hamil-
tonian
HCoulomb = V
∑
ij
qiqj
|rij | . (3)
Here the vector rij connects the charges qi = ±1 which
are sitting on the sites of the pyrochlore lattice. The anal-
ogy between charge model and the dipolar spin ice arises
due to the fact that the low-lying energy states for both
4models constitute a manifold in which each state obeys
local ‘ice rules’. Specifically, in the charge case, the ice
rules translate into have two q = +1 and two q = −1
charges on each tetrahedron. In the dipolar case, there
are always two ‘in’ and two ‘out’ spins for a given tetra-
hedron. Through comparison of the two model Hamil-
tonians we can investigate the relationship between the
degrees of freedom in each case.
A. Multipole Expansion for the Energetics of Spin
Ice and Charge Ice
One role of the long range interactions in dipolar spin
ice and Coulombic charge ice is to lift the degeneracy of
the ice rule states. Since the interactions are very differ-
ent in the two models we would not, as first sight, expect
the degeneracy breaking to have any commonalities. For
example, the ground states of the models are different.
The central result of this section is that from our two
distinct long-range interacting frustrated models in three
dimensions, we can write down a third model from which
our two ice models are descended. From this “ancestor”
model, we can identify qualitative features relating the
spectra of charge ice and dipolar spin ice.
Before we do this, we describe the ground states of the
two models. The lowest energy state of the charge ice
model is a state with charges of identical sign along [110]
chains of the pyrochlore lattice and alternating charges
on perpendicular [11¯0] chains. This charge configuration
is illustrated in panel (a) of Fig. 2 and is one of the four
ice states of distinct energy which are commensurate with
the smallest cubic unit cell and which are illustrated in
the same figure. The dipolar spin ice model ground state,
in contrast, has a ground state with ordering wavevector
q = (0, 0, 2pi) which can be mapped into the state of panel
(d) of Fig. 2.17,18 The mapping is described in Fig. 3.
This is the highest energy ice state of the charge model
compatible with the 16 site cell.
The effect of frustration of the Coulomb interac-
tions was pointed out by Anderson who computed the
Coulomb energies for the ground state charge configura-
tion and a second long-ranged order state which is en-
ergetically disfavored by having neighboring [110] chains
with alternating charges in phase. From the energy dif-
ference for these two states, he estimated that the energy
scale for long range order is about 5% of the character-
istic energy of the Coulomb interaction for charges on a
pyrochlore lattice. This suppression of the scale for long-
range order well below that of the scale of interactions is
vividly displayed in the spin ice materials.
We map from the charge model to the spin model by
taking a charge +1(−1) (filled (open) circle) to an in-
wards (outwards) pointing dipole on those tetrahedra
centred on fcc lattice points. Thus panel (c) in Fig. 3
is obtained by a mapping from panel (a). We note that
while all charge model states can be mapped into dipo-
lar model states, the reverse is not true. This difference
a) b)
d)c)
FIG. 2: The four inequivalent ice states which are compati-
ble with the cubic 16-site unit cell. Panel (a) illustrates the
ground state of the long-range interacting charge ice model
and panel (d) represents a unit cell of the dipolar spin ice
ground state.
arises from the fact that the charge model is constrained
to half filling while the dipolar model has no such con-
straint. For example, there is no analogue in the charge
model of a pair of spin states differing by a single spin
flip without adding or removing a charge.
As advertised above, the charge ice and spin ice models
can be treated on a similar footing. This is achieved by
splitting the degrees of freedom of the two models into
charges associated with the lattice formed by the centers
of tetrahedra. The idea behind this dumbbell picture is
described in Fig. 3.4 The splitting of the system into clus-
ters of charges and considering a multipole expansion has
been carried out for artificial spin ice arrays where the el-
ementary dipoles are mesoscopic magnetised “islands”.27
When we make the replacement of all microscopic de-
grees of freedom by dumbbell charges, we notice that the
ice states (b) and (c) in Fig. 3 are not identical. The
charges on the central tetrahedron have opposite signs.
Now we consider the four charge cluster around each
diamond lattice site (the sites formed by the centers of
the tetrahedra). The cluster can be characterised by a
set of multipoles. In the ice manifold, the net charge
on each cluster is zero. The dipole moment of an ice
state may have components along any of the cubic cell
axes of Fig. 2. In particular, if the cubic cell edge length
is L then the distance between neighbouring tetrahedra
is a ≡ √3L/4. Introduce parameter  ≡ 1 − la where
l is the dumbbell length which varies between 0 in the
diamond lattice limit and 1 in the pyrochlore limit. The
charges q on pyrochlore sites are split in q/2 charges on
the dumbbells. The dipole moments are then qL4 (0, 0, 1)
with others related by cubic symmetry. The quadrupole
5moments are given by
Qαβ =
1
2
∑
i
qi
(
3riαriβ − r2i δαβ
)
with six Cartesian components of which only one is non
vanishing for the ice states. For example Qxy = 3q
(
L
8
)2
for one of the ice states. Since the pyrochlore may be split
into bipartite A and B tetrahedra, the charge ice states
and dipolar spin ice states are related by having identi-
cal multipole moments on the A tetrahedra and flipped
moments on the B tetrahedra or vice versa. The lead-
ing interactions are those between dipole moments be-
cause interactions between higher multipoles fall off as a
higher power of their separation. These observations lead
us to consider a model of dipoles on a diamond lattice
where the dipoles can point in any of the [001] crystal-
lographic directions. Owing to the staggering between
dipole moments between the charge ice and dipolar spin
ice models, we generally have to impose an extra con-
straint on the dipolar orientations. When the constraint
is imposed, it turns out that the dipolar interactions be-
tween diamond lattice sites are sufficient to obtain the
ground states of the charge ice and dipolar spin ice mod-
els. It is interesting, however, to relax this constraint
and to find the ground state configuration of the model
when all the dipoles can assume any of their six config-
urations. We find that the ground state is the analogue
of the 12 fold degenerate q = 0 ground state that is also
the ground state of the dipolar spin ice model17,18 so,
at least for the ground state, the diamond lattice model
imposes the ice constraint energetically. In Section III A
and Appendix B, we further use this diamond lattice “an-
cestor” model of dipoles to see explicitly in reciprocal
space that properties of the charge and dipolar models
are descended from it via a projection.
Another observation we can make from the dumbbell
decomposition and the staggering between the two mod-
els is that there should be an anticorrelation between the
ice spectra of the two models. In other words, the highest
energy ice states of one model should be among the low-
est of the other and vice versa. In Appendix A, we show
that the spectra of the ice states are, in fact, exactly in-
verted for a 16 periodic cell and, in larger clusters, while
the inversion ceases to be exact, we find evidence for the
anticorrelation of energies.
B. Monte Carlo results
We perform Monte Carlo simulations of the charge ice
model and compare the results to the ones found for spin
ice. The simulations are carried out on L3 pyrochlore
clusters of cubic symmetry with periodic boundary con-
ditions (L measures the linear size of the cubic cluster
with respect to a 16-site unit cell). Long range interac-
tions are taken into account using an Ewald summation.
The Ewald summation method is one of the most exten-
a) b)
d)c)
FIG. 3: Mapping of the dipolar and charge model to dumb-
bells. For the charge model, consider panels (a) and (b) which
show five tetrahedra within a pyrochlore structure with the
vertical direction [001]. We break each of the charges q in
panel (a) into a pair of charges q/2 separated by distance l
with the line joining the smaller charges connecting the cen-
ters of the two neighboring tetrahedra. The pyrochlore charge
configuration on the left maps to the charge configuration on
the right. Now, each set of four q/2 charges within each tetra-
hedron has a set of multipole moments. The ice configurations
have zero charge on each tetrahedron but they do have a net
dipole moment. The dipole moment is illustrated as an ar-
row centered on each diamond site. For the dipolar model,
we refer to panels (c) and (d). Here we break the dipole mo-
ments on the pyrochlore sites into a pair of equal and opposite
charges. Again, the line joining the charges connects the cen-
ters of the two neighboring tetrahedra. Once again, grouping
the charges together on each tetrahedron gives a model of
interacting multipole moments.
sively developed numerical techniques for the computa-
tion of long-range interactions. It recasts a conditionally
convergent series (such as that of the Coulomb energy
of a charge neutral system), into two rapidly converging
series in real and reciprocal-space respectively.28 Hence,
using this method it is possible to take into account the
full Coulomb interaction, thereby importantly preserving
subtle manifestations of long-range interactions, such as
screening effects discussed in the Introduction.
We use swapping updates (which simply exchange two
opposite charges) to calculate the specific heat. As ex-
pected, the acceptance rate of these updates decreases
dramatically at low temperatures. We therefore addi-
tionally employ a Metropolis algorithm with non-local
updates, so-called ‘worm’ updates, to calculate energies
of the model system. These updates allow us to effec-
tively bypass the energy barriers that separate nearly de-
generate states and thus to sample the low energy states
more efficiently.17,18,29 In a ‘worm’ update, two initially
neighboring sites of opposite charge are exchanged which
creates a pair of defects. These defects are considered to
constitute the two ends of the worm (or string). They
6move around the lattice system until they ‘annihilate’
each other; that is, they meet on the same tetrahedron.
The update therefore does not create additional defects
of the ice rule.
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FIG. 4: Monte Carlo results for the Coulombic charge model.
The specific heat of the 128-site (L = 2) and 432-site (L = 3)
clusters is shown in the main panel. Inset: Entropy release
above TC for the Coulomb model. The lower horizontal line
shows the Pauling estimate ≈ ln 2− 1
2
ln 3
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FIG. 5: Figure showing the histogram of Monte Carlo sampled
energies for three temperatures in the vicinity of the finite size
transition temperature. The double peak indicates that the
transition is first order.
We focus on the specific heat. For the 16-site case it
is possible to compare the specific heat values calculated
from the Monte Carlo simulations with the exact analyti-
cal calculation; they are seen to be in perfect agreement.
Fig. 4 shows Monte Carlo data for larger system sizes:
L = 2 (128 sites) and L = 3 (432 sites). A broad peak
in the specific heat indicates a crossover into to the ice-
manifold (i.e., the point at which all defects disappear).
At low temperatures a second, sharp peak results from
a first order phase transition from the Coulomb phase
into an ordered phase (the T = 0 ground-state of the
Coulomb model is a 6-fold degenerate state shown in
Fig. 2a). A numerical integration of the specific heat
divided by the temperature is performed, giving the en-
tropy change from the charge ice regime into the high
temperature phase. The relation used to obtain the en-
tropy is
S(T2)− S(T1) =
∫ T2
T1
C(T )
T
dT. (4)
We choose T1 to be slightly above the ordering temper-
ature and T2 is chosen to be deeply in the paramagnetic
(charge disordered) regime. This entropy can be com-
pared with Pauling’s estimate for the residual entropy
in water ice15,30, due to the analogy between the de-
grees of freedom of the spin ice models and those of wa-
ter ice.18 The calculations indicate that at temperatures
above the transition into the ice manifold, the entropy
release is in good agreement with the Pauling estimate,
i.e., ∆S ≈ ln 2− 12 ln 32 .
Fig. 5 shows histograms of energies obtained from
Monte Carlo simulations of a 432-site (L = 3) cluster.
Data is shown for three temperatures taken close to the
low temperature heat capacity peak which signals the on-
set of charge order. The double peak in the histograms
indicates that the transition is first order.
III. MEAN FIELD THEORY
A. Spectrum of Interactions
A very useful way of studying spin ice physics is to
look at the spectrum of the interactions in reciprocal
space.19,31 If we write the Hamiltonian coupling the spins
as H =
∑
k,a,b J abk SakSb−k where a and b are the sublat-
tice labels, then one can show that, of the four eigenvalues
of J abk , the lowest two are degenerate over the Brillouin
zone and almost flat compared to the overall splitting of
the spectrum. The upper two bands are strongly dis-
persive. One can make various connections between this
spectrum and the properties of dipolar spin ice known
from Monte Carlo simulation.
The most profound connection lies precisely in the flat-
ness of the two lowest bands.19,32 If the long-ranged dipo-
lar coupling is truncated beyond nearest neighbor sites on
the pyrochlore lattice, the two lowest bands are perfectly
flat and reflect the degeneracy of the two-in/two-out spin
configurations. With the full long-ranged dipolar cou-
pling, the degeneracy of the lowest bands is lifted but
sufficiently weakly that for temperatures greater than the
bandwidth of these bands, the ice states are effectively
degenerate and defects out of the ice manifold are ex-
ponentially small in the temperature. Surprisingly, the
7breaking of the ice band degeneracy takes place on a
smaller energy scale than the scale of the second neigh-
bor coupling.19,32 In addition to the robustness of the ice
states, one can also determine the ordering wavevector
of the transition to long range order that happens within
the spin ice state - this wavevector is simply the location
in reciprocal space of the lowest eigenvalue within the
lowest pair of bands.
We can repeat this analysis for the Coulomb interac-
tion in charge ice. The Hamiltonian can be written as
H =
∑
k,a,b V˜
ab
k Q
a
kQ
b
−k. The spectrum of the Coulomb
interaction V abk once again consists of two almost flat
bands compared to the total bandwidth of the third band
(Fig. 6) and the flatness of the lowest bands is descended
from the geometrical frustration of the nearest neighbor
interactions on the pyrochlore lattice. Unlike the dipolar
model spectrum, the Coulomb interaction contains a q−2
divergence which appears only in the highest band and
which arises because the interaction does not, on its own,
enforce charge conservation.
The position of the minimum eigenvalue in recipro-
cal space gives the same ordering wavevector of charge
ice that is observed in Monte Carlo simulations, namely
k = 0 as opposed to k = 001 in spin ice. The princi-
pal differences in the spectrum compared to the case of
dipolar spin ice are (i) one of the bands of the charge ice
model has a divergence at q = 0 that the spectrum of
dipolar spin ice has a gap between the lowest two (ice)
bands and the third band. Charge ice, in contrast, is
gapless at the Γ point. We can understand this on the
basis of the number of eigenvectors at the wavevectors of
minimal eigenvalue which provide information about the
number and nature of the ordered states - a fact which
forms the basis of the Luttinger-Tisza method33 for find-
ing ground states of spin systems. One reason for the
absence of the gap in charge ice is that the ground state
at k = 0 is six-fold degenerate at the Γ point. With
only two degenerate bands at k = 0, the degeneracy can
be at most four-fold including time reversal and a third
touching band is required to obtain all six states in the
ground state. This argument is also applicable to near-
est neighbor spin ice which also has a touching point in
its spectrum at the Γ point. For dipolar spin ice, the
ground states are at k = 001. The counting argument
for the 12-fold degenerate states in this case is that there
are three k = 001 positions related by symmetry which
is multiplied by two owing to the degeneracy of the ice
bands. Time reversal brings the number of states to 12
as required.
In the presence of long range dipolar interactions, the
eigenvalues within the lowest two bands become disper-
sive though the eigenstates change little from the nearest
neighbor case. We may examine the corrections to the
long distance dipolar interaction by studying the disper-
sion relations in the vicinity of the k = 0 point. The
dispersion for both the charge ice model and dipolar spin
ice is |k|2 close to k = 0 which corresponds to an effective
r−5 correction to the long distance dipolar interaction.
FIG. 6: Lowest three bands in the spectrum of V abk for
the charge ice model. The eigenvalues of V˜ abk are plotted in
the hhl plane in reciprocal space. The fourth band has a
divergence and is omitted.
The spectrum of the interactions in reciprocal space
can be used to shed more light on the dumbbell model
introduced in Section II A. In Appendix B, we use the
“ancestor” dipolar diamond lattice model to recover the
spectra of the charge and dipolar models by projection
onto their staggered dipolar states. In the same Ap-
pendix, we also demonstrate the consistency of the dumb-
bell approach by showing that the spectrum of interac-
tions varies smoothly between the pyrochlore and dia-
mond lattice limits as the length of the dumbbell changes.
The diamond lattice model contains the same qualitative
physics as the original ice models and, in principle, may
be used as an approximation to them.
B. Structure Factor
One of the most striking insights into the nature of
spin ice is that the local divergence free constraint in
tandem with the large degeneracy lead to so-called pinch
points in the spin-spin correlation function. At zero tem-
perature in nearest neighbor spin ice, these pinch points
are sharp features of the correlation function and have
the property that the limit as the centre of the pinch
point is approached in reciprocal space, is ill-defined. In
particular, in the neighborhood of the pinch point, the
correlation function varies as δµν − qˆµqˆν . At finite tem-
perature, these pinch points are somewhat smeared out
- an indication that there is a finite correlation length
- which is related to the density of quasiparticles in the
system.
In charge ice, one might expect some signature of the
Coulomb phase in the charge-charge correlation function.
8In this section, we compute this correlation function and
compare to the case of dipolar spin ice.34 In order to
carry out the computation we straightforwardly adapt a
mean field theory that was developed for the Ising spin
models.35 As we discussed in the previous section, it is
useful to consider the Fourier transform of the Coulomb
energy
HCoulomb =
∑
k
Qk,aV˜ab(k)Q−k,b. (5)
As above, a and b denote sublattices within the tetra-
hedral basis. The structure factor is calculated within a
self-consistent mean field theory. The general idea is to
soften the constraint on the charges so that one arrives
at a Gaussian theory. The constraint is imposed instead
through a Lagrange multiplier λ which is computed self-
consistently
Q =
1
4N
∑
k
Tr
[
λδ + βV˜ (k)
]−1
ab
and we set the magnitude of the charge equal to one. The
charge-charge correlation function is then
〈Qk,aQ−k,b〉 =
[
λδab + βV˜ab(k)
]−1
(6)
As a first step, we sum only over the bottom two bands
(α = 1, 2) which capture most of the weight of the ice
states (in a precise sense which is laid out in Appendix C).
We obtain pinch points centred at the bcc reciprocal lat-
tice points. The pinch point orientations are different
from those in spin ice because the charge ice model maps
onto a frustrated Ising model with collinear spins (Fig. 7).
When we include all four bands in the calculation of the
correlator and set the temperature to twice the mean field
transition temperature, T = 2Tc, the pinch points are ab-
sent. When the temperature is lowered to T = 1.1Tc, the
correlations become much sharper but a clear signature
of pinch points is missing (Fig. 8). This result stands in
contrast to nearest neighbor spin ice in which the pinch
points are clearly visible at sufficiently low temperatures
and dipolar spin ice in which the pinch points are present
at all temperatures (at high temperatures owing to the
singularity in the dipolar Hamiltonian). In terms of the
spectrum of the interactions, the smearing of the pinch
points is a consequence of the lowest three bands touch-
ing at q = 0 at the same time as having dispersive ice
bands. In dipolar spin ice, there is a gap between the
lowest two dispersive bands and the remaining bands.
The calculation of the charge correlations reveals that
pinch points are not clearly resolved in the Coulomb
phase even close to the charge ordering transition. If
some remnant of the Coulomb phase is present in mag-
netite or its relatives, its experimental detection is likely
to be more subtle than in the spin ices. Nevertheless, it
would be a promising result to observe diffuse scattering
intensity around the Brillouin zone edge with intensity
modulations shown in Fig. 8.
FIG. 7: Figure showing the charge-charge correlator including
only weight from the bottom two bands in the spectrum of
V˜ (k).
FIG. 8: The charge-charge correlator of charge ice at T = 0.55
close to Tc. The pinch points are smeared out.
IV. INTERACTIONS OF FRACTIONAL
CHARGES
The effective potential between a pair of point-like ex-
citations in charge ice (in other words, in the absence
of screening) has been determined by placing a pair of
charges at fixed separation and measuring the energy
difference after a hop of one of the excitations. This
measurement was repeated a large number of times for
different background ice configurations using a worm al-
gorithm to sample the charge configuration leaving the
defects fixed. The results are shown in Fig. 9. The pe-
riodic cell for this calculation was chosen to be L = 10
corresponding to 16000 sites. For our periodic cell, the
correct Coulombic potential should be an Ewald poten-
9tial. Indeed, the Ewald potential fits the measured po-
tential very well. The ordinary Coulombic 1/r potential
fits well for small charge separations compared to the
system size. In dipolar spin ice, the Coulomb potential
also gives an excellent fit to the measured potential (not
shown) as noted previously.4 The principal difference be-
tween the charge and dipolar models in this respect is
that the shortest elementary defect hopping distance in
charge ice is twice that in spin ice. At finite tempera-
ture, thermally excited defects are expected to screen the
Coulomb potential. This introduces a length scale into
the system which is reflected in the smearing of pinch
points.
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FIG. 9: Panel (a) shows two defects (fractional charges) of
negative and positive charge. Energy as a function of the dis-
tance between two opposite charges as a function of distance
is shown in panel (b) . The 1/r potential provides a good fit
when the defect separation is smaller than the length of the
system. The Coulomb potential adjusted to the finite peri-
odic cell (the Ewald potential) provides an excellent fit to the
data.
V. RESULTS IN APPLIED ELECTRIC FIELD
Previously we have seen that the charge ice model ex-
hibits a Coulomb phase characterized by a short-range
constraint on the total charge on each tetrahedron which
is unstable at lower temperatures to a charge ordered
phase. Much of this qualitative physics is shared by dipo-
lar spin ice and, indeed, we have shown that the dipolar
spin ice states and the charge ice states are related by a
staggering of the dipole moment on half of the tetrahe-
dra.
In this section, we consider the equilibrium response
of charge ice to a uniform static electric field. We will
see that it differs markedly from the analogue problem of
dipolar spin ice in a magnetic field. We begin with a toy
model - nearest neighbor charge ice in an electric field
which we will compare with nearest neighbor spin ice in
a magnetic field. After this, we consider the Coulombic
charge ice model in an electric field.
A. Nearest Neighbor Model
The model is
H = V
∑
〈i,j〉
QiQj −E ·
∑
i
QiRi
where we work in units where the elementary ‘charges’ on
each site can take the values Qi = ±1. The total charge
on the lattice is zero.
For definiteness, let us choose the electric field to point
in the [001] crystallographic direction (the vertical direc-
tion in the panels of Fig. 2). The analysis can be gener-
alized to any field direction with appropriate boundaries.
The model is now
HE = V
∑
〈i,j〉
QiQj − E
∑
i
QiZi
where Zi is the coordinate of site i in the field direction.
Evidently, the constancy of the net charge ensures that
the energy is independent of the origin of Z. We recall
that the pyrochlore lattice is a network of corner-sharing
tetrahedra. Each vertex is shared by two tetrahedra.
Suppose the centre of tetrahedron T is at ZT and that
site i is shared by tetrahedra TA and TB . Then
−EQiZi = −E
2
Qi(ZTA + bi)−
E
2
Qi(ZTB − bi)
where bi = 1/2 is the location in the z direction of site
i within a tetrahedron. Let QT ≡
∑
i∈T Qi. Up to a
constant shift in the energy,
HE =
1
2
∑
T
(
QT − E
2
ZT
)2
− E
∑
i∈surface
QiZi.
Hence the total energy is a sum over positive semidefinite
terms on each tetrahedron and a term that depends only
on the charge configuration on the surfaces perpendicular
to the electric field. We cannot neglect the latter terms -
although they are surface terms they make an extensive
contribution to the energy.
We consider the surface term first. When the elec-
tric field is zero, the minimum energy solution is the one
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with zero net charge on each tetrahedron as we expect.
In nonzero field, the surface terms favor a net charge
at the surface for arbitrarily small fields. The ground
state is therefore one with a net polarization obtained
by transferring charge from one surface to the opposite
surface. In order to preserve the ice rule, the charges are
arranged such that the charge are opposite on adjacent
layers. The requirement that the charge be opposite on
opposite faces is consistent with the ice rule only when
there is an even number of layers. In odd layered systems,
owing to the geometrical obstruction a net polarization
would involve introducing a defect on a layer where the
ice rule is not satisfied. Since this costs a subextensive
amount of energy, the even-odd distinction disappears in
the limit of large enough systems. We have checked this
using Monte Carlo simulations at finite temperature.
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FIG. 10: Figure showing UQ = (QT − (EZT /2))2 for the pos-
sible tetrahedron charges 0, ±2 and ±4. The minimum energy
may live on any of these five branches depending on the loca-
tion of the tetrahedron in the sample and on the magnitude
of the electric field.
For the bulk terms, we minimize(
QT − E
2
ZT
)2
subject to overall charge neutrality noting that the charge
on a tetrahedron can be 0, ±2 or ±4. It is convenient to
place the origin of the coordinate system at the centre of
the sample to make the symmetry Z → −Z transparent.
Figure 10 shows this function plotted for the possible
tetrahedral charges as ZT is varied. The minimum energy
state of a given tetrahedron can be found by tracing out
the minimum of these functions. It follows that, for a slab
of thickness L < (2/E), the bulk terms are minimized by
having zero charge on all tetrahedra. For thicker samples,
the bulk terms favor a net polarization across the sample.
By inspection of the energy terms, one can see that for a
sample of fixed thickness L a where a is the interlayer
distance, an increasing electric field causes the sample to
polarize from the edge. This observation is borne out by
Monte Carlo simulations.
The nearest neighbor spin ice model is strongly
anisotropic which is reflected in its magnetic field re-
sponse. For example, in a weak [001] magnetic field, the
spins polarize along the field as far as possible given the
Ising constraint. In a [111] field, there is a magnetization
plateau as the [111] Ising spin is pinned along the field,
leaving an extensive degeneracy in the kagome planes
perpendicular to the field. These features are shared by
the long-range interacting dipolar spin ice model and by
the spin ice materials.
The nearest neighbor model discussed in this section is,
by comparison, isotropic in the sense that a sufficiently
large slab undergoes charge separation even in a small
electric field. For thin slabs and small fields, the response
in an electric field is comparable to that of spin ice in-
cluding the presence of kagome ice. In the next section,
we consider the full long-range interacting charge model.
B. Coulombic Charge Ice
The discussion of the previous section concentrated on
the case where a uniform electric field is applied to an ice
model but where we have made the unphysical simplifi-
cation that the charges cannot screen the electric field.
In the charge ordered phase of the long range interacting
model, the charge gap forbids any nontrivial response to
an electric field below some threshold field controlled by
the size of the gap. However, the effect of screening is
crucial to the behavior of the Coulomb phase.
Monte Carlo simulations of the Coulombic charge ice
model were performed employing the three dimensional
EW3DLC Ewald summation method appropriate to the
slab geometry which carries out an anisotropic sum over
periodic images reflecting the slab geometry as well as
placing empty space between image slabs and suppressing
the potential between them.36 We apply an electric field
in the [001] direction. In contrast to the nearest neigh-
bor model, the long range model does not enter an ice
state with homogeneous polarization in an electric field.
Instead, we find that the simulation cells polarize in an
electric field with the charge accumulating at the edge.
More precisely, the averaged charge per layer decays into
the bulk with some correlation length. This correlation
length grows upon cooling into the Coulomb phase. We
have measured the thermal averaged polarization density
ρP as a function of electric field where
ρP ≡ 1
V
∑
i
QiZi,
Zi being the direction in which the field is applied. We
expect to find that this is proportional to the electric
field as expected when the system screens the electric
field. Indeed, at high temperatures where the correlation
length is small, we find ρP ∝ E while departures from
this relation occur within the Coulomb phase for small
system sizes and large fields.
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It is interesting to know how this polarization affects
the Coulomb phase in the bulk. We know from the case
of dipolar spin ice that the application of a magnetic field
magnetizes the bulk which involves a release of entropy.
Viewed from the point of view of effective charges, the
magnetic field creates positively and negatively charged
pairs which hop to opposite faces along the magnetic field
lines. When a pair of effective charges is separated a so-
called Dirac string, which runs between the charges, is
extended and this string corresponds to fixed spin direc-
tions. So the proliferation of Dirac strings results in a
loss of entropy from the bulk.
FIG. 11: Charge ice configuration (left) on a checkerboard lat-
tice - the [001] projection of the pyrochlore. Positive charges
only are shown (as red dots). The sequence of hoppings in-
dicated by blue arrows on the left figure produce the charge
configuration in the right figure with two pairs of tetrahedral
defects. The blue arrow on the right figure shows how to hop
the defect pair while the red arrow shows how to hop each
tetrahedral defect independently.
In charge ice, charges can be separated in pairs with no
accompanying Dirac string. To see this, refer to Fig. 11
where we have shown a charge ice configuration on a
projection of the pyrochlore lattice onto two dimensions.
By hopping a pair of charges as indicated, we can create
two pairs of adjacent tetrahedra where the ice rule is
violated. The adjacent tetrahedra have the same effective
charge. These pairs of defected tetrahedra cannot occur
in dipolar spin ice. One can hop these defected tetrahedra
together as a single unit with no effect on the background
ice configuration. In other words, no Dirac strings are
created in the process. Of course, Dirac strings are not
forbidden in charge ice; starting from one pair of defected
tetrahedra, we can hop a sequence of charges to separate
these tetrahedra resulting in the formation of a string
between the defects.
Having seen that the bulk entropy need not be lost
although charges are moved to opposite surfaces in an
electric field, we turn to the simulation results. We mea-
sured the residual entropy for different applied electric
fields and system sizes with up to 1024 lattice sites.
The residual entropy Sres is measured from the base
of the finite size phase transition heat capacity peak.
Sres systematically increases as the field increases from
zero in contrast to the behavior of spin ice in a mag-
netic field. This behavior arises from the increase in
the configurational entropy at the surface of the sys-
tem when a few extra charges are added on the average.
Since we are observing contributions from the surface,
we should expect the increase in Sres to scale to zero
in the thermodynamic limit. Fig. 12 shows the differ-
ence in the residual entropy at two different electric fields
∆Sres = Sres(E/Vnn = 0.18)− Sres(E/Vnn = 0) for three
system sizes. The tendency is for the change in residual
entropy to go to zero as the system size increases though
the system sizes are not large enough to see the expected
1/L scaling.
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FIG. 12: Heat capacities for L = 2 for progressively increasing
[001] electric field strengths. The inset is a plot of the gain
of residual entropy in a fixed electric field relative to the zero
field residual entropy for three different system sizes.
In summary, we have found evidence based on reten-
tion of residual entropy that screening in charge ice pro-
tects the Coulomb phase in the bulk from polarizing in
an applied electric field.
VI. REMARKS ON TRANSPORT PROPERTIES
IN CHARGE ICE
In this section, we briefly consider the problem of
adding a hopping term to the hitherto classical model.
When the hopping kinetic energy t exceeds the Coulomb
energy, the system is simply a Fermi liquid so we concen-
trate on the semiclassical case where the hopping is small
compared to the Coulomb energy. In this case, there
are three distinct temperature regimes: (i) below the
charge ordering temperature the transport is expected
to be thermally activated leading to a conductivity vary-
ing as σ ∼ exp(−U/kBT ) where U is the charge gap, (ii)
12
the intermediate charge ice regime which extends from
Tc to some scale T
? and (iii) high temperatures T > T ?
where scattering with phonons leads to σ ∼ T−1.
In the strongly correlated charge ice regime, we can
borrow insights from Ref. [37] in which the problem of
particles interacting through a V (R) ∼ R−α potential
was considered. By computing the conductivity within
EDMFT for this problem, the authors found an extended
regime above the charge ordering transition where the
conductivity increases weakly (almost linearly) with in-
creasing temperature. This poor insulating behaviour co-
incides with the appearance of a pseudogap in the single
particle density of states ρ(ω) characterized by a bimodal
distribution with non vanishing spectral weight at ω = 0.
This pseudogap regime exists between Tc and T
? - the
crosssover temperature being weakly dependent on the
range of the interaction α. In the charge ice model, we ex-
pect to find a similar pseudogap within the intermediate
temperature regime and corresponding poor insulating
transport. To see this, we have measured the single par-
ticle density of states which, in the classical limit (t = 0),
is the distribution of electrostatic potentials
ρ(ω, T ) =
〈∑
i
δ
ω −∑
j
V (rij)
〉 .
Fig. 13 shows the onset of the pseudogap for L = 4.
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FIG. 13: Single particle density of states of the charge ice
model for L = 4 in the classical limit of the hopping t →
0. Four different temperatures are illustrated showing the
onset of the pseudogap regime. The inset gives the onset
temperature of the double peak structure for three different
system sizes.
We obtain a value of T ?/Tc ≈ 10 which is much larger
than the corresponding ratio found for the half-filled cu-
bic lattice (T ?/Tc)cubic ≈ 2.5.37 Since the ratio is known
to increase as the range of the power law interaction
increases37 it is natural to regard the ratio as a measure
of the frustration of the interactions.
It is worth noting that the conductivity of magnetite
increases weakly with temperature above the Verwey
transition (Tc ≈ 120 K) up to about 350 K whereupon
it decreases up to the ferrimagnetic transition at about
850 K. It appears likely the frustration of the Coulomb
interactions leads to the roughly linear dependence of the
Tc < T < 350K conductivity although the temperature
window over which this is observed in magnetite is much
smaller than expected in the charge ice model. It would
be interesting to follow this up with a more direct probe
of the charge correlations in magnetite above the Verwey
transition.
VII. DISCUSSION
Early progress in the theory of the mixed valence ma-
terial magnetite led to the proposal that the Verwey tran-
sition in that material might be a charge ordering tran-
sition that could be captured by a model of charges on
a pyrochlore lattice with half of the sites occupied by
one of the two species of iron ions. While the transition
in magnetite appears to be associated with the onset of
charge order, the charge order is not that predicted by
the original charge model. This and other complications
including a structural transition in magnetite have ap-
parently made the charge ice model obsolete. However,
in the intervening years, insights into the phenomenol-
ogy of geometrically frustration have become available
and have made it timely to explore the implications of
the frustration of Coulomb interactions on the pyrochlore
lattice. This article adds a new perspective to the physics
of Coulomb phases which have been explored in detail in
the spin ice materials but which may be observed in wide
range of different systems including charge3,15, magnetic2
and orbital5 degrees of freedom.
Using classical Monte Carlo on the Coulombic charge
ice model we find a temperature window where there is an
ice regime as indicated by a Pauling residual entropy. At
lower temperatures, simulations fall out of equilibrium
without the assistance of nonlocal Monte Carlo moves.
Such nonlocal moves allow one to access the low tem-
perature first-order transition to a charge ordered state.
A study of the spectrum of interactions reveals the ex-
istence of low energy ice states and the weak lifting of
degeneracy of the lowest ice bands compatible with the
long-range order observed using Monte Carlo. We show
that the long wavelength corrections to dipolar correla-
tions coming from the degeneracy breaking correspond
to a relatively short range r−5 interaction. Raising the
temperature from the ice regime produces point-like ex-
citations carrying a fractional charge.
There are strong parallels between the above properties
of Coulombic charge ice and those of dipolar spin ice. In
fact, these two long-range interacting models are closely
related. The dumbbell picture in which pyrochlore Ising
spins are separated into dumbbells with equal and oppo-
site charges at their ends has an analogue for the charge
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ice model. Then both ice models can be thought of as
descended from a model of dipoles sitting on a diamond
lattice. The long-range ordered structure of dipolar spin
ice is the unconstrained ground state of this diamond
lattice model.
Turning to the experimental observables of charge ice,
we have computed the charge-charge correlations in the
ice regime which exhibit smeared pinch points just above
the charge ordering temperature. In a static electric field,
charge ice polarises with charge density appearing at the
surfaces, screening the electric field within so the ice state
is preserved by weak electric fields. This is in sharp con-
trast to spin ice which immediately loses entropy in an
applied magnetic field. From the point of view of the
elementary excitations, charge ice differs from spin ice
in being able to heal Dirac strings that form when frac-
tional charges are separated. Finally, we have considered
the transport properties in the ice regime noting that the
single particle density of states becomes bimodal. The re-
sulting pseudogap has been associated37 with poor con-
ducting behavior that is characteristic of materials above
a charge ordering transition - in particular in magnetite.
Perhaps the most interesting open questions arising
from this work center on the relationship of the charge
ice model to mixed valence materials including magnetite
and its relatives where the Coulomb interaction may be
highly frustrated. One possible step in this direction is
to look for signatures of pinch point features in charge
correlations using resonant X-ray scattering. Also, it
would also be interesting to study the pseudogap pic-
ture of charge transport within a microscopic model for
magnetite. In these ways and perhaps others, one might
hope to shed further light on the, often formidably, rich
phenomenology of the mixed valence spinels.
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Appendix A: Energetics of small clusters
In this appendix we consider the spectrum of states for
the dipolar and charge ice models on the smallest cubic
unit cell which has 16 sites. In particular, we report a
simple pattern in the energies of the states on this small
cluster. Because of the small unit cell size, we are able to
enumerate all possible states. There are in total 12 870
different charge (spin) configurations with no net charge
which correspond to 25 inequivalent states (Other states
can be obtained using symmetry operations). Only 90
configurations fulfil the ice rule which group into the four
inequivalent states shown in Fig. 2. The energies of the
two models taking into account long range dipolar and
Coulomb interactions are compared in Fig. 14. We find
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FIG. 14: Spectra of the dipolar spin (Ed) and charge ice
model (Ec) for states commensurate with a 16 site cubic unit
cell are identical up to a sign change for all sectors with dif-
ferent number of defects of the ice rule. The constant used to
align all sectors is approximately κ ≈ 3.71.
that the spectra of all states are identical up to a sign
change and a shift which is proportional to the number
of of defects of the tetrahedron rule. The ground state of
the Coulombic charge ice is 6-fold degenerate (Fig 2 a)
and the one of spin ice is 12-fold degenerate (Fig 2 d).
In section II A, we saw that dipolar ice configurations
may be mapped into charge ice configurations. We also
saw that, within the dumbbell model on a diamond lat-
tice, charge ice configurations differing in the sign of the
dipolar moment on the B tetrahedra map into one an-
other. Let us consider the implications of this fact for
the spectra of the two model. Since, we have mapped the
charge and dipolar models onto diamond lattice models
with some multipole moments on each diamond vertex
the energy can be written as a multipole expansion. To
lowest order, the energy is simply the total energy of all
tetrahedra.
E(0) =
1
2
∑
t
∑
i(t),j(t),i(t)6=j(t)
qi(t)qj(t)
riij(t)
where i(t) and j(t) run from 1 to 4. For the ice states, all
N/2 tetrahedra have the same energy. The next terms in
the expansion involve interactions between tetrahedra.
Now suppose, the interactions only act between near-
est neighbour tetrahedra. Then we arrive at our first
main result: the terms involving interacting tetrahedra
are identical in the charge and dipolar model except for
an overall sign change. The inversion of the spectra is
clearly exact in this limit.
Since ice states have tetrahedra with zero charge, the
leading order interactions are the dipole-dipole interac-
tions. Let us consider the effect of increasing the range
of the dipole-dipole interactions in the ice configurations.
The 90 ice states in the cluster are grouped into 4 distinct
energies (shown in Fig 2 a). We have computed, in ad-
14
dition, the interactions between quadrupoles and hence
the total energy to this order in the multipole expansion.
If we translate the energy of the six-fold degenerate state
to zero, normalize the largest energy to unity and reverse
the sign of the dipolar model spectrum, we find that the
relative energies to this order are 0, 1/2, 3/4 and 1 re-
flecting the pattern in the exact energies.
This simple pattern arises from two features of the
small cluster. The first is that long range interactions on
this small periodic cluster have three inequivalent cou-
plings between pairs of sites: the nearest neighbor, sec-
ond neighbor and third neighbor. This is a purely geo-
metrical fact. Within a given defect sector (those con-
figurations with a given number and effective charge of
tetrahedral defects), the configurations are all degener-
ate with respect to the nearest neighbor interaction. So,
only the second and third neighbor couplings lift the de-
generacy meaning that, for each defect sector, we need
only consider
∆U = α2n2 + α3n3
where
n2 =
∑
〈〈i,j〉〉
qiqj
and
n3 =
∑
〈〈〈i,j〉〉〉
qiqj
and α2 and α3 are the Ewald coefficients for second and
third neighbor interactions respectively. The second im-
portant feature of this small cluster is that the degen-
eracy within a given defect sector can be explored by
making a worm move (i.e moving charges along a closed
loop of alternating charges) and that, if the worm move
increases/decreases n2 by m, then n3 decreases/increases
by m.
We conclude, that the relative energies of configura-
tions c within a given defect sector are just
∆Uc = const.+ pc(α2 − α3)
where pc is an integer. It turns out that α2 − α3 has an
opposite sign for the charge ice and dipolar spin ice mod-
els which accounts for the flipping of the spectra within
the distinct defect sectors.
We note that the previous argument relies on the spe-
cial properties of the 16 site cluster. There is no reason to
expect that the simple relationship between the charge
and dipolar spin ice spectra persists to larger clusters
and, indeed, it does not. Recall, however, from Sec-
tion II A that the staggering of dipoles on diamond B
sites relates the charge ice and dipolar spin ice states.
Since, to leading order, the degeneracy of the ice states
is broken by the interaction between the moments on the
diamond sites, we expect that the spectra of ice states in
the dipolar spin ice and charge ice models has some weak
anti correlation for arbitrary system sizes.
Appendix B: Dumbbell Model
In this appendix, we present an analysis of the dumb-
bell models for charge ice and dipolar spin ice. The ques-
tion we wish to answer is whether the dumbbell models
faithfully capture the mean field behavior of dipolar spin
ice and charge ice. Recall that the dumbbell model is ob-
tained from dipolar spin ice by replacing each Ising spin
by a dipole of equal and opposite charges while for the
charge model we break each charge into a pair of equal
charges. Each pair of charges is connected by a line ori-
ented in the local 〈111〉 directions. The idea is illustrated
in Fig. 3.
We can formulate the dumbbell models equivalently
as a diamond lattice model with a tetrahedral basis and
charges placed on the resulting lattice sites. This proce-
dure doubles the number of degrees of freedom compared
to the original models. Also, whereas the original charge
and dipolar ice models are defined only up to an over-
all scale, the dumbbell model has a tuning parameter,
which we call , which tunes the edge length of the tetra-
hedral basis between the pyrochlore limit  = 0 and the
diamond lattice limit  = 1. We obtain the spectrum of
interactions for this model as was done for charge ice in
Section III A. The Bravais lattice is fcc with a two site
basis for the diamond sites and, for each diamond site, a
tetrahedron of sites. This gives an eight charge basis in
total and hence eight bands in reciprocal space.
We then impose a constraint on the charges of the
dumbbell model to separate out the charge ice bands
from the dipolar ice bands. One way of doing this is to
carry out a projection in the following way. First carry
out a unitary transformation D to obtain the symmetric
and antisymmetric combinations of the two charges that
form the dumbbells; there are four such pairs of charges.
Starting from the 8 × 8 interaction matrix V(q) for the
pair of charges, we obtain,
DV(q)D†.
Then, to obtain the symmetric interactions and the an-
tisymmetric interactions, we project out the upper left
4 × 4 block and the lower right 4 × 4 block respectively.
Another way of enforcing the charge constraint is to add
interactions of the form∑
D∈{Dumbbells}
(QD,1 ±QD,2)2
where charge QD,1 is charge 1 belonging to dumbbell
D. This penalizes dumbbells that do not have equal and
opposite (plus sign, dipolar) or equal (minus sign, charge)
configurations. These two ways of obtaining the dipole
and charge ice bands give qualitatively identical results.
Computing the eigenvalues of the constrained dumb-
bell model for both the charge and dipolar cases, one
may determine the ground states of the two models. For
the charge case the minimum eigenvalue is at q = 0 and
for the dipole model the minimum is at q = (0, 0, 2pi).
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(a)Charge Model
(b)Dipolar Model
FIG. 15: Figure showing the variation in the bandwidth of
the two lowest bands in the constrained dumbbell model.
These are respectively the mean field ordering wavevec-
tors of the two models. The ordering wavevector does
not depend on the value of . These results are consis-
tent with the interaction spectra of the original models
and with Monte Carlo simulations. In addition, we find
that (i) the two lowest bands have little dispersion com-
pared to the next highest pair of bands and (ii) there
is no band crossing as a function of . Taken together,
these facts reinforce the idea that the dumbbell picture
captures the physics of the original models faithfully.
Fig. 15 shows the variation in the total bandwidth of
the two lowest bands as a function of  normalized to
the total bandwidth of the next highest band. In the
dipolar case, the  = 0 limit (for which the charges come
together on tetrahedral sites) is finite owing to the nor-
malization. The bandwidths for both the charge and
dipolar models tend to zero as  → 1 because the ice
rule is satisfied. The variation in the bandwidth close to
the limiting value  = 1 is a power law with exponent
2. The normalized bandwidth is much smaller after im-
posing the charge model constraint than in the dipolar
model. However, the absolute value of the charge model
bandwidth is larger than that of the dipolar model after
imposing the further constraint that the dipole moment
should not change with .
Appendix C: Overlap between Flat Band States
We have studied the overlap between eigenstates of
the interactions for different pyrochlore ice models. The
three models we consider are the nearest neighbor spin ice
model, the Coulombic charge ice model and dipolar spin
ice. In all three cases, of the four bands in the spectrum of
interactions, the lowest two bands are either completely
flat (nearest neighbor model) or almost so compared to
the bandwidth of the two higher energy bands. Let
|uaq,NN〉 and |uaq,CCI〉 be respectively the eigenstates for
the nearest neighbor model and the Coulombic charge ice
model in the ath band with a = 1, 2 being the flat bands.
Then we compute the overlap |〈uaq,NN|ubq,CCI〉| over some
region of reciprocal space. We find, after taking suitable
linear combinations of the flat band eigenstates of the
nearest neighbor model maintaining the orthonormality
of the pair of flat band states, that the eigenstates of
the two models are roughly in one-to-one correspondence:
|〈uaq,NN|ubq,CCI〉| ≈ δab. There is a small degree of over-
lap between the flat bands of the nearest neighbor model
and the excited bands of the charge ice model that varies
as a function of q and, at maximum, is of the order of
10%. A similar result holds when we consider the eigen-
states of the dipolar spin ice model |uaq,DSI〉. We find
the overlap ONN,DSI ≡ |〈uaq,DSI|ubq,CCI〉|. Here, the over-
lap between the two lowest bands is complicated slightly
by band crossings. These band crossings result in dis-
continuous changes in the overlap between ONN,DSI ≈ 0
and ONN,DSI ≈ 1. Aside from the band crossings the
eigenstates of the charge and dipolar models are in close
correspondence.
1 P. W. Anderson, Phys. Rev. 102, 1008 (1956).
2 S. T. Bramwell and M. J. P. Gingras, Science 294, 1495
(2001), cond-mat/0201427.
3 C. L. Henley, Annu. Rev. Condens. Matter Phys. 1, 179
(2010).
4 C. Castelnovo, R. Moessner, and S. L. Sondhi, Nature 451,
42 (2008).
5 G.-W. Chern and C. Wu, Phys. Rev. E 84, 061127 (2011).
6 S. T. Banks and S. T. Bramwell, EPL 97, 27005 (2012).
7 E. J. Verwey, P. W. Haayman, and F. C. Romeijn, J.
Chem. Phys. 15, 181 (1947).
8 F. Walz, Journal of Physics: Condensed Matter 14, R285
(2002).
9 M. S. Senn, J. P. Wright, and J. P. Attfield, Nature 481,
173 (2011).
10 P. Fulde, K. Penc, and N. Shannon, Ann. Phys. (Leipzig)
11, 892 (2002).
11 F. Pollmann, J. J. Betouras, K. Shtengel, and P. Fulde,
Phys. Rev. Lett. 97, 170407 (2006).
12 C. Castelnovo, R. Moessner, and S. L. Sondhi, Phys. Rev.
16
B 84, 144435 (2011).
13 F. M. C. Lacroix and P. Mendels, Introduction to
Frustrated Magnetism (Springer-Verlag Berlin Heidelberg,
2011).
14 A. P. Ramirez, A. Hayashi, R. J. Cava, R. Siddharthan,
and B. S. Shastry, Nature 399, 333 (1999).
15 L. Pauling, J. Am. Chem. Soc. 57, 2680 (1935).
16 C. L. Henley, Phys. Rev. B 71, 014424 (2005).
17 R. G. Melko, B. C. den Hertog, and M. J. P. Gingras, Phys.
Rev. Lett. 87, 067203 (2001).
18 R. G. Melko and M. J. P. Gingras, J. Phys.: Condens.
Matter 16, R1277 (2004).
19 R. M. S. V. Isakov and S. L. Sondhi, Phys. Rev. Lett. 95,
217201 (2005).
20 D. Pomaranski, L. R. Yaraskavitch, S. Meng, K. A. Ross,
H. M. L. Noad, H. A. Dabkowska, B. D. Gaulin, and J. B.
Kycia, Nature Physics 9, 353 (2013).
21 H. Kadowaki, N. Doi, Y. Aoki, Y. Tabata, T. J. S. andJ-
effrey W. Lynn, K. Matsuhira, and Z. Hiroi, J. Phys. Soc.
Jpn. 78, 103706 (2009).
22 D. J. P. Morris, D. A. Tennant, S. A. Grigera, B. Klemke,
C. Castelnovo, R. Moessner, C. Czternasty, M. Meissner,
K. C. Rule, J.-U. Hoffmann, et al., Science 326, 411 (2009).
23 T. Fennell, P. P. Deen, A. R. Wildes, K. Schmalzl, D. Prab-
hakaran, A. T. Boothroyd, R. J. Aldus, D. F. McMorrow,
and S. T. Bramwell, Science 326, 415 (2009).
24 S. T. Bramwell, S. R. Giblin, S. Calder, R. Aldus, D. Prab-
hakaran, and T. Fennell, Nature 461, 956 (2009).
25 S. R. Dunsiger, A. A. Aczel, C. Arguello, H. Dabkowska,
A. Dabkowski, M.-H. Du, T. Goko, B. Javanparast, T. Lin,
F. L. Ning, et al., Phys. Rev. Lett. 107, 202207 (2011).
26 S. R. Giblin, S. T. Bramwell, P. C. W. Holdsworth,
D. Prabhakaran, and I. Terry, Nature Physics 7, 252
(2011).
27 G. Mo¨ller and R. Moessner, Phys. Rev. B 80, 140409(R)
(2009).
28 A. Y. Toukmaji and J. A. Board, Jr, Computer Physics
Communications 95, 73 (1996).
29 H. G. Evertz, Adv. Phys. 52, 1 (2003).
30 L. Pauling, The Nature of the Chemical Bond (Cornell,
Ithaca, 1960).
31 M. J. P. Gingras and B. C. den Hertog, Can. J. Phys. 79,
1339 (2001).
32 B. C. den Hertog and M. J. P. Gingras, Phys. Rev. Lett.
84, 3430 (2000).
33 J. M. Luttinger and L. Tisza, Phys. Rev. 70, 954 (1946).
34 A. Sen, R. Moessner, and S. L. Sondhi, Phys. Rev. Lett.
52, 1 (2003).
35 M. Enjalran and M. J. P. Gingras, Phys. Rev. B 70, 174426
(2004).
36 I.-C. Yeh and M. L. Berkowitz, J. Chem. Phys. 11, 3155
(1999).
37 Y. Pramudya, H. Terletska, S. Pankov, E. Manousakis, and
V. Dobrosavljevic´, Phys. Rev. B 84, 125120 (2011).
