Abstract: We present modified proof of a certain version of Kolmogorov's strong law of large numbers for calculation of Lebesgue Integrals by using uniformly distributed sequences in (0, 1). We extend the result of C. Baxa and J. Schoiβengeier (cf.
Introduction
In this note we show that the technique for numerical calculation of some onedimensional Lebesgue integrals is similar to the technique which was given by Hermann Weyl's [1] celebrated theorem as follows. where {·} denotes the fractional part of the real number.
Main corollaries of this theorem successfully were used in Diophantine approximations and have applications to Monte-Carlo integration (see, for example, [2] , [3] , [4] ). During the last decades the methods of the theory of uniform distribution modulo one have been intensively used for calculation of improper Riemann integrals(see, for example, [6] , [8] ).
In this note we are going to consider some applications of Kolmogorov strong law of large numbers which can be considered as a certain extension of the Hermann Weyl's above mentioned theorem from the class of Riemann's integrable functions to the class of Lebesgue integrable functions. We present our proof of this century theorem which differs from Kolmogorov's original proof. Further, by using this theorem we present a certain improvement of the following result of C. Baxa 
More precisely, we will extend the result of Theorem 1.2 to a maximal set S f ⊂ (0, 1)
∞ of uniformly distributed (in (0, 1))sequences strictly containing all sequences of the form ({αn}) n∈N where α is an irrational numbers and for which ℓ The paper is organized as follows. In Section 2 we consider some auxiliary notions and facts from the theory of uniformly distributed sequences and probability theory. In Section 3 we present our main results. 
Auxiliary notions and facts
where # denotes the counting measure. [7] , Lemma 1, p. 377) ) Let (a n ) n∈N be a sequence of non-negative numbers,
In particular, if a n = 1 for n ∈ N, then
Lemma 2.3. Let f be a Lebesgue integrable non-negative real-valued function on (0, 1). Then the following inequality
Proof. We have
We put
The next lemma is a simple consequence of Lemma 2.3.
Lemma 2.4. Let f be a Lebesgue integrable non-negative real-valued function on (0, 1). Then the following inequality
(0,1) ∞ F m ((x i ) i∈N )dℓ ∞ 1 ((x i ) i∈N ) ≤ 2 1 0 f (x)dx m holds true for m ∈ N.
Lemma 2.5. Let f be a Lebesgue integrable non-negative real-valued function on (0, 1). Then we have
Proof. Note that
By Levi well known theorem (F m 2 ) m∈N tends to zero as well m tends to ∞ for ℓ
Then we get
Since the right side of the last equality tends to zero when m tends to +∞(equivalently, s tends to +∞), we end the proof of Lemma 2.5.
Lemma 2.6. Let f be a Lebesgue integrable non-negative real-valued function on (0, 1). Then the following equality
Proof. Since f is Lebesgue integrable we have
The last relation means that lim n→∞ ∞ k=n ℓ 1 ({x : f (x) ≥ kǫ}) = 0. Take into account this fact, we get lim n→∞ k≥n Hence, for m ∈ N there is such a natural number N (m) that k≥N (m) ℓ 1 ({x :
Lemma 2.7. Let f be a Lebesgue integrable non-negative real-valued function on (0, 1). Then we have
Proof. We put
and
By using Lemmas 2.5-2.6, we deduce that ℓ
Since (x k ) k∈N ∈ D, we have lim s→∞ F s ((x i ) i∈N ) = 0. The latter relation means that for ǫ > 0 there is s 0 such that F s ((x i ) i∈N ) < ǫ for s ≥ s 0 , equivalently,
Since ǫ was taken arbitrary and
we deduce that
f (x)dx, by Toeplitz lemma we deduce that
The latter relation implies that
This ends the proof of Lemma 2.7. 
Main Results
By using Lemmas 2.1 and 2.7, we get Theorem 3.1. Let f be a Lebesgue integrable real-valued function on (0, 1). Then we have ℓ
Proof. Note that f = f + + f − , where f + (x) = sup{f (x), 0} and f − (x) = inf{f (x), 0} for x ∈ (0, 1). Clearly, f + satisfies the condition of Lemma 2.7. We put
By Lemma 2.7 we get ℓ
− also satisfies the condition of Lemma 2.7. We put
Now we present our proof of the Kolmogorov strong law of large numbers(see, [7] , Theorem 3(Kolmogorov), p. 379).
Theorem 3.2. Let (ξ k ) k∈ N be a sequence of independent identically distributed random variables with distribution function F for which M |ξ 1 | < ∞. Then the condition
holds true, where m = M (ξ 1 ).
Proof. Without loss of generality we can assume that
Let (c k ) k∈N be a set of all points of jumps of F . We denote by d k the jump of a function F at point c k for each k ∈ N .
Let f : (0, 1) → R be defined by
Note that f is a Lebesgue integrable real-valued function on (0, 1) such that
An application of Theorem 3.1 ends the proof of Theorem 3.2. 
We have the following simple consequences of Theorem 3.1. 
Proof. Since A f ⊆ B f , by Remark 3.1 we get 
By Remark 3.1 we know that ℓ 
The next corollary is a simple consequence of Theorem 3.3. 
Then for ( 
