1.
Introduction. This paper deals with mappings with constant principal strains, that is, mappings f of a planar domain D into R 2 for which the principal stretches of the Jacobian matrix J f of f at z are distinct positive constants m 1 and m 2 . Global properties of such f , to be referred to as (m 1 ,m 2 )-mappings or less specifically as cps-mappings, were studied in [2, 3, 5, 6] . Homeomorphisms of this kind represent 2-dimensional deformations with constant principal strains such as those effected by cryptocrystalline solidification of a planar lamina, in which context the study of global properties of cps-mappings will yield, among other things, information about the manner in which such deformations can change shape as well as how the original mass can be shifted around in the process. In addition, (m 1 ,m 2 )-mappings constitute a tractable subclass of (m 1 ,m 2 )-quasi-isometries (i.e., local homeomorphisms for which the local stretching factors are merely constrained to lie between m 1 and m 2 ). Because they realize the local length change bounds extremally at all points, it is reasonable to believe that (m 1 ,m 2 )-mappings manifest extremal behavior for some, at least, of the many open distortion questions for planar quasi-isometries (see [10, 11] ). Although, as we will presently explain, the systems of partial differential equations which define them are hyperbolic, significant analogies of conformal mappings discussed here and in the papers cited above lend credence to the belief that an interesting function theory for cps-mappings can ultimately be developed. Yet another motivation for this study lies in the fact that, other than conformal mappings, the classes of (m 1 ,m 2 )-mappings are the only ones that can be defined by restricting the Jacobian to have values in a 2-parameter family of linear transformations in which no arbitrarily stipulated reference directions in the domain or image planes appear, a sine qua non for any direct extension to the more general Riemannian manifold context, as was pointed out in [2] .
To continue this introductory discussion, it is advantageous to outline the formal local theory of (m 1 At each point z ∈ D, e iθ(z) and ie iθ(z) give the directions in which f effects a length change by factors m 1 and m 2 , respectively, and e iφ (z) and ie iφ(z) give the corresponding image directions. For θ ∈ Lip(D), the integral curves of the direction fields e iθ (z) and ie iθ(z) will be called 1-and 2-characteristics, respec- For any θ satisfying these equations in D, the corresponding φ is determined to within an additive constant by (1.2) . In the case of multiply connected D, of course, the φ so determined, and consequently the corresponding f , will in most cases be multiple-valued. Equations (1.2), together with the appropriate weak counterpart of (1.3), to be explained in the following section, form the basis of the global theory of cps-mappings. The latter say exactly how the curvatures D k θ of the characteristics change as we move along the orthogonal characteristics and imply, in particular, that the curvatures, unless initially 0, must eventually blow up, that is, that θ, and consequently J f , must loose its local Lipschitz continuity if given enough room. Specifically, we have the sharp bound
(when the left-hand side is meaningful). This implies that cps(C,m 1 ,m 2 ) contains only affine mappings, a cps-analogue of Liouville's theorem for analytic functions. More importantly, though, (1.4) tells us that {J f : f ∈ cps(D, m 1 , m 2 )} is locally uniformly Lipschitz in D, and, in addition, allows us to derive a sharp distortion theorem (see [3] ) to the effect that f (N(z,r )) is convex for all f ∈ cps(N(z, 1), m 1 ,m 2 ) if and only if r ≤ (min{m 1 ,m 2 }/ max{m 1 ,m 2 }) 2 ,
where N(z, r ) denotes the disk of radius r about z. This fact, together with the compactness principle (see Proposition 2.3), suggests that it should be possible to develop further sharp distortion results for cps-mappings which parallel some of the theorems of classical geometric function theory. Instead of pursuing this possibility, however, in the present paper we examine the analogues of several other aspects of analytic function theory, all related to the general question, loosely referred to as the transformation problem, of when and how the domains D and D can be mapped homeomorphically onto one another via cps-mappings. After Section 2, in which we formalize terminology and state the necessary basic facts, in Section 3 we take up the question as to whether two given domains D and D can be transformed onto one another by cps-mappings. Although for any Jordan domain D ∪ m 1 ,m 2 cps(D, m 1 ,m 2 ) is a very large class, we show that for any such smoothly bounded D there are smoothly bounded D onto which D cannot be mapped homeomorphically by any cps-mapping; we do this by deriving a necessary condition on D , of an isoperimetric nature, for such a mapping to exist. Even though, in all likelihood, an intrinsic geometric characterization of all those D onto which a given D can be so transformed would be difficult to come by, the determination of all cps-mappings between two given domains, especially in the case where D = D , constitutes a significant issue. In order to pursue this question, however, it is necessary, in view of the hyperbolic nature of the basic equations, to determine to what extent such mappings are the solution of relevant Cauchy problems.
Fundamental to any analysis of this issue is the fact, established in Section 4, that if f is any cps-homeomorphism of D onto D , where ∂D and ∂D are smooth curves (i.e, with C 1 arc length parametrizations) and C is a characteristic which meets ∂D at p, then the limit of θ f (z) as z → p along C exists. This allows us to show in Section 5 that for each z 0 ∈ ∂D, lim z→z 0 (θ f (z), φ f (z)) exists in the sense that it tends to the solution of a "Riemann problem" for system (1.2) in a half-plane, so that the possibilities for the limiting behavior of θ f (z) and φ f (z) are governed by just two parameters (or four, if we include the inclinations of the tangents to ∂D and ∂D at p, and f (p)). This "boundary regularity" of J f is very much in the spirit of analogous results for the derivatives of conformal mappings such as the well-known theorem of Lindelöf ([12, Theorems 10.1, 10.4]). It turns out that in the two significant cases of the half-plane and the exterior of a disk C\N(0, 1), geometric arguments based on (1.2) and (1.3) allow one to show that, apart from certain degeneracies which occasion no difficulties, all cps-self-homeomorphisms are associated with Cauchy problems, a circumstance which enables us to give a complete description of the relevant families; we do so for half-planes in Section 6 but leave the discussion of the somewhat more involved case of C\N(0, 1) to a subsequent paper. In both instances the reduction to Cauchy problems strongly depends on the fact that the geometry of the domains permits us to show that all characteristics meet ∂D in exactly one point, a feature patently absent in the case, for example, of Jordan domains. In the concluding Section 7, we discuss some of the issues suggested in a natural way by the considerations of the preceding sections.
Preliminaries.
Most of the facts stated in this section were proved in complete detail in [5] , so that we will include proofs here only for points not discussed in that paper. To facilitate the discussion of characteristics, we begin by amplifying the notational conventions given in the introduction. As indicated, for θ ∈ Lip(D), the complete integral curves of the direction fields e iθ(z) and ie iθ(z) will be called 1-and 2-characteristics, respectively, of θ, or of f , when iz (s) ). The letter s will always indicate an arc length parametrization. With reference to a specific such θ, a characteristic arc C joining points a, b ∈ D, oriented from a to b, will be denoted by ab, and we use the abbreviation
A domain Q ⊂ D will be said to be a characteristic quadrilateral of f if ∂Q is a Jordan curve lying in D and containing four points a, b, c, d occurring in that order when ∂Q is traversed (in either the positive or negative sense) and such that ab and cd are i-arcs, and bc and da are j-arcs. We will refer to such a Q as abcd and use the abbreviation
Opposite sides of a characteristic quadrilateral will be referred to as translates of each other. For a given such Q, if C k is a k-arc joining opposite sides of [1, 7, 8, 9, 13] .) We will refer to the fact that ∆ 2 θ(Q) = 0 as the HP-property.
As indicated in the preceding section, D 1 and D 2 will denote differentiation with respect to arc length in the directions e iθ(z) and ie iθ(z) , respectively.
We use the symbol λ k (E), k = 1, 2, to denote the k-dimensional measure of the set E, so that λ 1 (C), in particular, is the arc length of the simple arc C.
Furthermore,
Next, we explain the sense in which the blow-up equations (1.3) hold for general (i.e., not necessarily C 2 ) HP-functions θ. We define E i = E i (θ) to be the set of all points p such that if z = z(s), − < s < , with z(0) = p is an arc length parametrization of an i-arc of θ containing p, then θ(z(s)) is differentiable at s = 0. Obviously, almost all points (with respect to arc length) of each i-characteristic belong to E i and almost all points of the domain on which θ is defined (with respect to λ 2 ) belong to E 1 ∩ E 2 . If z = z(s), α < s < β, is an arc length parametrization of an m k -arc, then
exists almost everywhere on (α, β) and gives the curvature of the k-arc through z(s). This means that if κ i (z) exists then z is joined to ∂D by a j-arc of length at most 1/|κ i (z)| emanating from the concave side of the i-characteristic through z. Because of this, we immediately obtain the following result.
Proposition 2.2. Let f be a cps-mapping on D, then
From this, in turn, we easily deduce the following result. 
Throughout, the term smooth curve will refer to one with a continuously turning tangent; that is, one for which the arc length parametrization is C
. If
C is a characteristic of f exiting D at p for which the limit of θ(z) exists as z → p (so that C has a well-defined tangent at p), then it follows from (1.2) that the corresponding limit of φ(z) also exists, which means that f (C) also has a well-defined tangent at f (p). 
Proof. First assume that C is an i-characteristic. Without loss of generality, we can assume that p is the initial point of E. After appropriate compositions of f with rigid motions, we can assume that p = f (p) = 0, that the positively oriented tangents to both E and E at 0 have the direction of the positive real axis, and that the unit tangents to C and f (C) at 0 are e iα and e iα . Let µ = m j /m i , and let S(γ) denote the sector {z | 0 < arg z < γ}. Since C is an i-arc, by applying the compactness principle to the family of mappings f (nz)/m i n, we
so that 10) which gives the upper bound in (2.7). In addition, 11) and S(α) contains one of the semidisks Q(µ, α) into which the line arg z = α cuts the disk 13) so that
where
so that Proposition 2.5 is established with 
where α and β are the image angles corresponding to α and β, and W is the function of the preceding proposition defined in (2.16) and (2.19). Thus
A similar bound holds in the case that C is a j-characteristic.
An examination of the proof (with d = d = 0) shows that under the same hypotheses, there cannot exist a characteristic which joins an interior point of E to itself. Proof. Let T be the curvilinear triangle bounded by the arc ae of C, C, and the subarc B of E joining a and c. Let γ ≥ 0 and ω be the interior angles of T at c and e, respectively. There are two cases: (i) ω = 3π/2 and (ii) ω = π/2, corresponding, respectively, to the cases that a comes before and after c when E is traversed in the positive sense with respect to D. Let δ and δ be the changes in θ along ae and C when these arcs are traversed in the positive sense with respect to T , and let d and d be the corresponding changes in the tangent angle along B and f (B). Let µ = m j /m i and let α and γ be the angles corresponding to α and γ in f (T ). In case (i) we have
Let α, |δ| < τ 0 . Assume first that µ > 1. From Proposition 2.5 and the second of these equations it follows that
so that in light of the first equation, 
Assume first that µ > 1. From Proposition 2.5 and the second of these equations it follows that
so that in light of the first equation,
so that |d| + |d | ≥ ((µ − 1)(π /2) − 3µτ 0 )/µ, which again gives the desired conclusion. Finally, if µ < 1, we have 
But from this it would follow that some orthogonal characteristic crosses C twice, an impossible occurrence in light of the simple connectivity of D. We can now show that, in fact, z(s) → a, b ∈ ∂D as s → α, β, respectively. Assume that this is not so, as s → β, for example. The foregoing then implies that there is an arc E of ∂D, each point of which is an accumulation point of C γ = {z(s) : s > γ} for each γ ∈ (α, β). Since in this case C is clearly not a straight line segment, it follows from the comment immediately following Proposition 2.1 that there is an orthogonal half-characteristic C of finite length which joins some z(σ ) to a point e ∈ ∂D. Since C cannot cross C twice in D, C σ ⊂ D\C . Let z 1 , z 2 be distinct points of E\{e}. For each δ > 0, C σ has a subarc pp ⊂ N(∂D, δ)\C , with p, p ∈ N(z 1 ,δ) and a point p ∈ pp ∩ N(z 2 ,δ). For obvious topological reasons, for each sufficiently small δ, there must be a point q on pp which is joined to a point in N(z, δ) by an orthogonal characteristic arc B of length at least |z 1 − z 2 | − 2δ such that the curvature of C at q tends to infinity as δ → 0 and C is concave towards the side from which B emanates. But this clearly violates Proposition 2.1, as indicated in the paragraph immediately following its statement. For each p ∈ C δ let E p denote the maximal orthogonal characteristic arc in N(0, 2δ)∩D emanating rightwards from p (as we move along C towards b). By our choice of ,
In addition, all of the E p are disjoint. It then follows from the lower bound for the area of characteristic quadrilaterals given in Proposition 2.4 that 4πδ
Obviously, the same bound will hold when the left half of the semiring is considered instead of the right half. But by
we will then have that the length of the part of C + within of b is at most 128π . This shows that . Furthermore, because of the local Lipschitz continuity of such f , cps-homeomorphisms necessarily preserve both smoothness and irregularity of the boundary to some extent. It is, however, not unreasonable to ask if each smoothly bounded Jordan domain D can be transformed by some cpshomeomorphism, with appropriate m 1 , m 2 onto any other such domain. We show that cps-mappings, while clearly forming a "large" class, do not possess this transformation capability; indeed, the following theorem shows that all homeomorphic cps-images of a smoothly bounded Jordan domain D must satisfy a shape requirement of an isoperimetric nature. In the following the- 
If m ≥ ξ 0 ρ/100, then clearly we have
with C 0 = 100π , so that (3.2) holds for all m, ρ. These numbers ξ 0 and C 0 are universal constants, that is, (3.2) is valid for all ρ > 0 and all i-arcs A of any cps-mapping of any domain F which contains a disk N(z 0 ,ρ).
Obviously, there is a cps-homeomorphism of D onto E if and only if there is one onto F = λ 2 (D)/λ 2 (E)E. We show that there is a constant C such that if F is a cps-homeomorphic image of D, for which
2 . On the basis of the a priori bound on the Lipschitz constants for θ mentioned at the beginning of the first paragraph of the proof, it is easy to see that there exists some integer K such that for each f ∈ cps(D), there is a set 
Thus, 
This finishes the proof of the theorem.
Tangents to characteristics at boundary points.
The main result of this section, Theorem 4.1, tells us that any characteristic of a cps-homeomorphism of a smoothly bounded domain D onto another such domain that meets ∂D does so at a well-defined angle. This is the key to most of what is to follow since without knowledge of this fact we would, in effect, be limited to studying the transformation problem for cps-mappings within the confines of artificially imposed a priori hypotheses about regularity at the boundary. which correspond to each other under f . Let C be a characteristic arc of f which joins a point of D to p ∈ K. It easily follows from Proposition 2.9 that
For notational convenience we may assume, without loss of generality, that p = f (p) = 0, and that the positively oriented tangents to both ∂D and ∂D at 0 point in the direction of the positive x-axis. Under these assumptions we will prove the following result. Examples can be constructed to show that the smoothness of K is necessary. Before beginning the proof, we establish the following lemma. 
where it is understood that s 1 < s 2 . If, for example, the upper limit is nonpositive, then the only way lim s→σ 0 θ(w(s)) could fail to exist would be for θ(w(s)) to tend to −∞, in which case the curve C would ultimately be an infinite (inward) clockwise spiral when traversed in the direction of increasing s, which is incompatible with the hypothesis that w(s) → p ∈ ∂D. In the case of a nonnegative lower limit we arrive at the same contradiction with a counterclockwise spiral.
Proof of Theorem 4.1. Let C be an i-characteristic. To prove the theorem, it is enough to obtain a contradiction from the assumption that the limit of θ(w(s)) does not exist since the existence of that of φ(w(s)) will then follow from (1.2). Furthermore, it is sufficient to assume that m i > m j since the truth of the theorem in the opposite case will follow from consideration of
The curvature κ(s) = dθ(w(s))/ds exists a.e. on (0,σ 0 ). It follows immediately from Lemma 4.2 and the fact that σ 0 < ∞ that for each k > 0 and each
Now, for each s ∈ (0,σ 0 ) we denote by C s the entire open j-characteristic arc passing through w(s). In addition, we denote by C + s and C − s the j-halfcharacteristics emanating rightwards and leftwards from w(s), respectively. These half-characteristics are considered to contain w(s) (and so are halfopen). On both C + s and C − s we consider the positive direction to be that which corresponds to movement away from C. Now, Proposition 2.1 tells us that at each point s ∈ (0,σ 0 ) for which κ(s) exists,
From this, the fact that by (4.3) κ(s j ) → +∞ and κ(s j ) → −∞ for appropriate sequences {s j }, {s j } tending to σ 0 and the fact that distinct j-characteristics cannot intersect in D, it follows that
Now let s 0 > 0 be a density point of {s : κ(s) > 0}. Let 0 < ξ <min{s 0 ,σ 0 − s 0 } be such that
Since by (4.3) s 0 can be chosen arbitrarily close to σ 0 , it follows from (4.5) that we may in addition assume that
where 
, where E k is the subarc of C from w(s k ) to w(t k ) (with the same orientation as C). Let p k and q k be the points at which C
Let α k and β k be the interior angles of the simple closed curve K k ∪ L k at p k and q k . Note that K k might be {p}; in this case, α k is the angular size of the sector containing C − t k which is bounded by C + s k and an arc of ∂D, and analogously for β k . We denote by α k and β k the interior angles of the image of this simple closed curve at f (p k ) and f (q k ). Then, by Proposition 2.5 we have
We consider that the simple closed curve K k ∪ L k is oriented positively, with the orientations of its arcs
, and E k taken accordingly. Let δ k denote the change in the tangent direction along K k , and let δ k be the corresponding amount for f (K). Upon taking into account that change in the argument of the tangent along the characteristic arcs C
is simply the corresponding change in θ and the change in the argument of the tangent along their images is the corresponding change in φ, obvious geometric considerations tell us that
However, by (1.2) it follows that
(4.10)
By (4.8) and the fact that ∆θ( 12) which is impossible since δ → 0 as s → 0. 
Boundary behavior of
Note that although we are primarily interested in θ in the half-plane, we have made the first sector (−π/2,α R ), rather than (0,α R ), and similarly for the last sector, in order to accommodate points p ∈ ∂D at which the tangent line contains points of D arbitrarily close to p. Furthermore, we define
It is easy to see that conditions (5.2) imply that there is a unique Here the correct ordering of m i and m j is such that the fans of f and h "match up"; the integers n and n are necessary to compensate for the normalization implicit in the definitions of θ and φ. The proof essentially amounts to showing that f actually has fans matching those of θ at each point of ∂D. We accomplish this by first showing that if there is a characteristic C exiting at p, then the corresponding fans exist, and that θ and φ satisfy (5.5) at p; there are, however, some technical complications in showing that these desired limits hold as z → p to the right (left) of the right (left) fan. Then we show that E(f ) is dense in B and finally that E(f )∩B is closed in B, from which it follows that, in fact, E(f ) ⊃ B. It is to be noted that E(f ) ⊃ B is not at all obvious since not all HP-nets on smoothly bounded Jordan domains have exiting characteristics at all boundary points. For this reason the proof that E(f ) ∩ B is closed in B does require a fairly lengthy argument.
We begin with several lemmas. 
Proof. In this proof we will in some instances suppress the subscript n; this should cause no confusion. Let C = C n be the complete i-characteristic of which pb is an initial arc. Without loss of generality we can assume that arg z C (s) = θ(z C (s)) + π/2 and that the argument of the positive tangent to ∂D at p is 0. Let
. If the conclusion of the lemma is not valid, then there is some ξ ∈ (0, 1/10) such that for arbitrarily large n there is a w = w n ∈ Q n , and a ξ n with ξ < |ξ n | < 2ξ for which θ w n = θ n + ξ n , (5.6)
Passing to a subsequence, we can assume that these conditions hold for all n. Let C be the maximal j-arc passing through w n contained in Q n . It is clear that for sufficiently large n, C cannot join a point of pb to one of cd since then it would be the j-side of a characteristic quadrilateral whose opposite side is bc. By the HP-property, this would imply that λ 1 (θ(C )) < n by (iii), and therefore, (also by (iii)) that for all z ∈ C , |θ(z) − θ| < 2 n , which contradicts (5.6). We next observe that for all sufficiently large n, C cannot have both of its endpoints on pd. To see this, assume that C joins the endpoints of a subarc E of pd ⊂ B and let β 1 and β 2 be the interior angles of the curvilinear bilateral C ∪ E. Then in light of Proposition 2.6 and (iv), β 1 and β 2 tend to 0 as n → ∞, so that for sufficiently large n they are both smaller than the number τ 0 of Proposition 2.7. If there is some point u of C which is not joined to bc by an i-arc in Q, then u would have to be joined to pd by an i-arc lying in Q n but outside of C ∪ E. But a simple application of Proposition 2.7 shows that this cannot be. Thus C is the j-side of some characteristic quadrilateral whose opposite side is on the j-arc bc. Then in light of the HP-property and (iii), λ 1 (θ(C )) → 0. But then, since β 1 ,β 2 → 0 and the tangent to ∂D at p has argument 0, the fact that |θ(w n )| ≤ π/2 + 2ξ implies that θ(w n ) → 0, which contradicts (5.7).
Thus, for sufficiently large n, either (1) C joins a point q ∈ pd to a point t ∈ pb, or (2) C joins a point q ∈ pd to a point t ∈ dc. We claim that in either of these cases λ 1 (θ(C )) → 0 as n → 0. Let C be parametrized by ω(s), 0 ≤ s ≤ l = l n , with ω(0) = t. If for all s, ω(s) is joined to bc by an i-arc, then, as above, by the HP-property and (iii), λ 1 (θ(C )) < n . Thus assume that there is some s for which ω(s) is joined to pd by the i-halfcharacteristic emanating from C leftwards in case (1) and rightwards in case (2) , and let σ = σ n be the smallest such s. Then, as before,
n . Also, the complete i-characteristic through ω(σ ) must join two points of pd in Q n , and it is clear that the same must be the case for the complete i-characteristic through all ω(s) for σ ≤ s ≤ l. Let F be the i-characteristic through ω(η), for some η ∈ [σ , l), and say that it joins the endpoints p 1 and p 2 (in this order when pd is traversed positively) of an arc E ⊂ pd. Let F be parametrized by ζ(s), 0 ≤ s ≤ ρ with ζ(0) = p 1 . By taking into account that by Proposition 2.6 the interior angles β 1 and β 2 of the bilateral E ∪ F at p 1 and p 2 must tend to 0 as n → ∞, it follows from Proposition 2.7 that dθ(ζ(s))/ds must be uniformly bounded above by some number τ 1 > 0. From this it easily follows that for s 1 < s 2 , we must have θ(ζ(s 2 )) < θ(ζ(s 1 ))+2 n τ 1 , for n sufficiently large. But then the minimum of θ(ζ(s 2 )) − θ(ζ(s 1 )) must also tend to 0 as n → ∞, since |∆θ(p 1 p 2 )| tends to 0. Thus, we indeed have that
In case (1) we have a contradiction since λ 1 (θ(tw n )) → 0, together with (iii), implies that θ(w n ) − θ n → 0, which is impossible in light of (5.6). In case (2) for sufficiently large n, θ(w n ) − θ n = ξ n > 0, since if ξ n > 0, C would meet N(pb, 2 n ) , the length of the arc ζ ([s 1 ,s 2 ] ) is certainly less than 10 n . Therefore, there is a point on this arc at which the curvature is least (ξ − 3 n )/10 n and at which dc is convex towards the inside of Q n . This implies that the full characteristic containing C intersects ∂D at a point e outside of Q n at distance at most 3 n + 10 n /(ξ − 3 n ) → 0 from p. However, by Proposition 2.6, the interior angles of the bilateral formed by C and the arc qe of ∂D tend to 0. But this is inconsistent with the facts that the inclination of the tangent to C at w n is bounded away from 0 and δ n = λ 1 (θ(C )) → 0. This is the desired contradiction.
Lemma 5.3. Let f have an i-fan Ᏺ at p ∈ ∂D. If Ᏺ has a rightmost (leftmost) characteristic C for which 0 < α(C, a) ≤ (π /2)(π /2 ≤ α(C, p) < π ). Then θ(z) has a limit as z → a in D to the right (left) of C.
Proof. For definiteness we deal with the rightmost characteristic case, the leftmost case being treated analogously. For each positive integer n there is a point b n ∈ C such that λ 1 (pb n ), λ 1 (θ(pb n )) < 1/n. Let C be the j-halfcharacteristic emanating rightwards from b n , parametrized by ζ = ζ(s), with ζ(0) = b n . Let C(s) denote the i-half-characteristic emanating rightwards from ζ(s). Then, since C is the rightmost characteristic in Ᏺ, there is an s 0 > 0 such that p ∉ C(s) for s ∈ (0,s 0 ], and, by making s 0 smaller if necessary, we can assume that λ 1 (θ(ζ[0,s 0 ])) < 1/n. We claim that for all sufficiently small s, C(s) ⊂ N(pb n , 1/n). Indeed, were this not so, it would follow from simple continuity properties of the solutions of ordinary differential equations that there is some η > 0 such that for all > 0 there is a σ ∈ (0, ) for which C(σ ) has a subarc E(σ ) ⊂ N(pb n , 1/n) which joins ζ(σ ) to a point q within of p and another subarc E (σ ) which joins q to a point r ∈ D\N(p, η). But then it is easy to see that there must be a point t ∈ E (σ ) ∩ N(r , 2 ) at which the curvature is greater than 2/η and C(σ ) is concave towards the left side (as one moves away from ζ(σ )) since otherwise for sufficiently small , the corresponding E (σ )∩N(r , 2 ) would be virtually straight lines and would intersect ∂D, contradicting the existence of the point q. But the j-half-characteristic emanating to the left of this C(σ ) from t would have to intersect C(σ ) in another point, which is impossible. Let c n = ζ(s), where s < s 0 and C(s) ⊂ N(pb n , 1/n), and let d n be the point at which C(s) exits D. The desired conclusion now follows from a simple application of Lemma 5.2. ∩N(p, δ)) 
Lemma 5.4. Let f have an i-fan
Ᏺ at p ∈ ∂D. If inf{α(C, p) : C ∈ Ᏺ} = 0 (sup{α(C, p) : C ∈ Ᏺ} = π), then for any > 0 there is a C ∈ Ᏺ and a δ > 0 such that λ 1 (θ(G
) < , where G is the part of D to the right (left) of C.
Proof. It is sufficient to handle the case in which inf{α(C, p) : C ∈ Ᏺ} = 0. Let C ∈ Ᏺ be such that α(C, p) < . Without loss of generality we can assume that arg z C (s) = θ(z C (s)). Let C (s) denote the j-half-characteristic emanating to the right of z C (s) considered as oriented from z C (s) towards ∂D. We consider two cases. θ(z(0,s 0 ) ))+ < 2 , for sufficiently small . Thus the lemma is established in this case.
Case 2. For arbitrarily small > 0 there are arbitrarily small s such that there are i-half-characteristics emanating rightwards from C (s) which do not exit at p. In this case for each positive integer n, pick a particular such < 1/n, and a corresponding s < 1/n for which λ 1 (θ(pz C (s))) < 1/n and such that there are i-half-characteristics emanating rightwards from C (s) which do not exit at p. Let b n = z C (s). Then, it is easy to see that there is a c n ∈ C (s) such that the i-half-characteristic emanating rightwards from c n exits D at a point d n ≠ p and such that c n d n ⊂ N(p, 2/n). The desired conclusion now follows easily from Lemma 5.2.
Lemma 5.5. Let C, C ∈ C i (f , p) be joined by a j-arc A. Then the length of the translate of A down to q ∈ C tends to 0 as q → p.

Proof. Let A be parametrized by w = w(s), 0 ≤ s ≤ L, with w(0) ∈ C.
Since each point of A is connected to p by an i-arc between C and C , it is clearly enough to show that the conclusion is valid under the additional assumption that λ 1 (θ(A)) < 1/10. But then, if the length of the translates of A does not tend to 0, there is a j-arc joining p to a point of C , which is impossible by Corollary 4.3.
It follows immediately from this lemma and the HP-property that for a fan Ᏺ, {α(C, p) : C ∈ Ᏺ} is an interval. The length of this interval, which gives the angular aperture of Ᏺ, will be denoted by δ(Ᏺ). It also follows from this lemma that if i-characteristics C, C , and C exit at p and the pairs C, C and C , C are joined by j-arcs, then so are C and C . The following is also a straightforward consequence of Lemma 5.5.
Lemma 5.6. Let Ᏺ be a fan of f at p ∈ D and let C, C ∈ Ᏺ. Then, there is an integer n such that θ f (z)−arg(z −p) → nπ /2 as z → p in the closed subregion of D between C and C .
Lemma 5.7. Let f have an i-fan Ᏺ at p ∈ ∂D. If the infimum of α(C, p) > 0 (supremum of α(C, p) < π ), then Ᏺ has a rightmost (leftmost) characteristic.
Proof. We consider the rightmost case. Let β be the lower endpoint of the interval {α(C, p) : C ∈ Ᏺ}. Obviously, we can assume that for all > 0 there is a C ∈ Ᏺ with α(C ,p) = β + since otherwise the interval would be {β}. Let C be the j-half-characteristic emanating rightwards from z C (s 0 ), where s 0 < is so small that λ 1 (θ(z C (0,s 0 ) 
)) < . Let w = w(σ ), 0 ≤ σ < L, be the arc length parametrization of C , with w(0) = z C (s 0 ). Let E(σ ) denote the i-characteristic through w(σ ). If E(σ ) exits at p, then E(σ ) exits at p
for all σ ∈ [0,σ ] so that for all such σ , E(σ ) ∈ Ᏺ. From this we conclude that if E(σ ) exits at p, then λ 1 (θ(w([0, σ ]))) < . But then for sufficiently small there is a σ 0 < L for which E(σ ) does not exit at p. Indeed, if this were not so, then as → 0 we would have curvilinear triangles with right angle at w(0), such that along each of the three sides the inclination of the tangent is contained in an interval of length (making them virtually straight line segements), and such that the angle at p tends to 0. However, it is clear that the ratio of the length of the side opposite to p to that of the side z C ([0,s 0 ] ) is bounded away from 0, which is obviously inconsistent with these conditions. The desired rightmost characteristic is then the one containing E(σ 1 ), where σ 1 = sup{σ : E(σ ) exits at p}.
Proof of Theorem 5.1. Say we have an i-characteristic C exiting at p; without loss of generality, we can assume that p = 0 and that the positively oriented unit tangent vector at p is 1. We also assume that 0 ≤ α(C, p) ≤ π/2, the opposite case being handled analogously. Obviously, there is an i-fan Ᏺ i at p. Let I i = {α(C, p) : C ∈ Ᏺ i }. By Lemma 5.7, Ᏺ i will have a rightmost (leftmost) characteristic unless the lower (upper) endpoint I i is 0 (π ). In the case that the lower endpoint is 0, we define α R = 0; otherwise, we define it to be α(C, p), where C is the rightmost characteristic in Ᏺ i . N(p, ) , then one of |D 1 θ| or |D 2 θ| must be unbounded there, so that some characteristic must exit in
Let δ R = δ(Ᏺ i ). Then we have δ R +α
Finally, we show that E(f ) is closed in B. Let {p n } be a sequence of distinct points in E(f ) which converge to p ∈ B. It follows from the above construction that there is a δ > 0 such that for each p n there is a characteristic C n exiting at p n for which δ ≤ α(C n ,p n ) ≤ π −δ. By passing to a subsequence, we can assume that all of the C n are i-characteristics. Similarly, we may assume that the p n tend monotonically to p from one side; for definiteness, say from the right. Let C n be parametrized by z = z n (s), 0 ≤ s ≤ σ n , with z n (0) = p n . We regard C n as including its end points. In light of Proposition 2.6, the distance between the endpoints of the C n is bounded below by some 0 > 0. Since {C n } is a family of compact sets, some subsequence, which for convenience we continue to call {C n }, converges to a set S ⊂ D with respect to the Hausdorff metric
It is easy to see that S is a connected compact set consisting of a union icharacteristics (without their endpoints) and a closed subset E of ∂D and that p ∈ E. If p is not an accumulation point of E, that is, if dist(E\{p}, {p}) > 0, then there is an i-characteristic of f joining p to E\{p}, so we are done. Thus we may assume that there is a sequence {r n } of distinct points of E\{p} monotonically approaching p, and from this we obtain a contradiction. Because the p n lie to the right of p, the C n move to the left, so that the points of E (near p) lie to the left of p, and thus the r n lie to the left of p. We now focus on an individual r k for which |r k − p| < 0 /10 (where 0 is the lower bound for the distance between the endpoints of the C n ) and such that the inclination of the tangent to ∂D along the (short) arc r k p is less than 1/100. Let u n = z n (s n ) be a point of C n which minimizes distance to r k , so that u n → r k . Note that N r k , u n − r k lies to the left of C n (5.12) since if this were false for some n 0 , C n 0 would have to exit D between r k and p, and consequently all the C n for n > n 0 would be contained in the region bounded by C n 0 and an arc of ∂D joining p to a point between r k and p, contradicting the assumption that r k ∈ E. Consider the strip S n of width |r k − p|/5 whose sides have the normal direction of ∂D at r k and whose centerline passes through u n , and let W n be the arc of C n which joins two points of S n and passes through u n . For w ∈ W n , let A w denote the j-half-characteristic emanating to the right of C n . We have
for n sufficiently large, since any A w for which this is not true would cross C n twice. Furthermore,
for all w ∈ W n , n ≥ n 1 , since, otherwise because |r k − p| < 0 /10, there would be an i-characteristic emanating from A w which crosses C n , a contradiction. In addition, it follows from (5.13) that
for n sufficiently large; that is, for such n the curvature of C n towards the right is uniformly bounded. Now, from (5.15) and the fact that the subarcs of W n on either side of u n have length bounded below by |r k − p|/10 and do not touch ∂D, it follows that for all ρ > 0, there is an > 0 such that
for sufficiently large n, where ξ is the positive unit tangent to ∂D at r k . From (5.14) it follows by compactness that there is a subsequence of {A un } which converges to a j-characteristic C k emanating from r k ; from (5.16) it follows that α(C k ,r k ) = π/2. Since all the C n must cross C k , it follows that for all ρ > 0 there is an > 0 such that (5.16) holds with u n replaced by the point of intersection of C k with W n . This in turn implies that the image of ∂D is orthogonal to the image of C k at f (r k ).
We can now use our familiar angle change argument on a positively oriented curvilinear triangle made up of the part of C n between p n and t n,k ∈ C k , the j-arc t n,k r k , and the (short) boundary arc from r k to p n . If the changes in the tangent inclination on these pieces are α, β, γ, respectively, and the corresponding changes in the images are α , β , γ , and the interior angle at p n is τ with a corresponding image angle τ , then β, γ, β , and γ can be made arbitrarily small for k and n sufficiently large. But τ ≥ δ > 0 and α = (m i /m j )α, so that we get a contradiction with Proposition 2.5 since
Before ending this section, we mention the following simple consequence of Theorem 5.1 or, more precisely, of its proof. 
denote the corresponding subfan and let E i (p) denote the corresponding set of second exit points. Then,
so that S is indeed at most countable.
cps-self-mappings of the half-plane.
In this section we use Theorem 4.1, together with an appropriate uniqueness argument, to completely determine the class of all (m 1 ,m 2 )-homeomorphisms f of the upper half-plane H = {z : z > 0} onto itself. We do this by showing that for all such f , θ = θ f has well-defined values on R = ∂H and that these values are essentially noncharacteristic in the sense that, disregarding simple exceptions, the initial values of θ (may be taken to) lie entirely in one of the intervals (0,π/2) or (π /2,π). This reduction to a well-posed initial value problem is not straightforward since we do not know without the considerations of Section 5 that θ is even bounded in a neighborhood of each point of R. Throughout this section f will denote an (m 1 ,m 2 )-homeomorphism of H onto itself. We begin with a series of lemmas, the first of which is the key to the succeeding analysis. There is a point w ∈ C at which C is concave towards the exterior of C ∪ [a, b] , so that C w joins w to a point u of ∂H. By Corollary 4.3, u < a or u > b. If u < a, then for all z ∈ aw ⊂ C, the same corollary implies that C z joins z to a point of (−∞,a); in the opposite case for all z ∈ bw ⊂ C, C z joins z to a point of (b, ∞). Application of Proposition 2.7 then gives a contradiction for z sufficiently close to a in the first case or to b in the second case. 
exiting characteristic, which is impossible by the preceding lemma. If D is on the left-hand side of C, then an analogous argument produces a doubly exiting characteristic passing through p − .
Lemma 6.3. Any nonexiting characteristic C must be a horizontal straight line.
Proof. Clearly, if C is a nonexiting straight-line characteristic, it must be horizontal. Thus, it is sufficient to show that the curvature is identically 0 on any nonexiting characteristic. Assume, to the contrary, that this is not the case for some such i-characteristic C given by z = z(s), −∞ < s < ∞. Since by the preceding lemma arg z (s) is monotone on (−∞, ∞), there are two cases:
(i) arg z (s) is unbounded in at least one direction, (ii) arg z (s) is bounded in both directions.
In case (i) it is easy to see that at one end or the other, C must have an infinite inward spiral, which is clearly impossible. In case (ii) C is a U-shaped curve each end of which must extend upward or at worst be horizontal. Thus there must be some point p on C with nonvanishing curvature at which C is concave towards the inside of the U. But then by Proposition 2.1, the j-half-characteristic C emanating from p into the U must join p to ∂H. But this implies that C intersects C in two points, which is impossible.
Lemma 6.4. If f has a nonexiting characteristic, then f must be affine with horizontal and vertical characteristics.
Proof. If f has a nonexiting i-characteristic C, then by the preceding lemma it must be a horizontal straight line. Let C be any orthogonal characteristic. If the tangent to C were nonvertical at any point p ∈ C , then the i-characteristic through p would be a straight line intersecting C, an obvious contradiction. Thus, C is a vertical line, so that the two families of characteristics are given by z = const and z = const, from which the desired conclusion follows immediately.
Since this lemma gives a complete description of all f possessing a nonexiting characteristic, for the remainder of this section, unless otherwise stated, we assume that all characteristics exit, and so, in light of Lemma 6.1, we assume that they exit exactly once. Each characteristic C will be parametrized by z = Z C (s), 0 ≤ s < ∞, so that α C = arg Z C (0) is the angle formed by C with the part of R to the right of C. We adopt the convention 0 ≤ α C ≤ π . Furthermore, each characteristic splits H into two pieces. Since characteristics belonging to the same family never cross in H, it makes sense to speak of a characteristic as lying to the right or left of one belonging to the same family. Obviously, C 1 lies to the left of C 2 if and only if Z C 1 (0) ≤ Z C 2 (0). Since by Lemma 6.2, argZ C (0) is monotonic, it follows that
Were this is not so, we would have a doubly exiting characteristic, which is impossible by Lemma 6.1, or a characteristic with an infinite inward spiral, which is also impossible. Proof. Let C be an i-characteristic. The first sentence follows easily from Lemma 6.1, as in the proof of Lemma 6.2. For the second conclusion, assume, for example, that arg Z C (s) ∈ [0,π/2) for some s ≥ 0. Let C be the j-halfcharacteristic emanating to the right of Z C (s). If C does not meet ∂H, then simple geometric considerations imply that as we move along C away from Z C (s), there will be some point p at which C is concave to the left. But then the i-half-characteristic emanating leftward from p must meet ∂H but at the same time is trapped inside the infinite subregion of H bounded by {Z C (σ ) : σ > s}∪C , which is a contradiction. Therefore, C must meet ∂H.
If α C = 0, then because of the monotonicity of arg Z C , this function would have to be nondecreasing and not constantly 0 on [0, ∞). That is, C would have to be concave to the left. But then Lemma 6.5 and Proposition 2.1 would together imply that some orthogonal characteristic exits on both sides of C, in contradiction to Lemma 6.1. We obtain a similar contradiction if α C = π . Thus,
We denote by Ᏺ i family i-characteristics of f .
Lemma 6.6. Either for all C ∈ Ᏺ i all orthogonal characteristics exit to the left or for all C ∈ Ᏺ i they exit to the right.
Proof.
If not, then we would have C 1 and C 2 in Ᏺ i with orthogonal characteristics exiting to the left and right, respectively. If Z C 1 (0) ≤ Z C 2 (0), then let C 1 and C 2 be infinite j-half-characteristics emanating from C 1 and C 2 with initial inclinations in [0,π/2) and (π /2,π], respectively. The only possibility is that the inclinations are 0 and π since otherwise they would cross. But then they must be horizontal lines since otherwise we would have doubly exiting characteristics. Appropriate downward translates of these lines will then coincide, which again produces a doubly exiting characteristic. Thus Z C 1 (0) > Z C 2 (0) . In this case the only possibility is that C 1 and C 2 are vertical lines, since otherwise they would cross. Let p ∈ C 1 . If the j-arc C through p crossed C 2 , then it would exit both to the left and to the right of C 2 , making it a doubly exiting characteristic. Therefore, it must exit in [Z C 2 (0), Z C 1 (0)). But then if we translate the part of C 1 above p downward along C, we will obtain i-arcs which are rays with inclination in (π /2,π), which will necessarily cross C 2 . This is impossible since distinct i-characteristics cannot cross in H.
Proof. We prove this for the case in which for all C ∈ Ᏺ i , the j-characteristics crossing it exit to its right, that is, in which all of the characteristics in Ᏺ i are concave to the right; the opposite case is handled analogously. If C 2 is a vertical line, then C 1 must be one too since otherwise C 1 would intersect C 2 , so that α C 1 = α C 2 = π/2. We therefore assume that C 2 is not a vertical line. It follows from the preceding lemma that the characteristics in Ᏺ j are concave to the left. By assumption the j-half-characteristic E emanating to the left of C 2 from Z C 2 (s) is infinite and must therefore intersect C 1 at some point Z C 1 (s ). Since E is concave to the left, we have α
The desired conclusion now follows since arg Z C 2 (s) → α C 2 as s → 0. Proof. First of all, it is easy to see by a simple compactness argument that the set E of exit points We are now in a position to obtain a description of the initial values of θ = θ f and φ = φ f . It follow from Lemma 6.6 that with appropriate choice of i and j, all j-characteristics passing through a point of any i-characteristic C exit to the right of C, and oppositely when i and j are reversed. Thus from Lemma 6.5, we conclude that
Obviously, all C ∈ Ᏺ i C ∈ Ᏺ j are concave to the right (left). (6.5) For C ∈ Ᏺ i we work with the angles α C and call them θ * (x), where x ∈ ∂H is the point where the C exits. If we define θ * (x) to be 0 for all x for which there is no C ∈ Ᏺ i exiting at x, then Lemmas 6.7 and 6.8 imply that θ * is a nonincreasing function on all of R = ∂H; at the jump points of θ * there are fans of exiting characteristics as described in Section 5. For definiteness we take θ * to be continuous from the right. From the considerations of Section 5 it follows that there is at least one exiting characteristic at each point of ∂H, so that in light of the concavity of the characteristics and the monotonicity of θ * , there are three intervals I π/2 , I, I 0 on which the function θ * (x) takes only the value π/2, only values in (0,π/2), and the value 0, respectively. Any of these three intervals may be empty; in fact, the only thing that cannot happen is that ∂H = I π/2 or ∂H = I 0 since in the former (latter) case it can easily be seen that all j-characteristics (i-characteristics) would be horizontal. Comment. This theorem says that the class Ꮽ of cps-homeomorphisms f of H onto itself with principal strains m 1 and m 2 and for which f (0) = 0 can be decomposed as Ꮽ = Ꮽ 1 ∪Ꮽ 2 , where Ꮽ 1 ∩Ꮽ 2 consists of the two linear mappings m 1 x +m 2 y and m 2 x +m 1 y, and where there is a one-to-one correspondence between each Ꮽ i and the set of functions satisfying conditions (i), (ii), and (iii) of the statement of the theorem. Here Ꮽ i consists of the mappings for which the characteristics corresponding to stretch factor m i are concave to the right.
To finish the proof of Theorem 6.9, we need to show existence and uniqueness of the f corresponding to a given θ * . To establish existence, we initially let θ * be a strictly decreasing C ∞ -function with values in some compact subinterval I of (0,π/2) and let
By well-known existence theorems for hyperbolic systems, there exists a C ∞ solution θ, φ of (1.2) in some neighborhood of R with initial data θ * , φ * . Now, for such θ, φ,
From (6.6), it follows that on R = ∂D there hold Let (θ n ,φ n ) be the solution in H of the initial value problem for (1.2) with initial data θ * n (x) and φ * n (x) = arctan((m 2 /m 1 ) tan θ * n (x)), and let f n be the corresponding mapping of H onto H with f n (0) = 0. By the compactness principle, some subsequence of {f n }, which for convenience we continue to call {f n }, converges locally uniformly on H to an (m 1 ,m 2 )-homeomorphism f of H onto itself. Since 10) it follows from (6.9) that 
For any x ∈ J for which θ * , and consequently φ * also, is continuous at (6.13) and the differential equations 14) that is,
Writing these differential equations in the form 
We then define z(ζ) to be the point on the intersection of the 1-characteristic of f through η(ρ 1 ), whose initial inclination is Θ(ζ 1 ), with the 2-characteristic through η(ρ 2 ), whose initial inclination is Θ(ζ 2 ) + π/2. This mapping is well defined. Indeed, for each ρ not in any I(p), p ∈ P , the indicated characteristics emanate from η(ρ), in light of what we deduced about the fans in Section 5. On the other hand, if ρ ∈ I(p) for some p ∈ P , then on the left side of any R(ρ), Θ decreases linearly from θ from π/2 to 0 at a ∈ R. In the first two of these cases, f is easily seen to be linear. In the final case, let the angular sizes of the 1-and 2-fans at a be δ 1 and δ 2 , and let the angular sizes of the sectors to the right and left of these fans, respectively, be α R and α L . Then, it is clear from Theorem 5.1 that α R = α L = 0 since if α R > 0, for example, there would be a 1-characteristic exiting to the right of a. As above, on the basis of the concavity of the characteristics, we see that the fans at a are made up of straight lines. The uniqueness then follows since the numbers δ 1 and δ 2 are uniquely determined by conditions (5.2). It is clear that the proof can be modified to show uniqueness for solutions to Cauchy problems for (1.2) associated with transformation problems in much greater generality.
Closing remarks.
In this section we briefly discuss some issues pertinent to further investigation of the transformation problem for cps-mappings. We begin by pointing out that although Theorem 6.9 might lead one to believe that "exterior domains" are somewhat simpler to deal with than Jordan domains, the half-plane situation is, in effect, a fluke because the absence of doubly exiting characteristics essentially (i.e., apart from the simple degenerate cases in which θ*(x) = π/2 on (−∞,a) and/or 0 on (b, ∞), discussed in the final paragraph of the preceding section) means that all of the mappings in question are reducible to Cauchy problems. It is not too hard to show that this favorable circumstance arises also in the case of cps-self-homeomorphisms of the exterior of a disk, making possible their complete description. This case, though, is substantially more complex than that of half-planes since it involves two fundamentally different classes of mappings, corresponding to the two kinds of HP-nets with a single isolated singularity in C (see [5, Theorem 3.3] ). Moreover, in contrast to the half-plane case in which the Cauchy data is given on a straight line and so (interpretation aside) has the standard initial value format, in the case of C\N(0, 1), the data given on ∂N(0, 1) actually generates a unique solution in the entire exterior of the disk. Because it would appear that there are few domains for which no cps-self-homeomorphisms have doubly exiting characteristics, it would be of considerable interest to determine all of them; in fact, it may well turn out that the only possibilities are half-planes and the exteriors of disks.
Although the most appealing transformation problems for cps-mappings are ones for which D and D are (piecewise smoothly bounded) Jordan domains, this case unfortunately leads to a highly over-determined situation in which there is no way of working exclusively with Cauchy problems since all of the characteristics are necessarily doubly exiting, and which is further complicated by the possibility of nonexistence established in Theorem 3.1. These circumstances suggest that one seek explicit nonexistence and qualitative results, and in this direction we formulate two conjectures. We believe that the case of cps-self-homeomorphisms of strips should prove both interesting, because they are "almost" Jordan domains, and tractable, because of the geometric simplicity of their boundaries, even though it is likely that it nonetheless gives rise to subtle blow-up questions.
In [5] we showed that for an HP-function θ defined on a smoothly bounded Jordan domain D the nontangential limits of θ exist a.e. on ∂D, a conclusion considerably weaker than that of Corollary 5.8. We believe, however, that one can replace the proof of [5] by one that yields the conclusion of this corollary without any assumption beyond the smoothness of ∂D. Doing so, however, will require an analysis of the local behavior and global consequences associated with the two kinds of boundary singularities that we have shown cannot arise in the context of a cps-homeomorphism of D onto a smoothly bounded image domain, namely, points p ∈ ∂D at which there is an exiting characteristic along which lim z→p θ(z) does not exist and those at which there are simply no exiting characteristics at all, both of which possibilities can present themselves in the more general context.
One can contemplate the extension of some of the results about planar cpsmappings to their higher-dimensional counterparts. In that context, the underlying equations corresponding to (1.2) have in some sense a similar form (see [4] ), but are substantially more complex and allow considerably more leeway for the avoidance of singularity formation. In particular, there exist nontrivial cps-self-homeomorphisms of R 3 , examples of which were found by Yin [14] , and we believe that an interesting investigation would result from an attempt to discover all of them. Before closing, we must mention the significant foundational conjecture that the partial derivatives of a C 1 mapping f : D → C with constant principal strains m 1 ≠ m 2 are necessarily locally Lipschitz continuous. In this direction we showed in [3] that if J f is Hölder continuous with exponent α > (1/2)( √ 5 − 1), f is necessarily an (m 1 ,m 2 )-mapping, and the proof can be sharpened to show that α > 1/2 is sufficient.
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