Introduction
The recent academic and commercial e orts in digital libraries have demonstrated the potential for wide-scale, on-line search and retrieval of cataloged electronic content. By improving access to scienti c, educational, and historical documents and information, digital libraries create powerful opportunities for revamping education, accelerating scienti c discovery and technical advancement, and improving knowledge. Furthermore, digital libraries go well beyond traditional libraries in storing and indexing diverse and complex types of material such as images, video, graphics, audio and multimedia. Concurrent with the advancements in digital libraries, the Internet has become a pervasive medium for information access and communication. With the broad penetration of the Internet, network-based digital libraries can inter-operate with other diverse networked information systems and provide around-the-clock, realtime access to widely distributed information catalogs.
Ideally, the integration of digital libraries and the Internet complete a powerful picture for accessing electronic content. However, in reality, the current technologies underlying digital libraries and the Internet need considerable advancement before digital libraries supplant traditional libraries. While many of the bene ts of digital libraries result from their support for complex content, such as video, many c hallenges remain for enabling e cient search and transport. Many of the fundamental problems with digital video libraries will gain new focus in the Next Generation Internet NGI Initiative. Since libraries are designed to serve large numbers of users, digital video libraries have greatest utility when deployed on-line. In order to e ectively service users, digital video libraries need to e ciently handle both the search and transport of video.
The model for user interaction with the digital video library is illustrated in Figure 1 . Video is initially added to the digital video library in an accessioning process that catalogs, indexes and stores the video data. The user then searches the digital video library by querying the catalog and index data. The results are returned to and are browsed by the user. The user then has options of re ning the search, such a s b y relevance feedback, and selecting items for delivery.
The two prevalent modes for delivering video to the user are video retrieval and streaming. In video streaming the video is played-back o ver the network to the user. In many cases, the user can exercise control over the playback, such as fast-forward, reverse, pause, and so forth. In video retrieval, the video is downloaded over the network to the user's local terminal. In this case, the video may be later viewed or used for other applications.
Other forms of video information systems, such as video-on demand VoD, video conferencing, and video database VDB systems, share characteristics with digital video libraries. The systems generally di er in their support for video storage, searching, cataloging, browsing and retrieval, as summarized in Table 1 . Video conferencing systems typically deal with the live, real-time communication of video over networks. VoD systems deliver high-bandwidth video to groups of users. Video databases deal with storing and searching the structured meta-data related to video, but are not oriented towards video streaming or concurrent playback to large numbers of users.
Applications
Digital video libraries are nding applications in elds as diverse as education, science, video production and entertainment. In education, many universities are placing video class lectures and related materials on-line. In science, large amounts of video sequences are being generated by scienti c telescopes, such as those deployed on NASA satellites that collect visual observations of the earth, sun and solar system.
The digital video library users should be able to access and search visual material as easily as text. The users should be able to form complex queries that involve both visual and textual content. The users should be able e ectively express the queries using graphical tools, visual content examples and results of previous queries. The users should be able to browse high-level abstractions and summaries of video. The users should be able to retrieve, download or stream speci c video material.
By providing these facilities, the digital video libraries can allow the students to study from distance, review lectures and search for speci c material. For example, a video student can quickly locate and retrieve a particular video lecture that is related to a reading assignment. The digital video libraries can also allow scienti c users to better study complex phenomena captured in the video sequences. For example, a scienti c user can issue queries specifying visual features or spatio-temporal attributes of interesting objects and quickly cull through large volumes of video information to retrieve the relevant content.
Challenges
The storage, search, retrieval and transport of video in digital libraries are extremely challenging due to the intrinsic di culties in dealing with large volumes of visual information. Digital video requires enormous resources for storage and often needs to be stored o -line. The video storage devices, servers, and networks need to provide su ciently high data transfer rates to enable real-time playback. Video compression makes it easier to store and transport digital video, but the data sizes and rates are still large compared to today's on-line storage and network capacities.
In terms of indexing, the visual nature of video makes it di cult to automatically annotate. On the other hand, manually annotating video is extremely h uman resource intensive and often results in incomplete and inconsistent annotations. Automated video segmentation can be used to facilitate the annotation process and reduce the manual work. However, even when annotations are obtained, the temporal nature of the video adds great complexity in querying since the annotations are often associated with overlapping or disjoint temporal units.
Browsing is an important component of information retrieval systems and digital libraries. Browsing keeps the user in the loop in the search process. Combined with relevance feedback and interactive retrieval, browsing can speed up the process by which the user nds the desired content. However, browsing is problematic for video for a n umber of reasons. The large data sizes make it di cult to interact with remote users. Furthermore, it is di cult to automatically construct e ective short summaries of video due to problems in capturing higher-level semantics from automatically extracted visual features.
Retrieving and delivering video and providing real-time playback is a great chal-lenge for digital video libraries. Currently, the Internet does not provide QoS guarantees for video playback. The typical data transfer rates on the Internet are insu cient for streaming video in a usable form. In addition, the protocols commonly used for video streaming provide insu cient congestion controls. In large-scale systems, the problems are exacerbated by the need to handle large numbers of concurrent video streams and simultaneous users. Recently, many of the challenges of digital video libraries in the areas of indexing, searching, browsing, and transport have started to be addressed. Content-based query methods are adding functionalities that allow searching of the video content directly. Methods of video abstraction are generating summaries of video that are useful for browsing large volumes of video. Networking and communications advancements proposed by the NGI Initiative in the areas of dynamic routing, distributed caching and QoS should improve video transport on the Internet.
Video handling
The four major components of digital video libraries deal with the authoring, accessioning, patronage, and usage of video, as illustrated in Figure 2 . A number of the underlying sub-systems that perform acquisition, editing, storage, indexing, querying, browsing, retrieval, re-purposing and editing apply generally to both traditional and digital libraries. The work ows of the librarians and the users of traditional libraries have familiar corollaries in digital libraries. However, digital libraries introduce new processes such as digitization, compositing, compression, watermarking, transcoding, and interactive n a vigation. Video introduces the streaming form of delivery, which applies also to audio and other types of time-based media.
Authoring
The authoring of the video involves both acquisition and editing. The traditional video authoring processes based on lm and tape-based mediums are being revolutionized by digital technologies. Digitization of video is now routinely accomplished by computer video capture hardware and digital cameras. By treating the video sequences simply as les, digital video editing workstations enable new editing techniques based on nonlinear editing. Video editors and authors can easily splice, sequence and composite digital video using these workstations. In addition, digital processing allows a dazzling array of special e ects and transitions not previously possible. Digital video editing also allows greater integration with graphics handling and 3-D modeling systems.
Accessioning
The accessioning of video in digital video libraries involves the indexing, watermarking, compressing and storing of video. The accessioning process populates three information stores: the video data store, the browse data store and meta-data store, as illustrated in Figure 3a . The video data store contains the compressed video. The video data store often requires a storage hierarchy consisting of multiple storage mediums such as magnetic disk, optical disk and tape. The storage hierarchy o ers a trade-o between storage costs and access speeds. The browse data store contains visual summaries of the video. Examples of video summaries include low-resolution versions of the video, lists of key-scenes, scene-transitions graphs, video story-boards, and so forth, which will be described in more detail in the section on summarization. The meta-data store contains the index and catalog data that is used for querying.
Storage
The storage process handles the watermarking, compressing and storing of video. Watermarking can be accomplished before or after compression depending on the technique used. The digital watermarks are signatures embedded in the video data that serve to protect and authenticate the data. Digital watermarks can be invisible, that is, not observable to the human eye, or visible. Invisible watermarks are used to resolve rightful ownership by e m bedding labels chosen by the owner. On the other hand, visible watermarks partially obscure the data in order to inhibit its unauthorized use.
Many options exist for compressing the video. Video coding standards have been developed by the International Organization for Standardization ISO, International Electronical Commission IEC and the International Telecommunication Union ITU that cover a wide range of bit-rates and applications. The ITU-T video coding recommendations address videophone applications for packet-switched networks. The Joint ISO IEC Motion Picture Experts Group MPEG video coding standards of MPEG-1 and MPEG-2 address frame-based video. MPEG-1 and MPEG-2 provide interactivity that is similar to that provided in common video cassette players. The MPEG-1 video coding standard is suited for data transfer rates less than 1.5 Mbps, which are typical for CD-ROMS. The MPEG-2 video coding standard addresses higher data rates of 4-80 Mbps, which are typical for digital television and VoD applications. MPEG-2 achieves greater levels of compression than MPEG-1 by encoding groups of frames together using intra-frame, and uni-and bi-directional inter-frame prediction coding.
The recently developed MPEG-4 video coding standard combines high compression rates with content-based interactivity and universal access. MPEG-4 was designed to allow the separate coding and overlaying of natural and synthetic audio and video material, text and graphics. MPEG-4 improves the capability for content re-use and allows for intelligent s c hemes for managing bandwidth and processing resources. Several commercial streaming video solutions are emerging for delivering low bitrate video i.e., 28.8 Kbps, 64 Kbps, 128 Kbps over the Internet and private Intranets. Some of the video formats are compatible with the ITU-T video coding recommendations. Others use proprietary technologies based on fractals, wavelets and vector quantization. Typically, the video streaming systems need to handle the video transport in addition to the video compression. The disadvantage of proprietary video streaming formats is the need for non-standards based client decoders. The use of non-standard formats often harms the accessibility of the digital video libraries that adopt these formats.
Summarization
The video summarization sub-system generates browse data by segmenting and summarizing the video. The segmentation process typically parses and segments the video temporally and selects key-frames using techniques of shot detection. The objective o f shot detection is to automatically detect the transitions that correspond to the natural temporal boundaries of the video. The shot boundaries result from camera breaks and edited transitions such as fade-ins, fade-outs, dissolves, wipes, and so forth. Distinguishing camera motion, panning, zooming, object motion, and background motion from shot boundaries is often important for improving the shot detection results.
The shot detection process samples the frames along the temporal dimension and analyzes the changes over time. Many attributes of the frames have been proposed for detecting shots. For example, the pixel-or block-comparison of frames is a relatively simple and e ective method for shot detection but remains somewhat sensitive t o camera movements and fast object motion. Histogram-based techniques are e ective in reducing the sensitivity to object motion. Other techniques that focus on extracting and comparing features of the frames such as detected edges have been found to improve the detection of gradual e ects.
After obtaining the shot boundaries, the next objective of video segmentation is to select key-frames. An algorithm was developed in 1 that selects the key-frames that correspond to points of the local minima of motion that begin periods of signi cant pause. Once key-frames are selected, they can be used to create a compact representation of the video suitable for browsing. For example, the key-frames can be re-animated to generate motion icons, or thumbnail versions of the video 2 .
Another option for generating summaries of video is to group the shots into scenes and build an abstraction of the structure of the video. For example, Yeo and Liu developed a method that clusters the video shots and extracts story structures and story units 3 . The proposed method builds a scene transition graph by representing the scene clusters as nodes in a directed graph. The story units correspond to sub-graphs that are linked by scene cut edges. The video summaries are useful for visualizing the video at a higher level of abstraction and for inspecting the results from searches.
Indexing
The video indexing sub-system generates meta-data for each video by extracting visual features from the video and by analyzing the video summaries. In dealing with video, many of the techniques for extracting and indexing the visual features of images can be applied to video shots and key-frames. Additional meta-data can be added to the digital library's meta-data store, such as bibliographic information to allow structured querying. Examples of bibliographic data include titles, key-words, dates, abstracts, cast lists, production information, and so forth.
It can also be helpful to assign video material to subject categories using a classication system such as the Dewey Decimal system. This approach w as investigated in the WebSEEk image and video search engine 2 . WebSEEk automatically lters images and video from the World-Wide Web into a visual content-speci c taxonomy of subject classes. The taxonomy allows the users to more easily search and navigate the digital library in order to nd desired visual content.
There is great potential for improving indexing by analyzing together the multiple modalities of the content. The Informedia digital video library project investigated ways to analyze the text, speech and video together in order to segment and index the video 4 . The text analysis focussed on detecting keywords of relevant importance and identifying paragraph boundaries. The speech analysis focussed on recognition and acoustic segmentation. Although the recognition rates range from 20 to 70 word error rate, the techniques are still helpful for spotting important w ords. The image analysis focussed on analyzing histograms and optic ow in order to segment the video into scenes. The separate analyses are integrated by mapping the acoustic paragraphs to the nearest scenes and by indexing the scenes using the extracted keywords.
Compressed domain processing
Compressed domain processing of video has great potential for increasing the eciency of the accessioning process. The impact on digital video libraries is that the data rates in the processes of watermarking, segmentation and feature extraction are greatly reduced, as illustrated in Figure 3b . For example, for MPEG-1 and MPEG-2 compressed video, which uses intra-frame transformation, quantization, and variablelength coding to compress video, the compressed domain processing routines perform only inverse variable-length coding and inverse quantization and avoid the inverse transformation. In addition, compressed-domain routines can operate on the interframe information in MPEG-2, such as motion vectors, to infer region and camera motion.
Yeo and Liu developed methods for performing scene analysis on compressed video by analyzing the low-frequency information 3 . The proposed method extracts the DC terms of the DCT transform directly from MPEG-1 video to produce thumbnail versions of the frames. By analyzing the low-resolution frames, the proposed methods can detect abrupt scene changes and gradual transitions such as fade-ins and fade-outs.
Patronage
User patronage of digital video libraries involves the querying, browsing, transcoding and retrieving video. The search, browse and retrieval processes access the metadata, browse data and video data stores, respectively, as illustrated in Figure 4 . User patronage is handled in individual sessions in which the user issues queries to the query engine. The results of the queries are passed to the browse engine and the relevant browse data is returned to the client. The user and system enter a cycle of search, browse, re ne, search, and so on, until the desired content is found. Once a video is selected for delivery, the retrieval engine either streams or downloads the video to the client.
Information retrieval systems often utilize relevance feedback to automatically rene the queries. In relevance feedback, the user identi es the positive or negative examples found in the results returned from a query. The system uses the information to automatically adjust the query to better match to the user's choices. Relevance feedback using a Bayesian learning framework for image retrieval was investigated in the PicHunter system 5 . Given the feedback examples in a user's search, the system re-computes the probabilities that the target images are the ones sought b y the user. Using color and edge features, PicHunter has shown to converge to the desired images faster than random browsing for both expert and novice users.
Content-based querying
Querying the digital video libraries can be quite complex due to the visual nature of video. Very often, the queries target parts of the video rather than each video as a whole. This requires that annotations and indices capture temporally localized information in the video. One way to support this type of querying is by indexing the key-frame images of the video.
By extracting and indexing the color regions of the images, the VisualSEEk system has demonstrated searching by visual features 6 . The users graphically form queries by specifying absolute and relative locations of color regions, and the system retrieves the most similar images to the queries. VisualSEEk is useful for retrieving images of sunsets, nature, beaches, and the like, where the composition of color regions su ciently characterizes the visual scenes.
The region-based query paradigm has been further extended to video by adding motion information 7 . The VideoQ system extracts regions and objects from the video shots using color and edge information and tracks their motion. The users form queries graphically by specifying color, texture and motion. VideoQ retrieves the video content that best matches the graphical queries. The system is useful for quickly retrieving scenes that are characterized well by easily predictable region motion, such as high-jumpers and skiers in sports video.
Transcoding
There is great need for enabling device-independent access to the digital video libraries deployed on the Internet. A growing variety of client devices with widely varying capabilities in display, processing, storage and communications are gaining access to the Internet. For example, many personal digital assistants PDAs, hand-held computers HHCs, Web-enabled televisions and smart phones can access the Internet. One of the potential problems is that video is not readily handled by these devices.
Universal access to digital video libraries for these client devices can be enabled by deploying a transcoder in the digital library or in the network. Smith, et al. developed a network-based transcoder that adapts video to the client b y manipulating it along the dimensions of delity and modality 8 . The transcoder allows video to be delivered in the form of images, video, audio or text, and at di erent resolutions depending on the client device capabilities. A method of transcoding compressed MPEG video streams using dynamic rate shaping was developed in 9 . The method adapts the video to the available bandwidth by dropping the least important MPEG transform coe cients, on-the-y.
The transcoder can also interface directly with the search and retrieval engine to adapt the video data and browse data to the client devices, as shown in Figure 5 . Potentially, i n telligence can be added to a transcoder in the digital video library in a number of ways. For example, given the rank ordered results list from a query, the transcoder can conserve bandwidth by delivering the browse data for the items with higher rank at a higher delity and higher data rate than the browse data for items with a lower rank.
Transport
In digital video libraries, the overall QoS is a ected by many factors such as the communication protocols, the operating system, the data base system and the le servers. The Internet currently provides a number of transport protocols that are being used for delivering video. However, none of them provide the necessary end-to-end QoS guarantees and congestion avoidance controls. The prevalent transmission protocols for the Internet are either connection-oriented or connectionless. Connection-oriented protocols like TCP and HTTP enable hosts to establish connections and exchange streams of data. Since these protocols guarantee the delivery of packets but not their timeliness, they are not well suited for streaming video in real-time. On the other hand, connectionless protocols like UDP and RTP send out packets as fast as possible, but they do not guarantee their delivery. Although they are more suited for streaming video, the connectionless protocols can degrade network services by bringing about conditions of congestion.
The NGI Initiative is focusing on developing networks that have t wo-to threeorders of magnitude larger capacity than today's Internet. These advancements require fundamental changes in the network infra-structure as well as the network protocols. Some of the deliverables of the NGI Initiative i n volve the demonstration of an ultrahigh performance network test-beds providing 2.5 Gbps connections, and packet switching on the order of 1 Tbps. The activities of the NGI Initiative cluster into three major task areas: network growth engineering, end-to-end QoS and security 10 .
Important for the growth of the Internet and deployment of digital video libraries will be the development of e cient data replication and caching mechanisms. Even with network bandwidths many times larger than today's Internet, the simultaneous transmission of thousands to millions of video streams will exceed the network resources. By adding functionality to the network interior nodes such as dynamic routing and intelligent caching, the video tra c can be better localized. Reducing the consumption of network resources by localizing video tra c will increase the capacity for simultaneous video streams.
The second major focus of the NGI will be to ensure the delivery of end-to-end QoS to applications such as digital video libraries. The strategy is to allow users to negotiate the trade-o s in bandwidth, latency, precision and reliability in order to achieve predictable application performance. One of the important c hanges to be brought about by the NGI's network protocol IP version 6 IPv6, is the lengthening of the packet address eld from 32 bits to 128 bits. Due to the current short length, routing and addressing has become a problem on the Internet.
IPv6 will enable a great expansion in the number of Internet client devices, to include appliances, televisions, and so forth, which will increase the demand for online digital video libraries. IPv6 will also add the capability for labeling of packets into ows such as non-default quality of service" or real-time service." This will facilitate the delivery of end-to-end QoS to applications such as video digital libraries and VoD systems. These advancements will improve capabilities for handling real-time tra c and scaling to large numbers of video streams as digital video libraries become more routinely accessed on the Internet.
The NGI will also address important security issues that impact the deployment of digital video libraries. Digital video watermarking provides the means for protecting copyrighted video, but additional security services such as data authentication, integrity, con dentiality and non-repudiation are needed in o ce and electronic commerce applications that involve digital video. The NGI will investigate cryptographic algorithms and interfaces that protect digital video data and digital video library applications. The NGI will also investigate new, more secure protocols that can authenticate the libraries, network nodes, communications and digital video library users. 
