On the basis of the basic idea of physical topology, a load balancing adaptive distributed enterprise network management model ADNMM is proposed. The system has good scalability, which allows the addition of management nodes dynamically so as expand the scope of network management; with sophisticated load balancing capacity, which can dynamically adjust the load of the managed node; with topological perception capacity, which can make use of the detailed physical topological information, and assign the management tasks to the nearest management node. The experimental results show that ADNMM can effectively reduce the network bandwidth that the data of the network administrator occupies.
allocation (Devlic John and Sköldström, 2012; Morovati, Ghorbani and Kadam, 2016) . Weight allocation is a big headache. None of these methods can realize the "precise" load balancing. Literature (Kim and Feamster, 2013) considers as a whole the comprehensive processing capacity of all stations, starting from working hours, so as to ensure that every station should use about the same time to complete the tasks that they undertake. In the distribution management tasks by load balancing algorithm, in order to improve the efficiency of management, the data processing should be made as close to the managed network unit as possible, and it is a good measure to deliver the managed unit to its nearest manager to conduct management (Bevir, 2013; Das, Lumezanu, Zhang, Singh and Jiang, 2006) . As the physical topology discovery technology just got everyone's attention recently and made certain progress (Martinez, Yannuzzi, Lopez, Lopez and Ramirez, 2014; Hänninen, Banda and Kujala, 2014) . Therefore, most of the distributed network management systems have not considered the effect of network topology in such a fine-grained manner, nor do they have the fine awareness capacity to the network topology (Carr, Premier, Guwy and Dinsdale, 2014) . So far, the network management system already can automatically discover 2-layer network topological information, with literature (Flamm,Iii and Harmak, 2013) solution based on the incomplete address, therefore, the network management system with topological perception capacity becomes feasible. Based on the detailed topological information that is provided by physical topology discovery algorithm, this paper proposes the task allocation scheme of the optimal distance with the capacity of topological perception.
ADNMM SYSTEM PRINCIPLE

System Composition
Generally network management system provides network configuration management, performance management, fault management, accounting management and security management, and other functions. Network performance management, fault management and financial management all need to conduct periodical polling to each managed object, so as to acquire the MIB and billing information of the managed object, and NMS makes use of the information to calculate network performance, detect various fault information and generate billing data. Therefore, it is necessary to have continuous communication between the managed object and NMS. ADNMM adopts the hierarchical idea, adds multiple devices as auxiliary management stations, and distribute the equipment polling, performance and fault computing and other tasks to each device, so as to reduce the burden of the central management station and improve the speed of polling. The whole architecture is divided into three layers, the top layer is the database server and central network management station (central station), the middle layer is the auxiliary network management station (auxiliary station), and the bottom layer is all the managed equipment. As shown in Figure 1 . The functions of each component are introduced as the following. Central database server: Provide data storage function for the storage of network configuration information, performance and fault information, billing information, as well as a variety of log data, and so on.
Central station: Mainly responsible for the overall tasks, including: 1) Coordination function, make task allocation to each auxiliary station; 2) Configuration management, network topology management; 3) Fault detection and location, etc.
Auxiliary station: Each auxiliary station manages a part of the managed equipments, mainly responsible for data acquisition, performance computation, network performance abnormality detection and other functions. Due to the distribution of the most time and resources consuming and computation tasks such as the polling and computation to multiple auxiliary stations to complete, it can greatly improve the management capability of the network management system management, and allows scaling up the management to the network of thousands of sets of equipments.
Task Scheduling Engine
Task scheduling engine is responsible for the coordination of the relationship between the central station and the auxiliary station, and the completion of the distribution of various tasks. The scheduling engine is composed by the central station and the a set of scheduling parts at the auxiliary station, making use of the central station scheduling algorithm and auxiliary station scheduling algorithm to complete all kinds of task scheduling. The campaign central station algorithm guarantees at the downtime of the central station, an auxiliary station can be automatically selected as the central station and continue to work. These measures ensure the robustness of the operations of the scheduling system.
Scheduling Parts
In order to implement the coordination function, and distribute the managed equipment to each auxiliary station for management, the central and auxiliary station must coordinate and communicate with each other. In order to complete this function, it is required to maintain a group of scheduling parts at the central station and the various auxiliary stations.
There are several parts that need to be maintained at the central station as the following. 1) Auxiliary station management table: Record detailed information of each auxiliary station, mainly including auxiliary station number, auxiliary station IP address, current state (active or non active), the number of equipments that are managed by the auxiliary station and the polling cycle, etc. 2) Equipment allocation table: Record the distribution of the current equipments, specifying which auxiliary station that each managed equipment is distributed to. 3) Timeout timer: One for each auxiliary station. When the auxiliary station has no activity report within a certain period of time, this auxiliary station will be identified as failure. 4) Polling completion counter: Record the number of auxiliary stations with unfinished polling cycle. The initial is the number of the auxiliary stations, which will be deducted by one after receiving the polling end report. 5) Management of progress: Responsible for the management of auxiliary station and distribution of equipments.
At the auxiliary station, there are two kinds of parts that need to be maintained. 1) Activities (timeout) timer: Report to the central station at a fixed cycle that it is still active. 2) Management of progress: The coordination of the various works at the auxiliary station and the central station.
Load Balancing Target
The goal of load balancing is the distribution of the corresponding task in accordance with the actual load capacity of each auxiliary station. In particular, it is to ensure that each auxiliary station takes the same polling time to complete the processing of all the managed equipment under the management scope. The specific approach is that, after the end of each polling cycle, calculate the polling time of each auxiliary station and the time difference of the total average polling time. If the difference is too big, redistribute the equipment. According to the polling time of a unit of equipment at the last polling cycle of each auxiliary station, it can be calculated for each auxiliary station how many units of equipments should be distributed on the station.
Let i T be the polling time for one unit of equipments at the current auxiliary station i , i N is the number of the distributed equipment after the adjustment, and T is the expected polling time of each auxiliary station after the adjustment, then
N is the total number of the managed equipment) According to the above formula, it can be calculated that 12 1 1 1
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According to equation (1) and (2), it can be recalculated for the number of equipment to be managed at each auxiliary station, and redistribute the equipment, so as to achieve load balance.
Task Allocation Scheme with Topological Perception
With the topological perception, it is possible to apply the distribution principle of topology can be used the distribution principle of topological proximity auxiliary to distribute the equipment that is nearest to the auxiliary station to it as priority, so that the distance of all the auxiliary stations to the equipment that they manage is the minimum, thus to minimize the influence of the network data on the normal business network bandwidth. The following is the introduction of the task (managed equipment) distribution scheme of the topology proximity principle.
Construct a minimum connected tree from the network topology tree that contains all of the auxiliary stations, which is called the station spanning tree. The leaf nodes of the station spanning tree are the auxiliary stations, and the intermediate nodes are some switches. Figure 2 is a network topology tree (where the terminal equipment is not depicted), after cutting off the dashed part, the remaining part is a station spanning tree. In the station spanning tree, the number of other switches that switch S is connected to be called the connection degree of the switch S, and recorded as CS. The switch with 1
, then the station spanning tree has only one switch), the other switches are called middle switch. The leaf switch is only directly connected with one of the other switches.
Remove the station spanning tree from the entire topology tree, the remaining part is divided into multiple independent sub-tree branches, each branch is called a cluster of equipment (referred to as cluster). In Figure 2 , each dashed part is a cluster. A cluster may contain only one unit of terminal equipment, and may also contain a set of equipment connected by a switch (or Hub) together. Each cluster is connected to one switch of the station spanning tree, all the clusters connected to the switch S is called the cluster on the switch S, recorded as The basic idea is to distribute the cluster on the leaf switches to the auxiliary station that it is directly connected to as the priority, which distance must be the optimal. While for the intermediate switch, it can only be confirmed after the completion of the distribution of the switches that it is connected to. And the distribution process is as the following. 1) Select a leaf switch A randomly, let the switch that it is directly connected to is switches S, and the auxiliary station that is directly connected to A is 12 , , ,  , turn S into a leaf switch. 6) Repeat the above Step 1) ~ 5), until the distribution of all of the equipment is completed. The detailed algorithm is omitted.
3.EXPERIMENT AND ANALYSIS
(1) Experiment Network ADNMM network management system provides comprehensive network management functions for enterprise network, including configuration, topology, performance, fault, billing and so on. On the basis of switched Ethernet technology, ADNMM network management system has realized the fusion of 3 networks of the regular telephone network business, replacing the multiple professional networks with a physical network, which greatly reduces the cost of network construction, operation and maintenance. CPN refers to the relevant facilities from the concentration site of the business at the user stations to the user terminal, and the number of users can be several hundred to several thousand, or even tens of thousands, the network scale can be very large.
In the environment of laboratory, set up an ADNMM experiment network, the network consists of many sets of high-speed switches (gigabit and mbps) that constitute the backbone of the network, known as the bridge layer, as shown in Figure 3 . The terminal equipment is mainly family gateway, about 250 units or so, which are connected directly on the switch, called the terminal layer. ADNMM adopts one central station, three auxiliary stations as the network server, and their configuration is all CPU Pentium 42.4 GHz, 512 MB of memory, and Linux (Red hat 8.0) operating system. The database makes use of PostgreSQL7.3, which is installed on the central station. The central station is connected to the switch "192.168.91.11", and 3 sets of auxiliary stations are connected to the switch "192.168.91.12", "192.168.91.13" and "192.168 .91.14" respectively.
By using the experimental network, the experiment and analysis on three aspects including the accuracy of the algorithm, the impact on the network bandwidth and minimum polling interval are carried out. The accuracy of the algorithm: Multiple experiments prove that the terminal equipment is distributed to its nearest auxiliary station, for the experimental network, the time required to complete the distribution of one unit of equipment is less than 1 min, and most of the time is spent on the query and update of the database.
Figure 3.Bridge Layer Equipment View
The impact on the network bandwidth: The longer the path of the network data passes, the more the network bandwidth resources is occupied. The length of the path can be measured by using the number (hop) passing through the switch. Therefore, the bandwidth occupied by the network management data can be calculated as follows: B=SL, where S is the size of the network data (bytes), L is the number passing through the switch. Through capture analysis, it can be known that during the average polling period each time, the interactive management data (PDU of SNMP) exchanged at the management station and each unit of the terminal equipment is about 4 kbyte. In the experiment network, the distribution of the management stations are as the description above, the data collection is completed by three auxiliary stations, through statistical analysis it can be obtained that: During a polling period, the sum of the network data of all the switches is about 2.5 Mbyte. Under different management approaches, the network bandwidth occupied by the data of network management is not the same, as shown in Table 1 . Apparently the distribution of management stations will have an impact on the occupation of broadband. In the fixed network topology, the optimal distribution of management stations can be determined by static method. Because after the positioning of the stations are fixed, normally they cannot be adjusted dynamically, therefore, this paper does not discuss how to have optimal distribution for certain confirmed management station. In addition, the influence of different network flow mode on the network performance is not the same either; only the bandwidth occupation situation of the network data is considered herein.
As can be seen from Table 1 , in the experiment network environment, this scheme of this paper can save about 26% of the bandwidth than the centralized network management, and save even more than the distributed network without the application of the optimal distance measures, up to 36%. Therefore, the third management approach has the highest bandwidth occupation, because management tasks are randomly distributed, about twothirds of the management tasks are not distributed to the nearest station. Obviously, the larger the network size, the more the managed equipment in the network, and the longer the path that the management data passes through will be longer as well, therefore, the effective bandwidth occupation ratio of the network data will be higher, and the application of the distributed management approach can save higher proportion of the bandwidth.
Minimum polling interval: As the data collection and computation tasks are distributed to multiple manager stations to be completed, the polling interval can be obviously shortened, in the experiment network, the polling time of the centralized network management is about 5 min, while after the application of the distributed approach, the polling time can be shortened to about 1.5 min, and the polling time gap of each auxiliary station can be guaranteed to be within 5s. When the network is scaled up, the polling interval can be effectively shortened by adding the number of auxiliary stations.
(2) Performance Actual Measurement In the same service class the interval of the arrival time of two adjacent groups conform to the Pareto distribution, as shown in Table 2 . The arrival rate ratio of 4 months service class groups is 1/2/4/8. According to the data source configuration, it can be estimated that the system average time delay is 0.29127s, with the average loss rate of 0.1667. The other algorithm parameters are shown in Table 2 . In addition, in the WRR -PAD algorithm the adjustment threshold THi is set as 16 times of  i . The simulation results are shown in Figure 4 and Figure 5 respectively, as can be seen from the figures that, the algorithm can have proportional control on the average group loss rate and the average queuing time delay under the appropriate configuration of parameters. If the value of the weight  i in WRR -PAD algorithm configuration 2 is changed to 1,4,12,32, the algorithm is subject to failure at the beginning of the startup, but eventually the converge will be effective, as shown in Figure 6 . After NS2 performance simulation analysis, we have implemented and conducted actual measurement on these two algorithms in the Intel IXP2400 network processor. The test parameter settings are as the following: The input data stream is divided into a total of eight categories: The ratios of the loss rate and time delay from Class 1 to Class 4 are all set to be 1/2/3/4, and the ratios of the loss rate and time delay from Class 5 to Class 8 are all set to be 2/2/3/4. Under the condition of heavy load, the test system performance of the total input rate is 2 Gbps, the group is set to be minimum Ethernet group size of 64B, then the total input rate is 4M pps, the eight service classes have the equal arrival rate, which is 256M bps (that is, 0.5M pps).
The performance of collaborative work of RR -P LR and WRR -PA D algorithm in Intel IXP 2400 network processor is shown in Figure 7 ~ 10. It can be seen that, the algorithms can have proportional control on the average group loss rate and the average queuing time delay under the appropriate configuration of parameters. 
CONCLUSION
ADNMM is an adaptive distributed network management system proposed on the basis of enterprise network management system, the system distributes the performance and fault computation functions and so on to multiple auxiliary stations, so as to alleviate the burden of the central station, allowing ADNMM to be applied to large scale enterprise network management. ADNMM has the capacity of load balance, which can distribute the number of the managed equipment according to the processing capacity of each auxiliary station appropriately. In addition, ADNMM has the capacity to identify 2-layer network topology, and makes use the topology proximity principle to distribute the managed equipment, thus the scheme can minimize the influence of the network management information on the network business. In the actual network, due to the network congestion and other reasons, the optimal path may not be physically the optimal path in fact, if necessary, network measurement, human intervention and other approaches can be combined to implement more precise task distribution strategy.
