Quantum theory of the Penning trap: an exploration of the low temperature regime by Crimin, Frances
   
 
A University of Sussex PhD thesis 
Available online via Sussex Research Online: 
http://sro.sussex.ac.uk/   
This thesis is protected by copyright which belongs to the author.   
This thesis cannot be reproduced or quoted extensively from without first 
obtaining permission in writing from the Author   
The content must not be changed in any way or sold commercially in any 
format or medium without the formal permission of the Author   
When referring to this work, full bibliographic details including the 
author, title, awarding institution and date of the thesis must be given 
Please visit Sussex Research Online for more information and further details   
DOCTORAL THESIS
Quantum Theory of the Penning Trap
an exploration of the low temperature regime
Author : Supervisor :
Frances CRIMIN Prof. Barry M. GARRAWAY
Second supervisor :
Dr. Jose´ VERDU´-GALIANA
A thesis submitted in fulfilment of the requirements
for the degree of Doctor of Philosophy
in the
School of Mathematical and Physical Sciences
UNIVERSITY OF SUSSEX
February 2018
ii
Declaration of Authorship
I, Frances CRIMIN, declare that this thesis titled, ‘Quantum Mechanics of the Penning
Trap - an exploration of the low temperature regime’ and the work presented in it are my
own. I confirm that:
• This work was done wholly or mainly while in candidature for a research degree at
this University.
• Where any part of this thesis has previously been submitted for a degree or any
other qualification at this University or any other institution, this has been clearly
stated.
• Where I have consulted the published work of others, this is always clearly attributed.
• Where I have quoted the work of others, the source is always given. With the
exception of such quotations, this thesis is entirely my own work.
• I have acknowledged all main sources of help.
• Where this thesis is based on work done by myself jointly with others, I have made
clear exactly what was done by others and what I have contributed myself.
Signature
Date
iii
Abstract
UNIVERSITY OF SUSSEX
Atomic Molecular and Optical Physics
School of Mathematical and Physical Sciences
Doctor of Philosophy
Quantum Theory of the Penning Trap
an exploration of the low temperature regime
by Frances CRIMIN
The objective of this thesis is to develop the quantum theory of the motional degrees of
freedom of a charged particle in a Penning trap. The theory is treated within the formalism
of quantum optics, and explores the use of dressed-atom methods by exploiting the three-
fold SU(N) algebraic structure of the problem. The quantum form of the experimental
techniques of sideband coupling and driving to the ultra-elliptical regime are examined in
this context, and resulting future applications considered. Interpretation of the quantum
dynamics of the separate x and y motions of an electron is discussed, motivated by the
desire to modify the trapping potential without changing the basic experimental config-
uration. A detailed discussion of operator methods which exploit the algebraic structure
of the problem is given. This results in a clearer understanding of the physical manifesta-
tions of a range of unitary transformations upon a general three-dimensional system, and
a novel interpretation of the mapping between canonical angular momentum components
of isotropic and anisotropic trapping systems. The results highly promote future use of
these methods in Penning trap theory, detailing a robust formulation of unitary operations
which can be used to prepare the quantum state of a charged particle. The majority of the
results can be applied to any Penning trap, but the theory is based throughout upon the
“Geonium Chip” trap at Sussex; the scalability and planar design of this trap promotes it
as natural candidate in experimental quantum optics and Gaussian quantum information
studies. The work in this thesis aims to provide framework for such future applications.
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Chapter 1
Introduction
“To test reality we must see it on the tightrope.
When the verities become acrobats, we can judge them.”
Oscar Wilde [1]
1.1 Introduction
Scientific progress is driven by an ability to test the theories of nature we construct, along
with an insatiable curiosity and a considerable amount of perseverance. In modern physics,
the refinement of our theories is then largely contingent upon the accuracy of experimental
results. In this cycle of theoretical and experimental investigation, the Penning trap plays
a vital role.
The device resulted from the advancement of a technique discovered by Penning in 1936 [2],
of increasing the confinement time of an electron by use of electric and magnetic fields.
Responsible for this “development of the ion trap technique”, Hans Georg Dehmelt and
Wolfgang Paul shared the Nobel prize in 1989 [3], with Dehmelt’s group achieving single
electron trapping in 1973 [4]. The Penning trap has since become an indispensable tool
in high precision mass spectrometry [5, 6], in anti-matter experiments [7, 8, 9], and in
providing increasingly precise measurements of the g-factor of the electron [10] and pro-
ton [11, 12] against which fundamental theory can be tested. The framework for these,
and the ever expanding applications of the device [13], has been laid down by extensive
and successful study of Penning trap theory [14, 15, 16, 17, 18, 19].
The goal of achieving quantum information processing by confinement of single elec-
trons in Penning traps [20, 21, 22, 23, 24] motivated the enterprise of planar traps [25], in
an effort to optimise both the scalability of the system, and addressability of the trapped
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particles [26]. The Geonium Chip [27] at Sussex forms such a trap, furthermore designed
to form a compact, mobile device. It is with the Geonium Chip in mind that the work of
this thesis was conducted, in an effort to expand upon its future applications.
In pursuit of this, an extensive quantum theory of both the ideal circular and elliptical
Penning trap has been developed, providing a mapping from one to the other in an eleg-
ant way. Inspired by Kretzschmar’s use of the Bloch Vector model in studying coupled
oscillator modes in the Penning trap [28], his method has been greatly developed and
used to investigate a number of theoretical challenges, and to reinterpret some of the ba-
sic quantum theory of the Penning trap in an illuminating way. The result is a concise
and logical formalism for studying the quantum theory of the Penning trap, which takes
advantage of inherent algebraic structure of the quantum Hamiltonian. From this, novel
applications result, and the low temperature regime of the trap can be explored.
1.1.1 Motivation and research topics
The lines of inquiry of this thesis roughly fall into four categories, although they are not
strictly divided up as such between the chapters.
The first challenge encountered upon developing the theory was the question of whether
or not the system, i.e. an electron in a combination of static electric and magnetic fields,
has an interpretable potential energy landscape which can be plotted along the three axes
in space. This is motivated by a desire to couple these individual motions in a quantum
calculation, and so access the associated degrees of freedom experimentally. In Chapter 4
this is first treated classically, and then compared to quantum mechanical results. The
most intuitive solution to the problem is quickly found to be inconsistent in quantum form,
and the investigation of both the cause and solution to this produce an extensive analysis.
In consequence, the quantum theory of angular momentum in the Penning trap is
thoroughly examined. Rather than comprising of three independent harmonic oscillators,
the Hamiltonian can be treated as three, two-dimensional harmonic oscillator systems,
each with its own set of mutually commuting angular momentum algebra. This reveals
a total of twelve angular momentum-like operators in the Hilbert space of the problem.
This thesis aims to address the question of how they all relate to each other, and how
rotation around them affects the spatial coordinates of the system. Development of this
framework is crucial in ensuring the robustness of some of the later proposed experimental
techniques. This forms the second major topic of the thesis, chiefly discussed in Chapter
5.
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The third topic again follows naturally, by studying the behaviour of these angular
momentum operators upon a change of the trapping frequency along a particular axis.
This is of consequence in the Penning trap, and of particular significance to the Geonium
Chip, since the trap is driven to the ultra-elliptical regime [29] by effectively changing
the frequencies of the oscillator modes which comprise its Hamiltonian. Thus both the
quantum elliptical and ultra-elliptical Penning traps are investigated in Chapter 8.
The other principal research topic in this thesis results from the quantum mechanical
treatment of sideband coupling in the Penning trap. First calculated in Chapter 2, it is
again addressed in different bases and under different conditions throughout Chapters 7, 8,
and 9. The formation of an avoided crossing in the adiabatic energy levels of the coupled
quantum system arguably motivates much of the work in this thesis. The observation of
the phenomenon leads to at least two potential applications in the Penning trap, which
are discussed in Chapters 9 and 10. The adopted dressed-atom formalism enabling these
methods could have huge applications in Penning trap experiments.
1.1.2 Basic confinement and types of Penning trap
The term “Geonium” was first used by Dehmelt in reference to the trapping of a single
electron, since “ultimately the electron is bound to the earth via the trap structure and the
magnet” [30]. In a Penning trap, this binding is provided by two static fields: an electric
quadrupole which, in its simplest form, produces the potential φ ∝ z2 − (x2 + y2)/2, and
a homogeneous magnetic field pointing along the z axis. The former provides a potential
minimum and hence confinement along the z axis, and in consequence of the Laplace
equation ∇2φ = 0, a potential maximum in the xy plane. This is illustrated in Figure 1.1.
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Figure 1.1: A quadrupole potential of the form φ ∝ z2 − (x2 + y2)/2 produces a two-dimensional inverted
oscillator in the xy plane of the Penning trap, atop which the motion of an electron is unbounded. Successful
trapping therefore requires radial confinement by an additional magnetic field.
An electron in the presence of a magnetic field | ~B|eˆz will precess around this field in
the perpendicular plane, and providing the Larmor frequency is large enough [14], this
counteracts the potential hill of the electric field. The crossing of the fields must also act
to alter the motion of the electron from a sum of that induced by the two fields separately.
This is considered in more detail in 1.2.1.
The quadrupole electric field can itself be provided in a number of ways, leading to
hyperbolic [5] and cylindrical traps [31] in addition to planar traps [25, 32, 33, 34]. As
the name suggests, hyperbolic traps use three electrodes which form a hyperbolic shape,
with the resultant equipotential surfaces following that of the electrodes. However, they
are difficult to manufacture [27], and so cylindrical traps, with the electrodes constructed
in tube shapes, were proposed as a result [31]. These traps additionally allowed for easier
access to the trapped particle, but harmonic trapping requires the addition of two extra
electrodes, the so-called correction electrodes, to counteract any anharmonicities created
by the cylindrical shape.
In 1.5 the generation of the required trapping fields are considered in the specific case
of the Geonium Chip, a planar trap [27]. However, in the following section, the basic
classical and quantum theory is discussed for a general trap with cylindrical symmetry.
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1.2 The ideal Penning trap with axial rotational symmetry
1.2.1 Classical theory
The Lagrangian and conjugate momenta
For a charged particle in an electromagnetic field, the action of a free particle, and that
describing the interaction of the particle with the field, must be considered separately [35].
The properties of an electromagnetic field are characterised by its four-potential Ai, com-
prising three spatial components Ax, Ay and Az which form the vector potential ~A, and
one temporal component A0 = φ, the scalar potential. For a particle with charge q and
mass m, the total action is written [36]:
S =
∫ b
a
(−mcds− q Aidxi)
=
∫ b
a
(
−mcds+ q ~A · d~r − qφ dt
)
. (1.1)
Changing to an integration over t and taking the non-relativistic limit v  c leads to
S =
∫ t2
t1
(
1
2
mv2 + q ~A · ~v − qφ
)
dt, (1.2)
with the resulting Lagrangian of a charged particle in an electromagnetic field given by:
L = 1
2
m~v2 − qφ+ q~v · ~A . (1.3)
The form of this can be verified by employing the Euler-Lagrange equations [37], ddt
∂L
∂x˙1
−
∂L
∂xi
= 0, which produce the equations of motion, m~˙v = q ~E + q~v × ~B. The Lagrange
function (1.3) is clearly not of the conventional form L = T − U , due to the interaction
term ~v · ~A; should this be called kinetic energy T , since it depends on the velocity of the
particle, or potential U , since it is due to the externally produced field [35]? In fact, this
part of the interaction term of the particle and the field cannot be ascribed to either kinetic
or potential energy. In Chapters 4 and 6, the question of whether this is possible following
transformation to an alternate reference frame for both a classical and quantum system is
discussed in detail.
From the Lagrangian (1.3) the form of the conjugate momenta follows [37]
pi =
δL
δvi
= mvi + qAi. (1.4)
The subsequent Hamiltonian is then given by:
H = ~v · ~p− L
=
1
2
m~v2 + qφ, (1.5)
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where
~v =
1
m
(
~p− q ~A
)
. (1.6)
The form of this velocity, or equivalently the conjugate momentum in (1.4), is a direct
consequence of the field-particle interaction term in the Lagrangian (1.3). It is highly
significant in the Penning trap; the non-zero Poisson brackets of the components [37]
{vx, vy} = 1
m
(
∂vy
∂Ay
∂Ay
∂x
− ∂vx
∂Ax
∂Ax
∂y
)
6= 0, (1.7)
hints at the consequence of these expressions for ~v.
Classical Hamiltonian of the Penning trap
As discussed in 1.1, confinement in a Penning trap is provided by a static, homogeneous
magnetic field ~B and a static electric field ~E derived from a potential φ whose ideal form
for a cylindrically symmetric, or circular trap, is that of the quadrupole. Throughout this
thesis, trapping is considered either in this ideal configuration, or in the ideal elliptical
trap which is detailed in 1.5. The distinction will be made where appropriate.
The following fields provide the basic trapping mechanism:
~B = | ~B|eˆz, (1.8)
~E = −~∇φ, (1.9)
where
φ = U0
(
z2 − x
2 + y2
2
)
. (1.10)
The units of U0 are Vm
−2 and the sign of this field curvature will be seen to depend upon
the charge of the trapped particle in (1.14). The Coulomb gauge ~∇· ~A = 0 [38] leads to the
convenient form [14] of the magnetic potential ~A = 12
~B×~r, which admits the components
Ax = −1
2
By, Ay =
1
2
Bx, Az = 0. (1.11)
Expanding out Hamiltonian (1.5):
H = 1
2m
(
p2x + p
2
y + p
2
z − 2q(pxAx + pyAy + pzAz)
+q2(A2x +A
2
y +A
2
z)
)
+ qφ, (1.12)
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and inserting (1.10, 1.11):
H = 1
2m
(
p2x + p
2
y + p
2
z − qB (xpy − ypx) +
(
qB
2
)2
(x2 + y2)
)
+
1
2
mω2z
(
z2 − x
2 + y2
2
)
. (1.13)
The frequencies
ωc =
|q|| ~B|
m
, ω1 =
√
ω2c − 2ω2z , ωz =
√
2qU0
m
, (1.14)
are defined, and at this point the charge
q = −e (1.15)
is inserted for electron trapping, so that the classical Hamiltonian in the laboratory frame
is written:
H = 1
2m
(
p2x + p
2
y + p
2
z
)
+
ωc
2
(xpy − ypx) + 1
8
mω21
(
x2 + y2
)
+
1
2
mω2zz
2 . (1.16)
Equations of motion
The equations of motion of an electron in the fields defined in (1.8) and (1.9) are obtained
from ~F = −e ~E − e(~v × ~B):
z¨ =
2eU0
m
z, (1.17)
x¨
y¨
 = −eU0
m
1 0
0 1
x
y
− e| ~B|
m
 0 1
−1 0
x˙
y˙
 . (1.18)
The radial motions are decoupled by rotation of the vector ~r by a unitary matrix U , where
U =
1√
2
 1 −i
−i 1
 , (1.19)
so that (1.18) becomes
U
x¨
y¨
 = −eU0
m
U
1 0
0 1
U † · U
x
y
− e| ~B|
m
U
 0 1
−1 0
U † · U
x˙
y˙
 . (1.20)
The new coordinates r+ and r− then admit the equations of motionr¨+
r¨−
 = −eU0
m
r+
r−
− e| ~B|
m
i
1 0
0 −1
 r˙+
r˙−
 ; (1.21)
r+ =
1√
2
(x− iy) r− = 1√
2
(y − ix). (1.22)
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The original coordinates are given byx
y
 = U †
r+
r−
 , (1.23)
and the decoupled solutions are found:
x(t) = A+ sin(ω+t+ ϕ+) +A− sin(ω−t+ ϕ−),
y(t) = A+ cos(ω+t+ ϕ+) +A− cos(ω−t+ ϕ−), (1.24)
along with the straightforward axial motion
z(t) = Az cos(ωzt). (1.25)
The amplitudes of the motion are given by [39]
A+ =
√
2E+
m(ω2+ − ω
2
z
2 )
, A− =
√
2E−
m(ω2− − ω
2
z
2 )
, Az =
√
2Ez
mω2z
, (1.26)
The energies E+, E− and Ez of the modes are controlled via the cryogenic cooling of the
system [14]:
E+ = kBT+, E− = kBT−, Ez = kBTz, (1.27)
and the cyclotron (+) and magnetron (−) mode frequencies are defined
ω+ =
1
2
(ωc + ω1) ω− =
1
2
(ωc − ω1) , (1.28)
where ωc, ω1, and ωz are given in (1.14). For an electron in a strong magnetic field
(| ~B| & 0.5 T), the general hierarchy of the trapping frequencies is [14]
ω+  ωz  ω− , (1.29)
with
ω+ ∼ GHz, ωz ∼ MHz, ω− ∼ kHz. (1.30)
This is the regime of the Geonium Chip trap [27], and as such will be assumed throughout
this thesis unless otherwise stated.
For traps held at liquid helium temperatures, coupling of the detection circuit to the
motional modes results in [14]:
T+ = 4.2 K, Tz = 4.2 K, T− = −Tz
(
ω−
ωz
)
. (1.31)
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𝜔+ 
𝜔− 
Figure 1.2: From (1.24), the radial motion of a charged particle in the circular Penning trap traces out
an epicyclic curve. The cyclotron motion with amplitude A+ and frequency ω+ is superposed onto a slow
magnetron drift orbit with amplitude A− and frequency ω−. The relative size of the orbits are not drawn
to scale: from (1.33), A−/A+ ≈ 3× 103.
From (1.26), the requirement A+ ∈ < imposes the following trapping condition [14] upon
the relative sizes of ω+ and ωz:
ω+ >
ωz√
2
. (1.32)
From (1.29) and (1.31), ω− < ωz, and E− < 0 respectively, which guarantees A− ∈ <. The
curious nature of this negative thermal energy is further discussed in 1.4.1, but for now it
is straightforward to verify that a lower temperature Tz results in a larger (less negative)
energy E−, and from (1.26), a smaller amplitude A−. In this way, the magnetron motion
can be bounded.
From (1.24), the motion of the electron in the radial plane is therefore given by an
epicyclic orbit, comprising a fast rotation of frequency ω+ superposed upon a slow mag-
netron drift at ω−, as shown in Figure 1.2. From (1.25), the axial motion is simply given
by harmonic oscillation at frequency ωz. For an electron in a trap with typical values of
B = 0.5 T and Vr = −1V:
A+ ≈ 0.1µm, A− ≈ 3mm, Az ≈ 90µm, (1.33)
so that the orbits in Figure 1.2 are not to scale. A discussion of how this radial orbit varies
with the axial confinement is given in 3.3.
The average quantum number of the modes can be found from the simple energy
equality ~ω+n+ = kBT+. At T = 4.2 K, and for sufficiently strong ~B fields, a quantum
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mechanical description of the cyclotron motion is therefore required for an electron in the
trap [14]. For further cooling of the system down to mK, this is also true for the axial and
magnetron motions, as shall be discussed further in 1.4.
1.3 Existing quantum theory
1.3.1 Hamiltonian
To quantize Hamiltonian (1.16), the standard procedure is to first decouple the motions
by defining the canonically conjugate variables [15]:
q+ =
1√
2
(√
mω1
2
x+
√
2
mω1
py
)
,
q− =
1√
2
(√
mω1
2
x−
√
2
mω1
py
)
,
p+ =
1√
2
(
−
√
mω1
2
y +
√
2
mω1
px
)
,
p− =
1√
2
(√
mω1
2
y +
√
2
mω1
px
)
,
qz =
√
mωzz,
p′z =
1√
mωz
pz ≡ pz. (1.34)
Quantization is then achieved by interpreting the classical canonical variables as Hilbert
space operators with equal time commutation relations [28]:
[qˆj(t), pˆk(t)] = i~δj,k, [qˆj(t), qˆk(t)] = [pˆj(t), pˆk(t)] = 0. (1.35)
Thus Hamiltonian (1.16) is written:
Hˆ = 1
2
ω+
(
qˆ2+ + pˆ
2
+
)− 1
2
ω−
(
qˆ2− + pˆ
2
−
)
+
1
2
ωz
(
qˆ2z + pˆ
2
z
)
. (1.36)
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Creation and annihilation operators are now constructed from the above canonically con-
jugate pairs [28]:
aˆ+ =
1√
2~
(qˆ+ + ipˆ+) =
1
2
√
~
(√
mω1
2
(xˆ− iyˆ) +
√
2
mω1
(pˆy + ipˆx)
)
,
aˆ†+ =
1√
2~
(qˆ+ − ipˆ+) = 1
2
√
~
(√
mω1
2
(xˆ+ iyˆ) +
√
2
mω1
(pˆy − ipˆx)
)
,
aˆ− =
1√
2~
(qˆ− + ipˆ−) =
1
2
√
~
(√
mω1
2
(xˆ+ iyˆ)−
√
2
mω1
(pˆy − ipˆx)
)
,
aˆ†− =
1√
2~
(qˆ− − ipˆ−) = 1
2
√
~
(√
mω1
2
(xˆ− iyˆ)−
√
2
mω1
(pˆy + ipˆx)
)
,
aˆz =
1√
2~
(qˆz + ipˆz) =
1√
2~
(√
mωz zˆ + i
1√
mωz
pˆz
)
,
aˆ†z =
1√
2~
(qˆz − ipˆz) = 1√
2~
(√
mωz zˆ − i 1√
mωz
pˆz
)
, (1.37)
so that the Hamiltonian can be written as a sum of uncoupled quantum harmonic oscil-
lators:
Hˆ = ~ω+
(
aˆ†+aˆ+ +
1
2
)
− ~ω−
(
aˆ†−aˆ− +
1
2
)
+ ~ωz
(
aˆ†zaˆz +
1
2
)
, (1.38)
with the mode frequencies defined in (1.80) and (1.28). The negative sign in front of the
magnetron motion is worth emphasising. It is a direct result of the particle-field interaction
term in the Lagrangian (1.3). It is also important to note the mixing of xˆ and yˆ, pˆx and
pˆy operators for future discussion.
By inverting the operator definitions in (1.37), the operators xˆ(t), yˆ(t) and zˆ(t) can be
expressed [28]:
xˆ(t) =
√
~
2mω1
(
aˆ†+(t) + aˆ+(t) + aˆ
†
−(t) + aˆ−(t)
)
,
yˆ(t) = −i
√
~
2mω1
(
aˆ†+(t)− aˆ+(t)− aˆ†−(t) + aˆ−(t)
)
,
zˆ(t) =
√
~
2mωz
(
aˆ†z(t) + aˆz(t)
)
. (1.39)
The time dependence of the creation and annihilation operators follows from the Heisen-
berg equations of motion i~∂tAˆ =
[
Aˆ, Hˆ
]
[40]:
aˆ+(t) = aˆ+e
−iω+t; aˆ†+(t) = aˆ
†
+e
iω+t,
aˆ−(t) = aˆ−eiω−t; aˆ
†
−(t) = aˆ
†
−e
−iω−t,
aˆz(t) = aˆze
−iωzt; aˆ†z(t) = aˆ
†
ze
iωzt, (1.40)
where aˆ ≡ aˆ(0), aˆ† ≡ aˆ†(0). In this way, the electron trajectories can be calculated from
the expectation values of (1.39).
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1.3.2 States and expectation values
The quantum Hamiltonian (1.38) admits Fock state solutions [41]
|n+, n−, nz〉 = 1√
n+!n−!nz!
· (aˆ†+)n+(aˆ†−)n− aˆ†z)nz |0+0−0z〉, (1.41)
in addition to time dependent three mode quasi-classical coherent states [28]:
|α+(t)α−(t)αz(t)〉 = |α+e−iω+tα−eiω−tαze−iωzt〉
= Dˆ(α+(t))Dˆ(α−(t))Dˆ(αz(t))|0+0−0z〉. (1.42)
Here, Dˆ(α(t)) is a general one dimensional time dependent displacement operator which
acts on the vacuum state as follows [41]
Dˆ(α(t))|0〉 = exp
[
α(t)aˆ† − α∗(t)aˆ
]
|0〉
= e−|α|
2
∞∑
n=0
(α(t))n√
n!
|n〉. (1.43)
From (1.39), expectation values of the semi-classical trajectories can be calculated in these
coherent states. For example, defining the complex amplitudes α+ = |α+| exp(−i(φ+))
and α− = |α−| exp(i(φ−)) leads to:
〈xˆ(t)〉 =
√
~
2mω1
(
α∗+(t) + α+(t) + α
∗
−(t) + α−(t)
)
,
=
√
~
2mω1
(2|α+| cos(ω+t+ φ+) + 2|α−| cos(ω−t+ φ−)) . (1.44)
An arbitrary phase shift φ+ → φ+ − pi/2, φ− → φ− − pi/2 reveals
〈xˆ(t)〉 =
√
2~
mω1
(|α+| sin(ω+t+ φ+) + |α−| sin(ω−t+ φ−)) , (1.45)
which corresponds exactly to the classical solution in (1.24) upon assigning
A+ =
√
2~
mω1
|α+|, A− =
√
2~
mω1
|α−|. (1.46)
1.3.3 Spin and the electron g-factor
A particle with magnetic moment ~µ in a magnetic field ~B must contribute the spin-field
interaction Hamiltonian [40]
Hˆs = −~µ · ~B. (1.47)
For an electron in the Penning trap, this results in [14]
Hˆs = g
2
~ωc
1
2
σz, (1.48)
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ℏ𝜔+ 
ℏ𝜔𝑧 
ℏ𝜔− 
ℏ𝜔𝑠 
ℏ𝜔𝑎′ 
𝑛+ = 0 
𝑛+ = 1 
𝑛+ = 3 
𝑛+ = 2 
Figure 1.3: Splitting of the energy levels in the Penning trap. From left to right, each cyclotron level is
split by the ± 1
2
spin values of the electron. Each of these levels is then split by the axial confinement, and
finally by the negative energy of the magnetron motion [14].
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where σz is the usual z, or third component Pauli matrix [41]
σz =
1 0
0 −1
 . (1.49)
Penning trap literature [14] commonly defines
ωs =
g
2
ωc, (1.50)
so that
Hˆs = ~ωs 1
2
σz. (1.51)
In this way the g-factor of a spin-12 particle can be expressed as the dimensionless ratio of
two frequencies of the Penning trap:
g
2
=
ωs
ωc
. (1.52)
In terms of the directly measurable frequencies, the anomaly is given by
a =
g
2
− 1 = ω
′
a − ω−
ω+ + ω−
, (1.53)
where
ω
′
a = ωs − ω+. (1.54)
Furthermore, the powerful Brown-Gabrielse invariance theorem of the trap [42]
ω2+ + ω
2
z + ω
2
− = ω
2
c (1.55)
ensures that trap misalignments of the ~B field and imperfections of the trap electrodes do
not affect the precision with which a can be determined [14].
The energy levels of the motional modes plus those of the spin degree of freedom are
depicted in Figure 1.3, where the relative splitting between the levels for each mode is
not drawn to scale. For the remainder of this thesis however, the spin contribution to the
Hamiltonian will be neglected as it remains unchanged throughout all the calculations.
1.4 The temperature of the Penning trap
The above discussion has focused on well known Penning trap theory, and has laid out the
framework for classical and quantum calculation. The work in this thesis aims to explore
extended theoretical possibilities of the Penning trap in an exclusively quantum regime,
so this section will define such a regime, and discuss the thermal state of the Penning trap
as governed by finite temperature.
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1.4.1 Thermal states
Since the temperature of the trap is held at T+, T− and Tz for the three modes, the
probability of excitation of states with respective energy ~ω+(n+ + 1/2), −~ω−(n−+ 1/2)
and ~ωz(nz + 1/2) must be those predicted by statistical mechanics.
General thermal states
In thermal equilibrium, the state of a system with Hamiltonian Hˆ is represented by the
density matrix operator [41]
ρˆ =
exp(−βHˆ)
Tr[exp(−βHˆ)] , (1.56)
where β = (kBT )
−1. For a general harmonic oscillator Hamiltonian with quantum number
n and frequency ω, this becomes
ρˆ =
exp(−β~ω (nˆ+ 12))
Tr[exp(−β~ω (nˆ+ 12))] . (1.57)
The normalisation factor of (1.57) is the partition function Z, evaluated to [43]
Z = Tr
[
exp
(
−β~ω
(
nˆ+
1
2
))]
=
exp(−β~ω/2)
1− exp(−β~ω) . (1.58)
The probability of occupying energy level n is given by the diagonal matrix elements of
ρˆ [43]:
P (n) = 〈n|ρˆ|n〉 = 1Z 〈n| exp
(
−β~ω
(
nˆ+
1
2
))
|n〉
= exp(−β~ωn)(1− exp(−β~ω)), (1.59)
and the off-diagonal terms are zero:
ρnm = 〈n|ρˆ|m〉 = 1Z 〈n| exp
(
−β~ω
(
nˆ+
1
2
))
|m〉
= ρnnδnm. (1.60)
The mean occupation number is given by [41]
n = 〈nˆ〉 = Tr [ρˆnˆ]
=
1
exp(β~ω)− 1 . (1.61)
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The thermal states of the three oscillator modes of the Penning trap are governed in this
way by the external temperatures T+, T− and Tz. The resulting classical energies given
in (1.27) follow from the well known result from statistical mechanics [43]
〈E〉 = − ∂
∂β
lnZ (1.62)
for the separate partition function Z, and β of each mode.
The magnetron motion
Due to its negative energy contribution in Hamiltonian (1.38), care must be taken when
treating the thermal state behaviour of the magnetron motion. The long radiative decay
time of this motion [14] ensures that it is never in thermal equilibrium with the blackbody
radiation of the trap, so it must in fact be cooled separately to achieve the limiting
expression of T− in (1.31) [14]. The mechanism of this cooling [44] is discussed more fully
in Chapter 2.
Labelling the magnetron contribution in the Hamiltonian (1.38)
Hˆ− = −~ω−
(
nˆ− +
1
2
)
, (1.63)
this is compared to the average thermal energy of this motion
〈E−〉 = kBT− = −kBTz
(
ω−
ωz
)
. (1.64)
The effective β for this mode is therefore
β− =
1
kBT−
= − 1
kBTz
ωz
ω−
. (1.65)
Now, both β− and Hˆ− contribute negative terms in a density operator of the system in
thermal equilibrium in (1.56), so that the overall sign of ρˆ−, the density operator of the
thermal state of the magnetron motion, will remain unchanged from that of a standard
harmonic oscillator:
ρˆ− =
exp(−|β−|~ω−
(
nˆ− + 12
)
)
Tr[exp(−|β−|~ω−
(
nˆ− + 12
)
)]
. (1.66)
In this way, the results in (1.59) and (1.61) follow analogously for the magnetron mode,
with β− → |β−|.
The combined thermal state of the Penning trap
Treating the three mode of the electron as independent and distinct, the density matrix
of the Penning trap is given by [43]
ρˆ±,z = ρˆ+
⊗
ρˆ−
⊗
ρˆz. (1.67)
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Identifying T+ = Tz ≡ T from (1.31), the values of β for each mode become similarly
linked:
β+ = βz =
1
kBT
≡ β,
=⇒ β− = − 1
kBT
ωz
ω−
= −β ωz
ω−
. (1.68)
The density matrix operators in (1.67) are then given explicitly by
ρˆ+ =
exp(−β~ω+
(
nˆ+ +
1
2
)
)
Tr[exp(−β~ω+
(
nˆ+ +
1
2
)
)]
,
ρˆ− =
exp(−β~ωz
(
nˆ− + 12
)
)
Tr[exp(−β~ωz
(
nˆ− + 12
)
)]
,
ρˆz =
exp(−β~ωz
(
nˆz +
1
2
)
)
Tr[exp(−β~ωz
(
nˆz +
1
2
)
)]
, (1.69)
noting the dependence ρˆ− ≡ ρˆ−(ωz). In fact, (1.58) shows that the partition functions
of the axial and magnetron modes are identical, as are the mean occupation numbers of
these modes:
nz =
1
exp(β~ωz)− 1 = n−. (1.70)
This is the result of the mode coupling used to cool the magnetron motion [44]. The total
probability of occupation of the state |n+n−nz〉 is given by the product of the independent
probabilities of each mode:
P (n+n−nz) = P (n+) · P (n−) · P (nz)
= exp (−β~(ω+n+ + ωz(n− + nz))) · (1− exp(−β~ω+)) · (1− exp(−β~ωz))2 .
(1.71)
1.4.2 The average quantum number
From (1.61), the average quantum number of each of the motions is determined by the
trap temperature and the appropriate mode frequency. Since all three frequencies are
dependent on 1/m, for a given temperature T the mean quantum number of an electron
in the trap is significantly lower than for other charged particles, making its quantum
regime more accessible [14].
Unless otherwise stated, a ring voltage Vr = −1 V and magnetic field | ~B| = 0.5 T will
be assumed throughout this thesis. At liquid helium temperature T = 4.2 K, this results
in the following average quantum numbers for an electron:
T = 4.2 K :
=⇒ n+ = 5.8, nz = n− = 4372. (1.72)
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There are two ways in which the quantum numbers of the axial and magnetron motion
can be lowered. The first is by direct cooling of the trap to mK temperatures by use of a
dilution refrigerator [45]:
T = 80 mK :
=⇒ n+ = 0.0002, nz = n− = 82.7. (1.73)
The second method requires coupling of the axial and cyclotron motions which reduces
nz until nz = n+. This will be discussed extensively in Chapter 2. Cooling to the ground
state of ions in a Penning trap has been successfully achieved by this method [46]. Further
lowering of the axial quantum number is also possible by increasing the trap depth, i.e.
by increasing the ring voltage.
For the purposes of this thesis, the low temperature regime, and one requiring quantum
treatment, will refer to temperatures resulting in an average quantum number n . 100
of the modes being discussed. Calculations involving classical mechanics will be included
for comparison only, and unless otherwise stated, this low temperature regime should be
assumed. The thermal distribution of the system should be included when considering the
physical implementations of any theory in this thesis. Other quantum states, specifically
Fock states and coherent states, are investigated for theoretical purposes, in the assump-
tion that the electron could be prepared in these states. Their analysis also serves to lay
the foundation for future study of interesting quantum optical states of the Penning trap:
thermal coherent states [47], squeezed thermal states [48], and indeed squeezed coherent
thermal states [49].
1.5 The Geonium Chip and the elliptical Penning trap
The Geonium trap is in the final stages of construction within the Geonium group at
Sussex, its purpose being to achieve the precision measurements of existing Penning traps
in a more compact device with a planar magnetic field source [27]. Taking advantage of
the scalability of design this offers, future generations of the trap could be adapted to
explore new possibilities in the field of quantum computation. This section will introduce
some of the novel features of the Geonium Chip, laying down the framework for discussion
of the low temperature regime of the trap in Chapter 8.
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1.5.1 Genesis of the trap
The Geonium Chip is a progression of the coplanar-waveguide (CPW) Penning trap [39]
proposed at Sussex. In addition to the magnetic field source being parallel to the surface
of the trap, the Geonium Chip also aims to implement both the magnetic field source and
the trap electrodes into a single chip [50, 51], offering huge advantages in scalability over
other planar Penning traps [25, 32, 33, 34].
As shown in Figures 1.4 and 1.5, the CPW trap is based upon a projection of a standard
five electrode cylindrical Penning trap onto a plane, shielded by two outer ground planes.
The flattened electrodes form part of a CPW transmission line [39], enabling the possibility
of integrating the trapped electron into quantum circuits for quantum electrodynamic
(QED) purposes [52, 53].
The Geonium Chip expands the capabilities [29] of the CPW trap by adding two side
electrodes to the design shown in Figure 1.4. The trap is then boxed within a closed
metallic cavity, the dimensions of which are chosen so that the spontaneous emission of
the cyclotron motion is strongly inhibited through the Purcell effect [52].
For electron trapping, a magnetic field of | ~B| = 0.5 T, resulting in a cyclotron frequency
of ωz = 2pi · 13.99 GHz, allows coupling of the electron cyclotron mode frequency by
microwave (MW) photons to other quantum systems [29]. The cavity enclosing the chip
suppresses the emission and absorption of these photons, but coupling can be achieved
through the near-field of the CPW transmission line [39, 54].
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Figure 1.4: The projection of a cylindrical Penning trap onto a plane, with the magnetic field parallel to
the z axis. This diagram is taken directly from [39].
Figure 1.5: The cyclotron and axial motions sketched above the dielectric substrate with the standard five
electrodes patterned onto its surface. This diagram is taken directly from [39].
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Figure 1.6: Electrode structure of the Geonium Chip, with Vr, Vc, Ve, Vg indicating the ring, correction,
endcap, and side-electrode voltage respectively. The ratios of these voltages given in (1.83) define the
equilibrium position y0, and Vr determines the overall trapping potential [29].
1.5.2 Classical theory of the ideal elliptical trap
The electrode structure of the Geonium Chip is shown Figure 1.6, where the insulating
gaps η1 and η2 can be seen. These must be taken into account when engineering the total
trapping potential, which is calculated from the Green’s function for the Laplace equation
which fulfils Dirichlet’s boundary conditions in a box. Details of this calculation is given
in [29], and the resulting potential of the Geonium Chip for Vg = 0 is shown in Figure 1.7.
For the purposes of this thesis, it is sufficient to consider the resulting series expansion of
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𝒚𝟎 
Figure 1.7: The electric field produced by the Geonium Chip with Vg = 0 is indicated by the red lines,
with the blue lines showing the resulting equipotentials. The quadrupole form of the field is clearly visible
at the equilibrium position y0. The figure is taken from [54].
the electrostatic potential around the equilibrium position of the trap (0, y0, 0) [39]:
Φ(x, y, z) = Φ(0, y, 0) + C002z
2 + C200x
2 + C020(y − y0)2︸ ︷︷ ︸
φ(x,y,z)
+ C012z
2(y − y0) + C210x2(y − y0) + C030(y − y0)3︸ ︷︷ ︸
odd anharmonicities
+ C202z
2x2 + C022z
2(y − y0)2 + C220x2(y − y0)2 + C004z4 + C400x4 + C040(y − y0)4︸ ︷︷ ︸
even anharmonicities
+ ..., (1.74)
where
Cijk = Vr cijk (1.75)
and
cijk =
1
i!j!k!
· ∂
i+j+kΦ(x, y, z)
∂xi∂yj∂zk
|(0,y0,0). (1.76)
The vanishing of all Cijk with odd i and/ or k is implied by the symmetry of Φ along the
x and z axes, while the remaining contributions must be carefully optimised to remove
the anharmonicities and produce an ideal trapping configuration [39]. In this way, these
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coefficients are largely responsible for the proficiency of the trap. Constraints imposed by
the Laplace equation ∇2Φ = 0 lead to [39]
C200 + C020 + C002 = 0, (1.77)
and indistinguishability of the x and y coordinates for radially symmetric traps results in
C200 = C020, so that (1.77) becomes C200 = −2C020. This results in the potential of an
ideal circular trap, where U0 in (1.10) is given by C002. However, in the Geonium Chip x
and y are distinguishable, so that the curvatures C200 and C020 are non-identical, and the
general form of the quadrupole potential including terms only up to the second order is
given by [39]
φ(x, y, z) = C002 ·
(
z2 − x
2 + (y − y0)2
2
)
+
1
2
C002 ·
(
x2 − (y − y0)2
)
, (1.78)
where the ellipticity parameter  is defined as
 =
C200 − C020
C002
, (1.79)
and −1 <  < 1. If || becomes greater than 1, the magnetron orbit becomes unbounded
and the electron is lost from the trap [15]. In this approximation, (1.78) represents the
total potential supplied by the Geonium Chip, the ideal elliptical potential of a Penning
trap [15]. Comparing this to (1.10), the axial frequency in the Geonium Chip is identified
as
ωz =
√
2Vr c002 q
m
, (1.80)
so that the Hamiltonian of the Geonium Chip, and the ideal elliptical Penning trap, can
be written in terms of the radially symmetric Hamiltonian (1.16):
H = H+ 1
4
mω2z(x
2 − y2)
=
1
2m
(p2x + p
2
y + p
2
z)+
ωc
2
(xpy − ypx)
+
1
8
mω2c (x
2 + y2)− 1
8
mω2z
(
x2(1− ) + y2(1 + ))+ 1
2
mω2zz
2. (1.81)
The trapping height y0 has been absorbed into the y coordinate:
(y − y0) −→ y. (1.82)
Throughout this thesis, the coordinate y will always refer to y − y0, so that for example,
{x, 0} refers to {x, y0}.
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Figure 1.8: The motion of an electron in the ideal elliptical trap with the potential given in (1.78). The
figure is taken from [29].
The following ratios are critical in the Penning trap, and determine this trapping height
y0:
Tuning ratio : Tc =
Vc
Vr
,
Endcap− to− ring ratio : Te = Ve
Vr
,
Side electrode− to− ring ratio : Tg = Vg
Vr
. (1.83)
Crucially, Tc allows the linear fluctuations of the axial frequency ωz to be eliminated,
whereas Tg enables variation of ellipticity in the trap [29]. This will be discussed further
in 1.6 and again throughout Chapter 8.
1.5.3 Frequencies and equations of motion
In [15], Kretzschmar rigorously discusses the ideal elliptical trap, and shows by various
canonical transformation that the classical Hamiltonian (1.81) can be solved analytically.
This section will only quote the results, but a full, quantum calculation is given in Chapter
8. The z dimension is unaffected by the ellipticity, so the axial motion remains unchanged
from that in the circular Penning trap in (1.25).
H can be written as the sum of three harmonic oscillators with radial frequencies
modified from the circular case [15]:
ω˜+ =
√
1
2
(ω2c − ω2z) +
1
2
√
ω2cω
2
1 + 
2ω4z ,
ω˜− =
√
1
2
(ω2c − ω2z)−
1
2
√
ω2cω
2
1 + 
2ω4z . (1.84)
Chapter 1. Introduction 25
-4 -2 2 4 x H–mL
-1.5
-1.0
-0.5
0.5
1.0
1.5
y-y0 H–mL
ε = 0.999941 
ε = 0.933 
ε = 0.653 
y – y0 (µm) 
x (µm) 
Figure 1.9: The magnetron orbit of an electron calculated from (1.85) for different values of Tg. The values
are 0.522, 0.653, 1.653 for the three values of  in ascending order. The plot has been taken from [29], and
the axial energy is Ez = 4.2 kB .
The equations of motion of an electron in the ideal elliptical trap are given by [15]:
x(t) = ξ+ · A˜+ cos(ω˜+t) + ξ− · A˜− cos(ω˜−t),
y(t) = −η+ · A˜+ sin(ω˜+t)− η− · A˜− sin(ω˜−t), (1.85)
where
ξ± =
√
ω2c + ω
2
z ±
√
ω2cω
2
1 + 
2ω4z
2ω˜±/ω1
√
ω2cω
2
1 + 
2ω4z
,
η± =
√
ω2c − ω2z ±
√
ω2cω
2
1 + 
2ω4z
2ω˜±/ω1
√
ω2cω
2
1 + 
2ω4z
, (1.86)
and the amplitudes are similarly modified:
A˜+ =
√
2E+
m(ω˜2+ − ω
2
z
2 )
, A˜− =
√
2E−
m(ω˜2− − ω
2
z
2 )
. (1.87)
A plot of the motion of a trapped electron in the ideal elliptical Penning trap is shown in
Figure 1.8. Cylindrical symmetry can be described in a straightforward way as a special
case of the above equations, occurring when  = 0 and |ξ±| = |η±| = 1 [15].
1.6 The tunable dimensionality of the Geonium Chip
1.6.1 The ground planes Vg
As introduced in 1.5, the standard five electrodes of a Penning trap are additionally flanked
by side electrodes in the Geonium Chip, held at voltages Vg. Without making use of them
(Vg = 0), the basic tuning ratios in (1.83) are Te > Tc ' 1, but this section examines the
scope of the trap when the ground planes are held at finite voltage.
A voltage Vg must affect the coefficients Cijk in the series expansion of the potential
shown in (1.74), which modifies the ellipticity parameter through (1.79). In this way, the
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ellipticity of the Geonium trap can be modified. This in turn alters the mode frequencies
and orbits of the electron (8.28, 1.85). The cyclotron frequency, typically being of MHz
value, along with the coefficients ξ+ and η+, are largely unaffected by the ellipticity:
|ξ+| ' |η+| ' 1 [15]. In contrast, the magnetron motion, through the frequency ω˜− and
coefficients ξ−, η−, is significantly modified by non-zero voltage Vg. Figure 1.9 shows a plot
of the magnetron orbit of an electron for three different values of the ratio Tg [29]. As 
increases, the motion becomes a narrow ellipse along the x axis, so that in the limit → 1,
the magnetron orbit is confined to the x axis. The cyclotron orbit is a fast oscillation
superposed on top of the magnetron motion with a typical orbit size A˜+ ∼ 0.1µm for
B = 0.5 T. Including the axial oscillation, the motion of the electron therefore becomes
quasi two-dimensional (2D) as → 1. This is known as the “ultra-elliptical regime” of the
Penning trap [29].
1.6.2 The ultra-elliptical regime
As shown in Figure 1.9, the semi-major axis of the ellipse becomes increasingly large with
. In order that the electron does not orbit outside the harmonic trapping region [29],
magnetron-sideband cooling must be applied [14]. It was discussed in 1.4.1 how this
technique reduces the average quantum number of the magnetron motion n− until it
equals that of the axial mode, which accordingly reduces the size of the amplitude A−.
The series expansion of the potential in (1.74) is around the equilibrium position
(0, y0, 0), so that y0 itself is determined by ∂yΦ = 0. The Cijk coefficients in this expansion
change with Tg, and in turn new anharmonicities of order 3 and 4 are generated with each
new voltage of the ground plane [29]. These generate a linear dependence of the mode
frequencies with the energies [54, 39]. In order to compensate for this, the tuning ratio Tc
must be adapted to a new optimal value T optc for each new Tg, and hence each new y0, so
that the linear dependence of ωz is eliminated; the precise determination of all the trap
frequencies rely on this value being well defined [14].
In summary, increasing the ellipticity through Vg changes y0, and in turn the anhar-
monic coefficients in Φ(x, y, z) (1.78). These must then be eliminated by modifying Tc
to some value T optc . In the upper plot of Figure 1.10, the variation of ellipticity for an
increasing value of Tg for three fixed values of Te is shown [29]. The resulting optimal
tuning ratios T optc for each of these with increasing Tg is shown in the lower part of the
figure [29]. The frequencies ωz and ω− must be well defined in order that magnetron cool-
ing can be applied at every stage of the ramping process [29], meaning that experimental
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Figure 1.10: a) Ellipticity  with icreasing Tg for three values of Te = Ve/Vr. b) Optimal tuning ratio T
opt
g
with increasing Tg for each of these fixed Te values. Driving of the Geonium trap to the ultra-elliptical
regime must follow one of these lines, to eliminate the frequency shifts of ωz. This enables cooling of the
magnetron motion, so that the electron remains in the harmonic trapping region. The graph has been
taken directly from [29].
adiabaticity requires one of the lines in Figure 1.10 b) to be followed.
In Chapter 8, the quantum theory of driving to the ultra-elliptical regime will be
examined, and a scheme proposed for using the process to produce potentially robust
squeezed states.
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Chapter 2
Sideband Coupling
2.1 Background theory
Coupling of the motional modes of an electron in a Penning trap is a well established
technique for the resonant conversion of these modes to enable easier detection of the
oscillator frequencies [28].
This method was first employed as a means of cooling the magnetron degree of free-
dom [55], whose motion is unstable, and must subsequently be minimised so as to prevent
the electron from striking the ring electrode and being lost from the trap. “Motional
Sideband Cooling” [44] has since become an invaluable technique in Penning trap exper-
iments, enabling further control and detection of the particle’s motion. It has prompted
subsequent theoretical and experimental investigation into the coupling of, for example,
the axial and cyclotron motional modes [56], and more recently, the effect of using octu-
polar radio-frequency (RF) fields to couple the radial modes of an ion [28] .
Although a purely classical process, the general mechanism can be readily described
in terms of thermodynamics and quantum mechanical language [14]. For coupling of the
axial and cyclotron modes, it is sufficient to consider the ladder of states of shown in Fig.
2.1 [14]. If an electron in the (n+, nz) level receives a quantum of energy ~(ω+ − ωz), the
resulting transition is to the state (n+ − 1, nz + 1), or to the state (n+ + 1, nz − 1). The
transition probabilities are determined by the relative sizes of n+ and nz [14], so that if
the two modes are held at the same temperature, then ω+  ωz demands that nz  n+.
The axial motion is therefore reduced until n+ = nz, at such a time when the photon will
be exchanged back and forth between the oscillator states [14].
In the seminal work by Cornell et al. on mode coupling in a Penning trap [56], the
cyclotron and axial modes of a single N+2 ion in a Penning trap are coupled by an RF field.
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Figure 2.1: Coupling of the cyclotron and axial energy levels in the Penning trap by an incoming photon
with frequency matching the splitting between the levels. If n+ is greater (less) than nz, the cyclotron
quantum number will decrease (increase) and the axial one increase (decrease) until they are equal [14].
It is shown how the resulting energy of the coupled system can be treated in the dressed-
atom formalism [57], with an avoided crossing structure emerging from the calculation.
This chapter discusses the quantum analogue of the coupling in the circular Penning trap,
where again ideas are borrowed from the dressed-atom approach [57]. Extension to the
elliptical trap is discussed in Chapter 8.
2.2 The coupling field
As outlined above, cyclotron-axial coupling requires an electric field of the same frequency
as the frequency difference between the two sets of ladder states. Following [56], this
frequency will be denoted ωp and a classical quadrupole field of the form
Ep(t) = Re
(
pe
iωpt
)
(xeˆz + zeˆx) (2.1)
is applied in the lab. Such a field (with p ∈ <) has an associated potential of the form
Vp(t) = −p cos(ωpt)(xz). (2.2)
This is now quantized and re-expressed in terms of the time dependent creation and
annihilation operators for the three oscillator modes using the expansion of xˆ and zˆ in
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(1.39):
Vˆp(t) = −p cos(ωpt) xˆ zˆ
= − ~
2m
1√
ω1ωz
p cos(ωpt)×
×
{
aˆ+aˆz + aˆ
†
+aˆz + aˆ
†
zaˆ+ + aˆ
†
+aˆ
†
z
+aˆ−aˆz + aˆ
†
−aˆz + aˆ
†
zaˆ− + aˆ
†
−aˆ
†
z
}
. (2.3)
The total Hamiltonian of the electron in this potential is given by
Hˆp = Hˆ+ qVˆp(t). (2.4)
Following the prescription for time dependent unitary transformation of a general quantum
Hamiltonian [41]
Uˆ(t)HUˆ †(t) + i~ ˆ˙U(t)Uˆ †(t), (2.5)
in a frame of reference defined by the unitary operator
Uˆp(t) = exp
{
−iωp
2
(nˆz − nˆ+) t
}
, (2.6)
the coupled Hamiltonian (2.4) becomes
Hˆpt =~ω+
(
nˆ+ +
1
2
)
+ ~ωz
(
nˆz +
1
2
)
− ~ω−
(
aˆ†−aˆ− +
1
2
)
+ ~
ωp
2
(nˆz − nˆ+)
+ e
~
2m
1√
ω1ωz
p cos(ωpt)
{
aˆ+aˆz + aˆ
†
+aˆze
iωpt + aˆ†zaˆ+e
−iωpt + aˆ†+aˆ
†
z
+aˆ−aˆzei
ωp
2
t + aˆ†−aˆze
i
ωp
2
t + aˆ†zaˆ−e
−iωp
2
t + aˆ†−aˆ
†
ze
−iωp
2
t
}
. (2.7)
The cosine function is expanded into exponential form, so that in this frame, the explicit
time dependence of the additional potential energy qVˆp is given by:
Uˆp(t) qVˆp(t) Uˆ
†
p(t) = e
~
4m
1√
ω1ωz
p
×
aˆ+aˆz[eiωpt + e−iωpt] + aˆ†+aˆz[e2iωpt + e0︸︷︷︸
RWA
]
+aˆ†zaˆ+[ e
0︸︷︷︸
RWA
+e−2iωpt] + aˆ†+aˆ
†
z[e
iωpt + e−iωpt]
+aˆ−aˆz[ei
3
2
ωpt + e−i
ωp
2
t] + aˆ†−aˆz[e
i 3
2
ωpt + e−i
ωp
2
t]
+aˆ†zaˆ−[e
i
ωp
2
t + e−i
3
2
ωpt] + aˆ†−aˆ
†
z[e
i
ωp
2
t + e−i
3
2
ωpt]
}
. (2.8)
Defining the coupling frequency
ωp = ω+ − ωz + δ, (2.9)
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where
δ ∼ 0, (2.10)
leads to only two terms in (2.8) which are not oscillating at GHz or MHz frequencies,
allowing for variation in the realtive strengths of ω+ and ωz. By a second-level rotating
wave approximation (RWA), or secular approximation [58], only the terms marked “RWA”
in (2.8) remain. Following this, the total Hamiltonian (2.7) in this rotating frame becomes
Hˆpt = ~ω0
2
(
nˆ+ +
1
2
)
+ ~
ω0
2
(
nˆz +
1
2
)
+ ~
δ
2
(nˆz − nˆ+)− ~ω−
(
aˆ†−aˆ− +
1
2
)
+ ~ξ(aˆ†+aˆz + aˆ†zaˆ+),
(2.11)
where the renormalised coupling strength ξ has been defined
ξ ≡ e
4m
1√
ω1ωz
p, (2.12)
and
ω0 = ω+ + ωz. (2.13)
Hamiltonian Hˆpt must now be made diagonal in order to interpret the effects of the field
(2.1) upon the motional modes of the system.
2.3 Dressing the energy levels
2.3.1 Interpretation I: the dressed frame
Hˆpt can be written in diagonal form by application of
Uˆθ = exp
{
θ
2
(aˆ†zaˆ+ − aˆ†+aˆz)
}
, (2.14)
where the rotation angle θ is given by
θ = arctan
[
2ξ
δ
]
. (2.15)
This produces:
Hˆ = UˆθHˆptUˆ †θ
= ~
(
aˆ†z aˆ†+ aˆ
†
−
)
(
ω0+∆
2
)
0 0
0
(
ω0−∆
2
)
0
0 0 −ω−


aˆz
aˆ+
aˆ−
+ ~(ω1 + ωz)2 , (2.16)
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where
∆ =
√
4ξ2 + δ2. (2.17)
The Hamiltonian has been rotated to a new frame of reference in the same local basis.
The rotation is defined by (2.14), and the frame of reference will be called the dressed
frame.
Statistical properties of the coupled modes I
In this dressed frame, it is straightforward to determine the average occupation numbers
n+ and nz as a result of the coupling. Labelling
ε+ =
ω0 −∆
2
,
εz =
ω0 + ∆
2
, (2.18)
the thermal density matrices of the two modes become
ρˆε+ =
exp(−β~ε+
(
nˆ+ +
1
2
)
)
Tr[exp(−β~ε+
(
nˆ+ +
1
2
)
)]
,
ρˆεz =
exp(−β~εz
(
nˆz +
1
2
)
)
Tr[exp(−β~εz
(
nˆz +
1
2
)
)]
. (2.19)
In both cases, β is unchanged from the value given in the uncoupled case in (1.68), since
it assumed that the physical temperature at which the trap is held remains unchanged.
From this, the average occupation numbers of the modes in this dressed frame are given
by
nε+ = Tr
[
ρˆε+ nˆ+
]
=
1
exp(β~ε+)− 1 ,
nεz = Tr [ρˆεz nˆz] =
1
exp(β~εz)− 1 . (2.20)
The thermal states of the coupled system in the lab are therefore governed by the density
matrices Uˆ †θ Uˆ
†
p(t) ρˆε+ Uˆp(t)Uˆθ and Uˆ
†
θ Uˆ
†
p(t) ρˆεz Uˆp(t)Uˆθ for the respective modes, with Uˆp(t)
and Uˆθ given in (2.6) and (2.14). These can be used to determine the statistical properties
of the coupled trap in the lab frame. As an example, n+ is now calculated explicitly.
The operator Uˆθ involves the mixing of the operators of the axial and cyclotron modes,
so that the transformed density matrix
ρˆ+z = Uˆ
†
θ Uˆ
†
p(t) ρˆε+ Uˆp(t)Uˆθ (2.21)
is necessarily a function of the operators of both modes. These operators belong to different
Hilbert spaces, and so the reduced density matrix ρˆ+ [41] must be used to determine 〈nˆ+〉.
Chapter 2. Sideband Coupling 33
This is given by
ρˆ+ = Trz [ρˆ+z]
= Trz
[
Uˆ †θ Uˆ
†
p(t) ρˆε+ Uˆp(t)Uˆθ
]
= Trz
[
Uˆ †p(t) ρˆε+ Uˆp(t)UˆθUˆ
†
θ
]
= Trz
[
ρˆε+ Uˆp(t)Uˆ
†
p(t)
]
= Trz
[
ρˆε+
]
= ρˆε+ , (2.22)
where the calculation is trivialised by the cyclic properties of the trace [59].
The average occupation number of the cyclotron mode in the coupled system in the
lab frame is therefore given by
n+ = Tr
[
ρˆ+nˆ+
]
= Tr
[
ρˆε+ nˆ+
]
= nε+ . (2.23)
Likewise, the average occupation number of the axial mode in the lab frame is equivalent
to the average occupation number of this mode in the dressed frame, (2.20). This of course
follows from the preservation of expectation values upon unitary transformation of both
the state and operator [59].
2.3.2 Interpretation II: dressed states
In the way Uˆθ has been applied to Hˆpt above, the whole Hamiltonian has been transformed
to an alternate reference frame from the laboratory. Where this frame of reference is, if
indeed the rotation is purely spatial, motivates some of the discussion in Chapter 5.
For a calculation more analogous to the classical one in [56], instead of transforming
the Hamiltonian (2.11), consider that there exists a basis within the original frame with
respect to which this Hamiltonian can be written in diagonal form. The eigenstates of
this basis are the original states dressed by the coupling field [60]. In the present case of
coupling the axial and cyclotron modes of the Penning trap, the Hamiltonian Hˆpt rewritten
in terms of operators of this dressed basis is given by
Hˆpt = ~εα
(
nˆα +
1
2
)
+ ~εβ
(
nˆβ +
1
2
)
− ~ω−
(
aˆ†−aˆ− +
1
2
)
, (2.24)
where
εα = εz =
ω0 + ∆
2
,
εβ = ε+ =
ω0 −∆
2
. (2.25)
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The creation and annihilation operators of these new modes are defined
aˆ†α = cos
θ
2
aˆ†z + sin
θ
2
aˆ†x; aˆα = cos
θ
2
aˆz + sin
θ
2
aˆx,
aˆ†β = cos
θ
2
aˆ†x − sin
θ
2
aˆ†z; aˆβ = cos
θ
2
aˆx − sin θ
2
aˆz, (2.26)
and θ and ∆ are given in (2.15) and (2.17) respectively.
There is only a subtle difference between the two interpretations, of the dressed frame
in 2.3.1 and the dressed states of this section, both of which solve Hamiltonian (2.11).
They are of course mathematically equivalent, but it will prove important to retain the
distinction that has been made throughout the remainder of this thesis. From now on,
the approach of rotating a general Hamiltonian, UˆθHUˆ
†
θ , will be always referred to as
transforming or rotating to another frame of reference. The method of diagonalising by
rewriting a general Hamiltonian H will be referred to as “rotating” the states only, with
the new states being the dressed states of a coupled system.
Statistical properties of the coupled modes II
Analogously to 2.3.1, the diagonal Hamiltonian in (2.24) directly reveals the statistical
properties of the dressed modes at finite temperature. In fact, it is straightforward to
show that nα = nz and nβ = n+ as given in (2.23) and (2.20). For future reference, the
density operators of the dressed modes α and β are given explicitly by
ρˆα =
exp(−β~εα
(
nˆα +
1
2
)
)
Tr[exp(−β~εα
(
nˆα +
1
2
)
)]
,
ρˆβ =
exp(−β~εβ
(
nˆβ +
1
2
)
)
Tr[exp(−β~εβ
(
nˆβ +
1
2
)
)]
, (2.27)
from which other characteristics of the dressed system follow naturally:
P (nα) = exp(−β~εαnα)(1− exp(−β~εα)),
P (nβ) = exp(−β~εβnβ)(1− exp(−β~εβ)). (2.28)
These statistical results are significant for the calculation in Chapter 9, where time de-
pendent driving between the energy levels of these dressed modes is considered.
2.3.3 Introduction of Schwinger boson operators
Throughout this thesis, the formation of problems in terms of sets of operators with an-
gular momentum-like algebra will be exploited. The method is introduced below, for the
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present purpose of studying the nature of the dressed modes in 2.3.2.
Motivated by Kretzschmar’s study of the “interconversion of motional modes” by ana-
lysis of the rotation of the Bloch vector [28], the following operators are formed:
Tˆ0 =
~
2
(
aˆ†zaˆz + aˆ
†
+aˆ+
)
,
Tˆ1 =
~
2
(
aˆ†zaˆ+ + aˆ
†
+aˆz
)
,
Tˆ2 = − i~
2
(
aˆ†zaˆ+ − aˆ†+aˆz
)
,
Tˆ3 =
~
2
(
aˆ†zaˆz − aˆ†+aˆ+
)
, (2.29)
where [61] [
Tˆi, Tˆj
]
= i~εijkTˆk,
[
Tˆ0, Tˆi
]
= 0; i = 1, 2, 3. (2.30)
The circular components are given by [61]
Tˆ+ = Tˆ1 + iTˆ2 = ~ aˆ†zaˆ+,
Tˆ− = Tˆ1 − iTˆ2 = ~ aˆ†+aˆz,
(2.31)
with the resulting commutation relations[
Tˆ3, Tˆ±
]
= ±Tˆ±,
[
Tˆ+, Tˆ−
]
= 2Tˆ3. (2.32)
These are completely equivalent to (2.30). The SU(2) Lie algebra of these Schwinger
Boson operators can of course be obtained from any 2D harmonic oscillator system [61],
and indeed several sets of operators analogous to T = {Tˆ0, Tˆ1, Tˆ2, Tˆ3} are formed in later
sections. A discussion of the interconnection of these sets, and their use in the Penning
trap, is given in Chapter 5.
2.3.4 Avoided crossings
The coupled Hamiltonian (2.11) is now rewritten in terms of these Schwinger boson oper-
ators of the set T , defined in (2.29). Before dressing:
Hˆpt = ω0Tˆ0 + δTˆ3 + 2ξTˆ1 + ~ω0
2
− ~ω−
(
aˆ†−aˆ− +
1
2
)
. (2.33)
Focusing on the axial and cyclotron levels only, the magnetron Hamiltonian in (1.63) is
taken away to define:
Hˆd = Hˆpt − Hˆ−
= ω0Tˆ0 + δTˆ3 + 2ξTˆ1 +
~ω0
2
. (2.34)
Chapter 2. Sideband Coupling 36
where ω0 is given in (2.13).
The quantum numbers
N = nz + n+, l = nz − n+ (2.35)
are defined so that:
Tˆ0|n+, nz〉 = ~
2
N |n+, nz〉,
Tˆ3|n+, nz〉 = ~
2
l|n+, nz〉, (2.36)
where N = 0, 1, 2, 3, ..., and l = −N,−N + 2, ..., N − 2, N.1 The expectation value of Hˆd
in the Fock state |n+, nz〉 follows:
〈Hˆd〉 = ~ω0
2
(N + 1) +
~δ
2
l. (2.37)
Similarly, the magnetron Hamiltonian (1.63) is subtracted from the dressed Hamilto-
nian (2.24), and it is rewritten:
Hˆd = ~
2
(εα + εβ) (nˆα + nˆβ) +
~
2
(εα − εβ) (nˆα − nˆβ) + ~ω0
2
. (2.38)
It is clear that the nˆα and nˆβ operators must form a set of Schwinger boson operators
Tαβ completely analogous to T in (2.29). In terms of this Tαβ set of the dressed modes,
Hamiltonian (2.38) is written:
Hˆd = ω0Tˆαβ0 + ∆Tˆαβ3 +
~ω0
2
, (2.39)
where ∆ is given in (2.11). The expectation value of the dressed Hamiltonian (2.39) in
the states |nα, nβ〉 is clearly
〈Hˆd〉 = ~ω0
2
(Nαβ + 1) +
~
2
∆ lαβ, (2.40)
where Nαβ = nα + nβ, lαβ = nα − nβ.
Comparing the expectation values in (7.15) and (2.40), it is straightforward to see the
effects of this “dressing”: the degeneracy of the l levels at the point δ = 0 is lifted by
the non-zero value of ∆ =
√
4ξ2 + δ2. This is shown pictorially in Figure 2.2, where the
expectation values of the bare and dressed Hamiltonians has been plotted as a function
of δ for the first few total quantum numbers N . The plot shows how an avoided crossing
1The allowed values of l are clearly different from that of standard eigenvalues of a third component
angular momentum operator [40], as they are in steps of two rather than one. This is a simple consequence
of the fact that Tˆ0 and Tˆ3 both contain two independently varying number operators.
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Figure 2.2: Left: The expectation values of the coupled Hamiltonian in the Fock states |n+, nz〉, as given
in (7.15). These are the so-called “bare” states of the system. Right: Expectation values of the coupled
Hamiltonian in the “dressed” states |nα, nβ〉, given in (2.40). The effects of the dressing is the formation
of an avoided crossing between the l = nz − n+ sub-levels of the system at the point δ = 0. The size of
the splitting is dependent on the electric coupling field strength in (2.1), where the renormalised strength
ξ is defined in (2.12). The bare and dressed levels of the modes for the different values of N are not drawn
to scale.
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occurs at the point δ = 0 due to the dressing of the modes [57]. The size of the splitting
is given by 2~ξ, and accordingly varies with the strength of the applied field in (2.1).
In comparing the results of the above quantum calculation to the classical one in [56],
it is clear that the dressed-atom formalism [57] is directly applicable to the combined
quantum modes of the axial and cyclotron motions, with the distinction that the latter
is clearly not a two-level system (TLS). In the present case of the coupled Penning trap,
there are N avoided crossings formed at the point δ = 0 for each N when the system is
dressed. Consequently there are a total of
∑K
N=0N avoided crossings formed between the
l sub-levels in the entire spectrum. The upper limit K of this sum must depend upon the
temperature of the trap.
The description of mode coupling as taking place between the separate ladders of
cyclotron and axial energy levels is convenient [14]. However, in order to discuss the
quantum avoided crossing, the more appropriate description is that the coupling takes
place between the combined levels of this 2D spectrum, l.
2.3.5 Analysis of statistical results
The statistical results of 2.3.1 and 2.3.2 are now compared alongside those of the uncoupled
system.
In terms of the bare basis in the lab frame, the values of n+ and nz are modified from
those of the uncoupled system, as discussed in 1.4.1, by the frequency shifts ω+ → ε+
and ωz → εz (2.18). Since in general ω+  ωz, it is clear that the mean occupation of
the cyclotron mode is little changed by this shift, whereas that of the axial motion must
be greatly reduced, assuming the value β is the same for both modes. This is in general
agreement with the discussion at the beginning of this chapter on the basic mechanism of
mode coupling, illustrated in Figure 2.1.
From (2.26), it appears that aˆα → aˆz and aˆβ → aˆ+ as the coupling is removed (θ → 0).
The eigenvalues of the modes α and β also appear to reduce to ωz and ω+ respectively
(2.25). However, such association between the modes of the two bases {z,+} and {α, β}
themselves is much more subtle; once the coupling has been established, the dressed energy
levels on the right hand side of Figure 2.2 do not collapse into those of the bare basis on
the left when the coupling field is then removed, ξ → 0. This is manifest in the fact that
the reduced density matrix must be used when calculating the statistical properties of the
coupled axial and cyclotron modes in the lab frame, as in (2.23). Once the coupling has
been established, information about one of these modes must necessarily assume complete
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ignorance of the other; restricting attention to observables associated with only one of the
coupled modes leads to a loss of information on the correlation between them [41]. When
the coupling field is switched off, let us assume that the α mode does “become” the axial
mode, and that the cyclotron mode is similarly recovered from the α mode. In this way,
information about both modes is available, which in turn reveals information about both
modes of the coupled system. This is in contradiction to the necessary use of the reduced
identity matrix ρˆ+, and hence cannot be true.
2.4 Manipulation of adiabatic potentials in atom traps
Dressed adiabatic potentials are of course more commonly discussed in the context of
trapped atoms [57]. In this section, combinations of static and time dependent magnetic
fields used to dress atoms with RF radiation are considered. Carefully constructed spatial
variation in these fields can lead to control over the trapping potential of the atoms [60],
enabling a huge variety of traps to be constructed. In particular, the method has been used
to create an adiabatic double well potential, leading to matter-wave interferometry in atom
chips [62]. Such interference experiments enables the study of matter at a fundamental,
quantum level [63, 64, 65], and lead to high-precision sensing of gravitational fields [62].
Additionally, they allow for the engineering and control of quantum states, an important
feature in the pursuit of quantum information processing [66].
As discussed in 1.5, the planar formation of electrodes in the Geonium Chip offers the
possibility of an integrated CPW transmission line. For the purposes of mode coupling in
the trap, the coupling potential in (2.2) is communicated to the electron via this waveguide,
with the chip designed to be transparent to microwave fields [27]. It was proposed [67]
that the possible customisation of fields thus generated could be used to spatially vary
the amplitude and/ or detuning of the coupling field along the x and z axes of the trap.
This is turn could generate control over the adiabatic potential of the electron in a similar
way to the dressed-atom traps [60]. To investigate this further, a brief introduction to
the theory of the generation of a double well through RF dressing in atom traps is given
below.
2.4.1 RF dressing in atom traps
An atom with magnetic dipole moment ~µ = −gFµB ~F/~ in a magnetic field ~B interacts
with the field via the magnetic dipole moment ~µ · ~B [68]. In this case gF is the Lande´
g-factor and µB the Bohr magneton [40]. In a magnetic trap with an additional RF
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interacting field, this coupling results in the Hamiltonian [60]
HZ(~r, t) = −µB gF~
~F · ( ~B0(~r) + ~BRF (~r, t)). (2.41)
The magnetic field ~B0(~r) is responsible for the basic trapping of the atoms and induces
splitting between the mF Zeeman levels [40]. This stationary field is constructed by a
pair of coils with opposing currents to produce a potential minimum at the centre of the
trap [60]:
~B0(~r) = b
′
(
xiˆ+ yjˆ − 2zk
)
=⇒ U0(~r) = mF gF µB| ~B0(~r)|
= mF gF µB b
′√x2 + y2 + 4z2. (2.42)
The uncoupled potentials of the F = 1 sub-levels are therefore given by parabolic functions
along the x axis, as shown in a) of Figure 2.3. The purpose of the RF field is to induce
transition between these levels. Suppose that the static component defines the local quant-
isation direction along the z axis, ~B0(~r) = | ~B0(~r)|Fˆz. The RF radiation is then chosen to
be linearly polarised and assumed to be a cosine function [60]. The RWA is applied, to
the effect of neglecting the counting-rotating terms [69], and (2.41) becomes [60]
HZ(~r, t) = −µB gF~
(
| ~B0(~r)|Fˆz + 1
2
| ~BRF (~r)|
[
Fˆ+ exp(∓iωRF t) + Fˆ− exp(±iωRF t)
])
.
(2.43)
The components Fˆ± are the angular momentum raising and lowering operators Fˆ± =
Fˆx ± iFˆy [68]. Moving to the interaction picture by changing to a frame rotating at ωRF
in the same local basis [60] leads to the time independent Hamiltonian
HZ(~r) = ±
(
−δ(~r)Fˆz + Ω0(~r)Fˆx
)
. (2.44)
The RF Rabi frequency and detuning are given by Ω0(r) =
µB gF
2~ | ~BRF (~r)| and δ(r) =
ωRF − ωL(r) accordingly, and the Larmor frequency has its usual definition, ωL(r) =
µB |gF |
~ | ~B0(~r)| [60]. The ± and ∓ signs throughout depend upon the sign of gF .
RF dressing The dressed states of HZ(~r) are found by defining a new quantization axis
z′ which enables (2.44) to be written in diagonal form:
HZ(~r)→ Ω(~r)Fˆz′ , (2.45)
where the generalised Rabi frequency is given by [60]:
Ω(~r) =
√
δ2(~r) + Ω20(~r). (2.46)
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Figure 2.3: RF dressing of the mF ′ = 0,±1 levels in a magnetic atom trap. a) The potential energy of the
trap before the RF field is applied is given in (2.42), where the Larmor frequency ωL(~r) varies in space
with the trapping field B0(~r). When the RF field is added, at the point where ωL matches the frequency
ωRF , the mF levels are coupled. b) The diabatic energy levels cross as a result of this coupling. c) The
adiabatic potentials as given in (2.47) are drawn, showing the avoided crossings, the mechanism by which
a double well potential is formed in the trap [70].
The dressed potentials are therefore [60]
U(~r) = ~mF ′Ω(~r)
= ~mF ′
√
δ2(~r) + Ω20(~r)
= ~mF ′
√
(ωRF − ωL(~r))2 +
(µB gF
2~
| ~BRF (~r)|
)2
, (2.47)
where mF ′ is a label for the states in the adiabatic basis, with 2F + 1 values that range
from −F to F .
The RF dressing can be viewed as a rotation of (2.44) around the local y axis through
an angle defined by cos θ(~r) = −δ(~r)/Ω(~r) [60].
Creation of a double well potential The spatial dependence of ωL(~r) with the con-
fining potential (2.42) means the frequency ωRF of the applied field is resonant only at
two points in space. In terms of the adiabatic basis: the potential energy of the dressed
levels, as given in (2.47), lifts the degeneracy of the coupled diabatic energy levels at the
points where δ(~r) = 0, leading to avoided crossings and the creation of a double well along
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the x axis [60].
Both the detuning δ(~r) and Rabi frequency Ω0(~r) can change in space, but for the
dressed potentials in (2.47) to be valid, their relative change must be small compared to
the generalised Rabi frequency [60], |Ω′0δ|  Ω3, |Ω0δ′|  Ω3. It should be noted that
the Hamiltonian does not contain a kinetic term; the validity of this approximation is
discussed in [60].
2.5 Comparison of RF dressing in atom traps and mode
coupling in Penning traps
The calculations above, of mode coupling in Penning traps in 2.2 and 2.3, and RF dressing
in atom traps in 2.4, have an obvious semblance, as well as some clear differences.
After both calculations are transformed to their respective interaction pictures, the
remaining Hamiltonians (2.34) and (2.44) both contain first and third-component angular
momentum operators. Re-writing these together explicitly:
Hˆd = ω0Tˆ0 + δTˆ3 + 2ξTˆ1 + ~ω0
2
, HZ = ±
(
−δ(~r)Fˆz + Ω0(~r)Fˆx
)
. (2.48)
Following transformation by Tˆ2 and Fˆy respectively, the dressed Hamiltonians (2.39) and
(2.45) are written in terms of third angular momentum components of dressed mode
operators2:
Hˆd −→ ω0Tˆαβ0 + ∆Tˆαβ3 +
~ω0
2
, HZ −→ Ω(~r)Fˆz′ . (2.49)
In the case of the dressed atoms, the term Ω(~r)Fˆz′ is interpreted directly as potential
energy of each m′F level of the dressed system. In the Penning trap, the equivalent “Rabi
frequency”, ∆, is instead attached to some sub-levels lαβ of the dressed modes of the
coupling. If the detuning and field strength were made variable in space as proposed [67],
so that ∆ → ∆(r), the effects upon the potential energy of the electron in the trap are
not obvious. This idea will be re-addressed in Chapter 10.
In fact, the potential energy of the electron in the Penning trap is not directly in-
terpretable even before the coupling field is applied. This is due to the presence of the
magnetic field and its associated magnetic vector potential, which leads to the ~v · ~A term
and ultimately the xpy − ypx term in the Hamiltonian (1.16). This leads to some of the
2The dressed Penning trap Hamiltonian furthermore contains a Tˆ0 and ground state energy term, but
this represents only an energy shift.
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considerations of Chapters 3, 4 and 6, through which an interpretation of the potential in
the quantum regime of the trap is sought.
This calculations in this chapter expose a number of parallels between the dressed-
atom formalism [57] and the joint oscillator modes of the Penning trap in general. This is
further examined throughout the remainder of this thesis.
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Chapter 3
Comparison of Three Systems
This chapter is devoted to studying three distinct systems: the 2D harmonic oscillator, the
“Landau system”, comprising a single charged particle in a homogeneous magnetic field,
and the Penning trap. After laying out the framework for the first two, their connection
to the Penning trap is discussed.
3.1 The two-dimensional harmonic oscillator
3.1.1 Classical
The Hamiltonian of a particle of mass m confined by a potential V (x, y) = 12m(
ωc
2 )
2(x2 +
y2) is written:
H =
1
2m
(
p2x + p
2
y
)
+
1
2
m
(ωc
2
)2 (
x2 + y2
)
. (3.1)
The equations of motion are integrated to yield [71]
x(t) = xm cos
(ωc
2
t− ϕx
)
, px(t) = −mωc
2
xm sin
(ωc
2
t− ϕx
)
,
y(t) = ym cos
(ωc
2
t− ϕy
)
, py(t) = −mωc
2
ym sin
(ωc
2
t− ϕy
)
, (3.2)
where the constants xm, ϕx, ym and ϕy depend on initial conditions, and xm and ym are
assumed positive. The particle orbit as shown in Figure 3.1 depends upon the relative
phase and amplitudes of the x and y motions. For example, if ϕy − ϕx = 0, the motion
follows a diagonal line BD through the origin of the plane [71]. The condition ϕy −
ϕx = ±pi/2 induces anticlockwise motion about this point, whereas the motion is always
clockwise for −pi < ϕy − ϕx < 0 [71]. This is all summarized by the component of the
orbital angular momentum Lz = xpy − ypx which is written, according to the above
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Figure 3.1: Classical trajectory of an particle in the xy plane, with motion governed by Hamiltonian (3.1).
The motion in this 2D harmonic potential depends upon the initial conditions xm, ym, ϕx and ϕy in the
equations of motion (3.2). The figure is copied closely from [71].
expressions for x(t) and y(t) [71]:
Lz = m
ωc
2
xmym sin(ϕy − ϕx). (3.3)
This value is clearly maximal for ϕy − ϕx = ±pi/2, and describes circular motion for the
additional condition xm = ym [71].
3.1.2 Quantum mechanical
Imposing the canonical commutation relations [xˆi, pˆj ] = δiji~ enables construction of the
operators:
aˆx =
1√
2~
(√
mωc
2
xˆ+ i
√
2
mωc
pˆx
)
, aˆ†x =
1√
2~
(√
mωc
2
xˆ− i
√
2
mωc
pˆx
)
,
aˆy =
1√
2~
(√
mωc
2
yˆ + i
√
2
mωc
pˆy
)
, aˆ†y =
1√
2~
(√
mωc
2
yˆ − i
√
2
mωc
pˆy
)
, (3.4)
where [aˆx, aˆ
†
x] = [aˆy, aˆ
†
y] = 1, with all other commutators going to zero. The quantum
Hamiltonian in the xy plane is given by
Hˆxy = ~
ωc
2
(
aˆ†xaˆx +
1
2
)
+ ~
ωc
2
(
aˆ†yaˆy +
1
2
)
. (3.5)
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The basis of eigenstates of Hˆxy is composed of vectors of the form [71]
|φnx,ny〉 = |φnx〉
⊗
|φny〉, (3.6)
and the energy is given by
Exy = ~
ωc
2
(
nx +
1
2
)
+ ~
ωc
2
(
ny +
1
2
)
. (3.7)
The eigenvalues of |φnx,ny〉 in the state space εxy associated with the variables x and y
are clearly degenerate: for an energy Exy = ~(ωc/2)(n + 1), where n = nx + ny, there
corresponds the various orthogonal eigenvectors [71]:
|φnx=n,ny=0〉, |φnx=n−1,ny=1〉, ..., |φnx=0,ny=n〉. (3.8)
The eigenvalue Exy is therefore (n+ 1)-fold degenerate in εxy, so that Hˆxy alone does not
constitute a complete set of commuting observables (CSCO) [71]. Taking better advantage
of the symmetry of the system, consider first that the component of the angular momentum
Lˆz can be expressed in terms of the creation and annihilation operators in (3.4):
Lˆz = −i~
(
aˆ†xaˆy − aˆ†yaˆx
)
. (3.9)
It is straightforward to show
[
Hˆxy, Lˆz
]
= 0, which promotes a basis of eigenvectors com-
mon to both Hˆxy and Lˆz. This is found by introducing the operators of left and right
“circular quanta” [71]:
aˆ =
1√
2
(aˆx − iaˆy) = 1
2
√
~
(√
mωc
2
(xˆ− iyˆ) +
√
2
mωc
(pˆy + ipˆx)
)
,
aˆ† =
1√
2
(aˆ†x + iaˆ
†
y) =
1
2
√
~
(√
mωc
2
(xˆ+ iyˆ) +
√
2
mωc
(pˆy − ipˆx)
)
,
bˆ =
1√
2
(aˆx + iaˆy) =
1
2
√
~
(√
mωc
2
(xˆ+ iyˆ)−
√
2
mωc
(pˆy − ipˆx)
)
,
bˆ† =
1√
2
(aˆ†x − iaˆ†y) =
1
2
√
~
(√
mωc
2
(xˆ− iyˆ)−
√
2
mωc
(pˆy + ipˆx)
)
. (3.10)
Hamiltonian (3.5) is rewritten
Hˆxy = ~
ωc
2
(
aˆ†aˆ+ bˆ†bˆ+ 1
)
= ~
ωc
2
(
aˆ†aˆ+
1
2
)
+ ~
ωc
2
(
bˆ†bˆ+
1
2
)
, (3.11)
and the angular momentum in (3.9) is now given by
Lˆz = ~
(
aˆ†aˆ− bˆ†bˆ
)
. (3.12)
Since [aˆ, aˆ†] = [bˆ, bˆ†] = 1, [aˆ, bˆ] = [aˆ, bˆ†] = [aˆ†, bˆ] = [aˆ† bˆ†] = 0, it is possible to construct
states of the independent harmonic oscillators [71]
|χna,nb〉 =
1√
(na)! (nb)!
(aˆ†)na(bˆ†)nb |φ0, 0〉. (3.13)
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These are eigenstates of both Hˆxy and Lˆz, with eigenvalues ~(ωc/2)(na + nb + 1) ≡
~(ωc/2)(n + 1) and ~ωc(na − nb) = ~(ωc/2)m respectively. The quantum numbers n
and m therefore form a CSCO in εxy; to a pair of values n and m, there corresponds a
single state vector |χna,nb〉 as given in (3.13), where a = (n+m)/2, b = (n−m)/2 [71].
It is clear that the action of the operator aˆ† on |χna,nb〉 is to add a quanta of energy
and increase the angular momentum of the system, whereas bˆ† must similarly add energy,
but reduce the angular momentum by inducing an anticlockwise rotation [71].
3.2 The Landau system
3.2.1 Classical
A charged particle of mass m in the field ~B = | ~B|eˆz has following Hamiltonian in the
radial plane [40]:
HL =
1
2m
(~p− q ~A(~r))2
=
1
2m
(
p2x + p
2
y
)
+
ωc
2
(x py − y px) + 1
2
m
(ωc
2
)2 (
x2 + y2
)
, (3.14)
where the gauge conditions from 1.2.1 have been used, and ωc = |q|| ~B|/m.
3.2.2 Quantum mechanical
The sole difference between HL and Hxy is is the additional angular momentum term
xpy − ypx. From (3.12), the quantum form of this term is known. Adding it to Hˆxy in
(3.11), the quantum Hamiltonian of the Landau system is given by:
HˆL = Hˆxy + Lˆz
= ~
ωc
2
(
aˆ†aˆ+
1
2
)
+ ~
ωc
2
(
bˆ†bˆ+
1
2
)
+ ~
ωc
2
(
aˆ†aˆ− bˆ†bˆ
)
= ωc
(
aˆ†aˆ+
1
2
)
. (3.15)
Through the matching frequency contributions of the angular momentum and harmonic
oscillator terms, the Hamiltonian can be written in terms of a single mode of circular
quanta. The operators HˆL and Lˆz again form a CSCO for the Landau system, but the
“collapse” of the Hamiltonian into a single mode in (3.15) makes transparent the infinite
degeneracy of the Landau levels [40]; states with a different value of m = na − nb but the
same n = na +nb have the same energy; the angular momentum term does not contribute
to the energy of the system [71].
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3.3 The spectrum of the Penning trap
The cyclotron and magnetron mode operators of the circular Penning trap in (1.37) are
compared to those of the harmonic oscillator and Landau systems in (3.10). It is clear
that the only difference in the sets {aˆ†+, aˆ+, aˆ†−, aˆ−} and {aˆ†, aˆ, bˆ†, bˆ} is the frequency term,
with ω1 in the former, and ωc in the latter. Moreover, since ω1 −→ ωc as ωz −→ 0 (1.14)
as the axial trapping is removed, it is clear that the radial Hamiltonian of the Penning
trap (1.38) is reduced to that of the Landau system (3.15).
The Hamiltonians of the Penning trap (Hˆ) and Landau systems (HˆL) can be most
readily compared by plotting the energy spectrum of Hˆ as a function of ωz.
The expectation values of the radial part of the Hˆ with respect to Fock states |n+, n−〉
is first defined:
〈Hˆr〉± = ~ω+
(
n+ +
1
2
)
− ~ω−
(
n− +
1
2
)
. (3.16)
Rearranging this reveals
〈Hˆr〉± = ~(ω+ − ω−)
2
(n+ + n− + 1) + ~
(ω+ + ω−)
2
(n+ − n−)
= ~
ω1
2
(
n+ +
1
2
)
+ ~
ω1
2
(
n− +
1
2
)
+ ~
ωc
2
(n+ − n−) . (3.17)
The parameter ν is defined [72]:
ν =
ωc − ω1
2ω1
, (3.18)
so that 〈Hˆr〉± can be written as a renormalized function of ν:
E(ν) = 〈Hˆr〉±
~ω1/2
= n+ + n− + (2ν + 1) (n+ − n−) + 1. (3.19)
Figure 3.2 shows a plot of E(ν) for the first ten total quantum numbers (n+ + n−) of the
Penning trap. Bhaduri et al provide a thorough analysis of this spectrum in [72], and
they were indeed the first to recognise the generation of the Farey fan pattern [73] for this
“cranked oscillator” system.
At ν = 0, ωc = ω1, which corresponds to setting ωz = 0. At this point, there is no axial
trapping and the electron is “confined” by the magnetic field only; this is exactly the
Landau system described by Hamiltonian (3.15). To the right of this point, these levels
are smeared out by the axial trapping in the Penning trap. This corresponds to the region
ωc > ω1, and so a real Penning trap exists in this first quadrant. For typical trapping
parameters | ~B| = 0.5 T and Vr = −1 V, ν ≈ 1 × 10−6. The point ν = −0.5 corresponds
to ωc = 0 and the spectrum reduces to that of a 2D harmonic oscillator with frequency
ω1/2. Thus it is clear how the (radial spectra) of the three systems are linked.
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𝜺(𝝂) 
𝝂 
Figure 3.2: The expectation value spectrum of the radial motion in the Penning trap as a function of ν
(3.18, 3.19) for the first ten total quantum numbers n+ + n−. The Landau levels form at ν = 0, where
ωz = 0, and are smeared out by the real trapping frequency along the z axis. The plot is symmetric about
the point ν = −1/2, corresponding to ωc = 0, where the spectrum reduces to that of a simple 2D harmonic
oscillator with frequency ω1/2.
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Figure 3.3: Zoomed-in plot of the expectation value spectrum of the radial motion of the Penning trap as
a function of ν (3.18, 3.19) for the first twenty total quantum numbers n+ + n−. The gaps appear when ν
is a rational fraction, which corresponds exactly to the classical orbits in the radial plane of the Penning
trap forming closed loops [72]. The pattern is self-repeating as the scale decreases.
The plot can be extended in a straightforward way in Mathematica to include the
expectation values for many more quantum numbers n+ +n−. Figure 3.3 shows a zoomed-
in plot of a symmetric region around ν = −0.5 for the expectation values of the first twenty
total quantum numbers n+ + n−. It reveals more clearly the complex pattern and gaps
of the spectrum, and the symmetry around this point. Such gaps correspond to rational
numbers of ν, which, in the region ν > 0, occur precisely when the classical radial orbits of
the electron in the Penning trap are closed [72]. This can be verified by plotting x(t) and
y(t) (1.24) for various values of ν which is written in terms of the cyclotron and magnetron
frequencies as ν = ω−/(ω+ − ω−).
A plot of the classical orbits of the three systems also nicely illustrates how the radial
motion of the three systems is linked. In Figure 3.4, the motion of an electron in the
Penning trap is plotted in green, whereas the blue orbit corresponds to setting ωc = 0 to
depict the 2D oscillator system. The red orbit follows from setting ωz = 0 for the Landau
system.
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Figure 3.4: Plot of the electron orbit in the Penning trap, 2D harmonic oscillator and Landau
system as ν (3.18) and correspondingly ωz increases in strength. From left to right: ν = 1/5, 1/40, 1/70.
The incomplete Penning trap orbits in the second and third plots is in consequence of the maximum
number of steps being reached in the Mathematica calculation. It indicates how the time to complete the
magnetron orbit (around the blue circle) grows with decreasing ν. In the limit ν → 0, corresponding to
removing the ~E field from the trap completely, it is clear that the electron becomes “stuck” at the top of
the blue circle; the motion in the radial plane reduces to that of the Landau system.
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3.4 Transformation of the {x, y} to the {+,−} basis
3.4.1 Summary of systems and coordinates
In writing Hamiltonian (3.1) of the 2D oscillator in terms of classical coordinates in 3.1,
the natural choice is obviously the {x, y} basis. The quantum Hamiltonian (3.5) follows
trivially upon defining the aˆx and aˆy mode operators. The rewriting of Hamiltonian (3.5)
in terms of aˆ and bˆ (3.11) follows from the desire to find a basis which uniquely defines
the state of the system, since the symmetry between the two axes leads to degenerate
states [71]. This leads to the rewriting of Lˆz in a diagonal form, and the solution of the
problem in terms of Fock states of the circular aˆ and bˆ modes.
In the Landau system above, Hamiltonian (3.15) is automatically written in terms of
the circular modes above. Equal frequency contributions from the harmonic oscillator
(nˆa + nˆb) and angular momentum (nˆa − nˆb) terms means HˆL can be written in terms of
one set of mode operators alone. This appeals to intuition and explains well the infinite
degeneracy of Landau levels [40].
Three-dimensional (3D) confinement in the Penning trap demands the use of both ~E
and ~B fields. As a result, both modes of “circular quanta”, nˆ+ and nˆ−, must be used to
write Hamiltonian (1.38). Consequently, the size of contribution of the harmonic oscil-
lator term ~ω1/2(nˆ+ + nˆ−) can never match that of the angular momentum contribution,
~ωc/2(nˆ+ − nˆ−). The independent cyclotron and magnetron modes result.
3.4.2 Rotation of the coordinates and angular momentum
The basis transformation between the linear (aˆx, aˆy) and circular (aˆ, bˆ) mode operators
in 3.1, (or equivalently the operators (aˆ+, aˆ−) defined in (1.37)) is written compactly in
matrix form:
 aˆ+
aˆ−
 = 1√
2
 1 −i
1 i
 aˆx
aˆy
 . (3.20)
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It is instructive to form sets of Schwinger boson operators [61], as introduced in 2.3.3. For
the linear (I) and circular bases (L):
Iˆ0 =
~
2
(nˆx + nˆy) , Lˆ0 =
~
2
(nˆ+ + nˆ−) ,
Iˆ1 =
~
2
(
aˆ†xaˆy + aˆ
†
yaˆx
)
, Lˆ1 =
~
2
(
aˆ†+aˆ− + aˆ
†
−aˆ+
)
,
Iˆ2 = −i~
2
(
aˆ†xaˆy − aˆ†yaˆx
)
, Lˆ2 = −i~
2
(
aˆ†+aˆ− − aˆ†−aˆ+
)
,
Iˆ3 =
~
2
(nˆx − nˆy) , Lˆ3 = ~
2
(nˆ+ − nˆ−) . (3.21)
Expanding these Schwinger boson components in terms of position and momentum oper-
ators xˆ, yˆ, pˆx, and pˆy, establishes the following relationship between the two sets:
Iˆ0 = Lˆ0,
Iˆ1 = Lˆ2,
Iˆ2 = Lˆ3 =
1
2
Lˆz,
Iˆ3 = Lˆ1. (3.22)
Both the second component of I and the third of L are identically half of the z component
of angular momentum 1. The correspondence between the sets I and L can be written in
the compact form: 
Lˆ1
Lˆ2
Lˆ3
 =

0 0 1
1 0 0
0 1 0


Iˆ1
Iˆ2
Iˆ3
 , (3.23)
which reveals the SO(3) representation of the transformation matrix in (3.20) [74]. This
will be discussed further in Chapter 5. For the purpose of the next Chapter, it is worthwhile
restating the following: Lˆz can be represented as the second or third component of a set
of angular momentum-like operators, depending on whether it is written in terms of the
linear {x, y}, or circular {+,−} basis respectively.
1The factor of 1/2 is justified in Chapter 5.
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Chapter 4
Reference Frames
This chapter is motivated by a desire to interpret the individual x and y dynamics in
the Penning trap in a consistent way. As discussed in 2.5, the ~B field induces velocity
dependent potentials in the radial plane of the trap, so that the meaning of potential
energy in this plane is ambiguous.
4.1 Classical rotating frame
It has been shown [75, 76] how the dynamics in a circular Penning trap can be more
intuitively interpreted in a frame of reference rotating around the z axis. Different choices
of the frequency of this rotating frame allow for useful interpretations [75], and in particular
the frame rotating at ωc/2 is often used to reduce the dynamics of the radial motion to
that of two simple harmonic oscillators [77].
4.1.1 Removing the effects of the magnetic field
A change of coordinates to a frame rotating around the z axis at frequency Ω is defined [75]:
x→ x cos Ωt− y sin Ωt, (4.1)
y → x sin Ωt+ y cos Ωt, (4.2)
where the positive rotation is in the same anticlockwise direction as that induced by the
force on the electron in the magnetic field. In this frame, the Hamiltonian of the circular
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Penning trap becomes [75]
H → 1
2m
(
p2x + p
2
y + p
2
z
)
+
(
1
2
ωc − Ω
)
(xpy − ypx)
+
m
2
(ω1
2
)2 (
x2 + y2
)
+
1
2
mω2zz
2, (4.3)
and the canonical momenta of the radial motions transform accordingly:
px → mx˙+my
(
1
2
ωc − Ω
)
, py → my˙ −mx
(
1
2
ωc − Ω
)
. (4.4)
By a judicious choice of Ω = ωc/2, the angular momentum term is removed from the
Hamiltonian:
H Ω=ωc/2→ HΩ = 1
2m
(
p2x + p
2
y + p
2
z
)
+
m
2
(ω1
2
)2 (
x2 + y2
)
+
1
2
mω2zz
2, (4.5)
and from (4.4) it is clear that the canonical momenta reduce to their kinetic form [75].
Thus the rotating frame reveals an isotropic oscillator in the radial plane, along with the
original axial motion, and appears to remove the coupling of the x and y motions induced
by the magnetic field from the Hamiltonian.
4.1.2 Removing the effects of the electric field
Other interesting choices of the frequency Ω are the slow magnetron drift ω− and the
reduced cyclotron frequency ω+ [75]. Plugging the former into (4.3):
H Ω=ω−→ Hω− =
1
2m
(
p2x + p
2
y + p
2
z
)
+
m
2
(ω1
2
)2 (
x2 + y2
)
+
ω1
2
(xpy − ypx) + 1
2
mω2zz
2. (4.6)
This radial part of this Hamiltonian is identical to the classical Landau Hamiltonian
(3.14) with frequency ωc/2 replaced by ω1/2; the rotating frame at this frequency appears
to remove any effects of the electric field, leaving only the dynamics of an electron in a
magnetic field with Larmor frequency ω1/2. The choice Ω = ω+ clearly reduces the radial
part of H to the Landau Hamiltonian with the opposite sign of angular momentum:
H Ω=ω+→ Hω+ =
1
2m
(
p2x + p
2
y + p
2
z
)
+
m
2
(ω1
2
)2 (
x2 + y2
)
− ω1
2
(xpy − ypx) + 1
2
mω2zz
2. (4.7)
This is the effective Hamiltonian of a positron particle in a magnetic field with Larmor
frequency ω1/2 [75].
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4.2 Quantum mechanical rotating frame, {+,−} basis
4.2.1 Removing the effects of the magnetic field
The quantum analogue of the above transformation to the rotating frame is now studied.
Beginning with the quantum Hamiltonian of the Penning trap (1.38) rearranged into the
sum and difference between the two oscillator modes:
Hˆ = ~
2
(ω+ − ω−)(aˆ†+aˆ+ + aˆ†−aˆ−) +
~
2
(ω+ + ω−)(aˆ
†
+aˆ+ − aˆ†−aˆ−) + ~ωz(aˆ†zaˆz +
1
2
) +
~
2
ω1
=
~
2
ω1(aˆ
†
+aˆ+ + aˆ
†
−aˆ−) +
~
2
ωc(aˆ
†
+aˆ+ − aˆ†−aˆ−) + ~ωz(aˆ†zaˆz +
1
2
) +
~
2
ω1. (4.8)
From (3.21), this is rewritten in terms of the Schwinger boson operators of the {+,−}1
basis:
Hˆ = ω1Lˆ0 + ωcLˆ3 + ~ωz
(
aˆ†zaˆz +
1
2
)
+
~
2
ω1. (4.9)
The analogous quantum transformation to the rotating frame discussed in 4.1 is achieved
by the unitary operator
Uˆ(t) = exp
{
i
~
2ΩtLˆ3
}
= exp
{
i
~
ΩtLˆz
}
. (4.10)
Time dependent unitary transformation of the Hamiltonian follows from (2.5), so that the
quantum Hamiltonian in the rotating frame becomes
Hˆ → Hˆ+ i~ · i
~
2ΩLˆ3 = ω1Lˆ0 + ωcLˆ3 + ~ωz
(
aˆ†zaˆz +
1
2
)
+
~
2
ω1 − 2ΩLˆ3, (4.11)
which follows from
[
Hˆ, Uˆ(t)
]
= 0. Again, the choice of Ω = ωc/2 reveals
Hˆ Ω=ωc/2→ HˆΩ = Hˆ = ω1Lˆ0 + ~ωz
(
aˆ†zaˆz +
1
2
)
+
~
2
ω1. (4.12)
This can be expanded out into position and momentum coordinates and identified exactly
with a classical Hamiltonian in the rotating frame (4.5).
4.2.2 Removing the effects of the electric field
The other interesting choices of frequency, Ω = ω− and Ω = ω+, are briefly examined in
quantum form. Following from (4.11),
Hˆω− = Hˆ − 2 (ω−) Lˆ3
= ~ω1
(
nˆ+ +
1
2
)
+ ~ωz
(
aˆ†zaˆz +
1
2
)
, (4.13)
1The notation {+,−} is used to indicate the {+,−, z} basis, just as {x, y} will be used instead of
{x, y, z} throughout this thesis. This is just for ease of reading, and does not indicate that the axial
motion has been dropped.
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Hˆω+ = Hˆ − 2 (ω+) Lˆ3
= ~ω1
(
nˆ− +
1
2
)
+ ~ωz
(
aˆ†zaˆz +
1
2
)
. (4.14)
Upon expansion, these are identical to (4.6) and (4.7) respectively.
4.2.3 States and expectation values
The above calculations so far demonstrate consistency between the rotating frames in
the classical and quantum regimes. Throughout the remainder of this thesis, the rotating
frame shall be used to refer to the frame rotating at ωc/2 explicitly.
Since (4.26) is unitary, expectation values are conserved by this transformation. De-
fining the solutions of the rotating frame
|ψΩ〉 = Uˆ(t)|ψ〉, (4.15)
the expectation value of the Hamiltonian in the frame rotating at ωc/2 is given by:
〈ψΩ|HˆΩ|ψΩ〉 = 〈ψΩ|
[
Uˆ(t)HˆUˆ †(t) + i~ ˆ˙U(t)Uˆ †(t)
]
|ψΩ〉
= 〈ψΩ|Uˆ(t)HˆUˆ †(t)|ψΩ〉+ i~〈ψΩ| ˆ˙U(t)Uˆ †(t)|ψΩ〉. (4.16)
Since
i~ ˆ˙U(t)Uˆ †(t) = −ωcLˆ3Uˆ(t)Uˆ †(t), (4.17)
and Uˆ(t) commutes with the Hamiltonian,
=⇒ 〈ψ|HˆΩ|ψ〉 = 〈ψ|Hˆ|ψ〉 − ωc〈ψ|Lˆ3|ψ〉. (4.18)
In terms of Fock states in the lab frame |ψ〉 = |n+, n−, nz〉:
〈ψ|Hˆ|ψ〉 = 〈ψ|HˆΩ|ψ〉+ ωc〈ψ|Lˆ3|ψ〉
= ~ω+
(
n+ +
1
2
)
− ~ω−
(
n− +
1
2
)
+ ~ωz
(
nz +
1
2
)
. (4.19)
Thus the expectation value of the Hamiltonian in the rotating frame is added to the
angular momentum term Lˆ3 which was removed upon transformation, which yields the
correct total energy of the system. This is elementary quantum mechanics, but the point
is laboured for further discussion in 4.4.2.
The classical solution to the (radial) equations of motion in the rotating frame are
undoubtedly simple harmonic oscillators with frequency ω1/2. It is also clear that the
Fock states |n+, n−, nz〉 are eigenstates of Hamiltonian (4.12) in the rotating frame. HˆΩ
is expanded into position and momentum operators:
HˆΩ = 1
2m
(
pˆ2x + pˆ
2
y + pˆ
2
z
)
+
m
2
(ω1
2
)2 (
xˆ2 + yˆ2
)
+
1
2
mω2z zˆ
2. (4.20)
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Since this Hamiltonian is diagonal in xˆ2, yˆ2, pˆ2x and pˆ
2
y, it appears as though the Fock
states |nx, ny, nz〉 are also eigenstates of this Hamiltonian. This implies
|nx, ny, nz〉 = Uˆ †(t)|ψ〉, (4.21)
for some eigenstate |ψ〉 of the Hamiltonian in the laboratory frame.
These states form the basis of discussion in the following section, where the entire
calculation is reformed in the {x, y} basis.
4.3 Hamiltonian of the Penning trap in the {x, y} basis
In addition to the previously defined operators of the axial mode in (1.37), the operators
aˆx =
1√
2~
(√
mω1
2
xˆ+ i
√
2
mω1
pˆx
)
,
aˆ†x =
1√
2~
(√
mω1
2
xˆ− i
√
2
mω1
pˆx
)
, (4.22)
aˆy =
1√
2~
(√
mω1
2
yˆ + i
√
2
mω1
pˆy
)
,
aˆ†y =
1√
2~
(√
mω1
2
yˆ − i
√
2
mω1
pˆy
)
, (4.23)
will now be used to write for the Penning trap. These obey the appropriate commutation
relations [aˆx, aˆ
†
x] = [aˆy, aˆ
†
y] = 1, with all other commutators going to zero. The quantum
Hamiltonian is thus written:
Hˆ = ~ω1
2
(
aˆ†xaˆx +
1
2
)
+ ~
ω1
2
(
aˆ†yaˆy +
1
2
)
− i~ωc
2
(
aˆ†xaˆy − aˆ†yaˆx
)
+ ~ωz
(
aˆ†zaˆz +
1
2
)
.
(4.24)
Referring to the Schwinger boson operators introduced in (3.21), this is equivalent to:
Hˆ = ω1Iˆ0 + ωcIˆ2 + ~ωz
(
aˆ†zaˆz +
1
2
)
+
~
2
ω1. (4.25)
It should be borne in mind that the Hamiltonian in the form of (1.38) is identical to
Hamiltonian (4.24) via the replacement of operators {aˆ+, aˆ−} → {aˆx, aˆy}. The Hamilto-
nian itself has not been rotated or transformed. This recollects the discussion in 2.3,
where the notion of dressed levels was introduced. In the present case, it is rather like the
cyclotron and magnetron modes are the x and y modes dressed by the magnetic field. Of
course, there is no analogous avoided crossing point for the radial motions in this case;
the x and y oscillators have the same frequency, so effectively “cross” at all points. From
(3.22), Iˆ0 = Lˆ0 and Iˆ2 = Lˆ3, so it is clear that the Hamiltonians written in terms of the
two sets of Schwinger boson operators are likewise identical.
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4.4 Quantum mechanical rotating frame, {x, y} basis
4.4.1 Removing the magnetic field
In terms of the {x, y} basis, analogous transformation to the rotating frame is by the Iˆ2
operator:
Uˆ(t) = exp
{
i
~
2ΩtIˆ2
}
= exp
{
i
~
ΩtLˆz
}
. (4.26)
To demonstrate consistency, this produces the same effect upon xˆ as the classical trans-
formation upon x:
Uˆ(t) xˆ exp Uˆ †(t)
= exp
{
i
~
ΩtLˆz
}[√
~
mω1
(
aˆ†x + aˆx
)]
exp
{
− i
~
ΩtLˆz
}
=
√
~
mω1
(
aˆ†x cos Ωt− aˆ†y sin Ωt+ aˆx cos Ωt− aˆy sin Ωt
)
= xˆ cos Ωt− yˆ sin Ωt. (4.27)
This is identical, apart from the hats, to (4.1). The other position and momentum operat-
ors transform analogously. Following the prescription for time dependent unitary rotation
(2.5), transformation of Hamiltonian (4.24) results in
Hˆ → ~ω1
2
(
aˆ†xaˆx +
1
2
)
+ ~
ω1
2
(
aˆ†yaˆy +
1
2
)
− i~
(ωc
2
− Ω
)
(aˆ†xaˆy − aˆ†yaˆx) + ~ωz
(
aˆ†zaˆz +
1
2
)
, (4.28)
where Ω = ωc/2 reveals
HˆΩ = ~ω1
2
(
aˆ†xaˆx +
1
2
)
+ ~
ω1
2
(
aˆ†yaˆy +
1
2
)
+ ~ωz
(
aˆ†zaˆz +
1
2
)
. (4.29)
A 3D harmonic oscillator has again been obtained in the rotating frame, matching exactly
(4.5) and (4.29). This problem seems resolved; this Hamiltonian (4.29) clearly admits
Fock state solutions |nx, ny, nz〉. It follows that dynamics of the radial system can surely
be interpreted as a 2D Harmonic oscillator rotating around the z axis. The following
analysis, however, refutes this idea.
4.4.2 States and expectation values
Fock states
The analysis of 4.2.3 is now repeated in the {x, y} basis. Defining the solutions of the
rotating frame
|φΩ〉 = Uˆ(t)|φ〉, (4.30)
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the expectation value of the Hamiltonian in this frame is:
〈φΩ|HˆΩ|φΩ〉 = 〈φΩ|
[
Uˆ(t)HˆUˆ †(t) + i~ ˆ˙U(t)Uˆ †(t)
]
|φΩ〉
= 〈φΩ|Uˆ(t)HˆUˆ †(t)|φΩ〉+ i~〈φΩ| ˆ˙U(t)Uˆ †(t)|φΩ〉. (4.31)
This time,
i~ ˆ˙U(t)Uˆ †(t) = −ωcIˆ2Uˆ(t)Uˆ †(t), (4.32)
and again [
Uˆ(t), Hˆ
]
= 0 (4.33)
=⇒ 〈φΩ|HˆΩ|φΩ〉 = 〈φ|Hˆ|φ〉 − ωc〈φΩ|Iˆ2|φΩ〉. (4.34)
In terms of Fock states |φΩ〉 = |nx, ny, nz〉:
〈φΩ|Iˆ2|φΩ〉 = −i~
2
〈nx, ny, nz|
(
aˆ†xaˆy − aˆ†yaˆx
)
|nx, ny, nz〉
= 0, (4.35)
so that
〈φ|Hˆ|φ〉 = 〈φΩ|HˆΩ|φΩ〉
= ~
ω1
2
(
nx +
1
2
)
+ ~
ω1
2
(
ny +
1
2
)
+ ~ωz
(
nz +
1
2
)
. (4.36)
Assuming eigenstates in the rotating frame |φΩ〉 = |nx, ny, nz〉, and therefore |φ〉 =
Uˆ †(t)|nx, ny, nz〉, leads to the expectation value of the Hamiltonian which does not count
the non-degenerate energy contribution of the Landau levels. This may seem trivial. It
is, after all, the reason that the {+,−} basis is used to diagonalise this system. Yet this
result is in stark contradiction to what is assumed about the eigenstates from the form of
(4.29). It reveals the following:
〈nx, ny, nz|Uˆ(t) Hˆ Uˆ †(t)|nx, ny, nz〉 6= 〈n+, n−, nz|Hˆ|n+, n−, nz〉. (4.37)
Since the Hamiltonians (4.24) and (1.38) are identical upon replacement of operators
{aˆx, aˆy} → {aˆ+, aˆ−}, it follows that
|n+, n−, nz〉 6= Uˆ †(t)|nx, ny, nz〉. (4.38)
The quantum treatment reveals that the Fock states |n+, n−, 〉 of the Penning trap are not
rotating Fock states of the x and y modes. Transformation to the rotating frame in the
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{+,−} basis shows that the Fock states of the rotating frame are again the states |n+, n−〉
with additional time dependence of exp{iωct/2 (n+−n−)}. However, the radial dynamics
in the rotating frame cannot be split up into individual x and y motions on a quantum
level. It follows that interpretation of the potential energy of the electron in the Penning
trap for quantum states cannot be achieved by use of the rotating frame, as would appear
logical from the classical calculation of 4.1. In the following section, the semi-classical
problem is discussed.
It is interesting to consider whether there are any values of ωc and ωz (the “bare”
frequencies) for which the Fock states |nx, ny, nz〉 can be used to count the full energy of
the system: are there trapping parameters for which expectation value of Hˆ with respect
to |nx, ny, nz〉 is equal to that with respect to |n+, n−, nz〉? The condition implies the
following:
〈nx, ny, nz|Hˆ|nx, ny, nz〉 = 〈n+, n−, nz|Hˆ|n+, n−, nz〉
=⇒ ~ω1
2
(nx + ny + 1) = ~
ω1
2
(n+ + n− + 1) +
ωc
2
(n+ − n− + 1)
=⇒ nx + ny = n+
(
1 +
ωc
ω1
)
+ n−
(
1− ωc
ω1
)
. (4.39)
Since the total quantum number nx + ny is always an integer value, the equality can only
possibly hold when the ratio ωc/ω1 is also an integer: the Fock states |nx, ny, nz〉 are
eigenstates of the Hamiltonian in the lab frame only when
ωc
ω1
= N, N = 0, 1, 2, 3, ... (4.40)
Referring back to the spectrum of the Penning trap discussed in (3.3), it is clear that the
ratio ωc/ω1 is connected to the variable ν along the horizontal axes of Figures 3.2 and 3.3.
In fact, the condition (4.40) implies :
ν =
N − 1
2
; (4.41)
The Fock states |nx, ny, nz〉 are eigenstates of the quantum Hamiltonian only for half
integer values along the horizontal axis of the spectrum.
In Figure 4.1, the spectrum of Hˆ with respect to |nx, ny, nz〉 is superposed upon the
spectrum with respect to |n+, n−, nz〉 for the first ten total quantum numbers n+ + n−
and nx + ny. It is clear that the two spectra coincide completely along these half integer
values of ν. These are also the values for which all classical orbits in the radial plane of
the Penning trap are closed [72]2.
2Interestingly, integer values of ν correspond to the overlap of the Penning trap and Landau system
spectra.
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𝜺(𝝂) 
𝝂 
Figure 4.1: Blue: The expectation value spectrum of the radial motion in the Penning trap as a function
of ν ((3.18), (3.19)) for the first ten total quantum numbers n+ + n−. Black: The expectation value
spectrum of the radial motion in the Penning trap with respect to Fock states |nx, ny, nz〉. Red: Values
of ν for which the Fock states |nx, ny, nz〉 are eigenstates of the Hamiltonian (4.24). These lines indicate
the values of ν at which there is complete overlap of the expectation value of Hˆ with respect to the two
bases. At these points in the spectrum, large gaps occur, indicating closed orbits in the radial plane [72].
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Coherent states
From (4.5), the classical Hamiltonian in the rotating frame, it appears that the x and y
coordinates can be interpreted completely separately. This is clearly inconsistent with the
quantum analysis of expectation values in 4.4.2. The semi-classical states of the Penning
trap are therefore studied to reveal whether the root of this inconsistency can be traced.
The quantum Hamiltonian in the rotating frame (4.29) also admits coherent state
solutions:
|φΩ >= |αxΩαyΩαzΩ〉, (4.42)
where
αxΩ = |αxΩ | exp iϕxΩ , αyΩ = |αyΩ | exp iϕyΩ , αzΩ = |αzΩ | exp iϕzΩ . (4.43)
The expectation value of the Hamiltonian in the lab frame with respect to these states is
straightforward to compute following (4.34):
〈Hˆ〉 =~ω1
2
(|αxΩ |2 + |αyΩ |2) + ~ωz|αzΩ |2
+ ~ωc |αxΩ ||αyΩ | sin(ϕyΩ − ϕxΩ) +
~
2
(ω1 + ωz). (4.44)
The energy contribution from the Landau levels can only be counted upon specifying the
relative phase difference between the individual x and y motions in the rotating frame.
This value is clearly maximal when ϕxΩ − ϕyΩ = ±pi/2. This corresponds precisely with
the condition for maximum angular momentum in the classical 2D harmonic oscillator
system (3.3), when the orbit is circular. The expectation values of the radial motions in
the lab frame with respect to the states Uˆ †(t)|αxΩαyΩαzΩ〉 are computed:
〈xˆ(t)〉 =
√
~
mω1
[|αxΩ | (cos(ω+t− ϕxΩ) + cos(ω−t+ ϕxΩ))
− |αyΩ | (sin(ω+t− ϕyΩ) + sin(ω−t+ ϕyΩ))], (4.45)
〈yˆ(t)〉 =
√
~
mω1
[|αxΩ | (sin(ω+t− ϕxΩ) + sin(ω−t+ ϕxΩ))
+ |αyΩ | (cos(ω+t− ϕyΩ) + cos(ω−t+ ϕyΩ))]. (4.46)
These are compared to the classical trajectories calculated in (1.24). It is found that the
solutions can only agree if the relation
ϕxΩ − ϕyΩ = pi/2 (4.47)
is defined. It is therefore clear that the semi-classical states of separate x and y motions,
|αxΩαyΩαzΩ〉 are eigenstates of the Hamiltonian Hˆ only for this precisely defined value of
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the relative phase of the motions. In fact, the phase condition reveals that the solutions
only agree when the remaining radial motion in the rotating frame is truly circular. In
a similar way to the Fock state treatment above, general coherent states of the lab and
rotating frames are compared:
|α+α−αz〉 6= Uˆ †(t)|αxΩαyΩαzΩ〉. (4.48)
That is, the semi-classical x and y motions in the rotating frame cannot be interpreted
separately in general.
Quantum to classical
In Figure 4.2, the spectrum of the Penning trap is plotted with respect to the |n+, n−, nz〉
and |nx, ny, nz〉 Fock states for a total quantum number n+ + n− of twenty. This is twice
the number of levels as plotted in Figure 4.1. In comparing the two figures, it is clear
that the gaps in the spectrum become much less distinct, and there is more apparent
overlap between the black and blue lines in Figure 4.2. This closing of gaps and blending
of the two spectra with respect to the different Fock states |n+, n−, nz〉 and |nx, ny, nz〉 as
the total quantum number increases offers an intuitive analogy with the transition of the
quantum to the classical regime. The classical transformation to the rotating frame allows
interpretation of separate dynamics along the x and y axes, yet this can only happen for
semi-classical states under strict phase conditions, and for Fock states for particular values
of the bare frequencies.
The failings of the rotating frame in the {x, y} basis are due to the fact that the total
thermal energy of the Penning trap is not correctly “carried over” to this frame. This will
be formally shown in 6.5, but it is first necessary to study the connection between the
{x, y} and {+,−} basis in greater detail.
Since crossing points of the two spectra indicate when the Fock states |nx, ny, nz〉 are
eigenstates of the Hamiltonian, there may be potential uses in tuning a system to specific
values of ωc/ω1 for a given temperature in order to access these states in the lab frame.
4.5 Alternate frame of reference for the quantum solution
The above analysis has shown that the rotating frame cannot produce a consistent quantum
theory of the Penning trap in terms of quantized modes of the individual x and y direc-
tions. Another frame of reference is sought, and the calculation and discussion of this
Chapter 4. Reference Frames 65
𝜺(𝝂) 
𝝂 
Figure 4.2: Blue: The expectation value spectrum of the radial motion in the Penning trap as a function
of ν ((3.18), (3.19)) for the first twenty total quantum numbers n+ + n−. Black: The expectation value
spectrum of the radial motion in the Penning trap with respect to Fock states |nx, ny, nz〉. Red: Values
of ν for which the Fock states |nx, ny, nz〉 are eigenstates of the Hamiltonian (4.24). As more energy levels
are considered, it is clear that the gaps in the spectrum become less distinct, and there is more apparent
overlap between the spectrum with respect to |n+, n−, nz〉 and |n+, n−, nz〉 Fock states.
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“alternate reference frame” forms the content of Chapter 6. The idea is first introduced
here, as it motivates some of the discussion of Chapter 5.
Since a potential landscape along the three spatial axes {x, y, z} is being sought, the use
of the operators for these quantized modes will continue to be used, with the Hamiltonian
in this basis written in the form of (4.24).
As a reminder, in terms of Schwinger boson operators of the {x, y} basis (3.21), Hˆ is
written in the lab frame as a sum of the Iˆ0 and Iˆ2 components, in addition to the axial
contribution. The commutation relations between the operators in the set I (and indeed
every other set of angular momentum operators) dictates how each one transforms upon
rotation by every other member of the set . These transformations are calculated and
collected together in the following three matrices [61]
exp
{
i
~
φIˆ1
}
Iˆ1
Iˆ2
Iˆ3
 exp
{
− i
~
φIˆ1
}
=

1 0 0
0 cosφ − sinφ
0 sinφ cosφ


Iˆ1
Iˆ2
Iˆ3
 ,
exp
{
i
~
γIˆ2
}
Iˆ1
Iˆ2
Iˆ3
 exp
{
− i
~
γIˆ2
}
=

cos γ 0 sin γ
0 1 0
− sin γ 0 cos γ


Iˆ1
Iˆ2
Iˆ3
 ,
exp
{
i
~
θIˆ3
}
Iˆ1
Iˆ2
Iˆ3
 exp
{
− i
~
θIˆ3
}
=

cos θ − sin θ 0
sin θ cos θ 0
0 0 1


Iˆ1
Iˆ2
Iˆ3
 . (4.49)
These transformations are referred to frequently throughout the remainder of this thesis,
and they are obviously not exclusive to the set I. The fact that the second component Iˆ2
is identically Lˆz/2 is, however, exclusive to this set.
4.5.1 The Iˆ1 frame
These transformations are now implemented in the following calculation:
exp
{
i
~
φIˆ1
}
Hˆ exp
{
− i
~
φIˆ1
}
= exp
{
i
~
φIˆ1
}(
ω1Iˆ0 + ωcIˆ2 + ~ωz(aˆ†zaˆz +
1
2
) +
~
2
ω1
)
exp
{
− i
~
φIˆ1
}
= ω1Iˆ0 + ωc
[
Iˆ2 cosφ− Iˆ3 sinφ
]
+ ~ωz(aˆ†zaˆz +
1
2
) +
~
2
ω1. (4.50)
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The choice φ = −pi/2 leads to the following:
Hˆ′ = exp
{
i
~
(
−pi
2
)
Iˆ1
}
Hˆ exp
{
i
~
(pi
2
)
Iˆ1
}
= ω1Iˆ0 + ωcIˆ3 + ~ωz(aˆ†zaˆz +
1
2
) +
~
2
ω1. (4.51)
In terms of creation and annihilation operators:
=⇒ Hˆ′ = ~ω+
(
nˆx +
1
2
)
− ~ω−
(
nˆy +
1
2
)
+ ~ωz
(
nˆz +
1
2
)
. (4.52)
The Hamiltonian transformed by Iˆ1 through pi/2 becomes diagonal in the {x, y} basis,
from which solutions may follow naturally. What is less transparent, however, is whether
or not this transformation, like the component Iˆ2, describes a rotation in space. The
physical interpretation of the Iˆ0, Iˆ3 and Iˆ3 components is not yet obvious. In the following
chapter, the relationship between different sets of Schwinger boson angular momentum
operators, and to the canonical angular momentum operators {Lˆx, Lˆy, Lˆz}, is thoroughly
examined.
Chapter 5. The Schwinger Boson Operators 68
Chapter 5
The Schwinger Boson Operators
In this chapter, the role of each angular momentum operator of a given set, in terms
of its effects upon spatial coordinates, is established. In order to capture the full three
dimensions of the Penning trap, the analysis is extended to include three interconnecting
sets of Schwinger boson operators {I, J,K}. The operators of these sets are shown to
provide a full mapping between the position and momentum coordinates of the three
dimensional system.
5.1 The Rotation group and SU(2)
In his seminal work “On Angular Momentum” [61], Julian Schwinger has shown how
“commutation relations of an arbitrary angular momentum vector can be reduced to those
of a two-dimensional harmonic oscillator”, leading to a method for the development of
angular momentum eigenvectors. The method has since provided an indispensable tool in
solving physical problems, and beautifully exploits the homomorphic mapping [78]
SU(2)
2:1−→ SO(3), (5.1)
granting insight into some of the fundamental structure of quantum theory. Questions
concerning the nature of this mapping in relation to the quantum theory of the Penning
trap are addressed in this chapter.
The apparently different dimensionality of the two representations of SU(2) and SO(3)
is reconciled by considering the basic number of parameters required to define the matrices,
plus the number of constraints imposed upon each in order to render them unitary and
orthogonal accordingly [79]. However, in a 3D system, with three sets of creation and
annihilation operators of the x, y and z directions, three sets of Schwinger boson operators
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can be formed. The role played by each vector of each set in real 3D space is not then
immediately obvious.
In this chapter, the role played by each component of a single set, in this case I of the
radial plane, will first be considered. This leads to the construction of a further two such
sets, J and K, whereupon the now three sets are shown to relate to each other and to the
orbital angular momentum components L ≡ {Lˆx, Lˆy, Lˆz}.
5.2 Position and momentum representation of Schwinger
boson operators
In terms of both operators aˆx and aˆy, and position and momentum coordinates xˆ, yˆ, pˆx,
and pˆy, the set of Schwinger boson operator I is:
Iˆ0 =
~
2
(nˆx + nˆy) =
1
8
mω1(xˆ
2 + yˆ2) +
1
2mω1
(pˆ2x + pˆ
2
y)−
~
2
,
Iˆ1 =
~
2
(
aˆ†xaˆy + aˆ
†
yaˆx
)
=
1
8
mω1(2xˆyˆ) +
1
2mω1
(2pˆxpˆy),
Iˆ2 = −i~
2
(
aˆ†xaˆy − aˆ†yaˆx
)
=
1
2
(xˆpˆy − yˆpˆx),
Iˆ3 =
~
2
(nˆx − nˆy) = 1
8
mω1(xˆ
2 − yˆ2) + 1
2mω1
(pˆ2x − pˆ2y). (5.2)
This expansion follows directly from (4.22) and (4.23). It is worthwhile noting that the
frequency in the expansion of the operators of both mode operators aˆx and aˆy is ω1/2.
Non-matching frequencies here would lead to significantly different expansions in terms of
position and momentum operators. This is discussed further in 5.7.
The role of Iˆ2 is clear, it is (half) the canonical angular momentum of the z axis, and
rotations by this operator are purely spatial. Transformation of coordinates by the other
components are examined in the following section.
5.3 Role of the Schwinger boson components
Inverting the definition of the creation and annihilation operators of the x and y modes
in (4.22) and (4.23):
xˆ =
√
~
mω1
(aˆ†x + aˆx), pˆx = −
i
2
√
~mω1(aˆx − aˆ†x),
yˆ =
√
~
mω1
(aˆ†y + aˆy), pˆy = −
i
2
√
~mω1(aˆy − aˆ†y). (5.3)
These are transformed by each of the vectors Iˆ1, Iˆ2 and Iˆ3:
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𝑰𝟐 
𝑰𝟏 𝑰𝟑 rotation in real space 
Figure 5.1: The arrows between each component of the set I indicate rotation through an angle pi/2 by the
operator directly opposite, with the direction implying positive sense of rotation. The caption above each
line details how the three transformations are connected in terms of their effects upon spatial coordinates.
exp
{
i
~
φIˆ1
}
xˆ exp
{
− i
~
φIˆ1
}
= cos
φ
2
xˆ+
2
mω1
sin
φ
2
pˆy,
exp
{
i
~
φIˆ1
}
pˆx exp
{
− i
~
φIˆ1
}
= cos
φ
2
pˆx − 1
2
mω1 sin
φ
2
yˆ,
exp
{
i
~
φIˆ1
}
yˆ exp
{
− i
~
φIˆ1
}
= cos
φ
2
yˆ +
2
mω1
sin
φ
2
pˆx,
exp
{
i
~
φIˆ1
}
pˆy exp
{
− i
~
φIˆ1
}
= cos
φ
2
pˆy − 1
2
mω1 sin
φ
2
xˆ. (5.4)
exp
{
i
~
γIˆ2
}
xˆ exp
{
− i
~
γIˆ2
}
= cos
γ
2
xˆ− sin γ
2
yˆ,
exp
{
i
~
γIˆ2
}
pˆx exp
{
− i
~
γIˆ2
}
= cos
γ
2
pˆx − sin γ
2
pˆy,
exp
{
i
~
γIˆ2
}
yˆ exp
{
− i
~
γIˆ2
}
= cos
γ
2
yˆ + sin
γ
2
xˆ,
exp
{
i
~
γIˆ2
}
pˆy exp
{
− i
~
γIˆ2
}
= cos
γ
2
pˆy + sin
γ
2
pˆx. (5.5)
exp
{
i
~
θIˆ3
}
xˆ exp
{
− i
~
θIˆ3
}
= cos
θ
2
xˆ+
2
mω1
sin
θ
2
pˆx,
exp
{
i
~
θIˆ3
}
pˆx exp
{
− i
~
θIˆ3
}
= cos
θ
2
pˆx − 1
2
mω1 sin
θ
2
xˆ,
exp
{
i
~
θIˆ3
}
yˆ exp
{
− i
~
θIˆ3
}
= cos
θ
2
yˆ − 2
mω1
sin
θ
2
pˆy,
exp
{
i
~
θIˆ3
}
pˆy exp
{
− i
~
θIˆ3
}
= cos
θ
2
pˆy +
1
2
mω1 sin
θ
2
yˆ. (5.6)
Each set is analysed in turn:
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Iˆ1 transforms spatial coordinates in one direction to momentum coordinates of a dif-
ferent axis, and momentum coordinates to spatial ones of the opposite axis; the first
component involves a mixture of a real space and phase space transformation.
Iˆ2 transforms spatial coordinates in one direction into spatial coordinates of a different
axis, and momentum coordinates to momentum ones of the different axis; the second
component induces purely spatial rotations.
Iˆ3 transforms spatial coordinates in one direction into momentum coordinates of the
same axis, and momentum coordinates to spatial ones of the same axis; the third com-
ponent induces rotations purely in phase space.
The role of Iˆ0 should be clear, as it follows from that of Iˆ3; the “zeroth” component
of the set rotates each of the position and momentum operators in phase space, but now
with symmetric effects upon the xˆ and yˆ (pˆx and pˆy) components. It also acts as the “total
energy operator” of the system.
This makes transparent the connection between the operators of the set in terms of
their effect on coordinates. Recalling the transformation matrices in (4.49), the analysis
of the operators is depicted in Figure 5.1.
The operators of the set Iˆ1 each perform different types of rotations upon the xˆ and
yˆ coordinates, but this does not reveal how the z dimension of a 3D system could be
included in this formalism. This forms the topic of the next section.
5.4 The canonical angular momentum in three-dimensional
space
In this section, the frequency in each of the aˆx, aˆy and aˆz operators is assumed to be the
same. This is not the case for the Penning trap, as aˆz contains ωz, whereas aˆx and aˆy
contain ω1/2 (1.37,4.22,4.23). The Schwinger boson operator sets still exist for anisotropic
systems such as the Penning trap, but each component does not have the same expansion
in terms of coordinates as for an isotropic system, (5.2). This is discussed more fully
towards the end of this chapter, in 5.7 to 5.9 .
The three canonical angular momentum components for each axis are given by
Lˆx = yˆpˆz − zˆpˆy,
Lˆy = zˆpˆx − xˆpˆz,
Lˆz = xˆpˆy − yˆpˆx. (5.7)
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In terms of Schwinger boson components of creation and annihilation operators of three
isotropic oscillators of the x, y and z directions, these are given by
Lˆx = −i~
(
aˆ†yaˆz − aˆ†zaˆy
)
≡ 2Kˆ2,
Lˆy = −i~
(
aˆ†zaˆx − aˆ†xaˆz
)
≡ 2Jˆ2,
Lˆz = −i~
(
aˆ†xaˆy − aˆ†yaˆx
)
≡ 2Iˆ2. (5.8)
The commutation relations of the set written in this unconventional form can be tested:[
Lˆx, Lˆy
]
=
[
−i~
(
aˆ†yaˆz − aˆ†zaˆy
)
, −i~
(
aˆ†zaˆx − aˆ†xaˆz
)]
= −~2
(
aˆ†yaˆx−ˆa†xaˆy
)
= i~ · −i~
(
aˆ†xaˆy − aˆ†yaˆx
)
= i~Lˆz, (5.9)
and the other relations follow analogously. The labels Jˆ2 and Kˆ2 have been introduced
in (5.8), since each of these operators forms the second component of a set J and K
respectively. These sets are discussed in the following section.
5.5 The three sets of Schwinger boson operators
5.5.1 Definitions of Schwinger boson sets
The full sets of J and K operators are given by:
Jˆ0 =
~
2
(nˆz + nˆx) , Kˆ0 =
~
2
(nˆy + nˆz) ,
Jˆ1 =
~
2
(
aˆ†zaˆx + aˆ
†
xaˆz
)
, Kˆ1 =
~
2
(
aˆ†yaˆz + aˆ
†
zaˆy
)
,
Jˆ2 = −i~
2
(
aˆ†zaˆx − aˆ†xaˆz
)
, Kˆ2 = −i~
2
(
aˆ†yaˆz − aˆ†zaˆy
)
,
Jˆ3 =
~
2
(nˆz − nˆx) , Kˆ3 = ~
2
(nˆy − nˆz) . (5.10)
Within a single set J or K, these operators obey appropriate commutation relations for
angular momentum algebra, (2.30). Commutation relations between these sets, and with
operators of the set I, are examined in 5.6.
5.5.2 Transformation of aˆ and aˆ†
It is straightforward to calculate the transformation of the operators aˆx, aˆy, aˆz, and their
self-adjoint counterparts, by the Schwinger boson operators of the appropriate set. The
results for the set I are collected here [74]:
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I
exp
{
i
~
φIˆ1
} aˆ†x
aˆ†y
 exp{− i
~
φIˆ1
}
=
 cos φ2 i sin φ2
i sin φ2 cos
φ
2
 aˆ†x
aˆ†y
 , (5.11)
exp
{
i
~
γIˆ2
} aˆ†x
aˆ†y
 exp{− i
~
γIˆ2
}
=
 cos γ2 − sin γ2
sin γ2 cos
γ
2
 aˆ†x
aˆ†y
 , (5.12)
exp
{
i
~
θIˆ3
} aˆ†x
aˆ†y
 exp{− i
~
θIˆ3
}
=
 exp (i θ2) 0
0 exp
(−i θ2)
 aˆ†x
aˆ†y
 . (5.13)
Analogous results for the set J and K are given in A. The relative position of the pairs
of operators within each 2× 1 matrix is crucial for the consistency of all the results of this
chapter, and indeed throughout the remainder of this thesis.
5.6 Rotation matrices and commutation maps
The calculation for commutation of every component of each set by every other is lengthy,
as indeed are the results written out in full. Instead, following from Figure 5.1, the results
have been collected into a “commutation map” to highlight the interconnectivity of the
three sets. Before discussing this, an example calculation is detailed in order to clarify the
meaning of the lines and arrows on the map.
Beginning with the commutation relation of Iˆ1 and Jˆ1:[
Iˆ1, Jˆ1
]
=
[
~
2
(
aˆ†xaˆy + aˆ
†
yaˆx
)
,
~
2
(
aˆ†zaˆx + aˆ
†
xaˆz
)]
=
~2
4
(
−aˆ†zaˆy + aˆ†yaˆz
)
= i
~
2
· −i~
2
(
aˆ†yaˆz − aˆ†zaˆy
)
= i
~
2
Kˆ2. (5.14)
From this calculation, a line is formed:
Iˆ1
Jˆ1−→ Kˆ2, (5.15)
and a glossary of these lines corresponding to commutation relations is built up, where,
instead of writing the transformation operator above the line, each is colour coded for ease
of reading. Additionally, the direction of the black arrow on each line indicates whether
the resultant operator is positive or negative through commutation; the line
Iˆ1
Kˆ1
←− Jˆ2 (5.16)
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indicates
[
Iˆ1, Kˆ1
]
= − i~2 Jˆ2. Some of the commutation relations are non-cyclic. For
example, [
Kˆ3, Iˆ2
]
=
i~
2
Iˆ1, (5.17)
but [
Iˆ1, Iˆ2
]
= i~Iˆ3. (5.18)
Relations such as this are indicated by arrows at the start and end of each line, pointing
in the direction in which the result occurs. Lines with only one black arrow in the center
(i.e none at the ends) indicate that the commutation relations are fully cyclic. This is
discussed further at the end of the section.
A last point which should be mentioned is that the commutation relations occurring
within each set i.e. Iˆ2 −→ Iˆ1 −→ Iˆ3 are indicated by the yellow shading enclosed in the
area bordered by these lines, which also means that these results are twice the value of
those indicated by other lines. This is due to the fact that[
Iˆ1, Iˆ2
]
= i~Iˆ3, (5.19)
but [
Iˆ2, Jˆ1
]
= i
~
2
Kˆ1; (5.20)
each set individually obeys the angular momentum commutation relations, but transform-
ations between sets I, J and K must pick up an extra factor of 1/2.
There are a few things to note about Figure 5.2. Firstly, commutation relations which
are cyclic, i.e. those indicated by only one black arrow in the centre of the line, additionally
indicate the transformation of one component to another. For example, referring to the
result of (5.14):
exp
{
i
~
φJˆ1
}
Iˆ1 exp
{
− i
~
φJˆ1
}
= cos
φ
2
Iˆ1 + sin
φ
2
Kˆ2
φ=pi
=⇒ Kˆ2. (5.21)
Therefore all cyclic relations on the map additionally indicate transformation through an
angle of pi, unless the transformations are within a single set, in which case the angle must
be pi/2 for complete transformation:
exp
{
i
~
φIˆ2
}
Iˆ1 exp
{
− i
~
φIˆ2
}
= cosφIˆ1 + sinφIˆ3
φ=pi
2=⇒ Iˆ3. (5.22)
This should be read as “Iˆ2 transforms Iˆ1 to Iˆ3” for correspondence with the map. Details
of transformation of one component to another for non-cyclic cases cannot be described
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Figure 5.2: Graphical form of the commutation relations of a set of twelve Schwinger boson angular
momentum components by each other member of the set. For example, the green dashed line Jˆ1 −→ Iˆ2
details the calculation
[
Jˆ1, Kˆ1
]
= i~/2 Iˆ2. The black arrows in the middle of each line represents the sense
of positive commutation, and lines with additional arrows at either end detail non-cyclic commutation
relations. The areas shaded in yellow indicate twice the value of the other commutation relations, e.g.[
Iˆ2, Iˆ3
]
= i~Iˆ1, since these relations are calculated for operators within a single set I, J or K.
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in a simple form of a map, and must be written out in full. For example,
exp
{
i
~
φIˆ1
}
Kˆ3 exp
{
− i
~
φIˆ1
}
= Kˆ3 − 1
2
sinφIˆ2 − 1
2
(cosφ− 1)Iˆ3. (5.23)
These occur specifically when transforming “from” a zeroth or third component by any
first or second component operator of a different set. The complete set of transformations
resulting from these non-cyclic cases are given in Appendix B.
A final point worth noting is that a component describing a real angular momentum in
space can only be transformed to other canonical angular momentum components by real
space transformations (solid lines). This is significant because it means that our zeroth,
first, and third components can never be transformed to one pointing along a real axis.
5.6.1 Testing the formalism
In order to show how all of the I, J , and K operators can be used simultaneously in a
consistent way, an example calculation for a simple system is given in this section.
Beginning with the Hamiltonian of a 3D isotropic harmonic oscillator system:
Hˆxyz = ~ω
(
nˆx +
1
2
)
+ ~ω
(
nˆy +
1
2
)
+ ~ω
(
nˆz +
1
2
)
. (5.24)
This is expanded in the following way:
Hˆxyz = ω
~
2
(
aˆ†xaˆx + aˆ
†
yaˆy
)
+ ω
~
2
(
aˆ†zaˆz + aˆ
†
xaˆx
)
+ ω
~
2
(
aˆ†yaˆy + aˆ
†
zaˆz
)
+ ~ω
3
2
, (5.25)
to allow rewriting in terms of I, J and K operators:
Hˆxyz = ω(Iˆ0 + Jˆ0 + Kˆ0) + ~ω
3
2
. (5.26)
This is now rotated around the arbitrarily chosen z axis:
exp
{
i
~
φIˆ2
}
Hˆxyz exp
{
− i
~
φIˆ2
}
= ω
(
Iˆ0 + Jˆ0 − 1
2
sinφIˆ1 +
1
2
(cosφ− 1)Iˆ3 + Kˆ0 + 1
2
sinφIˆ1 − 1
2
(cosφ− 1)Iˆ3
)
+ ~ω
3
2
= ω(Iˆ0 + Jˆ0 + Kˆ0) + ~ω
3
2
. (5.27)
Thus, as it should, rotation around the z axis by any angle leaves this fully isotropic
oscillator system unchanged. The results obtained so far in this chapter have shed some
light upon the role of the components of a set of Schwinger boson angular momentum
vectors, and have highlighted the intricate connections between three sets of Schwinger
boson angular momentum vectors.
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5.7 Canonical angular momentum for anisotropic systems
It has been discussed that the second component operators from each set as defined in
(5.2) and (5.10) refer to the operators 12 Lˆz,
1
2 Lˆy and
1
2 Lˆx. This is true only when the
operators aˆ†x, aˆ†y, aˆ†z, and their conjugate counterparts, are the creation and annihilation
operators of quantum oscillators of the same frequency.
For example, consider a 3D classical system of a particle of mass m harmonically
oscillating with a different frequency along each axis, with Hamiltonian
HA =
1
2m
(
p2x + p
2
y + p
2
z
)
+
1
2
mω2xx
2 +
1
2
mω2yy
2 +
1
2
mω2zz
2; (5.28)
ωx 6= ωy 6= ωz. (5.29)
This is written in quantum form
HˆA = ~ωx
(
aˆ†xaˆx +
1
2
)
+ ~ωy
(
aˆ†yaˆy +
1
2
)
+ ~ωz
(
aˆ†zaˆz +
1
2
)
, (5.30)
where
aˆx =
1√
2~
(√
mωxx+ i
√
1
mωx
px
)
, aˆ†x =
1√
2~
(√
mωxx− i
√
1
mωx
px
)
,
aˆy =
1√
2~
(
√
mωyy + i
√
1
mωy
py
)
, aˆ†y =
1√
2~
(
√
mωyy − i
√
1
mωy
py
)
,
aˆz =
1√
2~
(√
mωzz + i
√
1
mωz
pz
)
, aˆ†z =
1√
2~
(√
mωzz − i
√
1
mωz
pz
)
. (5.31)
Now, the classical canonical momentum along each axis is given by [37],
~L = ~r × ~p, (5.32)
resulting in the individual quantum components
Lˆx = yˆpˆz − zˆpˆy,
Lˆy = zˆpˆx − xˆpˆz,
Lˆz = xˆpˆy − yˆpˆx. (5.33)
In terms of the operators in (5.31), these are now written:
Lˆx = −i~
2
((√
ωz
ωy
+
√
ωy
ωz
)
(aˆ†yaˆz − aˆ†zaˆy) +
(√
ωz
ωy
−
√
ωy
ωz
)
(aˆyaˆz − aˆ†yaˆ†z)
)
≡ 2Kˆ2,
Lˆy = −i~
2
((√
ωx
ωz
+
√
ωz
ωx
)
(aˆ†zaˆx − aˆ†xaˆz) +
(√
ωx
ωz
−
√
ωz
ωx
)
(aˆzaˆx − aˆ†zaˆ†x)
)
≡ 2Jˆ2,
Lˆz = −i~
2
((√
ωy
ωx
+
√
ωx
ωy
)
(aˆ†xaˆy − aˆ†yaˆx) +
(√
ωy
ωx
−
√
ωx
ωy
)
(aˆxaˆy − aˆ†xaˆ†y)
)
≡ 2Iˆ2,
(5.34)
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where the notation Iˆ2, Jˆ2, Kˆ2 has been adopted for these anisotropic components. It can
be shown that appropriate commutation relations between them are preserved.
The canonical angular momentum operators of each axis written in the position and
momentum representation in (5.33) are unchanged in this case of anisotropic oscillation.
However, anisotropic confinement results in a change of the second component operators
of the sets I, J and K to Iˆ2, Jˆ2 and Kˆ2 defined above.
Another way of looking at this is that the operators Iˆ2, Jˆ2 and Kˆ2 no longer point
along the three real axes for the anisotropic system, but that the direction in which they
point had been displaced.
An intriguing question arises: how do the operators Iˆ2, Jˆ2 and Kˆ2 map to Iˆ2, Jˆ2 and
Kˆ2 as the confinement of a trapped particle along each axis changes? In other words, how
does Hˆxyz in (5.24) map to HˆA in (5.30)?
It is important to recognise that all operators of the sets I, J and K defined in 5.5 still
“exist” for an anisotropic system such as HˆA, but they no longer play the same role as for
the isotropic case Hˆxyz. For a completely anisotropic system, rotations around the real
x, y and z axes are effectively conducted by the operators 2Kˆ2, 2Jˆ2 and 2Iˆ2 respectively.
Calculation of this is detailed in 5.9.
5.8 Squeezing the axes
5.8.1 Mapping of creation and annihilation operators
Squeezing operators are introduced for the x, y and z modes [41]1:
Sˆ(ζx) = exp
{
−ζx
2
aˆ†2x +
ζ∗x
2
aˆ2x
}
; ζx = rx exp(iφx),
Sˆ(ζy) = exp
{
−ζy
2
aˆ†2y +
ζ∗y
2
aˆ2y
}
; ζy = ry exp(iφy),
Sˆ(ζz) = exp
{
−ζz
2
aˆ†2z +
ζ∗z
2
aˆ2z
}
; ζz = rz exp(iφz). (5.35)
It is straightforward to show that they act on their appropriate aˆ and aˆ† as follows [41]:
Sˆ(ζx)aˆxSˆ
†(ζx) = aˆx cosh(rx) + aˆ†x sinh(rx) exp(iφx),
Sˆ(ζx)aˆ
†
xSˆ
†(ζx) = aˆ†x cosh(rx) + aˆx sinh(rx) exp(−iφx), (5.36)
1The notation here has been chosen in an effort to reduce clutter in calculations. The argument of each
operator, i.e. ζx, ζy and ζz additionally indicates the Hilbert space in which it acts. In this sense, the
notation Sˆ(ζx), Sˆ(ζy), Sˆ(ζz) is shorthand for Sˆx(ζx), Sˆy(ζy) and Sˆz(ζz) respectively.
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Sˆ(ζy)aˆySˆ
†(ζy) = aˆy cosh(ry) + aˆ†y sinh(ry) exp(iφy),
Sˆ(ζy)aˆ
†
ySˆ
†(ζy) = aˆ†y cosh(ry) + aˆy sinh(ry) exp(−iφy), (5.37)
Sˆ(ζz)aˆzSˆ
†(ζz) = aˆz cosh(rz) + aˆ†z sinh(rz) exp(iφz),
Sˆ(ζz)aˆ
†
zSˆ
†(ζz) = aˆ†z cosh(rz) + aˆz sinh(rz) exp(−iφz). (5.38)
Setting φx = φy = φz = 0 and taking, for example, the operators of the x mode for the
isotropic system (ωx = ωy = ωz = ω), the squeezing operators have the following effect:
Sˆ(ζx)aˆx(ω)Sˆ
† =
1√
2~
(√
mω exp(ζx)xˆ+
i√
mω
exp(−ζx)pˆx
)
,
Sˆ(ζx)aˆ
†
x(ω)Sˆ
†(ζx) =
1√
2~
(√
mω exp(ζx)xˆ− i√
mω
exp(−ζx)pˆx
)
. (5.39)
Comparing this to (5.31), it is clear that the squeezing operator Sˆ(ζx) maps the isotropic
(ω) to anisotropic (ωx) forms of aˆx if the following is defined:
ζx = ln
(√
ωx
ω
)
. (5.40)
The analogous result must hold for the y and z mode operators:
ζy = ln
(√
ωy
ω
)
, ζz = ln
(√
ωz
ω
)
. (5.41)
In mapping from the isotropic to anisotropic Hamiltonians (5.24)→(5.30), it is clear that
the squeezing parameters of the different axes are related to each other through the fre-
quency ω.
5.8.2 Mapping of the second component operators
This section focuses how the mappings of the second components Iˆ2 −→ Iˆ2, Jˆ2 −→ Jˆ2
and Kˆ2 −→ Kˆ2 are achieved as confinement along each axis changes.
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Iˆ2 −→ Iˆ2:
Applying Sˆ(ζx) and Sˆ(ζy) to the operator Iˆ2:
Iˆ2 −→− i~
2
Sˆ(ζy)Sˆ(ζx)
(
aˆ†xaˆy − aˆ†yaˆx
)
Sˆ†(ζx)Sˆ†(ζy)
= −i~
2
[(
aˆ†x cosh(ζx) + aˆx sinh(ζx)
)(
aˆy cosh(ζy) + aˆ
†
y sinh(ζy)
)
−
(
aˆ†y cosh(ζy) + aˆy sinh(ζy)
)(
aˆx cosh(ζx) + aˆ
†
x sinh(ζx)
)]
= −i~
2
(
aˆ†xaˆy [cosh(ζx) cosh(ζy)− sinh(ζx) sinh(ζy)]
−aˆ†yaˆx [cosh(ζx) cosh(ζy)− sinh(ζx) sinh(ζy)]
+aˆxaˆy [sinh(ζx) cosh(ζy)− sinh(ζy) cosh(ζ)]
−aˆ†xaˆ†y [sinh(ζx) cosh(ζy)− sinh(ζy) cosh(ζx)]
)
. (5.42)
Making use of the identities
cosh(ζx − ζy) = cosh(ζx) cosh(ζy)− sinh(ζx) sinh(ζy),
sinh(ζx − ζy) = sinh(ζx) cosh(ζy)− sinh(ζy) cosh(ζx), (5.43)
reveals:
Sˆ(ζy)Sˆ(ζx) Iˆ2 Sˆ
†(ζx)Sˆ†(ζy)
= −i~
2
((
aˆ†xaˆy − aˆ†yaˆx
)
[cosh(ζx − ζy)]
+
(
aˆxaˆy − aˆ†xaˆ†y
)
[sinh(ζx − ζy)]
)
. (5.44)
Comparing this to the definition of Iˆ2 which follows from (5.34):
Iˆ2 = −i~
4
((√
ωy
ωx
+
√
ωx
ωy
)
(aˆ†xaˆy − aˆ†yaˆx) +
(√
ωy
ωx
−
√
ωx
ωy
)
(aˆxaˆy − aˆ†xaˆ†y)
)
, (5.45)
it is clear that the component Iˆ2 is mapped to Iˆ2 by the application of the squeezing
operators Sˆ(ζx) and Sˆ(ζy) if
cosh(ζx − ζy) = 1
2
(√
ωy
ωx
+
√
ωx
ωy
)
, sinh(ζx − ζy) = 1
2
(√
ωy
ωx
−
√
ωx
ωy
)
=⇒ (ζx − ζy) = tanh−1

√
ωy
ωx
−
√
ωx
ωy√
ωy
ωx
+
√
ωx
ωy
 . (5.46)
Jˆ2 −→ Jˆ2:
Following from the above analysis, the transformation from Jˆ2 to Jˆ2:
Jˆ2 = −i~
4
((√
ωx
ωz
+
√
ωz
ωx
)
(aˆ†zaˆx − aˆ†xaˆz) +
(√
ωx
ωz
−
√
ωz
ωx
)
(aˆzaˆx − aˆ†zaˆ†x)
)
, (5.47)
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is achieved by squeezing operators for the x and z modes if
cosh(ζz − ζx) = 1
2
(√
ωx
ωz
+
√
ωz
ωx
)
, sinh(ζz − ζx) = 1
2
(√
ωx
ωz
−
√
ωz
ωx
)
=⇒ (ζz − ζx) = tanh−1

√
ωx
ωz
−
√
ωz
ωx√
ωx
ωz
+
√
ωz
ωx
 . (5.48)
Kˆ2 −→ Kˆ2:
Accordingly, the transformation from Kˆ2 to Kˆ2:
Kˆ2 = −i~
4
((√
ωz
ωy
+
√
ωy
ωz
)
(aˆ†yaˆz − aˆ†zaˆy) +
(√
ωz
ωy
−
√
ωy
ωz
)
(aˆyaˆz − aˆ†yaˆ†z)
)
, (5.49)
is achieved by application of the squeezing operators Sˆ(ζy) and Sˆ(ζz) if
cosh(ζy − ζz) = 1
2
(√
ωz
ωy
+
√
ωy
ωz
)
, sinh(ζy − ζz) = 1
2
(√
ωz
ωy
−
√
ωy
ωz
)
=⇒ (ζy − ζz) = tanh−1

√
ωz
ωy
−
√
ωy
ωz√
ωz
ωy
+
√
ωy
ωz
 . (5.50)
5.8.3 Conservation of commutation relations
As the confinement along each axis changes from ω, the following can now be identified:
Lˆz −→ Sˆ(ζy)Sˆ(ζx) Lˆz Sˆ†(ζx)Sˆ†(ζy),
Lˆx −→ Sˆ(ζz)Sˆ(ζy) Lˆx Sˆ†(ζy)Sˆ†(ζz),
Lˆy −→ Sˆ(ζx)Sˆ(ζz) Lˆy Sˆ†(ζz)Sˆ†(ζx), (5.51)
as Hˆxyz → HˆA. Conservation of commutation relations between Lˆx, Lˆy and Lˆz is straight-
forward to check:[
Lˆx, Lˆy
]
−→
[
Sˆ(ζz)Sˆ(ζy) Lˆx Sˆ
†(ζy)Sˆ†(ζz), Sˆ(ζx)Sˆ(ζz) Lˆy Sˆ†(ζz)Sˆ†(ζx)
]
= Sˆ(ζz)Sˆ(ζy) Lˆx Sˆ
†(ζy)Sˆ†(ζz) · Sˆ(ζx)Sˆ(ζz) Lˆy Sˆ†(ζz)Sˆ†(ζx)
− Sˆ(ζx)Sˆ(ζz) Lˆy Sˆ†(ζz)Sˆ†(ζx) · Sˆ(ζz)Sˆ(ζy) Lˆx Sˆ†(ζy)Sˆ†(ζz). (5.52)
Making use of the unitary property of squeezing operators Sˆ · Sˆ† = 1ˆ [41]:[
Lˆx, Lˆy
]
−→ Sˆ(ζz)Sˆ(ζy)Sˆ(ζx) Lˆx · Lˆy Sˆ†(ζy)Sˆ†(ζz)Sˆ†(ηz)
− Sˆ(ζx)Sˆ(ζz)Sˆ(ζy) Lˆy · Lˆx Sˆ†(ζx)Sˆ†(ζy)Sˆ†(ζz)
= Sˆ(ζz)Sˆ(ζy)Sˆ(ζx)
[
Lˆx, Lˆy
]
Sˆ†(ζx)Sˆ†(ζy)Sˆ†(ζz) (5.53)
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Now, since
[
Lˆx, Lˆy
]
= i~Lˆz and Sˆ(ζz)LˆzSˆ†(ζz) = Lˆz (Lˆz contains no aˆz or aˆ†z operat-
ors):
[
Lˆx, Lˆy
]
−→ i~Lˆz. (5.54)
In conclusion, the squeezing operators Sˆ(ζx), Sˆ(ζy), and Sˆ(ζz), map the isotropic to aniso-
tropic forms of Lˆx, Lˆy, Lˆz as confinement along an axis changes, i.e. they map components
Kˆ2/2, Jˆ2/2, Iˆ2/2 to Kˆ2/2, Jˆ2/2, Iˆ2/2.
5.8.4 Zeroth, first and third anisotropic components
Since the second component operators of the anisotropic sets I, J and K are produced
from the isotropic ones by squeezing operators, it follows that other components of the
sets, e.g. Iˆ1, Iˆ3, Iˆ0, Kˆ1, Kˆ2 etc. are mapped analogously.
Beginning, for example, with the set I:
Iˆ0 = Sˆ(ζy)Sˆ(ζx)Iˆ0Sˆ†(ζx)Sˆ†(ζy) = ~
4
(
nˆx cosh(2ζx) +
1
2
(
aˆ†xaˆ
†
x + aˆxaˆx
)
sinh(2ζy) + sinh
2(ζx)
+
(
nˆy cosh(2ζy) +
1
2
(
aˆ†yaˆ
†
y + aˆyaˆy
)
sinh(2ζy) + sinh
2(ζy)
))
,
Iˆ1 = Sˆ(ζy)Sˆ(ζx)Iˆ1Sˆ†(ζx)Sˆ†(ζy) = ~
4
((
aˆ†xaˆy + aˆ
†
yaˆx
)
cosh(ζx + ζy) +
(
aˆxaˆy + aˆ
†
xaˆ
†
y
)
sinh(ζx + ζy)
)
,
Iˆ2 = Sˆ(ζy)Sˆ(ζx)Iˆ2Sˆ†(ζx)Sˆ†(ζy) = −i~
4
((
aˆ†xaˆy − aˆ†yaˆx
)
cosh(ζx − ζy) +
(
aˆxaˆy − aˆ†xaˆ†y
)
sinh(ζx − ζy)
)
,
Iˆ3 = Sˆ(ζy)Sˆ(ζx)Iˆ3Sˆ†(ζx)Sˆ†(ζy) = ~
4
(
nˆx cosh(2ζx) +
1
2
(
aˆ†xaˆ
†
x + aˆxaˆx
)
sinh(2ζx) + sinh
2(ζx)
−
(
nˆy cosh(2ζy) +
1
2
(
aˆ†yaˆ
†
y + aˆyaˆy
)
sinh(2ζy) + sinh
2(ζy)
))
.
(5.55)
Conservation of commutation relations follows naturally:
[
Iˆ1, Iˆ2
]
=
[
Sˆ(ζy)Sˆ(ζx)Iˆ1Sˆ
†(ζx)Sˆ†(ζy), Sˆ(ζy)Sˆ(ζx)Iˆ2Sˆ†(ζx)Sˆ†(ζy)
]
= Sˆ(ζy)Sˆ(ζx)Iˆ1Sˆ
†(ζx)Sˆ†(ζy) · Sˆ(ζy)Sˆ(ζx)Iˆ2Sˆ†(ζx)Sˆ†(ζy)
− Sˆ(ζy)Sˆ(ζx)Iˆ2Sˆ†(ζx)Sˆ†(ζy) · Sˆ(ζy)Sˆ(ζx)Iˆ1Sˆ†(ζx)Sˆ†(ζy)
= Sˆ(ζx)Sˆ(ζy)
[
Iˆ1, Iˆ2
]
Sˆ(ζx)Sˆ(ζy)
= i~ Sˆ(ζx)Sˆ(ζy)Iˆ3Sˆ(ζx)Sˆ(ζy)
= i~ Iˆ3. (5.56)
Following this example, it is clear that the anisotropic components of the other sets are
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given by:
Jˆ0 = Sˆ(ζx)Sˆ(ζz)Jˆ0Sˆ†(ζz)Sˆ†(ζx),
Jˆ1 = Sˆ(ζx)Sˆ(ζz)Jˆ1Sˆ†(ζz)Sˆ†(ζx),
Jˆ2 = Sˆ(ζx)Sˆ(ζz)Jˆ2Sˆ†(ζz)Sˆ†(ζx),
Jˆ3 = Sˆ(ζx)Sˆ(ζz)Jˆ3Sˆ†(ζz)Sˆ†(ζx). (5.57)
Kˆ0 = Sˆ(ζz)Sˆ(ζy)Kˆ0Sˆ†(ζy)Sˆ†(ζz),
Kˆ1 = Sˆ(ζz)Sˆ(ηy)Kˆ1Sˆ†(ζy)Sˆ†(ζz),
Kˆ2 = Sˆ(ζz)Sˆ(ζy)Kˆ2Sˆ†(ζy)Sˆ†(ζz),
Kˆ3 = Sˆ(ζz)Sˆ(ζy)Kˆ3Sˆ†(ζy)Sˆ†(ζz). (5.58)
It is straightforward to check that the conditions imposed upon ζx, ζy and ζz in (5.46),
(5.48) and (5.50) ensure that the commutation relations between all operators of the sets
I, J and J are identical to those for the components of I, J and K. It follows that the
commutation map in Figure (5.2) remains unchanged for the anisotropic sets.
5.9 The role of the anisotropic Schwinger boson operators
The aim of this section is to clarify how the anisotropic components act upon real space
and momentum coordinates. Calculations are performed using the set I, from which
analogous results follow for the other sets J and K.
It is known that the component 2Iˆ2 is identically the canonical angular momentum of
the z axis (indeed this motivated the present discussion), but it is not easy to see from
(5.55) how this component acts upon a spatial coordinate. This is calculated explicitly
here:
exp
{
i
~
γIˆ2
}
xˆ exp
{
− i
~
γIˆ2
}
= exp
{
i
~
γIˆ2
} (√
~
2mωx
(aˆ†x + aˆx)
)
exp
{
− i
~
γIˆ2
}
=
√
~
2mωx
(
(aˆ†x + aˆx) cos
γ
2
− (aˆ†y + aˆy) sin
γ
2
exp(ζy − ζx)
)
= xˆ cos
γ
2
− yˆ
√
ωy
ωx
sin
γ
2
exp(ζy − ζx). (5.59)
Now, since exp(A) = cosh(A)− sinh(A), from (5.46):
exp(ζy − ζx) = 1
2
(√
ωy
ωx
+
√
ωx
ωy
)
− 1
2
(√
ωy
ωx
−
√
ωx
ωy
)
=
√
ωx
ωy
, (5.60)
=⇒ exp
{
i
~
γIˆ2
}
xˆ exp
{
− i
~
γIˆ2
}
= xˆ cos
γ
2
− yˆ sin γ
2
. (5.61)
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Thus, the anisotropic component Iˆ2 rotates the radial coordinates around the z axis,
identically to the transformation of the isotropic system by Iˆ2 in (5.5).
The zeroth, first and third components of the anisotropic sets have been found to
perform similar transformations to those of the isotropic system, with the results modified
by the degree of freedom introduced by the squeezing parameters. For example:
exp
{
i
~
φIˆ1
}
xˆ exp
{
− i
~
φIˆ1
}
= exp
{
i
~
φIˆ1
} (√
~
2mωx
(aˆ†x + aˆx)
)
exp
{
− i
~
φIˆ1
}
=
√
~
2mωx
(
(aˆ†x + aˆx) cos
φ
2
− i(aˆy − aˆ†y) sin
φ
2
exp(−(ζy + ζx))
)
= xˆ cos
φ
2
+
1
m
pˆy sin
φ
2
1√
ωxωy
exp(−(ζy + ζx)). (5.62)
For a given angle φ, the resulting contribution of the pˆy coordinate differs from transform-
ation of xˆ by Iˆ1 for the isotropic system, (5.4).
5.10 Summary and application in the Penning trap
This chapter has investigated in detail the role of a set of Schwinger boson operators
in 3D space. The above calculations demonstrate how many such sets may be formed
simultaneously to completely characterise all rotations in phase space or real space upon
position and momentum coordinates. In a system where the confinement along each spatial
trapping axis is different, it was shown how there exists analogous operators mapped
from the standard ones by squeezing operators. These “anisotropic components” play the
same role as their isotropic counterparts for the isotropic system. Both the isotropic and
anisotropic sets can be applied simultaneously to a set of system coordinates when the
squeezing parameters mapping from one set to the other are strictly defined. The role
played by each operator will depend upon the relative confinement of a trapped particle
along the three real axes.
This builds up a rather large glossary of possible unitary transformations, the results
of which are straightforward to read off or derive from the commutation map in Figure
5.2. In pursuit of interpreting the individual x and y potentials on a quantum level,
the investigation sheds light upon the connection between quantum unitary operations
and physical transformations in space. This is of significance for the investigation of the
potential landscape of an electron in the Penning trap, and the question of whether or not
this can be modified by a mode coupling electric potential as suggested in Chapter 2.
The results from this chapter necessarily motivate further questions on the subject. It
is interesting to examine the limits of the squeezing transformations; can they effectively
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map between confinement in 2D and 3D systems? This question is addressed in 8.6,
where such a limit result is shown to be analogous to driving the Penning trap to the
ultra-elliptical regime [29].
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Chapter 6
Quantum Mechanics of the
Penning Trap
Following the analysis of the previous chapters, the quantum theory of the Penning trap in
the basis {x, y, z} can now be fully addressed. The relationship to the more conventional
{+,−, z} basis is discussed towards the end of this chapter. This is in an effort to examine
the manipulation of the potential energy of the electron in the trap, following the discussion
in Chapter 2.
6.1 The Schro¨dinger Equation
6.1.1 Transformation of coordinates
From Hamiltonian (1.16), the time independent Schro¨dinger equation of the circular Pen-
ning trap is
Hˆψ = Eψ =
[
− ~
2
2m
(
∂2
∂xˆ2
+
∂2
∂yˆ2
+
∂2
∂zˆ2
)
+
1
2
m
(ω1
2
)2 (
xˆ2 + yˆ2
)
+
1
2
mω2z zˆ
2
−i~ωc
2
(
xˆ
∂
∂yˆ
− yˆ ∂
∂xˆ
)]
ψ. (6.1)
The appropriate transformation to render this separable is the following rotation of posi-
tion and and momentum operators:
xˆ→ 1√
2
(
xˆ− 2
mω1
pˆy
)
, yˆ → 1√
2
(
yˆ − 2
mω1
pˆx
)
, (6.2)
pˆx → 1√
2
(
px +
mω1
2
y
)
, pˆy → 1√
2
(
pˆy +
mω1
2
xˆ
)
. (6.3)
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This follows from the result in (5.4) detailing the transformation of coordinates by the Iˆ1
operator through φ = −pi/2. It is analogous to defining the canonically conjugate variables
in (1.34) [15].
The transformation produces a new Hamiltonian, Hˆ → Hˆ′ which results in the Schro¨dinger
equation:
Hˆ′ψ′ = Eψ′ =
[(
− ~
2
2mx
∂2
∂xˆ2
+
1
2
mxω
2
+xˆ
2
)
−
(
− ~
2
2my
∂2
∂yˆ2
+
1
2
myω
2
−yˆ
2
)
+
(
− ~
2
2m
∂2
∂zˆ2
+
1
2
mω2z zˆ
2
)]
ψ′, (6.4)
where effective masses for the x and y motions are defined:
mx =
1
2
ω1
ω+
m, my =
1
2
ω1
ω−
m. (6.5)
In this way, the transformed Schro¨dinger equation is written in the correct canonical
form of three independent harmonic oscillators. The transformed Hamiltonian details a
harmonic oscillator of frequency ω+ along the x axis where the electron has effective mass
mx, and a negative one with frequency ω− along y with effective mass my. The axial
motion remains unchanged.
6.1.2 Solutions of the Schro¨dinger equation
The total wavefunction of Hˆ′ is written:
ψ′ = ψ′x(x)ψ
′
y(y)ψz(z), (6.6)
where [59]
ψ′x(x) =
∞∑
n=0
ψ′n(x, mx, ω+),
ψ′y(y) =
∞∑
n=0
ψ′n(y, my, ω−),
ψz(z) =
∞∑
n=0
ψn(z); (6.7)
ψ′n(x, mx, ω+) =
((mxω+
pi~
) 1
4 1
2
n
2
√
n!
× exp
{
−mxω+x
2
2~
}
Hn
[
x
√
mxω+
~
])
, (6.8)
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ψ′n(y, my, ω−) =
((myω−
pi~
) 1
4 1
2
n
2
√
n!
× exp
{
−myω−y
2
2~
}
Hn
[
y
√
myω−
~
])
, (6.9)
ψn(z) =
(mωz
pi~
) 1
4 1
2
n
2
√
n!
exp
{
−mωzz
2
2~
}
Hn
[
z
√
mωz
~
]
. (6.10)
Following from the definitions of mx and my, these wavefunctions further simplify by
noting
mxω+ = myω− = m
ω1
2
. (6.11)
In this way, the radial wavefunctions in this rotated frame are solutions of the isotropic
harmonic oscillator of frequency ω1/2. It is quite remarkable that although the solution of
the Schro¨dinger equation in this frame have such simple form, the Hamiltonian Hˆ′ itself
must involve the separate effective masses and frequencies for each direction.
6.2 The quantum operator transformation
As introduced in 4.5.1, the creation and annihilation operator analogue of the transform-
ation defined by (6.2) and (6.3) is unitary rotation by the operator
Uˆ1 = exp
{
− ipi
4
(aˆ†xaˆy + aˆ
†
yaˆx)
}
= exp
{
− i
~
pi
2
Iˆ1
}
, (6.12)
where Iˆ1 =
~
2
(
aˆ†xaˆy + aˆ
†
yaˆx
)
.
It is interesting to note that (6.12) is noneother than a two-mode symmetric beamsplit-
ter operator [79]. The operator Iˆ1 itself shall be accordingly referred to as the beamsplitter
operator, or simply Iˆ1, and the frame obtained through this transformation as the Iˆ1 frame.
As a reminder, applying this transformation to the quantum Hamiltonian (4.24) yields:
Hˆ′ = ~ω+
(
aˆ†xaˆx +
1
2
)
− ~ω−
(
aˆ†yaˆy +
1
2
)
+ ~ωz
(
aˆ†zaˆz +
1
2
)
. (6.13)
When expanded out, this is exactly the same as the position and momentum representation
of the Hamiltonian (6.4) in this frame.
6.2.1 Solutions of the Penning trap in the {x, y} basis
Defining |ψ〉 as a general solution of Hˆ in the lab frame, solutions in the Iˆ1 frame are
accordingly given by
|ψ′〉 = Uˆ1|ψ〉. (6.14)
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Fock states
The transformed Hamiltonian Hˆ′ admits Fock state solutions of the form
|ψ′〉 = |nx, ny, nz〉. (6.15)
It is straightforward to perform the inverse transformation of this solution to find |ψ〉, the
corresponding solution in the lab frame.
|ψ〉 = Uˆ †1 |nx, ny, nz〉
= Uˆ †1
[
1√
nx!ny!nz!
(aˆ†x)
nx(aˆ†y)
ny(aˆ†z)
nz
]
|0x0y0z〉
= Uˆ †1
[
1√
nx!ny!nz!
(aˆ†x)
nx(aˆ†y)
ny(aˆ†z)
nz
]
Uˆ1Uˆ
†
1 |0x0y0z〉. (6.16)
Now,
Uˆ †1 |0x0y0z〉 =
∑
l=0
1
l!
(
ipi
4
(aˆ†xaˆy + aˆ
†
yaˆx)
)l
|0x0y0z〉
= |0x0y0z〉, (6.17)
since only the l = 0 term of this expansion survives. The calculation then follows in a
straightforward way:
Uˆ †1 |nx, ny, nz〉 =
1√
nx!ny!nz!
Uˆ †1
[
(aˆ†x)
nx
]
Uˆ1 Uˆ
†
1
[
(aˆ†y)
ny
]
Uˆ1 Uˆ
†
1
[
(aˆ†z)
nz
]
Uˆ1 |0x0y0z〉
=
1√
nx!ny!nz!
[
Uˆ †1 aˆ
†
xUˆ1
]nx [
Uˆ †1 aˆ
†
yUˆ1
]ny
Uˆ †1
[
aˆ†z
]nz
Uˆ1 |0x0y0z〉
=⇒ Uˆ †1 |nx, ny, nz〉 =
1√
nx!ny!nz!
[
aˆ†x + iaˆ†y√
2
]nx [
iaˆ†x + aˆ†x√
2
]ny [
aˆ†z
]nz |0x0y0z〉. (6.18)
The last line of the calculation follows from 5.5.2, the reverse Iˆ1 transformation of aˆ
†
x and
aˆ†y through an angle φ = −pi/2 [74]:
exp
{
i
~
(pi
2
)
Iˆ1
} aˆ†x
aˆ†y
 exp{− i
~
(pi
2
)
Iˆ1
}
=
1√
2
 1 i
i 1
 aˆ†x
aˆ†y
 . (6.19)
A few specific examples of |ψ〉, the Fock state solution in the lab frame:
Uˆ †1 |0x0y0z〉 = |0x0y0z〉
Uˆ †1 |1x0y0z〉 =
1√
2
(|1x0y0z〉+ i|0x1y0z〉)
Uˆ †1 |2x2y0z〉 =
1
4
(√
3(|0x4y0z〉+ |4x0y0z〉)−
√
2|2x2y0z〉
)
,
... (6.20)
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It is clear that the Fock state solutions in the Iˆ1 frame are none other than superpositions
of states of the same total quantum number in the laboratory frame.
The relationship between the above lab frame states |ψ〉 of the {x, y} basis, and the
solutions in terms of the more conventional Penning trap basis {+,−} in 1.3.2, is straight-
forward. The expectation values of Hamiltonian Hˆ′ in the above states (6.20) are found
to be:
〈0x0y0z|Uˆ1 Hˆ Uˆ †1 |0x0y0z〉 = ~
ω1
2
= 〈0+0−0z|Hˆ|0+0−0z〉,
〈1x0y0z|Uˆ1 Hˆ Uˆ †1 |1x0y0z〉 = ~
(ω1
2
+ ω+
)
= 〈1+0−0z|Hˆ|1+0−0z〉,
〈2x2y0z|Uˆ1 Hˆ Uˆ †1 |2x2y2z〉 = 5~
ω1
2
= 〈2+2−0z|Hˆ|2+2−0z〉. (6.21)
That is, the expectation value of the state Uˆ †1 |nx, ny, nz〉 in the lab frame matches exactly
the energy of the state |n+, n−, nz〉 in the same frame, where n+ = nx, n− = ny:
〈nx, ny, nz|Uˆ1 Hˆ Uˆ †1 |nx, ny, nz〉 = 〈n+, n−, nz|Hˆ|n+, n−, nz〉. (6.22)
Following this, it seems plausible that the general relationship between the eigenstates
of the Penning trap Hamiltonian in terms of the {x, y} (4.24) and {+,−} (1.38) bases is
given by:
|n+, n−, nz〉 ?= 1√
nx!ny!nz!
[
aˆ†x + iaˆ†y√
2
]nx [
iaˆ†x + aˆ†x√
2
]ny [
aˆ†z
]nz |0x0y0z〉, (6.23)
where n+ = nx, n− = ny. This is discussed further in 6.4.
Coherent states
Hamiltonian (6.13) is used to determine the time dependence of the operators in the Iˆ1
frame:
i~∂taˆ†x = [aˆ†x, Hˆ′] = −~ω+aˆ†x =⇒ aˆ†x(t) = eiω+taˆ†x,
i~∂taˆ†y = [aˆ†y, Hˆ′] = ~ω−aˆ†y =⇒ aˆ†y(t) = e−iω−taˆ†y,
i~∂taˆ†z = [aˆ†z, Hˆ′] = −~ωzaˆ†z =⇒ aˆ†z(t) = eiωztaˆ†x, (6.24)
where aˆ†x = aˆ†x(0) , aˆ†y = aˆ†y(0), aˆ†z = aˆ†z(0). Hˆ′ therefore admits time dependent coherent
state solutions [41]
|α′x(t)α
′
y(t)αz(t)〉 = |α
′
xe
−iω+tα
′
ye
iω−tαze
−iωzt〉; (6.25)
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|α′x(t)α
′
y(t)αz(t)〉 = Dˆ(α
′
x(t))Dˆ(α
′
y(t))Dˆ(αz(t))|0x0y0z〉, (6.26)
where Dˆ(α(t)) is the general time dependent displacement defined in (1.43). The form of
these solutions in the lab frame is straightforward to determine following the Fock state
treatment above:
Uˆ †1 |α
′
x(t)α
′
y(t)αz(t)〉
= Uˆ †1
[
Dˆ(α
′
x(t))Dˆ(α
′
y(t))Dˆ(αz(t))
]
|0x0y0z〉
= Uˆ †1
[
Dˆ(α
′
x(t))Dˆ(α
′
y(t))Dˆ(αz(t))
]
Uˆ1Uˆ
†
1 |0x0y0z〉
= Uˆ †1
[
Dˆ(α
′
x(t))Dˆ(α
′
y(t))Dˆ(αz(t))
]
Uˆ1 |0x0y0z〉
= Uˆ †1
[
exp
{
α
′
x(t)aˆ
†
x − α
′∗
x (t)aˆx + α
′
y(t)aˆ
†
y − α
′∗
y (t)aˆy + αz(t)aˆ
†
z − α∗z(t)aˆz
}]
Uˆ1 |0x0y0z〉
= exp
{
Uˆ †1
[
α
′
x(t)aˆ
†
x − α
′∗
x (t)aˆx + α
′
y(t)aˆ
†
y − α
′∗
y (t)aˆy + αz(t)aˆ
†
z − α∗z(t)aˆz
]
Uˆ1
}
|0x0y0z〉
= exp
{
αxaˆ
†
x − α∗xaˆx + αyaˆ†y − α∗yaˆy + αzaˆ†z + α∗zaˆz
}
|0x0y0z〉
≡ |αx(t)αy(t)αz(t)〉, (6.27)
where
αx(t) =
α
′
x(t) + iα
′
y(t)√
2
, αy(t) =
α
′
y(t) + iα
′
x(t)√
2
, (6.28)
and
α
′
x(t) = exp(−iω+t) α
′
y(t) = exp(iω−t) αz(t) = exp(−iωzt). (6.29)
Thus, the Hamiltonian in the lab frame (4.24) admits coherent state solutions with complex
amplitudes modified from those in the Iˆ1 frame.
The expectation values of the radial coordinates for these coherent states are calculated:
〈xˆ(t)〉 =
√
2~
mω1
(
|α′x| cos(ω+t− ϕx′)
−|α′y| sin(ω−t+ ϕy′)
)
, (6.30)
〈yˆ(t)〉 =
√
2~
mω1
(
|α′y| cos(ω−t+ ϕy′)
+|α′x| sin(ω+t− ϕx′)
)
. (6.31)
These are found to be identical to the classical results in (1.24) if
|α′y| =
√
mω1
2~
|A−|, ϕy′ = ϕ−, (6.32)
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|α′x| =
√
mω1
2~
|A+|, ϕx′ = −(ϕ+ + pi
2
). (6.33)
In 4.4.2, it was shown that the x and y coherent state solutions resulting from the rotating
frame transformation required strict conditions upon the relative phase of the x and y
motions (4.47) in order to agree with the classical solutions. The above solution following
the beamsplitter transformation is more general.
6.3 The {x, y} to the {+,−} basis (revisited)
This chapter has abandoned the conventional cyclotron and magnetron mode description
of the Penning trap (1.37, 1.38), in order to examine the individual x and y motions.
Formally discussed in Chapter 1, the construction of the operators aˆ+ and aˆ− in (1.37)
via the formation of canonically conjugate pairs q+, p+ and q−, p− decouples the radial
motion in the Penning trap. This method of decoupling is referred to as the replacement
of operators {aˆx, aˆy}.
Likewise, transformation to the Iˆ1 frame as proposed in this chapter decouples the
Hamiltonian written in the {x, y} basis. This method is the rotation to the Iˆ1 frame.
The aim of this section is to highlight the differences and similarities between these
two formulations.
In Chapter 3, it was discussed how the change of basis from linear {x, y} to circular
{+,−} mode operators, or coordinates, involves the unitary rotation (3.20). It was also
revealed how the SO(3) representation of this transformation affects the Schwinger boson
angular momentum vectors of the set L of the {+,−} basis. This rotation is responsible
for the seemingly inconsistent expectation value results for transformation to the rotating
frame in Chapter 4 in the two bases: the change of coordinates {x, y} −→ {+,−} involves
the coupling term in the Hamiltonian (4.24) changing from a second to a third component
of angular momentum.
6.3.1 An alternative definition of aˆ+ and aˆ−
It is clear that transformation of Hˆ to a diagonal basis is not unique. In fact, choosing
the following definition of aˆ+ and aˆ− : aˆ+
aˆ−
 = 1√
2
 1 −i
−i 1
 aˆx
aˆy

(6.34)
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achieves such a diagonal form of the Penning trap Hamiltonian; the resulting Hamiltonian
is in fact identical to (1.38). Comparison to (5.11) reveals this is exactly the Iˆ1 rotation
of aˆx and aˆy through pi/2. If this formulation of the cyclotron and magnetron mode
operators is used rather than than those conventionally used for the Penning trap and
Landau systems as shown in (3.20) [15], the only difference is the resulting rotation of the
set I Schwinger boson components. The SO(3) representation of the (2 × 2) matrix in
(6.34) is given by [74]: 
1 0 0
0 0 −1
0 1 0
 . (6.35)
Comparing to (4.49), this is exactly the rotation matrix of a general set of Schwinger boson
angular momentum components by the first component of the set, through an angle pi/2.
Collecting all this together, the Hamiltonian (4.24) can be diagonalised by forming the
following operators: aˆ+
aˆ−
 = exp{ i
~
(pi
2
)
Iˆ1
} aˆx
aˆy
 exp{− i
~
(pi
2
)
Iˆ1
}
, (6.36)
 aˆ†+
aˆ†−
 = exp{ i
~
(pi
2
)
Iˆ1
} aˆ†x
aˆ†y
 exp{− i
~
(pi
2
)
Iˆ1
}
, (6.37)
which rotates the set of Schwinger boson vectors I in the following way to form new ones
L: 
Lˆ1
Lˆ2
Lˆ3
 = exp
{
i
~
(pi
2
)
Iˆ1
}
Iˆ1
Iˆ2
Iˆ3
 exp
{
i
~
(pi
2
)
Iˆ1
}
=

1 0 0
0 0 −1
0 1 0


Iˆ1
Iˆ2
Iˆ3
 .
(6.38)
Examining again the Fock state solutions of the Penning trap in (6.18), and substituting
in the definitions of aˆ†+ and aˆ
†
− from (6.37):
Uˆ †1 |nx, ny, nz〉 =
1√
nx!ny!nz!
[
aˆ†+
]nx [
aˆ†−
]ny [
aˆ†z
]nz |0x0y0z〉. (6.39)
This makes clear the connection between the two methods of solving the problem, i.e. by
replacement or rotation of coordinates.
6.3.2 The circular mode operators vs. the beamsplitter mode operators
The mapping of aˆx and aˆy to cyclotron and magnetron mode operators in (3.20) simul-
taneously rotates all three operators of a Schwinger boson set I as shown in (3.23), since
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this mapping is formed of a superposition of SU(2) matrices. In contrast, since aˆ+ and aˆ−
formed from the Iˆ1 rotation relies upon the Pauli matrix σ1 alone, as shown in (6.36), only
the operators Iˆ2 and Iˆ3 are rotated by this transformation. For the purposes of studying
the quantum theory of the Penning trap, both rotations achieve the desired goal of turning
a second into a third component angular momentum operator; both choices enable Hˆ to
be rewritten in diagonal form. In examining the method of solving Hˆ by rotation to the
Iˆ1 frame, however, the basis of {aˆ+, aˆ−} constructed via rotation by the Iˆ1 operator offers
a more direct correspondence.
In summary, the operators of the cyclotron and magnetron modes can be formed by
at least two different combinations of aˆx and aˆy. The conventional method [14] discussed
in Chapter 1 decouples the x and y coordinates before forming quantum mode operators,
whereas the formation of aˆ+ and aˆ− introduced in 6.3.1 decouples after forming creation
and annihilation operators. In both cases, the “beamsplitter” transformation is involved.
Upon examination, it is now also transparent that this same rotation is responsible for
decoupling the classical equations of motion in 1.2.1. It is now clear that decoupling should
take place after quantization of the modes by the methods discussed in this present chapter,
so to keep track of the individual x and y degrees of freedom more consistently. In addition,
performing this beamsplitter operation within the formalism of angular momentum algebra
in the quantum regime provides an elegant method for this.
For the remainder of this thesis, the connection between the {+,−} and {x, y} basis
is given by the definition in (6.37) and accordingly, (6.38). All of the results can be found
completely analogously for the more conventional mapping [15] established in 3.4.2.
6.4 The two basis sets
The overlap of Uˆ †1 |nx, ny, nz〉 with Fock states |n+, n−, nz〉 follows from (6.39):
〈n+, n−, nz|Uˆ †1 |nx, ny, nz〉
=
1√
n+!n−!nz!nx!ny!nz!
〈0+0−0z| (aˆ+)n+ (aˆ−)n− (aˆz)nz
(
aˆ†+
)nx (
aˆ†−
)ny (
aˆ†z
)nz |0x0y0z〉
=
1√
n+!n−!nx!ny!
〈0+0−| (aˆ+)n+ (aˆ−)n−
(
aˆ†+
)nx (
aˆ†−
)ny |0x0y〉.
(6.40)
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Now, if n+ = nx and n− = ny:
〈n+, n−, nz|Uˆ †1 |nx, ny, nz〉 =
1
n+!n−!
〈0+0−| (nˆ+ + 1)n+ (nˆ− + 1)n− |0x0y〉
=
1
n+!n−!
〈0+0−|0x0y〉. (6.41)
Since 〈0+0−|0x0y〉 6= n+!n−! for general values of n+ and n−,
〈n+, n−, nz|Uˆ †1 |nx, ny, nz〉 6= 1. (6.42)
Although the expectation value of the Hamiltonian Hˆ with respect to both the states
|n+, n−, nz〉 and Uˆ †1 |nx, ny, nz〉 is the same (6.22), it is not true that the states are the
same, but only that they are degenerate with each other, for n+ = nx and n− = ny.
6.5 Thermal states and the total energy
Now that the connection between the two bases {x, y} and {+,−} has been well estab-
lished, it is appropriate to revisit the discussion of the thermal energy in the Penning
trap.
From 1.4.1, the density matrix of the Penning trap ρˆ±,z in (1.67) is necessarily a
function of the nˆ+, nˆ− and nˆz operators. In this way, the total energy of the Penning trap
is completely governed by its thermal environment, the real energy of the Penning trap.
The question of how this translates to the liner modes in the rotating and Iˆ1 frames can
now be addressed.
6.5.1 The thermal energy in the rotating frame
The total thermal density matrix is transformed to the rotating frame of the Penning trap
in the following way:
Uˆ(t)ρˆ±,zUˆ †(t) = exp
{
i
~
(ωct) Lˆ3
}
ρˆ±,z exp
{
i
~
(−ωct) Lˆ3
}
= ρˆ±,z, (6.43)
since
[
Lˆ3, nˆ+
]
=
[
Lˆ3, nˆ−
]
= 0. Using (6.34):
~nˆ+ = Iˆ0 + Iˆ2,
~nˆ− = Iˆ0 − Iˆ2, (6.44)
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so that the individual density matrices of the cyclotron and magnetron modes are written
in the {x, y} basis:
ρˆ+ =
exp(−βω+
(
Iˆ0 + Iˆ2 +
1
2
)
)
Tr[exp(−β~ω+
(
nˆ+ +
1
2
)
)]
,
ρˆ− =
exp(−βωz
(
Iˆ0 − Iˆ2 + 12
)
)
Tr[exp(−β~ωz
(
nˆ− + 12
)
)]
. (6.45)
These are the {x, y} basis representations of the thermal density matrices of the system
in both the laboratory and Iˆ1 frames. The presence of the Iˆ2 operator shows how the
thermal energy, the real total energy of the system, cannot be described via the harmonic
motion in the x and y directions in either the lab or rotating frames of the Penning trap.
6.5.2 The thermal energy in the Iˆ1 frame
Making use of the fact that Lˆ1 = Iˆ1 (6.38), the density matrix of the Penning trap is
transformed to the Iˆ1 frame in the following way:
Uˆ1ρˆ±,zUˆ
†
1 = exp
{
i
~
(
−pi
2
)
Lˆ1
}
ρˆ±,z exp
{
i
~
(
−pi
2
)
Lˆ1
}
=
exp(−βω+
(
Lˆ0 − Lˆ2 + 12
)
)
Tr[exp(−β~ω+
(
nˆ+ +
1
2
)
)]
⊗ exp(−βωz (Lˆ0 + Lˆ2 + 12))
Tr[exp(−β~ωz
(
nˆ− + 12
)
)]
⊗
ρˆz. (6.46)
Identifying the following from (6.38):
Lˆ0 − Lˆ2 = Iˆ0 + Iˆ3 = ~nˆx,
Lˆ0 + Lˆ2 = Iˆ0 − Iˆ3 = ~nˆy, (6.47)
the density matrix of the Penning trap in the Iˆ1 frame is given by
ρˆ′±,z =
exp(−β~ω+
(
nˆx +
1
2
)
)
Tr[exp(−β~ω+
(
nˆx +
1
2
)
)]
⊗ exp(−β~ωz (nˆy + 12))
Tr[exp(−β~ωz
(
nˆy +
1
2
)
)]
⊗ exp(−β~ωz (nˆz + 12))
Tr[exp(−β~ωz
(
nˆz +
1
2
)
)]
,
(6.48)
where in the partition functions of the x and y modes, nˆ+ and nˆ− can be used interchange-
ably with nˆx and nˆy respectively.
In conclusion to the study of the individual quantum energy of the x and y motions
in the Penning trap: it is only in the Iˆ1 frame, and not, as seems intuitive from the
straightforward classical transformations, in the rotating frame, that individual behaviour
of the x and y motions can be identified. In this former frame, the effects of the magnetic
vector potential ~A upon the energy is manifest as effective masses in the harmonic oscillator
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potentials of the x and y modes. Within these oscillator potentials, the wavefunction of
the electron in both directions behaves identically to one of an electron of original mass
m in a harmonic oscillator of frequency ω1/2. In terms of “where” these potentials exist,
this follows from the analysis of Chapter 5: the Iˆ1 frame has is removed from the lab by
a phase space and real space transformation. It is straightforward to verify [61]
exp
{
i
~
θIˆ1
}
= exp
{
i
~
(pi
2
)
Iˆ3
}
exp
{
i
~
θIˆ2
}
exp
{
i
~
(
−pi
2
)
Iˆ3
}
, (6.49)
so that the Iˆ1 transformation through an angle −pi/2 can be interpreted as a −pi/4 rotation
around the z axis which has itself been rotated by pi/4 in phase space.
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Chapter 7
Sideband Coupling in the {x, y}
Basis
This chapter revisits the calculation from Chapter 2 of coupling the axial and cyclotron
modes of the Penning trap. It demonstrates the robustness of the dressed-atom formal-
ism [57] in the {x, y} basis, and shows how use of the Iˆ1 frame enables experimental access
to the individual x and y motions in the trap.
7.1 The coupling potential in the Iˆ1 frame
As deduced from Chapters 4 and 6, the appropriate frame of reference in which the Penning
trap Hamiltonian is diagonal in the {x, y} basis, is the Iˆ1 frame. It is therefore necessary
to transform the coupling potential in (2.2) to this frame before analysing its effects upon
the individual x and y degrees of freedom.
From the operators aˆx, aˆy, aˆz of the Penning trap (4.22, 4.23, 1.37), the xˆ, and zˆ
coordinates are given by:
xˆ =
√
~
mω1
(
aˆ†x + aˆx
)
, zˆ =
√
~
2mωz
(
aˆ†z + aˆz
)
, (7.1)
so that, from (2.2), the quantized coupling potential is written:
Vˆp(t) = −p cos(ωpt) ~
m
1√
2ω1ωz
[
aˆ†xaˆ
†
z + aˆ
†
xaˆz + aˆ
†
zaˆx + aˆxaˆz
]
. (7.2)
Transformation of Vˆp(t) by Uˆ1 in (6.12) produces:
Vˆ ′p(t) ≡ Uˆ1 Vˆp(t) Uˆ †1 = −p cos(ωpt)
~
m
1√
2ω1ωz
[(
aˆ†x − iaˆ†y√
2
)
aˆ†z +
(
aˆ†x − iaˆ†y√
2
)
aˆz
+aˆ†z
(
aˆx + iaˆy√
2
)
+
(
aˆx + iaˆy√
2
)
aˆz
]
. (7.3)
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The total Hamiltonian in the Iˆ1 frame is given straightforwardly by
Hˆ′p = Hˆ
′
+ qVˆ
′
p (t). (7.4)
Following from 2.2, the frame of reference in which the explicit time dependence of the
potential Vˆ
′
p (t) in (7.4) can be eliminated is defined by the unitary operator
Uˆ
′
p(t) = exp
{
−iωp
2
(nˆz − nˆx) t
}
≡ exp
{
− i
~
(ωpt)Jˆ3
}
. (7.5)
This is itself obtained straightforwardly by rotation of (2.6) by Uˆ1. Explicitly, Hamiltonian
(7.4) in this rotating frame becomes
Hˆ′pt =Uˆ
′
p(t)Hˆ
′
pUˆ
′†
p (t) + i~
ˆ˙U
′
p(t)Uˆ
′†
p (t)
=~ω+
(
nˆx +
1
2
)
+ ~ωz
(
nˆz +
1
2
)
− ~ω−
(
nˆy +
1
2
)
+ ~
ωp
2
(nˆz − nˆx)
+ e
~
2m
1√
ω1ωz
p cos(ωpt)
{
aˆxaˆz + aˆ
†
xaˆze
iωpt + aˆ†zaˆxe
−iωpt + aˆ†xaˆ
†
z
+iaˆyaˆze
i
ωp
2
t − iaˆ†yaˆzei
ωp
2
t + iaˆ†zaˆye
−iωp
2
t − iaˆ†yaˆ†ze−i
ωp
2
t
}
. (7.6)
The cosine function is again expanded and ωp from (2.9) inserted, in parallel with
the calculation of 2.2. At this point the secular approximation [58] is made so that the
coupling potential in this frame reduces to
Vˆ ′p(t) = −
~
4m
1√
ω1ωz
p{aˆ†zaˆx + aˆ†xaˆz}. (7.7)
The total Hamiltonian (7.6) accordingly becomes
Hˆ′pt = ω0Jˆ0 + δJˆ3 + 2ξJˆ1 +
~ω0
2
− ~ω−
(
nˆy +
1
2
)
. (7.8)
where ξ and ω0 are defined in (2.12) and (2.13) respectively, and the operators of the set
J are given in (5.10).
7.2 Dressing the energy levels
7.2.1 Interpretation I: the dressed frame
As in the {+,−} basis, writing Hamiltonian (7.8) in diagonal form has two interpretations.
The first of these is transformation to the dressed frame, by application of operator:
Uˆ2 = exp
{
θ
2
(aˆ†zaˆx − aˆ†xaˆz)
}
= exp
{
i
~
θJˆ2
}
, (7.9)
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where θ is again given in (2.15). This produces
Hˆ′ = Uˆ2Hˆ′ptUˆ †2
= ~
(
aˆ†z aˆ†x aˆ†y
)
(
ω0+∆
2
)
0 0
0
(
ω0−∆
2
)
0
0 0 −ω−


aˆz
aˆx
aˆy
+ ~(ω1 + ωz)2 , (7.10)
where ∆ is defined in (2.17).
7.2.2 Interpretation II: dressed states
The Hamiltonian Hˆ′pt rewritten in terms of the dressed basis is given by
Hˆ′pt = ~εα
(
nˆ′α +
1
2
)
+ ~εβ
(
nˆ′β +
1
2
)
− ~ω−
(
aˆ†yaˆy +
1
2
)
, (7.11)
where
aˆ†
′
α = cos
θ
2
aˆ†z + sin
θ
2
aˆ†x, aˆ
′
α = cos
θ
2
aˆz + sin
θ
2
aˆx,
aˆ†
′
β = cos
θ
2
aˆ†x − sin
θ
2
aˆ†z, aˆ
′
β = cos
θ
2
aˆx − sin θ
2
aˆz, (7.12)
and εα, εβ are given in (2.25).
7.2.3 The avoided crossing
Referring to the coupled Hamiltonian (7.8) before dressing, the magnetron motion is again
dropped to form:
Hˆ′d = Hˆ′pt − Hˆ−
= ω0Jˆ0 + δJˆ3 + 2ξJˆ1 +
~ω0
2
. (7.13)
The quantum numbers N ′ = nz + nx and l′ = nz − nx are defined so that:
Jˆ0|nx, nz〉 = ~
2
N ′|nx, nz〉,
Jˆ3|nx, nz〉 = ~
2
l′|nx, nz〉, (7.14)
where N ′ = 0, 1, 2, 3, ..., and l′ = −N ′,−N ′ + 2, ..., N ′ − 2, N ′. The expectation value of
Hˆ′d in the Fock state |nx, nz〉 is given by:
〈Hˆ′d〉 =
~ω0
2
(N ′ + 1) +
~δ
2
l′. (7.15)
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Similarly rewriting Hamiltonian (7.11) in terms of the dressed modes:
Hˆ′pt =
(εα + εβ)
2
(
nˆ′α + nˆ
′
β
)
+
(εα − εβ)
2
(
nˆ′α − nˆ′β
)
+
~ω0
2
− ~ω−(aˆ†yaˆy +
1
2
)
= ω0Jˆ
αβ′
0 + ∆Jˆ
αβ′
3 +
~ω0
2
− ~ω−
(
aˆ†yaˆy +
1
2
)
, (7.16)
and defining Hˆ′d by removing the magnetron Hamiltonian:
Hˆ′d = ω0Jˆαβ
′
0 + ∆Jˆ
αβ′
3 +
~ω0
2
. (7.17)
Jˆαβ
′
0 and Jˆ
αβ′
3 are the zeroth and third components of the set of Schwinger boson algebra
of the dressed modes of the coupled x and z motions, in the Iˆ1 frame.
Again, the effects of dressing are seen in Figure 2.2, where, for calculation in this
basis, the quantum numbers N, l should be replaced by N ′, l′. The only difference in this
calculation from that in Chapter 2 has been the transformation to the Iˆ1 frame in 7.1.
Accordingly, all results throughout the remainder of this chapter are directly applicable
to the calculation in the {+,−} basis.
7.3 Solutions of the coupled Penning trap
7.3.1 The wavefunction
The expansion of the coupled Hamiltonian (7.10) in the dressed frame is:
Hˆ′ =
(
1
2
m−ω2Hx xˆ
2 +
1
2m−
pˆ2x
)
+
(
1
2
m+ω
2
Hz zˆ
2 +
1
2m+
pˆ2z
)
−
(
1
2
myω
2
−yˆ
2 +
1
2my
pˆ2y
)
. (7.18)
This results in the Schro¨dinger equation:
EH ψ
′
H =
[(
− ~
2
2m−
∂2
∂xˆ2
+
1
2
m−ω2Hx xˆ
2
)
+
(
− ~
2
2m+
∂2
∂zˆ2
+
1
2
m+ω
2
Hz zˆ
2
)
−
(
− ~
2
2my
∂2
∂yˆ2
+
1
2
myω
2
−yˆ
2
)]
ψ′H, (7.19)
where
ωHz = α,
ωHx = β, (7.20)
m− =
1
2
ω1
ωHx
m, m+ =
ωz
ωHz
m, my =
1
2
ω1
ω−
m. (7.21)
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In a similar way to the wavefunctions of the uncoupled trap in the Iˆ1 frame (6.11), following
from the definitions of mHz , mHx , my, the mass and frequency terms combine in the
following way:
myω− = m
ω1
2
, m−ωHx = m
ω1
2
, m+ωHz = mωz. (7.22)
The n components of the wavefunctions are therefore given by:
ψ′Hn(x, m−, ωHx) =
((mω1
2pi~
) 1
4 1
2
n
2
√
n!
× exp
(
−mω1x
2
4~
)
Hn
[
x
√
mω1
4~
])
, (7.23)
ψ′Hn(z, m+, ωHz) =
((mωz
pi~
) 1
4 1
2
n
2
√
n!
× exp
(
−mωzx
2
2~
)
Hn
[
x
√
mωz
~
])
, (7.24)
ψ′n(y, my, ω−) =
((mω1
2pi~
) 1
4 1
2
n
2
√
n!
× exp
(
−mω1x
2
4~
)
Hn
[
x
√
mω1
4~
])
, (7.25)
where the total solution is given by a product of the sum of these functions, as in 6.1.2.
In fact, the solution reduces exactly to that of the uncoupled Hamiltonian in the Iˆ1 frame.
This is rather striking: the wavefunctions of the coupled system in the dressed frame are
identical to those admitted by a 3D harmonic oscillator with frequencies ωz and two of
frequency ω1/2. In this way, no effects of the coupling can be seen in these solutions.
7.3.2 Fock states
The eigenstates in the lab frame must be calculated via the three inverse unitary operators,
Uˆ−12 , Uˆ
′
p(t)
−1, and Uˆ−11 . Hamiltonian (7.10) immediately admits both Fock state and
coherent state solutions in the dressed frame.
Denoting solutions in the dressed frame
|ψH >= Uˆ2Uˆ ′p(t)Uˆ1|ψp >, (7.26)
those in the lab frame are given by
|ψp >= Uˆ †1 Uˆ †
′
p (t)Uˆ
†
2 |ψH > . (7.27)
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Fock state solutions in the lab frame are straightforward to calculate:
|ψp〉 = Uˆ †1 Uˆ †
′
p (t)Uˆ
†
2
[
1√
nx!ny!nz!
(aˆ†x)
nx(aˆ†y)
ny(aˆ†z)
nz
]
|0x0y0z〉
=
1√
nx!ny!nz!
Uˆ †1 Uˆ
†′
p (t)Uˆ
†
2
[
(aˆ†x)
nx(aˆ†y)
ny(aˆ†z)
nz
]
Uˆ2Uˆ
′
p(t)Uˆ1 · Uˆ †1 Uˆ †
′
p (t)Uˆ
†
2 |0x0y0z〉
=
1√
nx!ny!nz!
Uˆ †1 Uˆ
†′
p (t)Uˆ
†
2
[
(aˆ†x)
nx(aˆ†y)
ny(aˆ†z)
nz
]
Uˆ2Uˆ
′
p(t)Uˆ1|0x0y0z〉
=
1√
nx!ny!nz!
Uˆ †1 Uˆ
†′
p (t)Uˆ
†
2
[
aˆ†x
]nx
Uˆ2Uˆ
′
p(t)Uˆ1 · Uˆ †1 Uˆ †
′
p (t)Uˆ
†
2
[
aˆ†y
]ny
Uˆ2Uˆ
′
p(t)Uˆ1×
× Uˆ †1 Uˆ †
′
p (t)Uˆ
†
2
[
aˆ†z
]nz
Uˆ2Uˆ
′
p(t)Uˆ1|0x0y0z〉
=
1√
nx!ny!nz!
[
Uˆ †1 Uˆ
†′
p (t)Uˆ
†
2
[
aˆ†x
]
Uˆ2Uˆ
′
p(t)Uˆ1
]nx [
Uˆ †1 Uˆ
†′
p (t)Uˆ
†
2
[
aˆ†y
]
Uˆ2Uˆ
′
p(t)Uˆ1
]ny ×
×
[
Uˆ †1 Uˆ
†′
p (t)Uˆ
†
2
[
aˆ†z
]
Uˆ2Uˆ
′
p(t)Uˆ1
]nz |0x0y0z〉
=
1√
nx!ny!nz!
[
(aˆ†x + iaˆ†y)√
2
e−(
iωpt
2
) cos
θ
2
− aˆ†ze(
iωpt
2
) sin
θ
2
]nx [
(aˆ†y + iaˆ†x)√
2
]ny
×
×
[
aˆ†ze
(
iωpt
2
) cos
θ
2
+
(aˆ†x + iaˆ†y)√
2
e−(
iωpt
2
) sin
θ
2
]nz
|0x0y0z〉. (7.28)
Adopting the notation
|ψp〉nxnynz = Uˆ †1 Uˆ †
′
p (t)Uˆ
†
2 |nx, ny, nz〉, (7.29)
the first few quantum states in the lab frame are given by:
|ψp〉0x0y0z = |0x0y0z〉,
|ψp〉1x0y0z =
1√
2
e−
iωpt
2 cos
θ
2
(|1x0y0z〉+ i|0x1y0z〉)− e
iωpt
2 sin
θ
2
|0x0y1z〉,
|ψp〉0x1y0z =
1√
2
(i|1x0y0z〉+ |0x1y0z〉),
|ψp〉0x0y1z =
1√
2
e−
iωpt
2 sin
θ
2
(|1x0y0z〉+ i|0x1y0z〉) + e
iωpt
2 cos
θ
2
|0x0y1z〉,
|ψp〉2x0y0z = e−iωpt cos2
θ
2
(
1
2
(|2x0y0z〉 − |0x2y0z〉) + i√
2
|1x1y0z〉
)
− cos θ
2
sin
θ
2
(|1x0y1z〉+ i|0x1y1z〉)
+ eiωpt sin2
θ
2
|0x0y2z〉, (7.30)
with θ given in (2.15).
Accordingly, the general solutions in lab frame in the {+,−} basis is
1√
n+!n−!nz!
[
aˆ†+e
−( iωpt
2
) cos
θ
2
− aˆ†ze(
iωpt
2
) sin
θ
2
]n+ [
aˆ†−
]n− ×
×
[
aˆ†ze
(
iωpt
2
) cos
θ
2
+ aˆ†+e
−( iωpt
2
) sin
θ
2
]nz
|0+0−0z〉, (7.31)
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so that these first few Fock states are given by
|0+0−0z〉,
e−
iωpt
2 cos
θ
2
|1+0−0z〉 − e
iωpt
2 sin
θ
2
|0+0−1z〉,
|0+1−0z〉,
e
−iωpt
2 sin
θ
2
|1+0−0z〉+ e
iωpt
2 cos
θ
2
|0+0−1z〉,
e−iωpt cos2
θ
2
|2+0−0z〉 −
√
2 cos
θ
2
sin
θ
2
|1+0−1z〉+ eiωpt sin2 θ
2
|0+0−2z〉. (7.32)
In this way, entangled states of the axial and cyclotron modes are straightforward to
compute, where the angle θ depends directly on the strength of the coupling field in (2.1).
7.3.3 Coherent states
From the above calculation in (7.28), the time dependent coherent states in the lab frame
follow naturally.
Denoting time dependent coherent states of the dressed frame:
|βx(t), βy(t), βz(t)〉 = |βxe−iωHx t, βyeiω−t, βze−iωHz t〉, (7.33)
application of the inverse unitary transformations results in:
Uˆ †1 Uˆ
†′
p (t)Uˆ
†
2 |βx(t)βy(t)βz(t)〉 = |βpx(t)βpy(t)βpz(t)〉, (7.34)
where
βpx(t) =
1√
2
(
e−
iωpt
2 A(χ)βx(t) + iβy(t)
+e−
iωpt
2
√
1−A(χ)2βz(t)
)
, (7.35)
βpy(t) =
1√
2
(
e−
iωpt
2 A(χ)βx(t) + βy(t)
+e−
iωpt
2
√
1−A(χ)2iβz(t)
)
, (7.36)
βpz(t) =
(
−e iωpt2
√
1−A(χ)2βx(t)
+e
iωpt
2 A(χ)βz(t)
)
; (7.37)
A(χ) = cos
θ
2
=
√
1 +
√
χ2 + 1
2
√
χ2 + 1
, χ =
2ξ
δ
. (7.38)
Analogous results again hold for the {+,−} basis.
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The straightforward production of solutions illustrates the successful formulation of
the mode coupling calculation in quantum form. Additionally, the careful considerations
of the linear and circular bases of mode operators in previous chapters enables a logical
mapping between calculations involving them.
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Chapter 8
Quantum Theory of the Elliptical
Penning Trap
This chapter presents a detailed quantum solution of the ideal elliptical Penning trap,
and the straightforward extenstion to the ultra-elliptical regime of the Geonium Chip [29].
It demonstrates how the carefully constructed formalism of the previous chapters can be
combined in a useful and consistent way.
8.1 Quantum Hamiltonian of the ideal elliptical trap
As a reminder, from 1.5 the classical Hamiltonian of the ideal elliptical Penning trap is
given by
H = 1
2m
(p2x + p
2
y + p
2
z)+
ωc
2
(xpy − ypx)
+
1
8
mω21(x
2 + y2) +
1
4
mω2z
(
x2 − y2)+ 1
2
mω2zz
2, (8.1)
where the ellipticity parameter  arises from the asymmetry between the electric field
curvature in the x and y directions (1.78). In terms of the creation and annihilation op-
erators of the {x, y} basis (4.22, 4.23), this additional asymmetric contribution is written:
xˆ2 − yˆ2 = ~
mω1
(
aˆ†xaˆ
†
x + aˆxaˆx − (aˆ†yaˆ†y + aˆyaˆy) + 2(nˆx − nˆy)
)
. (8.2)
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The whole quantum Hamiltonian of the ideal elliptical Penning trap is therefore given by
adding this to the Hamiltonian in the {x, y} basis (4.24).
Hˆ = ~ω1
2
(
aˆ†xaˆx +
1
2
)
+ ~
ω1
2
(
aˆ†yaˆy +
1
2
)
− i~ωc
2
(aˆ†xaˆy − aˆ†yaˆx) + ~ωz
(
aˆ†zaˆz +
1
2
)
+
1
4
mω2z
(
~
mω1
(
aˆ†xaˆ
†
x + aˆxaˆx − (aˆ†yaˆ†y + aˆyaˆy) + 2(nˆx − nˆy)
))
. (8.3)
In terms of Schwinger boson operators of the set I (5.2), Hˆ is written
Hˆ = ω1Iˆ0 + ωcIˆ2 + ~ωz
(
aˆ†zaˆz +
1
2
)
+
1
4
mω2z
(
~
mω1
(
aˆ†xaˆ
†
x + aˆxaˆx − (aˆ†yaˆ†y + aˆyaˆy) + 2(nˆx − nˆy)
))
+ ~
ω1
2
. (8.4)
The elliptical term is of a similar form to the anisotropic angular momentum component Iˆ3
encountered in Chapter 5. In fact, it is exactly this operator (5.55) in the limit of infinite
squeezing of both modes ζx → ∞, ζy −→ ∞. It is clear that this component reduces to
Iˆ3 upon application of reverse squeezing operators, and so the method of solving Hˆ must
involve transformations of this kind.
8.2 Solving the Elliptical Hamiltonian
8.2.1 Transformation to the Iˆ1φ frame
It has been found that the angular momentum term Iˆ2 should be removed from the
elliptical Hamiltonian before application of squeezing operators. Since this follows from
transformation by the Iˆ1 operator as discussed in Chapter 6, the calculation proceeds as
follows:
Defining rotation by Iˆ1 through an arbitrary angle φ as
Uˆ1φ = exp
{
i
~
φIˆ1
}
, (8.5)
this is applied to Hˆ and the terms collected:
Uˆ1φHˆUˆ †1φ
= ω1Iˆ0 + ~
ω1
2
+ ~ωz
(
aˆ†zaˆz +
1
2
)
+ Iˆ2
[
ωc cosφ+
ω2z
ω1
sinφ
]
+ Iˆ3
[
ω2z
ω1
cosφ− ωc sinφ
]
+
~
4
ω2z
ω1
(
aˆ†xaˆ
†
x + aˆxaˆx − aˆ†yaˆ†y − aˆyaˆy
)
. (8.6)
Elimination of Iˆ2 follows from setting
ωc cosφ+
ω2z
ω1
sinφ = 0 (8.7)
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=⇒ φ = arctan
[
−ω1ωc
ω2z
]
. (8.8)
Labelling
χ = −ω1ωc
ω2z
, (8.9)
and noting
cosφ =
1√
1 + χ2
, sinφ =
χ√
1 + χ2
, (8.10)
results in
Hˆ′ = exp
{
i
~
φIˆ1
}
Hˆ exp
{
− i
~
φIˆ1
}
= ω1Iˆ0 + ~ωz
(
aˆ†zaˆz +
1
2
)
+ Iˆ3
[
ω2z
ω1
√
1 + χ2
]
+
~
4
ω2z
ω1
(
aˆ†xaˆ
†
x + aˆxaˆx − aˆ†yaˆ†y − aˆyaˆy
)
=
~ω1
2
(nˆx + nˆy) + ~ωz
(
aˆ†zaˆz +
1
2
)
+
~
2
(nˆx − nˆy)
(
1
ω1
√
2ω4z + ω
2
1ω
2
c
)
+
~
4
ω2z
ω1
(
aˆ†xaˆ
†
x + aˆxaˆx − aˆ†yaˆ†y − aˆyaˆy
)
+ ~
ω1
2
. (8.11)
8.2.2 Applying squeezing operators
A diagonal form of Hˆ can now be achieved by application of squeezing operators for each
mode to Hˆ′. The squeezing operators Sˆ(ζx) and Sˆ(ζy) in (5.35) are applied to (8.11) to
Chapter 8. Quantum Theory of the Elliptical Penning Trap 109
produce:
Hˆζ = Sˆ(ζx)Sˆ(ζy)Hˆ′Sˆ†(ζy)Sˆ†(ζy)
= ~nˆx
[
cosh(2rx)
(
ω1
2
+
1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
+
1
2
ω2z
ω1
sinh(2rx) cos(φx)
]
~
[
sinh2(rx)
(
ω1
2
+
1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
+
1
4
ω2z
ω1
sinh(2rx) cos(φx)
]
+ ~nˆy
[
cosh(2ry)
(
ω1
2
− 1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
− 1
2
ω2z
ω1
sinh(2ry) cos(φy)
]
+ ~
[
sinh2(ry)
(
ω1
2
− 1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
− 1
4
ω2z
ω1
sinh(2ry) cos(φy)
]
+ ~aˆ†xaˆ†x
[
1
2
sinh(2rx) exp(iφx)
(
ω1
2
+
1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
+
1
4
ω2z
ω1
(
cosh2(rx) + sinh
2(rx) exp(2iφx)
)]
+ ~aˆxaˆx
[
1
2
sinh(2rx) exp(−iφx)
(
ω1
2
+
1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
+
1
4
ω2z
ω1
(
cosh2(rx) + sinh
2(rx) exp(−2iφx)
)]
+ ~aˆ†yaˆ†y
[
1
2
sinh(2ry) exp(iφy)
(
ω1
2
− 1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
−1
4
ω2z
ω1
(
cosh2(ry) + sinh
2(ry) exp(2iφy)
)]
+ ~aˆyaˆy
[
1
2
sinh(2ry) exp(−iφy)
(
ω1
2
− 1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
−1
4
ω2z
ω1
(
cosh2(ry) + sinh
2(ry) exp(−2iφy)
)]
+ ~ωz
(
aˆ†zaˆz +
1
2
)
+ ~
ω1
2
. (8.12)
Achieving a diagonal form of Hˆζ requires setting:
(i)
1
2
sinh(2rx) exp(iφx)
(
ω1
2
+
1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
= −1
4
ω2z
ω1
(
cosh2(rx) + sinh
2(rx) exp(2iφx)
)
,
(ii)
1
2
sinh(2rx) exp(−iφx)
(
ω1
2
+
1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
= −1
4
ω2z
ω1
(
cosh2(rx) + sinh
2(rx) exp(−2iφx)
)
,
(8.13)
(iii)
1
2
sinh(2ry) exp(iφy)
(
ω1
2
− 1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
=
1
4
ω2z
ω1
(
cosh2(ry) + sinh
2(ry) exp(2iφy)
)
,
(iv)
1
2
sinh(2ry) exp(−iφy)
(
ω1
2
− 1
2ω1
√
2ω4z + ω
2
1ω
2
c
)
=
1
4
ω2z
ω1
(
cosh2(ry) + sinh
2(ry) exp(−2iφy)
)
.
(8.14)
In this way, all aˆ†aˆ† and aˆaˆ terms are removed from (8.12). For the pairs of conditions (i)
and (ii), (iii) and (iv) to hold simultaneously:
φx = φy = 0, (8.15)
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so that (i) becomes identical to (ii), (iii) to (iv), and the notation rx → ζx, ry → ζy is
adopted. At this point the constants [15]
κ =
ω2z
2ω1
(8.16)
and
K(κ) =
ωc
2κ
[√
1 +
4κ2
ω2c
− 1
]
(8.17)
are introduced, so that (i) is rewritten:
(i) sinh(2ζx) (ω+ + κK(κ)) = −κ cosh(2ζx). (8.18)
Thus the conditions (i) and (ii) reduce to
tanh(2ζx) = − κ
ω+ + κK(κ)
,
=⇒ 2ζx = tanh−1(γx); γx = − κ
ω+ + κK(κ)
. (8.19)
Now,
cosh(2ζx) =
1√
1− γ2x
, sinh(2ζx) =
γx√
1− γ2x
, (8.20)
so that the first line of (8.12) becomes:
~nˆx
[
1√
1− γ2x
(ω+ + κK(κ)) + κ
γx√
1− γ2x
]
= ~nˆx
1√
1− γ2x
[ω+ + κK(κ) + κγx]
= ~nˆx (ω+ + κK(κ))
√
1− γ2x
= ~nˆx
√
(ω+ + κK(κ))
2 − γ2x (ω+ + κK(κ))2
= ~nˆx
√
(ω+ + κK(κ))
2 − κ2. (8.21)
Identifying [15]
K(κ)2 = 1− ωc
κ
K(κ), (8.22)
(8.21) is written
~nˆx
√
ω2+ + κ
2
(
1− ωc
κ
K(κ)
)
+ 2ω+κK(κ)− κ2
= ~nˆx
√
ω2+ + κK(κ)(2ω+ − ωc)
= ~nˆx
√
ω2+ + κK(κ)(ωc + ω1 − ωc)
= ~nˆx
√
ω2+ + ω1κK(κ). (8.23)
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In a similar way, condition (iii) simplifies to:
(iii) sinh(2ζy) (ω− + κK(κ)) = −κ cosh(2ζy),
(8.24)
so that diagonal form in the y degree of freedom is achieved by setting
tanh(2ζy) = − κ
ω− + κK(κ)
=⇒ 2ζy = tanh−1(γy); γy = − κ
ω− + κK(κ)
. (8.25)
The third line of (8.12) therefore becomes:
−~nˆy
 1√
1− γ2y
(ω− + κK(κ)) + κ
γy√
1− γ2y

= −~nˆy 1√
1− γ2y
[ω− + κK(κ) + κγy]
= −~nˆy (ω− + κK(κ))
√
1− γ2y
= −~nˆy
√
(ω− + κK(κ))2 − γ2y (ω− + κK(κ))2
= −~nˆy
√
(ω− + κK(κ))2 − κ2
= −~nˆy
√
ω2− + κK(κ)(2ω− − ωc)
= −~nˆy
√
ω2− + κK(κ)(ωc − ω1 − ωc)
= −~nˆy
√
ω2− − ω1κK(κ). (8.26)
The total ground state energy of (8.12) is collected to produce:
~
[(
1
2
(cosh(2rx)− 1)
)
(ω+ + κK(κ)) +
1
2
κ sinh(2rx)
]
+ ~
ω1
2
+~
[
−
(
1
2
(cosh(2ry)− 1)
)
(ω− + κK(κ))− 1
2
κ sinh(2ry)
]
+ ~
ω1
2
=
~
2
[
1√
1− γ2x
((ω+ + κK(κ)) + κγx)
− 1√
1− γ2y
((ω− + κK(κ)) + κγy) + (ω− + κK(κ)− ω+ − κK(κ))
+ ~ω1
2
= ~
[√
ω2+ + ω1κK(κ)−
√
ω2− − ω1κK(κ)
]
. (8.27)
Identifying the frequencies [15]
ω˜+ =
√
ω2+ + κω1 ·K(κ) =
√
1
2
(ω2c − ω2z) +
1
2
√
ω2cω
2
1 + 
2ω2z ,
ω˜− =
√
ω2− − κω1 ·K(κ) =
√
1
2
(ω2c − ω2z)−
1
2
√
ω2cω
2
1 + 
2ω2z , (8.28)
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𝜔 +/𝜔+ 
Figure 8.1: Plot of the variation of the generalised cyclotron (red) and magnetron (blue) mode frequencies
as a function of ellipticity as given in (8.28) [15].
reduces (8.12) to:
Hˆζ = ~ω˜+
(
nˆx +
1
2
)
− ~ω˜−
(
nˆy +
1
2
)
+ ~ωz
(
nˆz +
1
2
)
. (8.29)
This is an analogous quantum treatment of Kretzschmar’s canonical transformations in
[15], producing identical mode frequencies. As identified in his paper, the frequency of
the cyclotron is little affected by a changing ellipticity parameter, whereas that of the
magnetron decreases rapidly as || → 1. This can be seen explicitly in Figure 8.1, where
ω˜+() and ω˜−() are plotted.
8.2.3 Solutions of the elliptical Penning trap
The solutions of Hˆζ appear trivial, but it is worthwhile to discuss how they appear in the
laboratory frame.
Fock states
Consider first the simplest solution, the Fock states |nx, ny, nz〉. This is interpreted in the
following way: in a frame of reference transformed from the lab by the operator Uˆ1φ , duly
called the Iˆ1φ frame, the elliptical Hamiltonian admits squeezed number state solutions
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Sˆ†(ζx)Sˆ†(ζy)|nx, ny, nz〉 [80]. As discussed in 6.2.1, Fock state and coherent state solutions
in the lab frame of the circular Penning trap in the {x, y} basis can be found.
Seeking an analogous result for the elliptical trap, solutions in the lab are given by:
Uˆ †1φSˆ
†(ζx)Sˆ†(ζy)|nx, ny, nz〉
= Uˆ †1φSˆ
†(ζx)Sˆ†(ζy)
[
1√
nx!ny!nz!
(aˆ†x)
nx(aˆ†y)
ny(aˆ†z)
nz
]
|0x0y0z〉
= Uˆ †1φSˆ
†(ζx)Sˆ†(ζy)
[
1√
nx!ny!nz!
(aˆ†x)
nx(aˆ†y)
ny(aˆ†z)
nz
]
Sˆ(ζy)Sˆ(ζx)Uˆ1φ · Uˆ †1φSˆ†(ζx)Sˆ†(ζy)|0x0y0z〉.
(8.30)
After some calculation, this produces
1√
nx!ny!
[(
cos
φ
2
aˆ†x − i sin
φ
2
aˆ†y
)
cosh(ζx)−
(
cos
φ
2
aˆx + i sin
φ
2
aˆy
)
sinh(ζx)
]nx
×
×
[(
cos
φ
2
aˆ†y − i sin
φ
2
aˆ†x
)
cosh(ζy)−
(
cos
φ
2
aˆy + i sin
φ
2
aˆx
)
sinh(ζy)
]ny
Uˆ †1φ | − ζx,−ζy, nz〉.
(8.31)
The states do not simplify further, as the Uˆ1φ operator acting on Sˆ(ζx) and Sˆ(ζy) does
not produce squeeze operators. In this way, solutions of the elliptical trap in the lab frame
in this basis are not as straightforward to interpret as those for the radially symmetric
trap. The conclusion is that the Iˆ1φ frame is the appropriate frame of reference in which
to study the elliptical trap. An analogous treatment in the {+,−} basis is examined in
8.3.2.
Coherent states
Hˆζ also admits coherent state solutions of the form |αx, αy, αz〉. Again, this can be inter-
preted in the following way: the elliptical Hamiltonian in the Iˆ1φ frame admits coherent
squeezed states of the form [41]:
Sˆ†(ζx)Sˆ†(ζy)|αx, αy, αz〉 = Dˆ(αx cosh(rx)− α∗x sinh(rx))Dˆ(αy cosh(ry)− α∗y sinh(ry))|ζx, ζyαz〉.
(8.32)
Again, since the Uˆ1φ operator does not transform the squeezing operators to a simple
form, the conclusion from above holds: the Iˆ1φ frame is the most suitable for studying the
quantum elliptical trap.
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8.3 The elliptical Penning trap in the {+,−} basis
The above calculation can of course be performed in the {+,−} basis. In term of creation
and annihilation operators of the cyclotron and magnetron modes (6.36, 6.37), the ideal
elliptical Penning trap Hamiltonian is written1:
Hˆ = ~ω+
(
aˆ†+aˆ+ +
1
2
)
− ~ω−
(
aˆ†−aˆ− +
1
2
)
+ ~ωz
(
aˆ†zaˆz +
1
2
)
+
1
4
mω2z
(
~
mω1
(
aˆ†+aˆ
†
+ + aˆ+aˆ+ − (aˆ†−aˆ†− + aˆ−aˆ−) + 2i(aˆ†+aˆ− − aˆ†−aˆ+)
))
. (8.33)
Only the elliptical term in this Hamiltonian is non-diagonal. However, similarly to Hamilto-
nian (8.3), Hˆ in this {+,−} basis must first be transformed by its appropriate beamsplitter
operator, Lˆ1 (3.21).
Transformation to the Lˆ1θ frame
The calculation proceeds as follows:
exp
{
i
~
θLˆ1
}
Hˆ exp
{
− i
~
θLˆ1
}
= ω1Lˆ0 + ωc
[
cos θLˆ3 + sin θLˆ3
]
+ ~ωz(aˆ†zaˆz +
1
2
)
+
1
4
ω2z
ω1
(
aˆ†+aˆ
†
+ + aˆ+aˆ+ − aˆ†−aˆ†− − aˆ−aˆ− + 4
[
Lˆ3 sin θ − Lˆ2 cos θ
])
= ω1Lˆ0 + ~ωz(aˆ†zaˆz +
1
2
) + Lˆ3
[
ωc cos θ +
ω2z
ω1
sin θ
]
− Lˆ2
[
ω2z
ω1
cos θ − ωc sin θ
]
+
~
4
ω2z
ω1
(
aˆ†+aˆ
†
+ + aˆ+aˆ+ − aˆ†−aˆ†− − aˆ−aˆ−
)
+ ~
ω1
2
. (8.34)
Lˆ2 is eliminated by setting
ω2z
ω1
cos θ − ωc sin θ = 0 (8.35)
=⇒ θ = arctan
[
ω2z
ω1ωc
]
. (8.36)
Denoting
γ =
ω2z
ω1ωc
, (8.37)
1The calculation has also proven consistent in the {+,−} basis defined by the more conventional oper-
ators in (3.20).
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leads to
exp
{
i
~
θLˆ1
}
Hˆ exp
{
− i
~
θLˆ1
}
= ω1Lˆ0 + ~ωz(aˆ†zaˆz +
1
2
)
+ Lˆ3
[
ωc
√
1 + γ2
]
+
~
4
ω2z
ω1
(
aˆ†+aˆ
†
+ + aˆ+aˆ+ − aˆ†−aˆ†− − aˆ−aˆ−
)
=
~ω1
2
(nˆ+ + nˆ−) + ~ωz(aˆ†zaˆz +
1
2
) +
~
2
(nˆ+ − nˆ−)
(
1
ω1
√
2ω4z + ω
2
1ω
2
c
)
+
~
4
ω2z
ω1
(
aˆ†+aˆ
†
+ + aˆ+aˆ+ − aˆ†−aˆ†− − aˆ−aˆ−
)
+ ~
ω1
2
. (8.38)
The calculation has so far been completely analogous to that in the {x, y} basis, with
the only difference being between the parameters γ and χ (8.37, 8.9), and the angles φ
and θ (8.10, 8.36). In fact,
γ = − 1
χ
, θ = −1
γ
. (8.39)
8.3.1 Squeezing in the {+,−} basis
Squeezing operators of the cyclotron and magnetron modes are written:
Sˆ(ζ+) = exp
{
−ζ+
2
aˆ†2+ +
ζ∗+
2
aˆ2+
}
; ζ+ = r+ exp(iφ+),
Sˆ(ζ−) = exp
{
−ζ−
2
aˆ†2− +
ζ∗−
2
aˆ2−
}
; ζ− = r− exp(iφ−), (8.40)
which transform the operators aˆ+, aˆ−, aˆ
†
+, aˆ
†
− completely analogously to (5.36). Since
(8.38) is identical to (8.11) upon replacement of operators aˆ+ to aˆx and aˆ− to aˆy, applying
Sˆ(ζ+) and Sˆ(ζ−) to (8.38) produces a diagonal Hamiltonian if the following parameters
are set:
φ+ = φ− = 0, (8.41)
ζ+ = ζx (8.42)
ζ− = ζy. (8.43)
The result in this basis is likewise [15]
Hˆζ = ~ω˜+
(
nˆ+ +
1
2
)
− ~ω˜−
(
nˆ− +
1
2
)
+ ~ωz
(
nˆz +
1
2
)
, (8.44)
where ω˜+ and ω˜− are defined in (8.28).
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8.3.2 Solutions of the elliptical Penning trap in the {+,−} basis
As in the case of the {x, y} basis, the operator Uˆ1θ = exp{i/~ θLˆ1} acting on the squeezed
number states and coherent squeezed states of {+,−} does not produce further squeezed
states.
One interpretation is that the operators aˆ+ and aˆ− are replaced by the combinations
ˆ˜a+ = cos(θ/2)aˆ+ + i sin(θ/2)aˆ− and ˆ˜a− = cos(θ/2)aˆ−+ i sin(θ/2)aˆ+ before application of
squeezing operators. In this way, there are squeezed number states and coherent squeezed
states of some basis {+˜, −˜} in the lab frame. This interpretation is more similar to the
classical approach in [15].
Calculation of, for example, trajectories of the electron are straightforward to compute
from the quantum mechanical analysis. Consider a radial solution of the elliptical Penning
trap in the Lˆ1θ frame
|α+(t),α−(t)〉,
α+(t) = exp(i(θ+ − ω˜+t)) α−(t) = exp(i(θ− + ω˜−t)). (8.45)
Making use of (1.39), the expectation value of the electron along the x axis in the lab is
given by
〈xˆ(t)〉 =
√
~
2mω1
〈α+(t), α−(t)|Sˆ(ζ+)Sˆ(ζ−)Uˆ1θ
(
aˆ†+ + aˆ+ + aˆ
†
− + aˆ−
)
Uˆ1θ Sˆ
†(ζ+)Sˆ†(ζ−)|α+(t), α−(t)〉
= α+
(
exp (−i(ω˜+t− θ+))
[
cosh(ζ+) exp
(
iθ
2
)
+ sinh(ζ+) exp
(−iθ
2
)]
+ exp (i(ω˜+t− θ+))
[
cosh(ζ+) exp
(−iθ
2
)
+ sinh(ζ+) exp
(
iθ
2
)])
+ α−
(
exp (−i(ω˜−t+ θ−))
[
cosh(ζ−) exp
(
iθ
2
)
+ sinh(ζ−) exp
(−iθ
2
)]
+ exp (−i(ω˜−t+ θ−))
[
cosh(ζ−) exp
(−iθ
2
)
+ sinh(ζ−) exp
(
iθ
2
)])
. (8.46)
The variables ζ+, ζ− and θ are given in (8.42, 8.43, 8.36), with arbitrary θ+ and θ−. After
fairly lengthy calculation, this, and 〈yˆ(t)〉, can be found to agree with the position space
trajectory in the literature (1.85) [15].
8.4 Mode coupling in the elliptical Penning trap
In Chapters 2 and 7, coupling of the axial and cyclotron modes is achieved by the time
dependent potential of (2.2).
In order that the effects of Vˆp(t) upon the x and y modes in the elliptical trap can
be interpreted, the Hamiltonian needs to be written in diagonal form in this basis. As
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discussed above, this is achieved by transforming to the Iˆ1φ frame and after squeezing by
the operators Sˆ(ζx) and Sˆ(ζy). In the following calculation, the coupling potential must
be transformed by these operators in succession before the formation of dressed levels can
be discussed.
8.4.1 Applying Uˆ1φ, Sˆ(ζx), Sˆ(ζy) to the coupling potential
The only difference between the time dependent cyclotron-axial coupling field for the
radially symmetric trap (2.2) and one required for the elliptical trap, is the frequency of
the field: ωp −→ ω˜p. The resulting potential is defined
V˜p(t) = −p cos(ω˜pt)(xz). (8.47)
Quantized and re-expressed in terms of the creation and annihilation operators for the
three oscillator modes using the expansion of xˆ and zˆ in (1.39), this is first transformed
by Uˆ1φ to become:
Uˆ1φ
ˆ˜Vp(t)Uˆ
†
1φ
= −p cos(ω˜pt) ~
m
1√
2ω1ωz
[(
cos
φ
2
aˆ†x + i sin
φ
2
aˆ†y
)
aˆ†z +
(
cos
φ
2
aˆ†x + i sin
φ
2
aˆ†y
)
aˆz
+aˆ†z
(
cos
φ
2
aˆx − i sin φ
2
aˆy
)
+
(
cos
φ
2
aˆx − i sin φ
2
aˆy
)
aˆz
]
. (8.48)
Applying Sˆ(ζx) and Sˆ(ζy) to this:
Vˆζp(t) = Sˆ(ζx)Sˆ(ζy)Uˆ1φ
ˆ˜Vp(t)Uˆ
†
1φ
Sˆ†(ζy)Sˆ†(ζx)
= −p cos(ω˜pt) ~
m
1√
2ω1ωz
[
cos
φ
2
(cosh(ζx) + sinh(ζx))
(
aˆ†zaˆ
†
x + aˆ
†
zaˆx
+aˆ†xaˆz + aˆzaˆx
)
+i sin
φ
2
(cosh(ζy)− sinh(ζy))
(
aˆ†zaˆ
†
y + aˆ
†
yaˆz − aˆ†zaˆy − aˆzaˆy
)]
. (8.49)
The total Hamiltonian in this frame is now given by
Hˆζ + qVˆζp(t)
≡ Sˆ(ζx)Sˆ(ζy)Uˆ1φ
(
Hˆ + q ˆ˜Vp(t)
)
Uˆ †1φSˆ
†(ζy)Sˆ†(ζx)
(8.50)
Transforming to a frame rotating at ω˜p by use of
ˆ˜U
′
p(t) = exp
{
− i
~
(ω˜pt)Jˆ3
}
, (8.51)
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and defining
ω˜p = ω˜+ − ωz + δ, (8.52)
a secular approximation [58] results in the rotated and squeezed coupling potential:
ˆ˜U
′
p(t)Vˆζp(t)
ˆ˜U
′†
p (t) = −
~
2m
1√
2ω1ωz
cos
φ
2
exp(ζx)p{aˆ†zaˆx + aˆ†xaˆz}. (8.53)
The coupled, elliptical Hamiltonian (8.50) in this squeezed and rotated frame is therefore
given by:
Hˆζpt = ˆ˜U ′p(t)
(
Hˆζ + qVˆζp(t)
)
ˆ˜U
′†
p (t) + i~
ˆ˜˙
U
′
p(t)
ˆ˜U
′†
p (t)
= ω˜0Jˆ0 + δJˆ3 + 2ξ˜Jˆ1 +
~ω˜0
2
− ~ω˜−
(
nˆy +
1
2
)
, (8.54)
where ξ˜ is defined
ξ˜ =
e
2m
1√
2ω1ωz
cos
φ
2
exp(ζx) p, (8.55)
ω˜0 = ω˜+ + ωz, and the other constants are collected together for convenience:
tanh(2ζx) = − κ
ω+ + κK(κ)
,
ζx =
1
2
tanh−1(γx); γx = − κ
ω+ + κK(κ)
,
φ = arctan
[
−ω1ωc
ω2z
]
. (8.56)
8.4.2 Dressing in the elliptical trap
The dressed frame
Once again, an operator constructed from Jˆ2 serves to diagonalise the coupled Hamiltonian
(8.54):
Uˆ2 = exp
{
i
~
θ˜Jˆ2
}
= exp
{
θ˜
2
(aˆ†zaˆx − aˆ†xaˆz)
}
. (8.57)
Analogously to the rotation angle for mode coupling in the symmetric trap, (8.36):
θ˜ = arctan
[
2ξ˜
δ
]
. (8.58)
This produces
Hζ = Uˆ2HˆζptUˆ †2 = ~ω˜Hx
(
nˆx +
1
2
)
+ ~ω˜Hz
(
nˆz +
1
2
)
− ~ω˜−
(
nˆy +
1
2
)
. (8.59)
The eigenfrequencies are given by
ω˜Hz =
ω˜0 + ∆˜
2
, ω˜Hx =
ω˜0 − ∆˜
2
, (8.60)
where
∆˜ =
√
4ξ˜2 + δ2. (8.61)
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Dressed states
The operators of the dressed states of the coupled elliptical trap are straightforwardly
given by
aˆ†αζ = cos
θ˜
2
aˆ†z + sin
θ˜
2
aˆ†x, aˆαζ = cos
θ˜
2
aˆz + sin
θ˜
2
aˆx,
aˆ†βζ = cos
θ˜
2
aˆ†x − sin
θ˜
2
aˆ†z, aˆβζ = cos
θ˜
2
aˆx − sin θ˜
2
aˆz, (8.62)
so that (8.54) is rewritten
Hˆζpt = ε˜α
(
αˆ†ζαˆζ +
1
2
)
+ ε˜β
(
βˆ†ζ βˆζ +
1
2
)
− ~ω−
(
aˆ†yaˆy +
1
2
)
, (8.63)
where
ε˜α = ω˜Hz , ε˜β = ω˜Hx . (8.64)
The effects of dressing can again be seen in Figure 2.2, where the quantum numbers N, l
should this time be replaced by quantum numbers of some squeezed modes, N ′ζ , l
′
ζ .
8.5 The quantum ultra-elliptical trap
As discussed in 1.6.2, the Geonium Chip trap can be driven into the ultra-elliptical re-
gime [29] by careful modification of the tuning ratios of the chip electrodes (1.83).
8.5.1 Driving to the ultra-elliptical regime
Considering again the problem as presented in the {x, y} basis, suppose now that the
ellipticity parameter is a function of time, → (t), resulting in the Hamiltonian
Hˆ(t) =
1
2m
(pˆ2x + pˆ
2
y + pˆ
2
z)+
ωc
2
(xˆpˆy − yˆpˆx)
+
1
8
mω21(xˆ
2 + yˆ2) +
1
4
m(t)ω2z
(
xˆ2 − yˆ2)+ 1
2
mω2z zˆ
2. (8.65)
It was discussed in detail throughout 8.2 how the elliptical Hamiltonian in the quantum
form of (8.3) is solved by application of three operators, Uˆ1φ , Sˆ(ζx), Sˆ(ζy), where, from
(8.19), (8.25) and (8.8), φ, ζx, and ζy are functions of the ellipticity parameter. Explicitly:
ζx() = tanh
−1
 −ω2z/2ω1
ω+ +
ωc
2
(√
1 + 
2ω2z
ω21ω
2
c
− 1
)
 ,
ζy() = tanh
−1
 −ω2z/2ω1
ω− + ωc2
(√
1 + 
2ω2z
ω21ω
2
c
− 1
)
 ,
φ() = arctan
(
−ω1ωc
ω2z
)
. (8.66)
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Figure 8.2: The squeezing parameters ζx() (upper) and ζy() (lower) as given in (8.66). The values are
plotted for a magnetic field B = 0.5T and ring voltage Vr = −1V in the Geonium Chip trap. The values
ζx and ζy correspond exactly to ζ+ and ζ− (8.42, 8.43) when the calculation is performed in the {+,−}
basis.
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If  is now increased slowly enough in time, it follows that the solutions of the trap are
given by these same three operators acting on some eigenstate of a diagonal Hamiltonian
with continually increasing values of φ, ζx, and ζy. The squeezing of the modes with
ellipticity allows for a rather attractive interpretation of the quantum elliptical Penning
trap; we can readily imagine the physical squeezing of the orbits with increasing , the
reduction of the motion to a narrow ellipse along an axis. Plotting the squeezing paramet-
ers ζx() and ζy() from (8.66) nicely illustrates how the physical orbits of the cyclotron
and magnetron motions are so differently affected by increasing ellipticity. As shown in
Figure 8.2, ζx (and therefore ζ+) varies little with , whereas ζy (and ζ−) tends to ±∞
as  → ±1. Thus the cyclotron orbit is largely unaffected by the ellipticity, whereas the
magnetron motion is squeezed to a line along the x (y) axis when  → 1 ( → −1), as
shown in Figure 1.9.
As discussed in 1.6.2, the ellipticity must be varied such that an optimal tuning ration,
T optc is maintained; time dependence of (t) should therefore be chosen so that a curve in
Figure 1.10 is followed exactly. Since (t) must be a function of the tuning ratios Tg, Te
and Tc in (1.83), it follows that the solutions of the trap must be given by squeezed states,
where the degree of squeezing depends directly on these ratios. The careful preparation
of robust squeezed states by this mechanism is considered below.
8.5.2 Cooling the magnetron motion
Also discussed in 1.6.2, experimental adiabaticity demands that the magnetron motion is
continually cooled as the trap is driven towards the ultra-elliptical regime to limit the size
of the semi-major axis of its orbit [29].
Axial-magnetron coupling for the circular trap can be achieved by the field Em(t) =
Re(me
iωmt)(xeˆz + zeˆx), resulting in the same potential as in (2.2), but with the subscript
change p→ m:
Vm(t) = −m cos(ωmt)(xz). (8.67)
It was shown in 8.4 that the cyclotron-axial coupling potentials for the radially symmetric
and elliptical traps differ only by the choice of frequency ωp ↔ ω˜p, and the calculation for
coupling the axial and magnetron motions proves completely analogous. Moreover, since
at every stage of mode coupling, the required coupling frequency will be different from the
previous one as the ellipticity varies, the coupling potential and frequency are denoted as
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explicit functions of :
Vm(t) −→Vm(, t),
ωm −→ω˜m(). (8.68)
Details are given for the elliptical axial-magnetron mode coupling calculation, bear-
ing in mind that setting  = 0 will reduce it to the result for the radially symmetric
trap. Quantisation and transformation by the operators Uˆ1φ() , Sˆ(ζx()) and Sˆ(ζy()) in
succession results in
Vˆζm(, t) =Sˆ(ζx())Sˆ(ζy())Uˆ1φ()
ˆ˜Vm(, t)Uˆ
†
1φ()
Sˆ†(ζy())Sˆ†(ζx())
= −m cos(ω˜m()t) ~
m
1√
2ω1ωz
[
cos
φ()
2
(cosh(ζx()) + sinh(ζx()))
(
aˆ†zaˆ
†
x + aˆ
†
zaˆx
+aˆ†xaˆz + aˆzaˆx
)
+i sin
φ()
2
( cosh(ζy())− sinh(ζy()) )
(
aˆ†zaˆ
†
y + aˆ
†
yaˆz − aˆ†zaˆy − aˆzaˆy
)]
.
(8.69)
The total Hamiltonian is now given by
Hˆζm() = Hˆζ + qVˆζm(, t). (8.70)
The explicit time dependence of the additional potential Vˆζm can be removed by trans-
forming Hamiltonian (8.70) by unitary operator
Uˆm(t) = exp
{
− i
~
(ω˜m()t)Kˆ3
}
. (8.71)
Accordingly, (8.69) becomes in this rotating frame:
Uˆm(t)Vˆζm(, t)Uˆ
†
m(t)
= −m cos(ω˜m()t) ~
m
1√
2ω1ωz
[
cos
φ()
2
(cosh(ζx()) + sinh(ζx()))
((
aˆ†zaˆ
†
x + aˆ
†
zaˆx
)
ei
ω˜m()
2
t
+
(
aˆ†xaˆz + aˆzaˆx
)
e−i
ω˜m()
2
t
)
+i sin
φ()
2
( cosh(ζy())− sinh(ζy()) )
(
aˆ†zaˆ
†
y + aˆ
†
yaˆze
−iω˜m()t − aˆ†zaˆyeiω˜m()t − aˆzaˆy
)]
.
(8.72)
Expansion of cos(ω˜m()t) into exponential form results in two stationary terms in (8.72),
so that a secular approximation [58], and the choice of coupling frequency
ω˜m() = ω˜−() + ωz + δ (8.73)
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results in the total Hamiltonian:
Hˆζmt() = Uˆm(t)Hˆζm()Uˆ †m(t) + i~ ˆ˙Um(t)Uˆ †m(t)
= ω˜0,m()Kˆ0 + δKˆ3 − 2ξ˜m()Kˆ2 + ~ω˜0,m()
2
+ ~ω˜+
(
aˆ†xaˆx +
1
2
)
, (8.74)
where
ω˜0,m() = ωz − ω˜−(), (8.75)
ξ˜m() =
e
2m
1√
2ω1ωz
sin
φ()
2
exp(−ζy()) m, (8.76)
and ζy(), φ() are given in (8.66).
Solving the axial-magnetron coupled Hamiltonian
Hamiltonian (8.74) is solved by application of Uˆm,1(), defined
Uˆm,1() = exp
{
i
~
θ˜m()Kˆ1
}
, (8.77)
where
θ˜m() = arctan
[
2ξ˜m()
δ
]
. (8.78)
=⇒ Hˆ() = Uˆm,1() Hˆζmt() Uˆ †m,1()
= ~ω˜+
(
nˆx +
1
2
)
+ ~
1
2
(
ω˜0,m() +
√
4ξ˜2m() + δ
2
)(
nˆy +
1
2
)
+ ~
1
2
(
ω˜0,m()−
√
4ξ˜2m() + δ
2
)(
nˆz +
1
2
)
. (8.79)
The dressed states interpretation is detailed in Appendix C.
8.5.3 Preparation of squeezed states
The results from 8.5.1 and 8.5.2 are now combined to describe the necessary process of
increasing the ellipticity and coupling the magnetron motion in alternate stages [29].
Suppose that the radially symmetric Penning trap is prepared in some eigenstate |ψ〉.
Following a curve in Figure 1.10 which maintains an optimal tuning ratio, the voltage
ratios are adjusted to produce an ellipticity value 1. From 8.2.3, the solution of the trap
is now given by
Uˆ †1φ(1)Sˆ
†(ζx(1))Sˆ†(ζy(1))|ψ〉 ≡ |φ〉, (8.80)
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where ζx(), ζy() and φ() are given in (8.66). The magnetron and axial modes are now
coupled by Vm(1, t) in (8.67), and the eigenstate of the Hamiltonian becomes
Uˆ †m(t)Uˆ
†
m,1(1)|φ〉 ≡ |Θ〉. (8.81)
Again the voltage ratios are adjusted, producing a new ellipticity parameter 2 + 1, res-
ulting in the eigenstate
Uˆ †1φ(2)Sˆ
†(ζx(2))Sˆ†(ζy(2))|Θ〉 ≡ |Υ〉. (8.82)
Assuming that the process ends with mode coupling, it continues k times until the desired
ellipticity value k + k−1 + ...+ 1 is reached, resulting in the eigenstates
Uˆ †m(t)Uˆ
†
m,1(k) · Uˆ †1φ(k)Sˆ
†(ζx(k))Sˆ†(ζy(k)) ... Uˆ †m(t)Uˆ
†
m,1(2)·
· Uˆ †1φ(2)Sˆ
†(ζx(2))Sˆ†(ζy(2)) · Uˆ †m(t)Uˆ †m,1(1) · Uˆ †1φ(1)Sˆ
†(ζx(1))Sˆ†(ζy(1))|ψ〉. (8.83)
8.5.4 Achieveing quantum adiabaticity
Of course, for the final state of the electron to match that in (8.83) after the complex
sequence of elliptical driving and mode coupling, each stage of the experimental process
must satisfy the quantum adiabaticity theorem. First derived in 1928 by Born and Fock
[81], the theorem states that, during its evolution by a Hamiltonian Hˆ(t), a quantum
state prepared in an initial eigenstate |n(0)〉 remains close to the instantaneous eigenstate
|n(t)〉 as time evolves [82]. A detailed calculation of the criteria for ensuring quantum
adiabaticity are not included due to time constraints, but a general discussion is provided
below.
The theorem is more easily applied to the present case when formulated in the para-
meter domain [83, 84] rather than the time domian. In consequence of this, for the
squeezing parts of the evolution driven by Hˆ(t) in (8.65), the parameter path between
between an initial value I to a final value F must be followed infinitely slowly [82]; from
Figure 1.10, this path refers to each section of a segmented line along which the system is
being driven. This requires that the voltage ratios controlling progression along this path
are adjusted accordingly. For the mode coupling stages of the process, the problem can be
described by analogy with the Landau-Zener (LZ) model [85, 86]. The word “adiabatic” is
from the Greek α (not), δια (through), βαινιν (to pass) [82]. In the present case it refers
to avoiding the gap in energy levels created by the coupling field strength ξ˜m() (8.76).
This is depicted in Figure 8.3 where only the lowest split energy levels of the combined
axial and magnetron modes are included. Although a very simplified representation of
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2ℏ𝛏 𝑚(𝜖) 
δ 0 
Figure 8.3: An avoided crossing between the ny = 1, nz = 0 and ny = 0, nz = 1 levels can be used
to discuss quantum adiabaticity requirements for the axial-magnetron coupling stages of driving to the
ultra-elliptical regime [29]. A large enough gap between the dressed levels (or an instantaneous switching
on of the coupling field) means that the system either follows the blue or green paths as the gap at δ = 0
is created, so that the electron remains in an adiabatic state. Explicit calculation of the adiabatic modes
is given in Appendix C.
the system, it illustrates the adiabaticity condition as applied to this process. During
the coupling stages, the ellipticity is assumed to be held at a constant value. Referring
to Figure 8.2, the system will remain in an adiabatic state (red line) by following either
the path indicated by the blue or green arrows as the gap at δ = 0 is created when the
coupling field in (8.67) is first switched on. Avoiding transition between the adiabatic
states requires that the time associated with such a transition→∞. This can be satisfied
by achieving a large enough gap ξ˜m(), as provided by the field strength (8.67). The size
of this gap depends on , and as can be seen in (8.83), is taken care of mathematically by
the changing values of  in the sequence of Uˆ †m,1() operations. The experimental method
as discussed in [29] addresses this by observation of the dependence ω˜− ≡ ω˜−() which
must change for each stage of the process.
8.6 The infinitely squeezed harmonic oscillator
In Chapter 5, squeezing transformations were shown to map between 3D isotropic trap-
ping systems, and 3D anisotropic systems, with restrictions placed upon the squeezing
parameters (5.46, 5.48, 5.50) in order to preserve commutation relations. The connection
between this and the present analysis of the quantum elliptical Penning trap is if course
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no coincidence; this section briefly highlights and explores this correspondence.
8.6.1 Squeezing in the infinite limit
In the limit  → 1 of the Penning trap, the squeezing parameter in the y direction, ζy →
−∞, as can be seen in Figure 8.2. In this limit, the trapping frequency along this direction,
ω˜−, simultaneously → 0 [15] as plotted in Figure 8.1. The correspondence between the
relative size of the squeezing parameters ζx(+), ζy(−), and that between the generalised
frequency of the modes ω˜+ and ω˜− is in agreement with the analysis of Chapter 5; it was
predicted exactly by (5.46), and ensures that commutation relations are conserved. The
driving of the Penning trap to the ultra-elliptical regime supports the idea from Chapter
5 that the operator methods devised can be used to map between 2D and 3D trapping
systems, as the real valued plots of the magnetron orbit in Figure 1.9 show how the
system becomes quasi-2D2 in the limit  → 1 [29]. Such agreement between the two is
satisfying, given that the results of Chapter 5 are derived only from conservation of angular
momentum commutation relations as trapping frequencies are changed. The results of this
chapter in conjunction with those of Chapter 5 should greatly assist future theoretical and
experimental exploration of the ultra-elliptical trap, whether in the quantum regime or
otherwise.
8.6.2 The effective mass of the electron
In Chapter 6, effective masses were introduced along the x and y directions in the Iˆ1 frame
(6.5) to interpret the effects of the magnetic field upon the potential energy of the electron
in the trap. In the present case of the elliptical trap, these effective masses become
m˜x =
1
2
ω1
ω˜+
m, m˜y =
1
2
ω1
ω˜−
m, (8.84)
so that the elliptical Hamiltonian (8.29) can be expanded out as
Hˆζ = 1
2m˜x
pˆ2x −
1
2m˜y
pˆ2y +
1
2m
pˆ2z +
1
2
m˜xxˆ
2 − 1
2
m˜yyˆ
2 +
1
2
mzˆ2. (8.85)
Now, as → 1 and ω˜− → 0, it is clear that the effective mass in the y direction, m˜y, will
become unbounded. An infinite effective mass in a harmonic oscillator potential indicates
zero motion along this axis, and so in this sense the system truly becomes 2D in the
ultra-elliptical limit.
2The discussion of the behavoiur of the electron in the x and y motions here is in the Iˆ1φ frame.
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Chapter 9
Landau-Zener-Stu¨ckelberg
Interferometry in the Penning
Trap
This chapter returns again to the appearance of avoided crossings of the coupled Penning
trap, as shown in Figure 2.2. It is shown how a coupling potential with a sum of carefully
chosen frequency components leads to interference patterns of Penning trap observables.
Moreover, the calculation demonstrates how enhanced quantum control is achievable by
adopting the dressed-atom formalism [57] for the Penning trap. Calculations are per-
formed in the conventional {+,−} basis since the discussion does not require knowledge
of individual x and y dynamics.
9.1 Landau-Zener-Stu¨ckelberg interferometry: an introduc-
tion
Let us refer to the calculation of cyclotron-axial mode coupling in Chapter 2. The coupled
Hamiltonian (2.11), before dressing, is written in the following form
Hˆpt = ω0Tˆ0 + δTˆ3 + 2ξTˆ1 − ~ω−
(
aˆ†−aˆ− +
1
2
)
, (9.1)
where ω0 is given in (2.13) and ξ is the renormalized field strength of the coupling field
(2.1), with units Hz (2.12). Operators of the set T are defined in (2.29). Consider the
structure of (9.1). The + and z contributions in Hˆpt reveal a form reminiscent of the
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Hamiltonian of a TLS [87]:
HTLS =
 ε0(t) ∆
∆ ε1(t)
 . (9.2)
ε0(t) and ε1(t) are the energy levels of two diabatic states, and ∆ is the coupling strength
between them. Such a Hamiltonian forms the basis of Landau-Zener-Stu¨ckelberg (LZS)
interferometry [88, 89]. In this latter system, the phase accumulated between successive
driven transitions of a TLS at an avoided crossing, LZ transitions [85, 86], may lead to
constructive or destructive interference. As a result, physical observables have periodic
dependence on the parameters of the system, and an interference pattern can be built
up as these parameters are varied [90]. Fourier transforms of these patterns can extract
information on the energy level spectrum [87]. Additionally, they can provide a tool
with which to study the interaction of the system with the trapping fields and with the
environment, and offer possibility of “fast and reliable control of a quantum system” [90].
Such capabilities in the Penning trap have obvious appeal.
9.2 The coupling field
In order to induce transitions between the dressed levels of (9.1), it must be modified
to include periodic time dependence proportional to the Tˆ1 term. For this purpose, an
electric field comprised of three separate components is defined:
~ELZS(t) =
A
2
cos(ωpt)(xeˆz + zeˆx)
+
B
2
cos(ωnt)(xeˆz + zeˆx)
+
B
2
cos(ωqt)(xeˆz + zeˆx). (9.3)
The associated potential of ~ELZS(t) is
VLZS(t) = − (A cos(ωpt) +B(cos(ωnt) + cos(ωqt)) ) (xz), (9.4)
which is identical to (2.2) but for the replacement of the time dependence with three
separate terms. Recall the definition of the quantum coordinates xˆ and zˆ in terms of
creation and annihilation operators of the cyclotron and axial modes (1.39), and the
definition ωp = ω+ − ωz + δ. As will be shown, the frequencies ωn and ωq in (9.4) will act
to drive the sidebands of the coupling established by the ωp contribution in this potential.
In a frame of reference rotating at ωp defined by the unitary operator Uˆp(t) in (2.6),
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the Hamiltonian of the electron in the presence of (9.3) becomes
HˆLZS =Uˆp(t)
(
Hˆ+ qVˆLZS(t)
)
Uˆ †p(t) + i~
ˆ˙Up(t)Uˆ
†
p(t)
=ω0Tˆ0 + δTˆ3 − ~ω−
(
aˆ†−aˆ− +
1
2
)
+
e~
2m
√
ω1ωz
(A cos(ωpt) +B(cos(ωnt) + cos(ωqt)) )×
×
{
aˆ+aˆz + aˆ
†
+aˆze
iωpt + aˆ†zaˆ+e
−iωpt + aˆ†+aˆ
†
z
+aˆ−aˆzei
ωp
2
t + aˆ†−aˆze
i
ωp
2
t + aˆ†zaˆ−e
−iωp
2
t + aˆ†−aˆ
†
ze
−iωp
2
t
}
. (9.5)
The cosine function is expanded into exponential form, and in this frame, the potential
energy contributed by (9.3) becomes
Uˆp(t)
(
qVˆLZS(t)
)
Uˆ †p(t) =
e~
2m
√
ω1ωz
[
aˆ†+aˆ
†
z
(
A(eiωpt + e−iωpt) +B(eiωnt + e−iωnt + eiωqt + e−iωqt)
)
+aˆ†−aˆ
†
z e
−iωp
2
t
(
A(eiωpt + e−iωpt) +B(eiωnt + e−iωnt + eiωqt + e−iωqt)
)
+aˆ†+aˆz e
iωpt
(
A(eiωpt + e−iωpt) +B(eiωnt + e−iωnt + eiωqt + e−iωqt)
)
+aˆ†−aˆz e
i
ωp
2
t
(
A(eiωpt + e−iωpt) +B(eiωnt + e−iωnt + eiωqt + e−iωqt)
)
+aˆ†zaˆ+ e
−iωpt (A(eiωpt + e−iωpt) +B(eiωnt + e−iωnt + eiωqt + e−iωqt))
+aˆ†zaˆ− e
−iωp
2
t
(
A(eiωpt + e−iωpt) +B(eiωnt + e−iωnt + eiωqt + e−iωqt)
)
+aˆ+aˆz
(
A(eiωpt + e−iωpt) +B(eiωnt + e−iωnt + eiωqt + e−iωqt)
)
+aˆ−aˆz ei
ωp
2
t
(
A(eiωpt + e−iωpt) +B(eiωnt + e−iωnt + eiωqt + e−iωqt)
)]
,
(9.6)
Inserting the frequencies
ωn = ωp + ϕ, ωq = ωp − ϕ, (9.7)
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Uˆp(t)
(
qVˆLZS(t)
)
Uˆ †p(t) =
e~
4m
√
ω1ωz
[
aˆ†+aˆ
†
z
(
A(eiωpt + e−iωpt)
+B(ei(ωp+ϕ)t + e−i(ωp+ϕ)t + ei(ωp−ϕ)t + e−i(ωp−ϕ)t)
)
+aˆ†−aˆ
†
z
(
A(eiωpt/2 + e−i3ωpt/2)
+B(ei(ωp/2+ϕ)t + e−i(3ωp/2+ϕ)t + ei(ωp/2−ϕ)t + e−i(3ωp/2−ϕ)t)
)
+aˆ†+aˆz
A(e2iωpt + e0︸︷︷︸
RWA
)
+B(ei(2ωp+ϕ)t + e−iϕt︸ ︷︷ ︸
RWA
+ei(2ωp−ϕ)t + eiϕt︸︷︷︸
RWA
)

+aˆ†−aˆz
(
A(e3iωpt/2 + e−iωpt/2)
+B(ei(3ωp/2+ϕ)t + e−i(ωp/2+ϕ)t + ei(3ωp/2−ϕ)t + e−i(ωp/2−ϕ)t)
)
+aˆ†zaˆ+
A( e0︸︷︷︸
RWA
+e−2iωpt)
+B( eiϕt︸︷︷︸
RWA
+e−i(2ωp+ϕ)t + e−iϕt︸ ︷︷ ︸
RWA
+e−i(2ωp−ϕ)t)

+aˆ†zaˆ−
(
A(eiωpt/2 + e−3iωpt/2)
+B(ei(ωp/2+ϕ)t + e−i(3ωp/2+ϕ)t + ei(ωp/2−ϕ)t + e−i(3ωp/2−ϕ)t)
)
+aˆ+aˆz
(
A(eiωpt + e−iωpt)
+B(ei(ωp+ϕ)t + e−i(ωp+ϕ)t + ei(ωp−ϕ)t + e−i(ωp−ϕ)t)
)
+aˆ−aˆz
(
A(e3iωpt/2 + e−iωpt/2)
+B(ei(3ωp/2+ϕ)t + e−i(ωp/2+ϕ)t + ei(3ωp/2−ϕ)t + e−i(ωp/2−ϕ)t)
)]
.
(9.8)
Now, the frequency ϕ is chosen such that
ϕ ω+ and ϕ ωz. (9.9)
Once again, the only terms not oscillating at ωp ∼ GHz frequencues are those captioned
“RWA”. Making the now familiar secular approximation [58] reduces (9.8) to
Uˆp(t)
(
qVˆLZS(t)
)
Uˆ †p(t) =
e~
4m
√
ω1ωz
[
aˆ†+aˆz
(
A+B
(
e−iϕt + eiϕt
))
+ aˆ†zaˆ+
(
A+B
(
eiϕt + e−iϕt
))]
=
e~
m
√
ω1ωz
(
A
4
+
B
2
cos(ϕt)
)(
aˆ†zaˆ+ + aˆ
†
+aˆz
)
. (9.10)
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From (9.5), the Hamiltonian of the Penning trap with the applied coupling field ~ELZS(t)
in (9.3) in a frame rotating at ωp becomes
HˆLZS = ω0Tˆ0 + δTˆ3 + ~ω0
2
− ~ω−
(
aˆ†−aˆ− +
1
2
)
+
e
m
1√
ω1ωz
(
A
2
+B cos(ϕt)
)
Tˆ1. (9.11)
This is rewritten
HˆLZS = ω0
(
Tˆ0 +
~
2
)
+ δTˆ3 − ε(t)Tˆ1 − ~ω−
(
aˆ†−aˆ− +
1
2
)
, (9.12)
where
ε(t) = − (χ0 + χ cos(ϕt)) , (9.13)
and
χ0 =
e
m
1√
ω1ωz
A
2
, χ =
e
m
1√
ω1ωz
B. (9.14)
The offset χ0 and amplitude χ of the “driving field”
1 ε(t) are therefore directly controlled
through A and B, the amplitudes of the applied field ~ELZS(t) in (9.3).
9.3 The Landau-Zener-Stu¨ckelberg Hamiltonian
In order that it is written in a more conventional form [90], Hamiltonian (9.12) is rotated
through pi/2 by Tˆ2 to reveal:
Hˆ′′LZS = exp
{
i
~
(pi
2
)
Tˆ2
}
HLZS exp
{
i
~
(
−pi
2
)
Tˆ2
}
= ω0
(
Tˆ0 +
~
2
)
− δTˆ1 − ε(t)Tˆ3 − ~ω−
(
aˆ†yaˆy +
1
2
)
. (9.15)
A 2D Hamiltonian of the cyclotron and axial modes is then defined
Hˆ(t) = Hˆ′′LZS − Hˆ−, (9.16)
=⇒ Hˆ(t) = ω0
(
Tˆ0 +
~
2
)
− δTˆ1 − ε(t)Tˆ3 . (9.17)
The quantum numbers N and l and the action of the operators Tˆ0 and Tˆ3 on Fock states
|n+, nz〉 are detailed in (2.35) and (2.36) respectively.
The validity of dropping the magnetron contribution follows from the separable nature
of the Penning trap Hamiltonian in (1.38), since the coupled energy levels are unaffected
by this degree of freedom. In contrast to an analogous Hamiltonian constructed from
Pauli operators [60], as in (9.2), Hˆ(t) contains both the potential and kinetic energy
contributions of the system.
1The units of ε are Hz, but this is a convenient term to use.
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𝛿/2 
𝛿/2 
Figure 9.1: a) Energy levels of Hˆ(t) in (9.17) vs. the bias ε for N = 1. The red curves show the adiabatic
energy levels E±, with an avoided crossing of size δ. The dashed blue lines represent the diabatic energy
levels l = 1,−1 which correspond to the Fock states |n+, nz〉 = |0, 1〉 and |n+, nz〉 = |1, 0〉 respectively.
b) The bias signal ε(t) with amplitude χ and offset χ0. The diagram has been copied from a similar one
in [90].
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9.3.1 Cooling to the state N = 1
For the states with total quantum number N = 1, there are two possible values of l:
|n+, nz〉 = |1, 0〉 : l = −1,
|n+, nz〉 = |0, 1〉 : l = 1. (9.18)
Therefore the levels N = 1, l = 1 and N = 1, l = −1 correspond to the first excited states
of the coupled modes, the dressed modes.
The instantaneous eigenvalues of Hˆ(t) in the state N = 1 are
E±(t) = ~ω0 ± ~Ω(t)
2
, (9.19)
Ω(t) =
√
δ2 + ε(t)2. (9.20)
Of course, there are an infinite number of ladder states for Hamiltonian (9.17); for each
level N there are N avoided crossings in the adiabatic levels of Hˆ(t), resulting in a total
of
∑
N=0N avoided crossings in the entire spectrum. This is discussed fully in 9.6.
The following two sections consider only the sub-levels of N = 1, an ideal TLS. For the
purpose of the current stage of the calculation, it is assumed that the electron is prepared
in the pure state N = 1, so that the rest of the spectrum can be effectively ignored.
9.4 Adiabatic-impulse model
There are many theoretical approaches to solving this problem [91, 92, 93, 94, 95], but the
most intuivive one is chosen [90], the adiabatic-impulse model [96, 97, 98]. As the name
suggests, the model is based upon treating two distinct types of evolution of the system:
adiabatic evolution far from the crossing points, and instantaneous transition between E+
and E− at the point of minimum separation. This transition occurs at times t1 and t2,
where [90]
ϕt1 = arccos
(
χ0
χ
)
, ϕt2 = pi − ϕt1, (9.21)
as indicated in Figure 9.2. In terms of the amplitudes of the bare potential VLZS, χ0/χ =
A/2B. It should be noted that setting χ0 = A = 0 results in other interesting population
dynamics and phase effects in the system, as has been studied for periodically driven two
state systems [99]. However, it does not produce the interference patterns of observables,
since these rely on being able to change both the offset χ0 and amplitude χ of the driving
field.
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𝐸(𝑡)/ℏ 
𝑡 
𝐸+ 
𝐸− 
𝑡1 𝑡2 𝑡1 + 2𝜋/𝜑 
𝜁 1 𝜁 2 
𝑈1 𝑈2 
𝑁 𝑁 
Figure 9.2: Evolution of the energy levels of adiabatic (red) and daibatic (blue) states in time during
one period of the driving ε(t). The phases acquired, ζ1 and ζ2, are equal to the area under the curves
between crossing points. The matrices U and N (9.26, 9.39) can be used to determine the adiabatic and
non-adiabatic evolution of the system [90].
Of course, the reality is that the population mixing does not occur so suddenly, but the
model has been found to provide an accurate description of the evolution as long as the
system follows a linear transition as it passes through the avoided crossing points [85, 86].
9.4.1 Adiabatic evolution
Far from the points of minimum separation, the wavefunction ψ(t) satisfying the Schro¨dinger
equation Hˆψ = Eψ is written in the adiabatic basis [90]
ψ(t) =
∑
±
b±(t)ϕ±(t) =
∑
±
c±(t)ϕ±(t) exp
{
∓
(
ζ +
pi
4
)}
, (9.22)
ζ =
1
2
∫
Ω(t) dt. (9.23)
In the adiabatic approximation, c± are time independent coefficients between crossing
points, so the adiabatic evolution from an initial time ti to a final time tf is simply given
by [90]
b(tf ) = U(tf , ti)b(ti), (9.24)
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where [90]
b(t) =
 b+(t)
b−(t)
 , (9.25)
U(tf , ti) =
 exp {−iζ(tf , ti)} 0
0 exp {iζ(tf , ti)}
 = exp {−iζ(tf , ti)σz} , (9.26)
ζ(tf , ti) =
1
2
∫ tf
ti
Ω(t) dt. (9.27)
In Figure 9.2, during the adiabatic stages of evolution over one period of the driving
ε(t), the phases acquired are
ζ1 =
1
2
∫ t2
t1
Ω(t) dt , ζ2 =
1
2
∫ t1+ 2piϕ
t2
Ω(t) dt , (9.28)
which correspond to the areas between the energy levels during these adiabatic stages.
The matrices U1 and U2 in the same figure correspond to U(t2, t1) and U(t1 + 2pi/ϕ, t2)
respectively.
9.4.2 Single passage: a Landau-Zener transition
In Figure 9.2, energy of the diabatic energy levels, shown in blue, are given by ω0±ε(t)/2.
In the non-adiabatic regions near t1 and t2 where the time obeys
t = t1,2 + t
′, ϕ|t′|  1, (9.29)
the evolution of the driving frequency can be written [90]
ε(t1,2 + t
′) ≈ ±vt′, (9.30)
where
v = χϕ| cos(ϕt1,2)| = χϕ
√
1−
(
χ0
χ
)2
. (9.31)
The Hamiltonian (9.17) in this region becomes linear:
Hˆ(t′) = ω0Tˆ0 − δTˆ1 ∓ vt′Tˆ3. (9.32)
Apart from the Tˆ0 term which simply acts to shift the energy levels by a constant, this is
exactly the LZ Hamiltonian [85, 86].
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If the lower energy level E− is initially occupied, the transition probability to the upper
level E+ is calculated as [40]
P+ = PLZ = exp(−2piη), (9.33)
η =
δ2
4v
. (9.34)
As the driving velocity v increases from 0: the adiabatic limit, to ∞: the sudden-change
limit [90], the probability of transition from the lower to upper adiabatic state varies from
0 to 1 [40].
The upper limit of of this transition time is given by [99]
tLZ =
2
δ
√
ηmax(1,
√
η), (9.35)
but it is generally shorter than this. The applicability of the adiabatic-impulse model in
the Penning trap depends upon the lengthscales l over which the diabatic and adiabatic
evolution occur: ladiabatic  ldiabatic. This requirement is fulfiled by large δ/ϕ and/ or
large χ/ϕ [99], resulting in the combined condition:
δ2 + χ2  ϕ2 . (9.36)
In [100], multiphoton fringes are produced by this approach when analogous parameters
of the Penning trap obey
χ . ϕ . δ. (9.37)
In order to keep track of the relative phase of the wavefunction between the lower and
upper adiabatic states, the LZ transition can be described by the non-adiabatic evolution
matrix [90]:
b(t1,2 + 0) = N b(t1,2 − 0), (9.38)
N =
 √1− PLZ exp{−iϕ˜S} −√PLZ√
PLZ
√
1− PLZ exp{iϕ˜S}
 , (9.39)
where
ϕ˜S = ϕS − pi
2
, (9.40)
the Stokes phase [101] is given by
ϕS =
pi
4
+ η (ln η − 1) + arg Γ(1− iη), (9.41)
and Γ is the gamma function Γ(x) = (x− 1)!.
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Figure 9.3: Transition from the lower to upper adiabatic energy level during the first (blue) and second
(green) passages of the avoided crossing [90]. The interference between the two possible transitions is
captured by the Stu¨ckelberg phase [85, 89] in the total transition probability after time t1 +2pi/ϕ in (9.42).
9.4.3 Double passage: The Stu¨ckelberg phase
Figure 9.3 shows the different possible paths from the lower to upper adiabatic energy
level as electron is driven through the avoided crossing points. The total probability of
transition after t1 + 2pi/ϕ, which corresponds to one period of the driving field, is given
by [85, 89, 102]:
P+ = 4PLZ(1− PLZ) sin2(φSt) , (9.42)
φSt = ζ2 + ϕ˜s. (9.43)
The probability P+ is therefore an oscillating function of the Stu¨ckelberg phase, φSt. The
two parts of the phase correspond to the component ζ2 (9.28) acquired during adiabatic
evolution, and ϕ˜s (9.40) contributing from adiabatic transition [90]. There are cases in
which the Stu¨ckelberg oscillations are averaged out [103], and the average probability is
given by
P+ = 2PLZ(1− PLZ). (9.44)
This averaged value is simply the sum of the probabilities of the first and second trans-
itions.
Chapter 9. Landau-Zener-Stu¨ckelberg Interferometry in the Penning Trap 138
For systems where LZS interferometry does occur (the conditions for this are discussed
in 9.5.1), from (9.42), interference between the transitions means that the total excitation
probability after double passage may vary from 0, corresponding to destructive interfer-
ence, to 4PLZ , in the case of constructive interference [90].
9.5 Multiple passages
9.5.1 Conditions for Landau-Zener-Stu¨ckelberg interference
The relevant time scales of the problem must first be considered when studying the system
as avoided crossings are passed periodically. The time between such events is of the order
of half the driving period [90], T/2 = pi/ϕ. When successive transitions do not overlap
and the phase coherence is preserved, corresponding to a long dephasing time T2, LZS
interference can occur [90]. This condition is written:
tLZ <
T
2
< T2. (9.45)
T/2 T2: zero decoherence
The effects of decoherence are discussed in 9.8.1, but for now, assuming zero decoherence
(setting T2  T/2), the condition for LZS interferometry from (9.45) becomes
max (1,
√
η) <
piδ
2ϕ
√
η
. (9.46)
There are two ways in which this inequality may be satisfied:
1 >
√
η : This results in two conditions:
χ2 − χ20 >
ϕ2
pi4
, (9.47)
χ2 − χ20 >
δ4
16ϕ2
, (9.48)
=⇒ δ ∼ ϕ, χ2 − χ20 ∼ δ2 (9.49)
Thus the driving frequency ϕ should be of the same order of the detuning δ and the
difference in the strengths of A and B in (9.4).
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1 <
√
η : In terms of Penning trap parameters, this requires
δ >
2ϕ
pi
, (9.50)
χ2 − χ20 <
δ4
16ϕ2
. (9.51)
These latter conditions agree with those aimed at in (9.37), so the regime 1 <
√
η will be
adopted in what follows.
9.5.2 Evolution of the driven two-level system
It has been shown [90] that if the driving is applied for a time t, corresponding to n full
periods of ε(t), the solution is given by combining the matrices U and N, corresponding
to the adiabatic and non-adiabatic parts of evolution, in the following way:
For t − 2pinϕ ∈ (t1, t2), corresponding to the time falling in the first half of a period of
ε(t):
U
(
t, t1 +
2pin
ϕ
)
(N U2 N U1)
n , (9.52)
and for t− 2pinϕ ∈ (t2, t1 + 2piϕ ), when the time falls in the second half,
U
(
t, t2 +
2pin
ϕ
)
N U1 (N U2 N U1)
n . (9.53)
As a reminder,
U1 = U(t2, t1) = exp {−iζ(t2, t1)σz} ,
U2 = U
(
t1 +
2pi
ϕ
, t2
)
= exp
{
−iζ
(
t1 +
2pi
ϕ
, t2
)
σz
}
, (9.54)
as indicated in Figure 9.3.
The evolution matrices
Closely following [90], the evolution matrices and conditions for LZS interference are found
in terms of parameters of the Penning trap.
For a one period oscillation, the evolution matrix is clearly given by [90, 99]
N U2 N U1 =
 ν −γ∗
γ ν∗
 , (9.55)
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where
ν = (1− PLZ)e−iζ+ − PLZe−iζ− ,
γ =
√
PLZ(1− PLZ)eiϕ˜S
(
e−iζ+ + e−iζ−
)
,
ζ+ = ζ1 + ζ2 + 2ϕ˜S ,
ζ− = ζ1 − ζ2. (9.56)
Its nth power is given by [104, 99]
(N U2 N U1)
n =
 u11 −u∗21
u21 u
∗
11
 , (9.57)
where the elements are
u11 = cos(nφ) + i=(ν)sin(nφ)
sin(φ)
,
u21 = γ
sin(nφ)
sin(φ)
,
cosφ = <(ν). (9.58)
Since the probability of occupation of the upper level, P+, is given by |b+(t)|2 at time t,
for t− 2pinϕ ∈ (t1, t2), (9.52) reveals [90]:
P
(I)
+ (n) = |γ|2
sin2(nφ)
sin2(φ)
. (9.59)
Similarly for t− 2pinϕ ∈ (t2, t1 + 2piϕ ), (9.53) results in [90]:
P
(II)
+ (n) = 2Q1
sin2(nφ)
sin2(φ)
+Q2
sin(2nφ)
sin(φ)
+ PLZ cos(2nφ), (9.60)
where
Q1 = PLZ
[
PLZ sin
2(ζ−) + (1− PLZ)(1 + cos(ζ+) cos(ζ−)
]
,
Q2 = 2PLZ(1− PLZ) cos(ζ1 + ϕ˜S) cos(ζ2 + ϕ˜S). (9.61)
Time averaging over n 1 periods results in [90]:
P
(1)
+ =
|γ|2
2 sin2(φ)
=
1
2
|γ|2
|γ|2 + (=(ν))2 , (9.62)
P
(II)
+ =
Q1
sin2(φ)
. (9.63)
From (9.62), P+ is maximal when =(ν) = 0, which leads to the general resonance condi-
tion [90]:
(1− PLZ) sin(ζ+)− PLZ sin(ζ−) = 0 . (9.64)
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Figure 9.4: The time averaged occupation probability P+ of the upper adiabatic energy level E+ as given in
(9.68) for the Penning trap for the pure stateN = 1. A value of ϕ = 0.32 δ is chosen, and the range of both χ
and χ0 are ±7δ, corresponding to the regime χϕ . δ2 (9.37). The arcs around χ = χ0 = 0 are described by
the resonance condition in (9.65) for the slow passage limit. Experimentally, the peaks in probability should
correspond to the frequency measurement of the upper adiabatic state E+/~ = ω0 +
√
δ2 + (χ+ χ0)2/2
as the voltages A and B are varied in (9.4). The plot is replicated from [90] with parameters adapted to
the Penning trap.
In the slow limit, when 2piη  1, the resonance condition becomes [90]
ζ+ = ζ1 + ζ2 + 2ϕ˜S = kpi, (9.65)
and for the fast limit, corresponding to 2piη  1 [90]:
ζ1 − ζ2 = kpi (9.66)
for any integer k, and ϕ˜S ≈ −pi/2.
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9.5.3 The slow-passage limit η  1, PLZ  1
In terms of Penning trap parameters, this regime is described by
δ4  16ϕ2(χ2 − χ20). (9.67)
In this limit, the difference between P
(I)
+ and P
(II)
+ , due to the application time of the
driving field falling in the first, or second half of a cycle, can be ignored [90]. The lowest
approximation in PLZ of P
(II)
+ gives [88, 89]
P+ =
PLZ (1 + cos(ζ+) cos(ζ−))
sin2(ζ+) + 2PLZ (1 + cos(ζ+) cos(ζ−))
. (9.68)
If the system is initially in the lower energy level, this gives the average occupation probab-
ility of the upper level [90]. The maximum value of P+ is 1/2, and occurs when sin(ζ+) = 0.
This is exactly the resonance condition in the slow limit given in (9.65), and as can be
seen in Figure (9.4), it describes arcs around the point χ = χ0 = 0 [90]. The width of the
resonance lines is determined by the numerator in (9.68) [90]. When
cos(ζ+) cos(ζ−) = −1, (9.69)
the width of the line is zero. The ratio χ/ϕ determines the position of the resonances, but
it does not depend on the gap δ [105]. Only the region χ < |χ0| is valid; if the offset χ0 is
grater than the driving amplitude χ, then no avoided crossings are encountered, and the
theory inapplicable.
If χ0 = 0, corresponding to setting A = 0 in the applied field (9.3), the resonance
condition is simplified to [90]
2χ
ϕ
= kpi. (9.70)
9.5.4 Collective conditions and other regimes
The collected conditions necessary for producing Figure 9.4 for the N = 1 level of the
Penning trap are:
Adiabatic impulse condition : δ2 + χ2  ϕ2
LZS Interference : χ2 − χ20 <
δ4
16ϕ2
and δ >
2ϕ
pi
,
Slow Driving regime : δ4  16ϕ2(χ2 − χ20),
Observation of fringes : χ . ϕ . δ. (9.71)
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As discussed, there are other approaches to solving this problem, such as Floquet the-
ory [106, 95, 107], which more readily allows for the inclusion of dissipative processes in
the system [90]. There are also many regimes and conditions, such as the fast passage
limit [108], within the adiabatic-impulse approach which could be worth further investig-
ation for the Penning trap. This is beyond the scope of this thesis.
The analysis has so far ignored some rather significant features in the Penning trap.
The first of these is that the level occupation of the system is governed by the temperature
of the trap, as in (1.71). The spectrum of both the uncoupled and coupled systems must
therefore include a thermal distribution of energy levels, with the above calculation only
applying to the N = 1 level. This is discussed in the following two sections, and the
remaining “neglected features” are addressed in 9.8.
9.6 Generalisation to N levels: the coupled harmonic oscil-
lator spectrum
Unless cooling to the exact state N = 1 is achieved, the driving ε(t) must necessarily
involve avoided crossings between the l levels of other values of N .
The expectation values of the Hˆ(t) with respect to the Fock states |n+, nz〉 is given by
1
~
〈n+, nz|Hˆ(t)|n+, nz〉 = ω0
2
[
nz + n+ − ε(t)
ω0
(nz − n+) + 1
]
=
ω0
2
[
N − ε(t)
ω0
l + 1
]
. (9.72)
For a given instant in time, the diabatic energy of the system is defined
1
~
Ediabatic =
1
~
〈n+, nz|Hˆ(t)|n+, nz〉
=
ω0
2
(
N + 1− ε
ω0
l
)
, (9.73)
for N = 0, 1, 2, ..., l = −N,−N + 2, ...0..., N − 2, N .
The ladder of states in Figure 9.5 shows a plot of (9.73) for N = 6. At ε = 0, there is no
splitting between the different l levels, since there is no component Tˆ3 in the Hamiltonian
(9.17). As ε increases, the Tˆ3 component contributes −~/2 |ε|(nz−n+) to the expectation
value, so that for a given N = n+ + nz, each level is split into N + 1 sub-levels.
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Figure 9.5: The first seven diabatic energy levels of Hˆ(t) (9.17). There is no splitting at ε = 0, since the
Tˆ3 component in Hˆ(t) vanishes. Away from the origin, the splitting between each adjacent level is given
by |ε|. The figure is drawn to scale: the maximum strength of ε in this plot is ±ω0/40.
9.6.1 The zoomed-out spectrum
Figure 9.6 shows the diabatic energy levels of the first seven quantum numbers N for a
driving field strength |ε| = ω0/4, which is × 10 the strength of ε in Figure 9.52. At this
strength, various crossing points of l sub-levels can be seen. The spectrum in Figure 9.7
now shows a zoomed-out plot of 9.6, where the relative strength ε has been increased to
±3ω0/2. Comparison of the three Figures 9.5, 9.6 and 9.7 shows how the relative size of
the intrinsic frequency ω0 and the strength of the field ε, determines the overall spectrum
of the coupled levels. Increasing ε effectively zooms-out upon a the spectrum of a cranked
oscillator [72].
2Figure 9.6 is in fact identical to the spectrum of the cranked harmonic oscillator, as discussed in 3.3,
around the point ν = −0.5. The difference between the cranked oscillator spectrum and the present case
is that this is a plot of the diabatic levels of the system; the Tˆ1 component in Hamiltonian (9.17) will lift
the degeneracy at every crossing point in the spectrum when the adiabatic levels are plotted.
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Figure 9.6: Increasing the relative strength of ε to ±ω0/4 reveals how the splitting of the l sub-levels from
the first seven N levels cross.
1
ℏ
𝐸𝑑𝑖𝑎𝑏𝑎𝑡𝑖𝑐 
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Figure 9.7: The first seven diabatic energy levels for |ε| = ±3ω0/2. The spectrum is revealed to be exactly
that of the cranked harmonic oscillator, as discussed in 3.3, where ε = 0 corresponds exactly to the point
ν = −0.5 about which the levels of a 2D harmonic oscillator are split.
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Labelling the Fock states of the adiabatic basis |nν , nµ〉, the adiabatic energy is defined3
1
~
Eadiabatic =
1
~
〈nν , nµ|Hˆ(t)|nν , nµ〉
=
ω0
2
N + 1−
√(
ε
ω0
)2
+
(
δ
ω0
)2
l
 . (9.74)
Figure 9.8 shows a plot of 2Eadiabatic/~ω0 for a fixed field strength ε, and snapshots of
the spectrum of N = 6 as the avoided crossing of size δ is increased in steps from zero to
δ = 9ω0/10.
3The eigenvalues of |nν , nµ〉 correspond to E± in (9.19) when N = 1.
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It is clear from these “snapshots” that the avoided crossing between the l sub-levels
only occur at the point ε = 0. This result is helpful; it indicates that the crossing of l from
different values of N is not relevant in the present system. In this way, each manifold of
N levels can be considered independent in the LZS driving calculation.
9.7 The thermal state of the system
As discussed in 1.4.1, the state of the Penning trap must be described by a statistical
weighting of states through the density operator ρˆ±,z (1.67). From this, the probability of
the electron being in a particular Fock state is calculated from the product of the diagonal
elements of the individual ρˆ+, ρˆ− and ρˆz matrices [41]. In Chapter 2, the probabilities of
excitation of Fock states |n+, nz〉 after mode coupling was shown to follow directly from
the eigenvalues of the dressed modes in the lab frame.
Calculating the effects of the LZS coupling field in (9.3) is separated into two parts.
The first involves setting χ = 0 (B = 0 in (9.3)), so that the field couples the modes exactly
as in Chapter 2; the only difference in the statistical results from Hamiltonian 2.34 is then
the replacement 2ξ → −δ and δ + ϕ → χ0 from the previous chapter to the present one.
Once the statistical properties of the system have been established, the driving between
the dressed levels is “switched on” with |χ| > 0. The probability amplitudes resulting
from LZS interferometry for an multi-anticrossing system [87], for each separate manifold
of N levels, should then be considered.
In this way, the final results are a convolution of the probabilities of being in the
dressed levels with total quantum number nν + nµ, with the probabilities resulting from
LZS driving around an (nν + nµ)-level anticrossing system [87].
9.7.1 Statistical properties of the uncoupled system, χ0 = χ = 0
It is worthwhile to first discuss the statistical properties of each manifold of N levels before
any coupling field is applied.
For the uncoupled system held at temperature T = 1/kBβ, the probability of the
electron occupying the state |n+, nz〉 is given by [41]
P (n+, nz) = P (n+)P (nz)
= exp(−β~ω+n+)(1− exp(−β~ω+)) · exp(−β~ωznz)(1− exp(−β~ωz)).
(9.75)
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Figure 9.8: Renormalised values of the adiabatic spectrum (9.74) are plotted for increasing values of δ/ω0
from a) to f), where the values ω0 = 10 and |ε| = 20 have been arbitrarily chosen. The red dots enable
the splitting between two levels to be traced from a) to f). Of course, δ will be fixed for given experiment,
but the purpose of the snapshots is to illustrate that the only avoided crossings between the l sub-levels
occurs at ε = 0. In this way, other “crossing points” of the spectrum can be effectively ignored.
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Figure 9.9: Zoomed in plot of the manifold of N = 6 diabatic energy levels of Hamiltonian (9.17), with
the axes drawn to scale.
This determines the probability of occupation of each l level of the spectrum before coup-
ling is applied. The total probability of the collection of l sub-levels belonging to a
particular N must now be found. As an example, the level N = 6 is considered. Re-
ferring to Figure 9.9, this is comprised of sub-levels (n+ = 6, nz = 0), (n+ = 5, nz = 1),
(n+ = 4, nz = 2),...(n+ = 0, nz = 6). The probability of the electron occupying any of
these levels is given by the sum of the individual probabilities P (n+, nz):
P (N = 6) = P (6+, 0z) + P (5+, 1z) + P (4+, 2z) + P (3+, 3z) + P (2+, 4z) + P (1+, 5z) + P (6+, 0z),
(9.76)
which is straightforward to calculate from (9.75). The probability of occupation of a
general level N follows from this:
P (N) = (1− exp(−β~ω+))(1− exp(−β~ωz)) [exp (−β~ω+N)
+ exp (−β~((N − 1)ω+ + ωz)) + exp (−β~((N − 2)ω+ + 2ωz)) + ...
...+ exp (−β~((N −N)ω+ +Nωz))]
= (1− exp(−β~ω+))(1− exp(−β~ωz))
N∑
k
exp [−β~((N − k)ω+ + kωz)] .
(9.77)
Plots of this P (N) are shown in Figures 9.10 and 9.11 for T = 4.2 K and T = 80 mK
respectively. From comparison of the scale of the y axis, it is clear that just as a lower
temperature of the trap guarantees lower average quantum numbers n+ and nz, so too
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𝑃(𝑁) 
𝑇 = 4.2 K 
Figure 9.10: Plot of P (N) (9.77), the probability of each manifold of N levels, where T = 4.2 K.
𝑃(𝑁) 
𝑁 
𝑇 = 80 mK 
Figure 9.11: Plot of P (N) (9.77), the probability of each manifold of N levels, where T = 80 mK.
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must the probability of occupation P (N) increase for lower values of N as the temperature
is lowered.
9.7.2 Statistical properties of the coupled system, |χ0| > 0, χ = 0
Once coupled, the probability of occupying Fock states |n+, nz〉 are determined by the
following thermal probability distributions
Pc(nz, n+) = P (nν , nµ)
= exp(−β~ε+n+)(1− exp(−β~ε+)) · exp(−β~εznz)(1− exp(−β~εz)), (9.78)
where the subscript c has been used to denote that the modes have been coupled, and the
frequencies of the dressed modes are given by
ε+ =
1
2
(
ω0 +
√
δ2 + χ20
)
,
εz =
1
2
(
ω0 −
√
δ2 + χ20
)
. (9.79)
In analogy to (9.77), the probability of occupation of levels N becomes after coupling:
Pc(N) = (1− exp(−β~ε+))(1− exp(−β~εz))
N∑
k
exp [−β~((N − k)ε+ + kεz)] . (9.80)
Now, the ± signs implied by the square root in (9.79) result in negative statistics for the
system if either the positive square root is taken in εz, or the negative one in ε+. Since
these statistics must describe real observables of the system, it follows that the negative
root must be taken in εz and the positive one in ε+ when calculating statistical values. In
this way, the average occupation numbers of the cyclotron and axial modes after coupling
are found to be the same:
n+ =
1
exp
[
β~12
(
ω0 +
√
δ2 + χ20
)]
− 1
= nz, (9.81)
where the positive root is taken. Following this, Pc(N) is plotted in Figures 9.12 and
9.13 for a value χ0 = 0.2 δ. It is clear that the probability of occupation of a lower N
for the coupled system is greatly enhanced from the uncoupled case for both T = 4.2 K
and T = 80 mK. Moreover, the probability of occupation of each level l for a given N
becomes identical:
Pc(n+, nz) = Pc(n+ − 1, nz + 1) = ... = Pc(n+ −N,nz +N), (9.82)
which is consistent with the fact that n+ = nz after coupling.
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𝑁 
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𝑇 = 4.2 K 
Figure 9.12: Plot of Pc(N) (9.80), the probability of each manifold of N levels after coupling, where
T = 4.2 K, and χ0 = 0.2 δ.
𝑁 
𝑃𝑐(N) 
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Figure 9.13: Plot of Pc(N) (9.80), the probability of each manifold of N levels after coupling, where
T = 80 mK, and χ0 = 0.2 δ.
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9.7.3 Landau-Zener-Stu¨ckelberg interference for the coupled oscillator
spectrum, |χ0| > 0, |χ| > 0
A careful analysis of LZS driving for multi -anticrossing systems is beyond the scope of
this thesis. In [87], an analytical method of studying the dynamics of such a system is
proposed, where driving by a single large-amplitude triangle pulse is considered. This is
a useful starting point for the Penning trap calculation, and their results for a three-level
system are in agreement with the interference patterns observed experimentally [109].
Following this, suppose that the occupation probability of a given l level within a par-
ticular N manifold after a period of LZS driving is then given by some function PLZS(N, l).
Then the total probability PT (N, l) of occupation of a level (N, l) (or equivalently (n+, nz))
after a period of LZS driving in the Penning trap is given by
PT (N, l) = Pc(N)PLZS(N, l). (9.83)
This is simply a product of the probability arising from mode coupling with χ = 0 (9.80),
and that of LZS driving in an N -level system. In this way, each pair of (N, l) levels,
equivalent to pairs of (n+, nz) levels of the spectrum, generates a unique interference
pattern.
It is clear from Figure 9.13 that mK temperatures guarantee a lower occupation number
N after coupling. Thus only the lowest levels in the spectrum would be involved when
the driving field is switched on, |χ| > 0. In the limit T → 0, the occupation probability of
the upper adiabatic level in (9.68) would be more readily applicable in the Penning trap.
However, the following subsection discusses how it may be possible to effectively ignore
all but the N = 1 level of the spectrum when measurements are made, despite the finite
temperature of the system.
9.7.4 Proposed detection of Landau-Zener-Stu¨ckelberg interference in
the Penning trap
An LZS interference pattern for a TLS is generated by effective measurement of the popu-
lation of the upper adiabatic level as the offset χ0 and amplitude χ of the driving field are
varied, as in Figure 9.4. In terms of the applied potential for the Penning trap, this involves
varying A (the offset) and B (the amplitude) in (9.3) respectively. Suppose again that the
electron is in the pure state N = 1 before the coupling field is applied. A measurement of
the frequency corresponding to the upper adiabatic energy level, ω0 +
√
δ2 + (χ+ χ0)2/2,
would indicate maximum probability of occupation of the dressed N = 1, l = −1 level. If
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the measurement of the axial frequency was repeated several times, a probability of meas-
uring this value for a given A and B field strength could be found. In this way, repeated
measurements of the axial frequency for each value of A and B would enable the build up
of an LZS interference pattern such as that shown in Figure 9.4.
As discussed, the Penning trap is not a TLS. However, measurement of the average
quantum number of the modes [46] after a period of driving could generate exact interfer-
ence patterns of such a system.
The procedure is as follows. The LZS driving field is applied for a given period of
time4, and the average quantum numbers of the two modes, n+ and nz, measured when
the field is switched off. The average quantum number n of a general mode is related to
the probability distribution P (n) in a thermal state by the following relation [41]:
P (n) =
nn
(n+ 1)n+1
. (9.84)
In this way, a measurement of n+ and nz in the Penning trap produces a distribution
P (n+)P (nz). This is none other than an experimentally obtained distribution PT (N, l)
(9.83). The process is repeated for new values of the field strength B and offset A in (9.4),
and a new distribution PT (N, l) produced. A single value for a specific N and l, plotted
at each new value {A,B}, builds up a density plot PT (N, l).
For example, P (n+ = 1) and P (nz = 0) could be determined, through (9.84), from a
measurement of n+ and nz. As A and B change, these values are again measured, and
P (n+ = 1) · P (nz = 0) recorded on a density plot of A vs. B, until a continuation of
the process builds up the graph. This is exactly a plot of PT (N = 1, l = −1), and a
such can be compared directly to the theoretically obtained distribution PT (N = 1, l =
−1) = Pc(N = 1)PLZS(N = 1, l = −1) (9.83). Now, the distribution PLZS(N = 1, l = −1)
is exactly P+ in (9.68) from conventional LZS theory for a TLS. Meanwhile, Pc(N = 1)
is a single value directly determined from (9.80), and as such can be factored out of the
plotted values. In this way, it is proposed that the interference pattern in Figure 9.4 could
be exactly generated by the axial and cyclotron levels in the Penning trap, coupled by the
potential in (9.4).
9.8 Further considerations
Some further deviations from the standard theory of LZS driving are now briefly discussed.
4The period of driving must be long enough such that the theory in 9.4 and 9.5 is applicable.
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9.8.1 Decoherence
In the above analysis, it was assumed that the transition time between two levels, given
by half the period of the driving cycle, is much less than the coherence time of the system,
(9.45). In the strong decoherence limit, there will be no resulting LZS interference [90, 110].
As the coherence time (or driving frequency ϕ) increases, resultant interference patters
will then depend upon how many adiabatic transitions can take place within this time. For
example, if transitions resulting from different driving cycles are separated by more than
the coherence time, then they act as independent contributions to a given pattern [90].
In this way, the coherence of the system, an essential ingredient in quantum information
processing [111], can be probed [110].
9.8.2 The elliptical trap
In 8.4 it was shown how the mode coupling calculation of Chapter 2 is modified for the
elliptical Penning trap. It follows that the LZS driving field in (9.4) can also be suitably
adapted by the replacement ω+ → ω˜+ in each frequency defined in 9.7. The resultant
LZS driving is then between energy levels of the squeezed Fock states which form the
adiabatic basis of the system. This would again allow for study of LZS interference beyond
conventional theory.
Further theory of detection of any LZS interference in the Penning trap must be an
ongoing topic of investigation. Quite apart from the resulting experimental possibilities of
the theory, the system itself presents quite a novel theoretical problem in quantum optics
which seems worthy of further study. In particular, it would be interesting to address
the coupled x and z levels discussed in Chapter 7 with a driving field, and to investigate
whether this enabled a type of spatial interference in the trap.
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Chapter 10
Manipulating the Potential
Landscape
This thesis has explored a dressed-atom approach [57] in the quantum theory of the Pen-
ning trap, motivated by the mode coupling calculation introduced in Chapter 2. In par-
ticular, a parallel between this calculation, and the ability to spatially vary the trapping
potential in an atom trap with RF-induced coupling [60], was drawn. This chapter re-
examines this apparent parallelism.
10.1 Comparison of RF dressing in atom traps and mode
coupling in Penning traps: continued
This section follows from 2.5, addressing some of the main challenges in pursuing modi-
fication of the potential landscape in a Penning trap through sideband coupling. Chapter
7 repeated the sideband coupling calculation in the {x, y} basis, and it is in this basis
that the present considerations are discussed. In this section, the effective field strength ξ
(2.12) used throughout both Chapter 2 and 7 becomes ξ(xˆ, zˆ),
ξ → ξ(xˆ, zˆ), (10.1)
to indicate a proposed variation in space. Appropriate forms of this field strength are
discussed in later sections.
10.1.1 Rotation around Jˆ2
A few things are noted from analysis of the creation of a double well in the dressed-atom
calculation in 2.4.1 [62]. Analogous attempts in the Penning trap through the effective
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Figure 10.1: The bare and dressed potentials of the coupled cyclotron and axial energy levels in a frame
rotated through an angle −pi/2 around Iˆ1, −ωpt around Jˆ3 and −pi/2 around Jˆ2. The size of the splitting
∆ is defined in (2.17).
field strength ξ(xˆ, zˆ) require that this term is present in both the diabatic and adiabatic
energy levels of the coupled Hamiltonian (7.13): the amplitude of the Jˆ3 eigenvalue must
be proportional to ξ(xˆ, zˆ) before dressing. One way to ensure a ξ(xˆ, zˆ) · Jˆ3 term in this
Hamiltonian requires that a contribution of (nˆz−nˆx) “survives” the secular approximation
of the coupling potential in (7.3). For a general harmonic oscillator with principle quantum
number n, the oppositely rotating time dependence of aˆ† and aˆ will always ensure that
nˆ has no time dependence in a Hamiltonian. In this way, a remaining (nˆz − nˆx) term
in the coupling potential 7.3 would demand zero time dependence of the coupling field:
only a static electric field could produce ξ(xˆ, zˆ)Jˆ3 in Hamiltonian 7.13. By this approach,
the only way of having spatial control of the potentials is the addition of more electrodes
contributing the desired static potential energy.
There is of course another approach. A −pi/2 rotation of Hˆ′d around the local y axis
results in:
Hˆ′′d = exp
{
i
~
(
−pi
2
)
Jˆ2
}(
ω0Jˆ0 + δJˆ3 + 2ξJˆ1 +
~ω0
2
)
exp
{
i
~
(pi
2
)
Jˆ2
}
= ω0Jˆ0 + δJˆ1 − 2ξJˆ3 + ~ω0
2
. (10.2)
Figure 10.1 shows a plot of the bare and dressed potentials of this Hamiltonian. In
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comparison to the analogous plot of the levels before the −pi/2 rotation around Jˆ2 (Figure
2.2), it is clear that the roles of δ and 2ξ have been swapped. In addition, the z mode now
corresponds to the lower diabatic and adiabatic states, due to the negative contribution
of Jˆ3 in (10.2).
10.1.2 The unknown form of ξ(xˆ, zˆ)
The form of ξ(xˆ, zˆ) in the Geonium Chip would be controlled by the configuration of
the MW generators and transmission lines. This configuration must be set by what is
required to manipulate the potential energy of the electron in the trap in a desired way.
Furthermore, the frame transformations between the lab, in which the physical field is
produced, and the frame of the Hamiltonian H′′d, are numerous: it has been rotated
through −pi/2 around Iˆ1, −ωpt around Jˆ3 and −pi/2 around Jˆ2. It is necessary to analyse
how the generalised coordinates xˆ, zˆ, pˆx and pˆz transform under these various operations.
Transformation of coordinates
Combined transformation of the quantum coordinates of the Penning trap by −pi/2 around
Iˆ1, −ωpt around Jˆ3 and a general angle θ around Jˆ2 are detailed in Appendix D. At this
point, the careful distinction made between transformation to a new reference frame, and
dressing of energy levels within an original frame, becomes crucial. The first two rotations,
by Iˆ1 and Jˆ3, are interpreted as transformations upon the canonical coordinates of the
system. In a frame further rotated through −pi/2 by Jˆ2, the dressed levels on the right
hand side of Figure 10.1 occur. In this way, the effective rotation through θ by Jˆ2 should
not be incorporated into the total rotation of the coordinate system. As now shown, the
results of Chapter 5 enable an elegant interpretation of the effects of the −pi/2 rotation
upon the system coordinates.
Since the harmonic oscillators of the x and z modes are not isotropic, transformation
around Jˆ2 is not around the real y axis in the Penning trap. In 5.9, it was shown how
such a rotation in real space could only be achieved by Jˆ2, the anisotropic form of Jˆ2,
equivalent to Lˆy/2. From (5.57), the inverse mapping Jˆ2 → Jˆ2 is given by
Jˆ2 = Sˆ
†(ζx)Sˆ†(ζz)Jˆ2Sˆ(ζz)Sˆ(ζx). (10.3)
Using the operator theorem exp(χOˆ)f [Aˆ] exp(−χOˆ) = f [exp(χOˆ)Aˆ exp(−χOˆ)] [41], trans-
formation of a general operator Aˆ through an angle Φ by Jˆ2 can be rewritten in the
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following way:
exp
{
i
~
ΦJˆ2
}
Aˆ exp
{
− i
~
ΦJˆ2
}
= exp
{
i
~
Φ
(
Sˆ†(ζx)Sˆ†(ζz)Jˆ2Sˆ(ζz)Sˆ(ζx)
)}
Aˆ exp
{
− i
~
Φ
(
Sˆ†(ζx)Sˆ†(ζz)Jˆ2Sˆ(ζz)Sˆ(ζx)
)}
= Sˆ†(ζx)Sˆ†(ζz) exp
{
i
~
ΦJˆ2
}(
Sˆ(ζz)Sˆ(ζx) Aˆ Sˆ
†(ζx)Sˆ†(ζz)
)
exp
{
− i
~
ΦJˆ2
}
Sˆ(ζz)Sˆ(ζx).
(10.4)
From (5.36) it is straightforward to calculate
Sˆ(ζx)Sˆ(ζz) xˆ Sˆ
†(ζz)Sˆ†(ζx) = exp(ζx) xˆ,
Sˆ(ζx)Sˆ(ζz) zˆ Sˆ
†(ζz)Sˆ†(ζx) = exp(ζz) zˆ. (10.5)
Now, following the results of 5.9:
exp
{
i
~
(
−pi
2
)
Jˆ2
}
xˆ exp
{
i
~
(pi
2
)
Jˆ2
}
=
1√
2
(xˆ− zˆ) ,
exp
{
i
~
(
−pi
2
)
Jˆ2
}
zˆ exp
{
i
~
(pi
2
)
Jˆ2
}
=
1√
2
(zˆ + xˆ) , (10.6)
so that the total transformation of xˆ and zˆ around Jˆ2 through Φ = −pi/2 results in the
mapping
xˆ→ 1√
2
(xˆ− exp(ζx − ζz)zˆ) ,
zˆ → 1√
2
(zˆ + exp(ζz − ζx)xˆ) , (10.7)
and yˆ remains unchanged. Likewise, transformation of the respective momentum compon-
ents is calculated as
pˆx → 1√
2
(pˆx − exp(ζz − ζx)pˆz) ,
pˆz → 1√
2
(pˆz + exp(ζx − ζz)pˆx) . (10.8)
From (5.48), for the present case where ωx ≡ ω1/2, the squeezing parameters are defined
by
(ζz − ζx) = tanh−1

√
ω1
2ωz
−
√
2ωz
ω1√
ω1
2ωz
+
√
2ωz
ω1
 . (10.9)
For a Penning trap with Vr = 1 V, | ~B| = 0.5 T, exp(ζz − ζx) ≈ 19. As ω1/2 → ωz for
isotropic trapping in the xz plane, exp(ζz − ζx) → 1, and the transformations in (10.7)
and (10.8) reduce to a −pi/4 rotation around the real y axis.
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Figure 10.2: A field strength ξ(z0) = ξ(−z0) = 0 in the frame of Hˆ′′d in (10.2) would result in a double well
structure of the adiabatic N ′ = 1 levels.
ξ(xˆ, zˆ) in the laboratory
Let’s denote the z coordinate in the “dressed frame” by z′′. Supposing the coupling
strength ξ could be equal to zero at two points along the zˆ′′ axis within the trapping
region, at some coordinates z0 and −z0, then the adiabatic levels of N = 1 in the frame
of Hˆ′′d (10.2) would assume the shape in Figure 10.2. Such a ξ(zˆ′′) in this frame could
result from a sinusoidal function. As an example, the bare and dressed levels for the field
strength ξ(zˆ′′) = A/2 cos(kzˆ′′) are shown in Figure 10.3.
Of course, ξ(zˆ′′) must be transformed back the laboratory frame in order to determine
the form of the electric field which would generate these adiabatic potentials. Using the
results of (10.7), the resulting potential as would be generated in the lab is non-physical;
it violates Maxwell’s equation ~∇ · ~E = 0 [38].
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Figure 10.3: The bare and dressed energy levels of the N ′ = 1 cyclotron-axial coupled Hamiltonian in the
frame of reference of Hˆ′′d (10.2), where the spatial dependence of the coupling field strength in this frame
is given by an ansatz field strength ξ(zˆ′′) = A/2 cos(kzˆ′′). The amplitude of the electron’s motion along
this axis is indicated by the yellow region, where Az is defined in (1.26). The depth of the well could be
controlled by A, and the separation of the central maxima by z0 = pi/k. The size of the avoided crossing
is given by δ. The electron would encounter the double well of the upper adiabatic energy as shown in the
diagram only if the amplitude of motion was approximately the same size of half the wavelength of ξ(zˆ′′),
i.e. if Az & pi/k. Increasing this amplitude, or increasing the wavenumber k, would expose the electron to
an increasing number of energy wells.
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10.1.3 The potential energy
A further complication is that both potential and kinetic energy terms are contained in
the Schwinger boson operator set J . In reference to the ansatz for ξ(zˆ′′) plotted in Figure
10.3, both the diabatic and adiabatic energy levels represent the total energy of l = 1 and
l = −1 for this field strength. To modify the potential energy along the z and/ or x axis
alone, the resulting coupling term should be a function of zˆ and/ or xˆ operators only. For
a coupling potential of the form xˆzˆ, this implies that all four of the following terms should
be present in the Hamiltonian:
aˆ†zaˆx + aˆ
†
xaˆz + aˆ
†
zaˆ
†
x + aˆzaˆx. (10.10)
From (2), when this term is rotated around the Jˆ2 axis, it produces the following:
ΦJˆ2−→ cos Φ
(
aˆ†zaˆx + aˆ
†
xaˆz
)
+ sin Φ
(
aˆ†zaˆz − aˆ†xaˆx
)
+
(
cos2
Φ
2
− sin2 Φ
2
)(
aˆ†zaˆ
†
x + aˆzaˆx
)
+ cos
Φ
2
sin
Φ
2
(
aˆ†zaˆ
†
z + aˆzaˆz −
(
aˆ†xaˆ
†
x + aˆxaˆx
))
. (10.11)
In terms of the mode operators (1.37, 4.22, 4.23), xˆ2 and zˆ2 are written
xˆ2 =
~
mω1
(
aˆ†xaˆ
†
x + aˆxaˆx + 2
(
nˆx +
1
2
))
, (10.12)
zˆ2 =
~
2mωz
(
aˆ†zaˆ
†
z + aˆzaˆz + 2
(
nˆz +
1
2
))
. (10.13)
It is clear from (10.11) that a pi/2 rotation around Jˆ2 transforms (10.10) to a sum of zˆ
2
and −xˆ2, in the same way Jˆ1 (pi/2)Jˆ2−→ Jˆ3.
The anisotropic Schwinger boson operators
The sum of operators in (10.10) is none other than operator Jˆ1 (5.57) further squeezed in
the limit ζx →∞, ζx →∞. Likewise, an infinitely squeezed Jˆ3 would reveal a sum of xˆ2
and zˆ2.
In the Penning trap, the set J is formed with the squeezing parameters strictly given by
(10.9). Denoting the set J in the infinitely squeezed limit as J ∞, the “correct” operator
to use for the transformation xˆzˆ → xˆ2 − zˆ2 is therefore Jˆ2,∞. It is interesting to examine
this a little more closely. Similarly to the xˆ coordinate in (10.12), the operator pˆ2x can be
written in the following way in terms of the aˆx mode operators of the Penning trap (4.22):
pˆ2x =
~mω1
4
(
2nˆx + 1−
(
aˆ†xaˆ
†
x + aˆxaˆx
))
. (10.14)
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Direct squeezing transformations upon these potential and kinetic “coordinates” by the
operators defined in (5.35) are straightforward to calculate:
Sˆ(ζx)xˆ
2Sˆ†(ζx) = xˆ2 exp (2ζx) ,
Sˆ(ζx)pˆ
2
xSˆ
†(ζx) = pˆ2x exp (−2ζx) , (10.15)
so that in the infinitely squeezed limit:
xˆ2
ζx→∞−→ ∞, pˆ2x ζx→∞−→ 0, (10.16)
where results for the zˆ and pˆz operators follow analogously. This is in general agreement
with the result of the quadrature squeezing achieved by these operators [112]. The relevant
consequence of (10.16) is as follows. The zeroth, first and third component operators of
any Schwinger boson set become, in the limit of (positively) infinite squeezing, operators
comprised entirely of potential energy coordinates. Furthermore, if the squeeze parameters
of the two modes are identical, then Jˆ2 remains unchanged. In other words, a vector
pointing along an axis with its perpendicular plane squeezed by the same amount in
both directions will remain pointing along that axis. In contrast, the zeroth, first and
third components contain only separate position and momentum operators, so that their
coordinate representation changes dramatically upon squeezing of the axis, in accordance
with (10.16).
The sets J , J ζ and J∞
J : From (5.10), the definition of the set J of Schwinger boson operators in the Penning
trap in terms of position and momentum operators is straightforward to determine. In
the Penning trap with circular symmetry, the x and y motions are bound in an isotropic
potential of frequency ω1/2, so that Iˆ2/2 is the real canonical momentum along the z axis:
Sˆ(ζx)Sˆ(ζy) {I} Sˆ†(ζx)Sˆ†(ζy) = {I}
=⇒ I ≡ I. (10.17)
That is, the set of Schwinger boson operators corresponding to the motion in the xy plane
of the Penning trap does not need to be squeezed to form an appropriately commuting set
around Lˆz/2. From (5.55), it therefore follows:
ζx = ζy = 0, (10.18)
and so only the z axis in the Penning trap must be squeezed in order that all three
components Iˆ2, Jˆ2 and Kˆ2 describe the three components of spatial angular momentum
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in the trap. From (5.48), it is clear that this squeezing parameter ζz is given entirely by
the right hand side of (10.9). This enables straightforward calculation of the components
J in terms of quantum coordinates:
Jˆ0 = 1
8
mω1(zˆ
2 + xˆ2) +
1
2mω1
(pˆ2z + pˆ
2
x)−
~
2
,
Jˆ1 = 1
4
mω1zˆxˆ+
1
mω1
pˆz pˆx,
Jˆ2 = 1
2
(zˆpˆx − xˆpˆz) ,
Jˆ3 = 1
8
mω1(zˆ
2 − xˆ2) + 1
2mω1
(pˆ2z − pˆ2z). (10.19)
J ζ and J∞: Rather than squeezing the x and z modes separately, the operator
Sˆxz(ζ) = exp
{
−ζ
2
(
aˆ†2x − aˆ2x + aˆ†2z − aˆ2z
)}
; ζ ∈ < (10.20)
is defined, which has the effect of squeezing the modes by equal degrees:
Sˆxz(ζ)aˆx(z)Sˆ
†
xz(ζ) = aˆx(z) cosh(ζ) + aˆ
†
x(z) sinh(ζ),
Sˆxz(ζ)aˆ
†
x(z)Sˆ
†
xz(ζ) = aˆ
†
x(z) cosh(ζ) + aˆx(z) sinh(ζ). (10.21)
In terms of position and momentum operators, the set J are transformed upon its
application:
Jˆ0,ζ = Sˆxz(ζ)Jˆ0Sˆ†xz(ζ) = R
1
8
mω1
(
zˆ2 + xˆ2
)
+
1
2mRω1
(pˆ2z + pˆ
2
x)−
~
2
,
Jˆ1,ζ = Sˆxz(ζ)Jˆ1Sˆ†xz(ζ) = R
1
4
mω1 (zˆxˆ) +
1
mRω1
pˆz pˆx,
Jˆ2,ζ = Sˆxz(ζ)Jˆ2Sˆ†xz(ζ) =
1
2
(zˆpˆx − xˆpˆz) ,
Jˆ3,ζ = Sˆxz(ζ)Jˆ3Sˆ†xz(ζ) = R
1
8
mω1
(
zˆ2 − xˆ2)+ 1
2mRω1
(pˆ2z − pˆ2x), (10.22)
where
R = exp(2ζ). (10.23)
Defining the squeezing operator in the limit of (countably1) infinite squeezing
Sˆ∞(ζ) =
lim
ζ →∞
[
Sˆxz(ζ)
]
, (10.24)
and the transformed components
Jˆ0,∞ = Sˆ∞(ζ)Jˆ0Sˆ†∞(ζ), Jˆ1,∞ = Sˆ∞(ζ)Jˆ1Sˆ†∞(ζ), Jˆ3,∞ = Sˆ∞(ζ)Jˆ3Sˆ†∞(ζ), (10.25)
it is clear that they become functions of position coordinates only, while Jˆ2 remains
unchanged.
1From (5.55), the limit is defined by tanh(ζ) = 1. Since the tanh function tends to its limiting value of
one very rapidly, it follows that the infinite limit of ζ is countable.
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The potential energy quantum number
The unitary nature of the squeezing operator reveals
Sˆxz(ζ)Jˆ3Sˆ
†
xz(ζ) · Sˆxz(ζ)|nx, nz〉 = Sˆxz(ζ)Jˆ3|nx, nz〉
= Sˆxz(ζ)
~
2
l′|nx, nz〉
=
~
2
l′
(
Sˆxz(ζ)|nx, nz〉
)
. (10.26)
Without loss of generality, the squeezed Fock states Sˆxz(ζ)|nx, nz〉 are the eigenstates of
the squeezed angular momentum components with eigenvalues ~/2 l′. Now, (10.25) shows
how Jˆ3 becomes a function of position operators as ζ →∞. The eigenstates in this limit
are given by
Sˆ∞(ζ)|nx, nz〉, (10.27)
and it therefore follows
Jˆ3,∞ Sˆ∞(ζ)|nx, nz〉 = Γ1
8
mω1
(
zˆ2 − xˆ2) Sˆ∞(ζ)|nx, nz〉, (10.28)
where
Γ =
lim
ζ →∞ [exp(ζ)] . (10.29)
Comparing this to (10.26), it appears that in the infinitely squeezed limit
Γ
1
8
mω1
(
zˆ2 − xˆ2) Sˆ∞(ζ)|nx, nz〉 → ~
2
l′ Sˆ∞(ζ)|nx, nz〉. (10.30)
This suggests that the squeezed Fock states in this limit, Sˆ∞(ζ)|nx, nz〉, become eigenstates
of the potential energy of the system only. It is evident, however, that these states are not
identically |x, z〉. This can be seen by considering the following:
〈nx, nz|Jˆ1|nx, nz〉 = 0
=⇒ 〈nx, nz|Jˆ1|nx, nz〉 = 0
〈nx, nz| Sˆ†∞(ζ)Sˆ∞(ζ) Jˆ1 Sˆ†∞(ζ)Sˆ∞(ζ) |nx, nz〉 = 0
=⇒ 〈nx, nz| Sˆ†∞(ζ) Jˆ1,∞ Sˆ∞(ζ)|nx, nz〉 = 0. (10.31)
That is, just as Jˆ1 is non-diagonal in the number state basis, Jˆ1,∞ is non-diagonal in the
infinitely squeezed Fock basis. From (10.25):
〈x, z|Jˆ1,∞|x, z〉 = Γ1
4
mω1(xz). (10.32)
Comparing this to (10.31), it therefore follows:
Sˆ∞(ζ)|nx, nz〉 6= |x, z〉. (10.33)
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10.1.4 The adiabatic basis
Consider again the creation of a double well through the RF-induced potentials in atom
traps [62], as discussed in 2.4. In the calculation, the kinetic energy contribution of the
dressed system is effectively thrown away [60], and in this way the remaining potential
(2.47) in the Hamiltonian becomes the adiabatic potential of the system.
The consequence of seeking a variation in the potential energy of the Penning trap
through some ξ(xˆ, zˆ), is that the resulting potential term is no longer adiabatic in the
same sense. Thus the problem becomes one of finding a potential which can be approxim-
ated as adiabatic as closely as possible.
Plotting the resulting potential of some f(xˆ, zˆ) in a coupled Hamiltonian effectively meas-
ures this term in the basis |x, z〉:
〈x, z|f(xˆ, zˆ)|x, z〉 = f(x, z); (10.34)
f is an arbitrary function of the x and z coordinates. Yet 10.1.3 suggests that Sˆ∞|nx, nz〉,
and not |x, z〉, is the adiabatic basis of potential energy. A useful potential energy term
resulting from some ξ(xˆ, zˆ) must therefore behave appropriately along the x and z axis,
with a diagonal form in the potential energy basis.
10.2 Generating a sinusoidal potential (I)
10.2.1 The electric field and quantum potential
The following classical electric field component is defined:
Ed,x = [d cos(ωd t) cos (k z) z] eˆx, (10.35)
so that the potential is given by
Vd = −
∫
Ed,x dx = −d cos(ωd t) cos(k z) z x. (10.36)
In terms of quantum operators (1.37, 4.22, 4.23), this is written
Vˆd = −d cos(ωd t) cos(k zˆ) zˆ xˆ
= −d cos(ωd t) cos
(
k
√
~
2mωz
(aˆ†z + aˆz)
)
×
×
(
~
m
√
1
2ω1ωz
(aˆ†x + aˆx)(aˆ
†
z + aˆz)
)
, (10.37)
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which must first be transformed to the Iˆ1 frame (6.12) :
Vˆ ′d = Uˆ1VˆdUˆ
†
1
= −d cos(ωd t) cos
(
k
√
~
2mωz
(aˆ†z + aˆz)
)
×
× ~
2m
√
1
ω1ωz
[
aˆ†zaˆ
†
x + aˆ
†
zaˆx + aˆ
†
xaˆz + aˆzaˆx
−i
(
aˆ†zaˆ
†
y − aˆ†zaˆy + aˆ†yaˆz − aˆzaˆy
)]
. (10.38)
The operator Uˆx(t) is defined
Uˆx(t) = exp
{
iωdt
(
nˆx +
1
2
)}
= exp
{
i
~
ωd t
(
Jˆ0 − Jˆ3 + 1
2
)}
, (10.39)
so that, expanding out the cos(ωdt) term,
Vˆ ′dt = Uˆx(t)Vˆ
′
dUˆ
†
x(t)
= −d
2
√
~
2mω1
cos(k zˆ) zˆ×
×
aˆ†x
ei(ωd+ωd)t + ei(ωd−ωd)t︸ ︷︷ ︸
RWA
+ aˆx
ei(−ωd+ωd)t︸ ︷︷ ︸
RWA
+ei(−ωd−ωd)t

−iaˆ†y
(
eiωdt + e−iωdt
)
+ iaˆy
(
eiωdt + e−iω−dt
)]
. (10.40)
Making a secular approximation,
Vˆ ′dt = −
d
2
√
2
cos(k zˆ) zˆxˆ. (10.41)
10.2.2 The Hamiltonian
The static potential energy resulting from the potential in (10.41) is added to the Hamilto-
nian in the same frame of reference. From the Hamiltonian in the Iˆ1 frame (6.13), this
must be further transformed by Uˆx(t). Since
[
Uˆx(t), Hˆ′
]
= 0, the only contribution is
from the i~ ˆ˙Ux(t)Uˆ †x(t) term:
Uˆx(t)Hˆ′Uˆ †x(t) + i~ ˆ˙Ux(t)Uˆ †x(t)
= ~(ω+ − ωd)
(
nˆx +
1
2
)
− ~ω−
(
nˆy +
1
2
)
+ ~ωz
(
nˆz +
1
2
)
. (10.42)
Adding this to the potential energy from the coupling field, qVˆ ′dt:
Hˆcos ≡ Uˆx(t)Hˆ′Uˆ †x(t) + i~ ˆ˙Ux(t)Uˆ †x(t) + qVˆ ′dt
= ~(ω+ − ωd)
(
nˆx +
1
2
)
− ~ω−
(
nˆy +
1
2
)
+ ~ωz
(
nˆz +
1
2
)
+
ed
2
√
2
cos(k zˆ)zˆxˆ
= (ω+ − ωd + ωz)Jˆ0 − (ω+ − ωd − ωz)Jˆ3 − ~ω−
(
nˆy +
1
2
)
+ ξd cos(k zˆ)zˆxˆ+ ~
(ω+ − ωd + ωz)
2
,
(10.43)
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Figure 10.4: General form of 〈x, z|Hˆcos|x, z〉 (10.43). In this frame of reference, the potential energy along
the z axis is clearly modified by the cosine function of the coupling potential in (10.36).
where
ξd =
e d
2
√
2
. (10.44)
The mixture of operator styles here looks a little cumbersome, but it is helpful in what
follows.
10.2.3 Projection onto the real axes
The expectation value of the Hamiltonian (10.43) in the state |x, z〉 is found, and the result
is a 3D plot of the potential energy along the x and z axes, as shown in Figure 10.4.
The potential energy terms in (10.43) are already diagonal |x, z〉. Seeking a solution to
this Hamiltonian, consider the following. At this point in the calculation, a further pi/2
rotation around the real y axis by Jˆ2 would transform the xˆzˆ in the coupling term into
a symmetric contribution of xˆ2 and zˆ2. Likewise, cos(k zˆ)→ cos(k/√2 (zˆ + xˆ)) by such a
transformation. However, any rotation by Jˆ2 in an effort to diagonalise the coupling term
will result in non-diagonal contributions in the J terms of (10.43).
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Removing the non-diagonal contributions
Two modifications must be made in order that Hamiltonian (10.43) remains “diagonal”
after transformation around the real y axis. Firstly, the system must be made isotropic:
ωz = ω1/2 must be set.
2 Secondly, the Jˆ3 term must be effectively removed from Hamilto-
nian (10.43). For this purpose,
ω+ − ωd =ωz
=⇒ ωd =ω+ − ωz (10.45)
is set. The new isotropy of the two modes then implies Jˆ2 → Jˆ2 so that transformation
by this operator should not affect Jˆ0 in Hamiltonian (10.43). It is redefined
Hˆcos → Hˆc = 2ωzJˆ0 − ~ω−
(
nˆy +
1
2
)
+ ξd cos(k zˆ)zˆxˆ+ ~ωz. (10.46)
10.3 Generating a sinusoidal potential (II)
10.3.1 The redefined axial operators
The calculation will proceed in this section with the modifications described in 10.2.3.
Setting ωz = ω1/2, means that the ωz terms in the definition of the mode operators aˆz
and aˆ†z (1.37) should be replaced by ω1/2. The result of this is that the set of Schwinger
Boson operators J in (5.10) is now expanded out as the previous definition of the set J as
given in (10.19). However, no squeezing operators have been applied in the calculation; as
should be clear by now, the change of frequency is mathematically manifest as a squeezing
transformation. In the following calculation, the use of the symbol ωz will be continued
only to distinguish contributions from the different modes, but the new definition of this
frequency and the equivalence of 2ωz and ω1 should be borne in mind throughout.
10.3.2 Rotation around the y axis
As discussed, a −pi/2 transformation of Hamiltonian (10.46) around Jˆ2, now completely
equivalent to a −pi/4 rotation around the y axis, has the following effect upon Hamiltonian
(10.46):
Hˆ′′c = exp
{
i
~
(
−pi
2
)
Jˆ2
} (
Hˆc −H−
)
exp
{
i
~
(pi
2
)
Jˆ2
}
= 2ωz
(
Jˆ0 +
~
2
)
+ ξd cos
(
k√
2
(zˆ + xˆ)
)
· 1
2
(
xˆ2 − zˆ2)− ~ω−(nˆy + 1
2
)
, (10.47)
2This is within the allowed frequency range imposed by the condition in (1.32); it demands ω+/ωz =
1 +
√
3/2.
Chapter 10. Manipulating the Potential Landscape 170
Figure 10.5: General form of 〈x, z|Hˆ′′c |x, z〉 (10.47). In this frame of reference, the potential energy along
the z axis clearly forms a double well structure around the point z = 0.
where additionally the magnetron Hamiltonian (1.63) has been removed. The expectation
value of this Hamiltonian in the |x, z〉 basis is plotted in Figure 10.5. Both plots 10.4 and
10.5 are drawn to the same scale, and it is clear that different frame transformations made
and the setting of ωz = ω1/2 generates a hugely different static potential of Hˆ′′c in Figure
10.5. In particular, along the z axis there is a clear double well structure at z = 0. In the
following section, a solution to Hamiltonian (10.47) is sought.
10.4 Solutions of the sinusoidal potential
10.4.1 Approximate eigenstates of the coupled Hamiltonian
The above Hamiltonian (10.47) is expanded out into position and momentum coordinates
as
Hˆ′′c =
1
2m
(pˆ2z + pˆ
2
x) +
1
2
m
(ω1
2
)2 (
zˆ2 + xˆ2
)
+ ξd cos
(
k√
2
(zˆ + xˆ)
)
· 1
2
(
xˆ2 − zˆ2) . (10.48)
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Now, the cosine function is approximated as
cos
(
k√
2
(zˆ − xˆ)
)
≈ 1− 1
2!
(
k√
2
(zˆ − xˆ)
)2
, (10.49)
so that the total coupling term around the origin in the xz plane becomes
ξd
[
1
2
(
xˆ2 − zˆ2)+ k2
8
(
zˆ2 + xˆ2 + 2zˆxˆ
) (
zˆ2 − xˆ2)] . (10.50)
From (10.22):
Jˆ0,ζ + ~
2
+ Jˆ1,ζ
= R
mω1
8
[
zˆ2 + xˆ2 + 2zˆxˆ
]
+
1
2mRω1
[
pˆ2z + pˆ
2
x + 2pˆz pˆx
]
. (10.51)
Moreover, multiplying this by k2 Jˆ3,ζ reveals:
k2
(
Jˆ0,ζ + ~
2
+ Jˆ1,ζ
)
Jˆ3,ζ
=
(
kRmω1
8
)2 [(
zˆ2 + xˆ2 + 2zˆxˆ
) (
zˆ2 − xˆ2)]
+
(
k
2Rmω1
)2 [(
pˆ2z + pˆ
2
x + 2pˆz pˆx
) (
pˆ2z − pˆ2x
)]
+
k2
16
[
(xˆ+ zˆ)2
(
pˆ2z − pˆ2x
)
+ (pˆz + pˆx)
2 (xˆ2 − zˆ2)] , (10.52)
and it is straightforward to verify
k2
(
Jˆ0,ζ + ~
2
+ Jˆ1,ζ − Rmω1
4k2
)
Jˆ3,ζ
=
(kRmω1)
2
8
[
1
2k2
(
xˆ2 − zˆ2)+ 1
8
(
zˆ2 + xˆ2 + 2zˆxˆ
) (
zˆ2 − xˆ2)]
+
(
k
2Rmω1
)2 [(
pˆ2z + pˆ
2
x + 2pˆz pˆx
) (
pˆ2z − pˆ2x
)]
+
k2
16
[
(xˆ+ zˆ)2
(
pˆ2z − pˆ2x
)
+ (pˆz + pˆx)
2 (xˆ2 − zˆ2)+ 2
k2
(
pˆ2x − pˆ2z
)]
. (10.53)
The coupling term at (0, 0) in (10.50) can therefore be written
ξd
[
1
2
(
xˆ2 − zˆ2)+ k2
8
(
zˆ2 + xˆ2 + 2zˆxˆ
) (
zˆ2 − xˆ2)]
=
k28 ξd
(Rmω1)
2
{(
Jˆ0,ζ + ~
2
+ Jˆ1,ζ − Rmω1
4k2
)
Jˆ3,ζ
−
(
1
2Rmω1
)2 [(
pˆ2z + pˆ
2
x + 2pˆz pˆx
) (
pˆ2z − pˆ2x
)]
− 1
16
[
(xˆ+ zˆ)2
(
pˆ2z − pˆ2x
)
+ (pˆz + pˆx)
2 (xˆ2 − zˆ2)+ 2
k2
(
pˆ2x − pˆ2z
)]}
. (10.54)
Again using (10.22), the Jˆ0 term in Hamiltonian (10.47) is given by
ω1
(
Jˆ0 +
~
2
)
=
1
R
ω1
(
Jˆ0,ζ + ~
2
)
+
1
2m
(
pˆ2z + pˆ
2
x
)(
1− 1
R2
)
. (10.55)
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Hamiltonian (10.47) is therefore approximated at the origin in terms of the set J ζ :
(I) Hˆ′′c (0, 0) =
1
2m
(
pˆ2z + pˆ
2
x
)
(II) +
1
R
[
ω1
(
Jˆ0,ζ + ~
2
)
− 2ξd
mω1
Jˆ3,ζ
]
(III) +
k2
R2
[
8ξd
(mω1)2
(
Jˆ0,ζ + ~
2
+ Jˆ1,ζ
)
Jˆ3,ζ
(IV) − 2ξd
(mω1)2
(
(xˆ+ zˆ)2
(
pˆ2z − pˆ2x
)
+ (pˆz + pˆx)
2 (xˆ2 − zˆ2)+ 2
k2
(
pˆ2x − pˆ2z
))− 1
2mk2
(
pˆ2z + pˆ
2
x
)]
(V) − k
2
R4
[
2ξd
(mω1)4
(pˆz + pˆx)
2 (pˆ2z − pˆ2x)] . (10.56)
Since
〈nx, nz|Sˆ†xz(ζ) Jˆ0,ζ Sˆxz(ζ)|nx, nz〉 = 〈nx, nz|Jˆ0|nx, nz〉 =
~
2
N ′,
〈nx, nz|Sˆ†xz(ζ) Jˆ3,ζ Sˆxz(ζ)|nx, nz〉 = 〈nx, nz|Jˆ3|nx, nz〉 =
~
2
l′, (10.57)
it follows that
〈nx, nz|Sˆ†xz(ζ) Hˆ′′c (0, 0) Sˆxz(ζ)|nx, nz〉
=
1
R
[
~ω1(N ′ + 1)− 2ξd
mω1
~
2
l′
]
+
k2
R2
[
8ξd
(mω1)2
(
~
2
)2 (
N ′ + 1
)
l′
]
. (10.58)
From (10.23), R > 0, and so the above formulation reveals the hierarchy of diagonal
and non-diagonal contributions of Hamiltonian (10.56) in the state Sˆxz(ζ)|nx, nz〉. The
size of R itself is determined by the approximate adiabatic states being considered.
10.4.2 Compensation fields and non-diagonal contributions
Of course, even retaining terms only up to O
(
1
R
)2
in Hˆ′′c (0, 0) means that significant
contributions (line (IV), (10.56)) are neglected by assuming these states. It is proposed
that additional electric fields can be added to act as compensation for the terms which are
non-diagonal in the squeezed Fock state basis. For example, consider the following field:
Ed,z = [d,z cos(ωd t) cos(k y)x] eˆz, (10.59)
which contributes the quantum potential
Vˆd,z = −d,z cos(ωd t) cos(k yˆ) xˆzˆ. (10.60)
In the Iˆ1 frame, the yˆ coordinate becomes a combination of yˆ and pˆx (5.4), and rotating
to a frame using Uˆx(t) in (10.39) retains only the pˆx contribution. Once the potential has
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been transformed through −pi/2 Jˆ2, the result is of the form
cos
(√
2k
mω1
(pˆx − pˆz)
)
1
2
(
xˆ2 − zˆ2) ≈ 1
2
(
xˆ2 − zˆ2)+ 1
2
(
k
mω1
)2
(pˆx + pˆz)
2 (zˆ2 − xˆ2) .
(10.61)
Comparing this to (10.56), it is clear that such additions to the coupling field in (10.35)
could begin to remove some of the non-diagonal contributions.
Taking the approximate adiabatic states as Sˆxz(ζ)|nx, nz〉 furthermore neglects the
Jˆ1,ζ term line (III) of (10.56). Since this term is attached to Jˆ3,ζ , it is not possible to
write these combined operators in a diagonal form of the states Sˆxz(ζ). Compensating for
this would require a potential of the form ∼ cos(xˆ + zˆ)xˆzˆ. This cannot be created by an
oscillating field in a way which allows the time dependence of the resulting potential to
be successfully removed. There are, however, many combinations of fields possible which
may yet provide a useful potential that be more readily approximated as adiabatic.
Adiabatic driving to an approximate double well potential
In this way, it is proposed that expansion of the cosine function in (10.49) at different
points along the axes of the trap could be used to generate an approximate solution of the
coupling potential in (10.36).
Of course, it would be more straightforward to approximate the solutions of the trap
directly as |x, z〉. In this way, only the pˆ2z + pˆ2x term in Hamiltonian (10.48) need be
neglected. This approach, however, does not readily allow a connection to the bare basis,
|nx, nz〉 of the system. Since the aim is to create an adiabatic double well potential from
a trap with no initial coupling field, any approximate solutions must be mapped from
the original eigenstates |nx, nz〉 as the field coupling field is switched on. The solution
Sˆxz(ζ)|nx, nz〉 is thus proposed so that the potential energy along the z axis can be mapped
to an (approximate) adiabatic double well [26] .
Constructing an adiabatic double well
The above calculations illustrate how a desired adiabatic potential must be very carefully
constructed. From [113], the potential of a double well along a general z axis is given by
V (z) =
Vmax
b4
((
z − a
2
)2 − b2)2 , (10.62)
where the height of the potential barrier is Vmax, and a/2 ± b gives the position of the
two minima. When expanded out fully, V (z) contains z4, z3, z2, z, as well as constant
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contributions. Following from the above treatment, such an exact adiabatic potential is not
possible in the Penning trap through mode coupling. In fact, only potentials of the form
V (z) =
∑
n=0Cnz
2n are possible. Although restricted, this may yet allow manipulation
of the potential landscape in a useful way.
10.4.3 Further ideas and applications
A 2D lattice potential
Of course, a semi-classical calculation may reveal that the theory can be extended so that
any shape of potential can be produce from the mode coupling technique. For example, one
intriguing possibility is the production of a 2D lattice potential in the ultra-elliptical regime
of the trap. If all contributions from a coupling potential of the form xz(cos(kx)+cos(kz))
could be retained after removal of the time dependence, then such a configuration is
possible. In the case of the ultra-elliptical trap, this would produce an effective 2D Wigner
crystal [114], expanding the capabilities of the Penning trap to include study of solid state
systems.
Varying the magnetic field strength
Another possible means of manipulating the potential energy in the Penning trap is unique
to the Geonium Chip. It relies on the unique planar design and magnetic field production,
which enable the near field of ~B to be varied over small distances of microns [67], the
lengthscale of the axial motion in the trap, (1.33). The idea itself is based on a “magnetic
bottle”, which provides a local inhomogeneity of the magnetic field of the particular form
[14],
∆ ~Bbottle = B2
[(
z2 − r
2
2
)
eˆz − z · reˆr
]
. (10.63)
where B2 is the strength of the magnetic bottle. Such a configuration is illustrated in the
upper part of Figure 10.6, where the regions of different magnetic field strength along the
z axis are indicated above the field lines.
They are primarily used in Penning traps to determine the spin state of the particle
[115], since as the axial frequency becomes spin dependent in this “analysis trap”. If
ωz,0 now represents the axial frequency outside the magnetic bottle (1.80), and µz is the
component of the magnetic moment of the electron aligned along the z axis, the resulting
shift is of the form [14]
ωz =
√
2Vr c002
q
m
− 2µzB2
m
' ωz,0 − µzB2
mωz,0
. (10.64)
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Figure 10.6: The upper plot illustrates a local magnetic bottle along the z axis (10.63). At the centre
of this configuration, where the field lines are approximately flat, the strength is a constant value B2.
Towards the edges of the bottle, B2 and therefore ωz must vary in space (10.64). The lower plot indicates
how the l′ levels of the magnetic bottle Hamiltonian HˆB may vary along the z axis as a result. In this
way, resonant coupling of the modes could be configured at precise locations along the axis, ±z0, and the
avoided crossings at these positions could lead to the creation of a double well structure.
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The axial frequency is thus a function of the field strength B2. In the lower part of Figure
10.6, is sketched the variation of the expectation value of the l′ levels of the magnetic bottle
Hamiltonian 〈HˆB〉. In Figure 2.2, the splitting between the bare and dressed levels varies
with the detuning δ 3. In this way, it is proposed that variation of B2 can be configured
so that the coupling of the modes is resonant (δ = 0) at two precise locations ±z0 along
the z axis. This would lead to a similar situation as facilitates the creation of a double
well in the atom chip [70] (Figure 2.3).
The quantum theory of this technique has not yet been well established. The Hamilto-
nian of the electron in a magnetic bottle in the presence of an xz coupling field is non-trivial
to solve, but some progress has so far been made using many of the techniques developed
throughout this thesis.
This chapter has extensively discussed the manipulation of potential energy in the
Penning trap through mode coupling. It has revealed that an analogy between RF-induced
double wells in atom traps and the dressed-atom approach with ξ(x, z) in the Penning trap
is rather beguiling. The comparison has nonetheless lead to an approximate solution of
the potential plotted in Figure 10.5 at the centre of the trap, a state which can be mapped
adiabatically from the eigenstates of the uncoupled trap. It is therefore proposed that a
tunable, approximately adiabatic double well potential is possible through the technique
of sideband coupling in the Penning trap. The problem is a topic of ongoing investigation.
3This is a plot of the dressed levels in the lab frame, and as such shows the coupled l levels of the axial
and cyclotron modes, rather than the l′ levels of the axial and x modes. As discussed in 7.2.3, the two
pictures are completely equivalent.
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Chapter 11
Summary and Outlook
11.1 Summary
The main results of this thesis can be divided into four general categories.
The separate dynamics of the x and y motions
The quantum Hamiltonian of the Penning trap was reformed in the {x, y} basis, and com-
pared to the conventional formulation extensively. By this approach, the rotating frame
of the Penning trap was shown to be inconsistent in identifying the individual dynamics
of the x and y degrees of freedom. Through a fastidious discussion of interpretation of
the quantum solution of the trap by rotation of the Hamiltonian, vs. effective dressing of
modes, the root of this inconsistency was identified. This lead on to the analysis of the role
played by a set of Schwinger boson operators in the trap. Moreover, the carefully distinct
interpretations were shown later to be effective for different purposes in development of
the theory.
Schwinger boson operators in the Penning trap
It was shown how a Hamiltonian comprising three independent harmonic oscillators can
be separated into three, 2D systems in an effective way. Isolation of these subsystems
allows each to be treated consistently in a dressed-atom formalism for coupled terms in
the Hamiltonian. The development of the map of commutation relations serves several
purposes. It enables straightforward calculation of unitary transformations involving these
operators, and, once familiar with how to read it, serves to illustrate how each of these
transformations affects the spatial coordinates in the trap. Moreover, the scrupulous
calculation of each of the commutation relations between the three sets ensure that their
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simultaneous use in the Penning trap is absolutely robust. This enables confidence in the
use of these methods, and extension of the theory to the elliptical Penning trap.
The quantum elliptical trap
A quantum solution to the elliptical trap in both the {x, y} and {+,−} basis was found,
reproducing well known classical results from the literature. Straightforward development
of the theory to include the ultra-elliptical regime of the Geonium chip is discussed. Adia-
batic driving to this regime is proposed, leading to calculation of the exact eigenstates,
and a demonstration of the quantum control enabled by these methods. The formalism
developed throughout the previous chapters was shown to provide a natural framework for
these calculations. The unitary mapping between 2D and 3D systems by quantum trans-
formation was shown to agree intuitively with the discussion of the analogous classical
system.
The dressed-atom method in the Penning trap
The final two chapters of the thesis harness some of the ability lent by adopting the
dressed-atom formalism in the Penning trap. A simple extension of cyclotron-axial mode
coupling theory was shown to lead to a scheme for interferometry, through the well known
method of an applied LZS driving field. Analysis of the spectrum of the coupled modes
in this chapter provide an illuminating interpretation of how this driving field acts upon
the infinite number of energy levels in the trap. Development of the statistical formalism
throughout the thesis additionally leads to a proposed scheme for detection of results
from an effective TLS of the coupled modes. Furthermore, the scheme allows the resulting
interference between any of the coupled levels to be probed, enabling experimental study
of this novel system.
Manipulation of the potential energy through sideband coupling is addressed in the
final chapter. Although the formation of dressed levels in the trap is a very natural exten-
sion of the basic coupling calculation, the further development of dressed potentials is not
equally forthcoming. The difficulties of this proposed scheme, and subsequent departure
from established theory, are laid out at the beginning of the chapter. The formulation of
squeezed sets of Schwinger boson operators is shown to lead to an approximate quantum
solution of an applied sinusoidal coupling field at the centre of the trap. It is proposed
that the potential energy along the z axis could be adiabatically driven to a double well
by these methods. Furthermore, construction of other interesting potential landscapes in
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the trap seem possible for a semi-classical treatment of the calculation.
11.2 Outlook
Following this research, there are a number of topics which seem worthy of further invest-
igation.
In particular, the theory of the Chapters (9) and (10) must be further developed before
any experimental investigation of them can be attempted. For LZS interferometry, the
effects of decoherence and imperfections in the trap must be included to allow for a more
complete analysis. It is possible that other methods of solving the problem allow a more
natural inclusion of these effects. In addition, different regimes within the adiabatic-
impulse model may be worthwhile to investigate.
The creation of tunable adiabatic potentials in the trap is also a promising topic for
future study. The solution reached in this thesis is by no means complete, but serves as a
useful starting point for this. From a theoretical point of view, future study of squeezed
Fock states is intriguing, and how these solutions transform as the squeezing parameter is
driven to an infinite limit.
A thorough semi-classical calculation of this landscape manipulation is necessary to
expand the capabilities of the proposed technique. This must be additionally combined
with the developed elliptical trap theory to study the generation of lattice potentials in
the ultra-elliptical regime. The method of altering the potential energy with the use of
a magnetic bottle in the trap must be extensively developed before application in the
Geonium Chip.
The adopted formalism of dressed-atoms examined throughout this thesis extends the
capabilities of the Penning trap. There may be many more techniques adaptable from
atom traps which could lead to novel schemes in this trap.
The theory developed so far has promising potential for use in Penning trap experiments.
Extensive quantum control of the electron is achievable in the Geonium chip from the
analysis of the ultra-elliptical regime of the trap and the exact calculation of sideband
coupling. Additionally, the research reveals a number of interesting theoretical ideas, and
unique systems worthy of further study.
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Appendix
A Transformations of aˆ and aˆ† continued
The Schwinger boson sets J and K (5.10) have the following effect upon their constituent
operator pairs:
J
exp
{
i
~
φJˆ1
} aˆ†z
aˆ†x
 exp{− i
~
φJˆ1
}
=
 cos φ2 i sin φ2
i sin φ2 cos
φ
2
 aˆ†z
aˆ†x
 , (1)
exp
{
i
~
γJˆ2
} aˆ†z
aˆ†x
 exp{− i
~
γJˆ2
}
=
 cos γ2 − sin γ2
sin γ2 cos
γ
2
 aˆ†z
aˆ†x
 , (2)
exp
{
i
~
θJˆ3
} aˆ†z
aˆ†x
 exp{− i
~
θJˆ3
}
=
 exp (i θ2) 0
0 exp
(−i θ2)
 aˆ†z
aˆ†x
 . (3)
K
exp
{
i
~
φKˆ1
} aˆ†y
aˆ†z
 exp{− i
~
φKˆ1
}
=
 cos φ2 i sin φ2
i sin φ2 cos
φ
2
 aˆ†y
aˆ†z
 , (4)
exp
{
i
~
γKˆ2
} aˆ†y
aˆ†z
 exp{− i
~
γKˆ2
}
=
 cos γ2 − sin γ2
sin γ2 cos
γ
2
 aˆ†y
aˆ†z
 , (5)
exp
{
i
~
θKˆ3
} aˆ†y
aˆ†z
 exp{− i
~
θKˆ3
}
=
 exp (i θ2) 0
0 exp(−i θ2)
 aˆ†y
aˆ†z
 . (6)
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B Resulting transformations from the non-cyclic commut-
ation relations of the Schwinger boson operators
The non-cyclic commutation relations in the commutation map in Figure 5.2 result in the
following associated transformations.
Transformations by Iˆ1
exp
{
i
~
φIˆ1
}
Jˆ0 exp
{
− i
~
φIˆ1
}
= Jˆ0 +
1
2
sinφIˆ2 +
1
2
(cosφ− 1)Iˆ3,
exp
{
i
~
φIˆ1
}
Jˆ3 exp
{
− i
~
φIˆ1
}
= Jˆ3 − 1
2
sinφIˆ2 − 1
2
(cosφ− 1)Iˆ3,
exp
{
i
~
φIˆ1
}
Kˆ0 exp
{
− i
~
φIˆ1
}
= Kˆ0 − 1
2
sinφIˆ2 − 1
2
(cosφ− 1)Iˆ3,
exp
{
i
~
φIˆ1
}
Kˆ3 exp
{
− i
~
φIˆ1
}
= Kˆ3 − 1
2
sinφIˆ2 − 1
2
(cosφ− 1)Iˆ3. (7)
Transformations by Iˆ2
exp
{
i
~
φIˆ2
}
Jˆ0 exp
{
− i
~
φIˆ2
}
= Jˆ0 − 1
2
sinφIˆ1 +
1
2
(cosφ− 1)Iˆ3,
exp
{
i
~
φIˆ2
}
Jˆ3 exp
{
− i
~
φIˆ2
}
= Jˆ3 +
1
2
sinφIˆ1 − 1
2
(cosφ− 1)Iˆ3,
exp
{
i
~
φIˆ2
}
Kˆ0 exp
{
− i
~
φIˆ2
}
= Kˆ0 +
1
2
sinφIˆ1 − 1
2
(cosφ− 1)Iˆ3,
exp
{
i
~
φIˆ2
}
Kˆ3 exp
{
− i
~
φIˆ2
}
= Kˆ3 +
1
2
sinφIˆ1 − 1
2
(cosφ− 1)Iˆ3. (8)
Transformations by Jˆ1
exp
{
i
~
φJˆ1
}
Iˆ0 exp
{
− i
~
φJˆ1
}
= Iˆ0 − 1
2
sinφJˆ2 − 1
2
(cosφ− 1)Jˆ3,
exp
{
i
~
φJˆ1
}
Iˆ3 exp
{
− i
~
φJˆ1
}
= Iˆ3 − 1
2
sinφJˆ2 − 1
2
(cosφ− 1)Jˆ3,
exp
{
i
~
φJˆ1
}
Kˆ0 exp
{
− i
~
φJˆ1
}
= Kˆ0 +
1
2
sinφJˆ2 +
1
2
(cosφ− 1)Jˆ3,
exp
{
i
~
φJˆ1
}
Kˆ3 exp
{
− i
~
φJˆ1
}
= Kˆ3 − 1
2
sinφJˆ2 − 1
2
(cosφ− 1)Jˆ3. (9)
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Transformations by Jˆ2
exp
{
i
~
φJˆ2
}
Iˆ0 exp
{
− i
~
φJˆ2
}
= Iˆ0 +
1
2
sinφJˆ1 − 1
2
(cosφ− 1)Jˆ3,
exp
{
i
~
φJˆ2
}
Iˆ3 exp
{
− i
~
φJˆ2
}
= Iˆ3 +
1
2
sinφJˆ1 − 1
2
(cosφ− 1)Jˆ3,
exp
{
i
~
φJˆ2
}
Kˆ0 exp
{
− i
~
φJˆ2
}
= Kˆ0 − 1
2
sinφJˆ1 +
1
2
(cosφ− 1)Jˆ3,
exp
{
i
~
φJˆ2
}
Kˆ3 exp
{
− i
~
φJˆ2
}
= Kˆ3 +
1
2
sinφJˆ1 − 1
2
(cosφ− 1)Jˆ3. (10)
Transformations by Kˆ1
exp
{
i
~
φKˆ1
}
Iˆ0 exp{− i~φKˆ1} = Iˆ0 +
1
2
sinφKˆ2 +
1
2
(cosφ− 1)Kˆ3,
exp
{
i
~
φKˆ1
}
Iˆ3 exp{− i~φKˆ1} = Iˆ3 −
1
2
sinφKˆ2 − 1
2
(cosφ− 1)Kˆ3,
exp
{
i
~
φKˆ1
}
Jˆ0 exp{− i~φKˆ1} = Jˆ0 −
1
2
sinφKˆ2 − 1
2
(cosφ− 1)Kˆ3,
exp
{
i
~
φKˆ1
}
Jˆ3 exp{− i~φKˆ1} = Jˆ3 −
1
2
sinφKˆ2 − 1
2
(cosφ− 1)Kˆ3. (11)
Transformations by Kˆ2
exp
{
i
~
φKˆ2
}
Iˆ0 exp
{
− i
~
φKˆ2
}
= Iˆ0 − 1
2
sinφKˆ1 +
1
2
(cosφ− 1)Kˆ3,
exp
{
i
~
φKˆ2
}
Iˆ3 exp
{
− i
~
φKˆ2
}
= Iˆ3 +
1
2
sinφKˆ1 − 1
2
(cosφ− 1)Kˆ3,
exp
{
i
~
φKˆ2
}
Jˆ0 exp
{
− i
~
φKˆ2
}
= Jˆ0 +
1
2
sinφKˆ1 − 1
2
(cosφ− 1)Kˆ3,
exp
{
i
~
φKˆ2
}
Jˆ3 exp
{
− i
~
φKˆ2
}
= Jˆ3 +
1
2
sinφKˆ1 − 1
2
(cosφ− 1)Kˆ3. (12)
C The dressed states of the axial-magnetron coupled modes
The axial-magnetron mode coupled Hamiltonian can be interpreted in terms of dressed
modes. Hamiltonian (8.74) is rewritten in terms of dressed mode operators aˆτ () and
aˆµ():
Hˆζmt() = ~ετ ()
(
nˆτ () +
1
2
)
+ ~εµ()
(
nˆµ() +
1
2
)
~+ ω˜+
(
nˆx +
1
2
)
; (13)
ετ () =
1
2
(
ω˜0,m() +
√
4ξ˜2m() + δ
2
)
,
εµ() =
1
2
(
ω˜0,m()−
√
4ξ˜2m() + δ
2
)
; (14)
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aˆ†τ () = cos
θ˜m()
2
aˆ†y − i sin
θ˜m()
2
aˆ†z, aˆτ () = cos
θ˜m()
2
aˆy + i sin
θ˜m()
2
aˆz,
aˆ†µ() = cos
θ˜m()
2
aˆ†z − i sin
θ˜m()
2
aˆ†y, aˆµ() = cos
θ˜m()
2
aˆz + i sin
θ˜m()
2
aˆy, (15)
where ω˜0,m() and θ˜m are given in (8.75) and (8.78) respectively.
D Collective transformation of coordinates by Iˆ1, Jˆ3 and Jˆ2
From the lab frame to the dressed frame of Hamiltonian (10.2), there are three unitary
transformations, by Uˆ1, Uˆ
′
p(t) and Uˆ2, which rotate the coordinates. As a reminder:
Uˆ1 = exp
{
i
~
(
−pi
2
)
Iˆ1
}
, Uˆ ′p(t) = exp
{
i
~
(−ωpt)Jˆ3
}
, Uˆ2 = exp
{
i
~
θJˆ2
}
. (16)
The coordinates xˆ, yˆ, zˆ, pˆx, pˆy and pˆz transform to this frame in the following way:
xˆ
Iˆ1−→ 1√
2
(
xˆ− 2
mω1
pˆy
)
Jˆ3−→ 1√
2
(
cos
ωpt
2
xˆ+ sin
ωpt
2
2
mω1
pˆx − 2
mω1
pˆy
)
Jˆ2−→ 1√
2
(
cos
ωpt
2
(
cos
θ
2
xˆ+ sin
θ
2
√
ωz
ω1
zˆ
)
+ sin
ωpt
2
2
mω1
(
cos
θ
2
pˆx + sin
θ
2
√
ω1
2ωz
pˆz
)
− 2
mω1
pˆy
)
(17)
yˆ
Iˆ1−→ 1√
2
(
yˆ − 2
mω1
pˆx
)
Jˆ3−→ 1√
2
(
y − 2
mω1
(
cos
ωpt
2
pˆx − mω1
2
sin
ωpt
2
xˆ
))
Jˆ2−→ 1√
2
(
yˆ − cos ωpt
2
(
2
mω1
cos
θ
2
pˆx − 1
m
sin
θ
2
√
2
ω1ωz
pˆz
)
+ sin
ωpt
2
(
cos
θ
2
xˆ+ sin
θ
2
√
ωz
ω1
zˆ − 2
mω1
pˆy
))
(18)
zˆ
Iˆ1−→ zˆ Jˆ3−→ cos ωpt
2
zˆ − sin ωpt
2
1
mωz
pˆz
Jˆ2−→ cos ωpt
2
(
cos
θ
2
zˆ − sin θ
2
√
ω1
2ωz
xˆ
)
− sin ωpt
2
1
mωz
(
cos
θ
2
pˆz −
√
2ωz
ω1
sin
θ
2
pˆx
)
(19)
pˆx
Iˆ1−→ 1√
2
(
pˆx +
1
2
mω1yˆ
)
Jˆ3−→ 1√
2
((
cos
ωpt
2
pˆx − mω1
2
sin
ωpt
2
xˆ
)
+
1
2
mω1yˆ
)
Jˆ2−→ 1√
2
(
cos
ωpt
2
(
cos
θ
2
pˆx +
√
ω1
2ωz
sin
θ
2
pˆz
)
− mω1
2
sin
ωpt
2
(
cos
θ
2
xˆ+
√
2ωz
ω1
sin
θ
2
zˆ
)
+
1
2
mω1yˆ
)
(20)
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pˆy
Iˆ1−→ 1√
2
(
pˆy +
1
2
mω1xˆ
)
Jˆ3−→ 1√
2
(
pˆy +
1
2
mω1
(
cos
ωpt
2
xˆ+
2
mω1
sin
ωpt
2
pˆx
))
Jˆ2−→ 1√
2
(
pˆy +
1
2
mω1
(
cos
ωpt
2
(
cos
θ
2
xˆ+
√
2ωz
ω1
sin
θ
2
zˆ
)
+
2
mω1
sin
ωpt
2
(
cos
θ
2
pˆx +
√
ω1
2ωz
sin
θ
2
pˆz
)))
(21)
pˆz
Iˆ1−→ pˆz Jˆ3−→ cos ωpt
2
pˆz + sin
ωpt
2
zˆ
Jˆ2−→ cos ωpt
2
(
pˆz cos
θ
2
−
√
2ωz
ω1
pˆx sin
θ
2
)
+ sin
ωpt
2
(
cos
θ
2
zˆ −
√
ω1
2ωz
sin
θ
2
xˆ
)
(22)
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