Cognitive Radio Networks (CRN) have enabled us to efficiently reuse the underutilized radio spectrum. The MAC protocol in CRN defines the spectrum usage by sharing the channels efficiently among users. In this paper we propose a novel TDMA based MAC protocol with dynamically allocated slots. Most of the MAC protocols proposed in the literature employ Common Control Channel (CCC) to manage the resources among Cognitive Radio (CR) users. Control channel saturation in case of large number of CR users is one of the main drawbacks of the CCC based MAC protocols. In contrast with CCC based MAC protcols, DSAT-MAC protocol is based on the TDMA mechanism, without using any CCC for control information exchange. The channels are divided into time slots and CR users send their control or data packets over their designated slot. The protocol ensures that no slot is left vacant. This guarantees full use of the available spectrum. The protocol includes the provision for Quality of Service, where real-time and safety critical data is transmitted with highest priority and least delay. The protocol also ensures a fair sharing of available spectrum among the CR users, with the mechanism to regulate the transmission of malicious nodes. Energy saving techniques are also presented for longer life of battery operated CR nodes. Theoretical analysis and simulations over ns-2 of the proposed protocol reveal that the protocol performs better in various CR adhoc network applications.
I. INTRODUCTION
Increasing usage and diverse applications of the wireless communication networks have led to a high demand of vacant spectrum. Most of the wireless communication is carried out on the licensed band. Many studies on spectrum utility like that in [1] have revealed that these licensed spectrum are being significantly underutilized. Joseph Mitola in 1999 [2] devised a unique method to use the unused spectrum by introducing the concept of Cognitive Radio. Cognitive Radio controls its transmitter and receiver parameters intelligently so as to use the vacant licensed spectrum without affecting the working of the primary licensed users (PU) of these licensed bands. Firstly the Cognitive Radio users (CR users) sense for vacant spectrum in their surroundings and then carry on communications among other CR users. The CR users are permitted to use these spectrum provided they do not cause any harmful interference to the PU and allow fair share of the available spectrum among themselves. Television Broadcast frequencies below 700 MHz have been proposed for the CR operations [3] .
Spectrum sensing and channel assignment are the keys behind the successful operation of Cognitive Radio Networks (CRNs) formed by these CR nodes. Spectrum sensing is employed at the physical layer and is responsible for detecting any PU activity and locating white spaces (vacant bands) in the spectrum. Channel allocation and management is mainly carried out by the MAC protocol at the link layer. Most of the MAC protocols proposed in the literature utilize a Common Control Channel (CCC) to exchange control information among the CR nodes and assign the vacant channels to various nodes according to channel negotiations in the network. Generally, a control channel is one of the unlicensed band assigned solely for exchanging control information. The protocols proposed in [4] [5] have employed CCC for exchanging control information and negotiating the vacant bands for their data transmissions. The channel hopping based MAC protocol is proposed in [6] , where channel hopping sequences for each CR users are generated. Hence, the CR users hop from one channel to another according to channel hopping sequences, and when they find the required node, they exchange control packets as well as data packets on its operating channel. The SYNC-MAC described in [7] , is time slotted with the control and data transfers in each slot. The nodes have two radios, one for listening the control messages and the other for transmitting data. The control messages are exchanged in the respective channel in which data packets are transmitted. Cog-PRMA Protocol [8] assigns the unused time slots in the TDMA primary users to secondary users. The secondary users reserve the vacant slots for their data transmission. The slot reservation information is then broadcast by the access point to ensure that there is no collision among the secondary users. The channel is freed after successful transmission of data packets. In [9] the authors have proposed an energy efficient MAC protocol, which uses time divided data slots for transmitting data packets in the communication period. The protocol utilizes the CCC for exchanging control information among the CR users. The QoS scheme is implemented wherein the real-time data holds high priority resulting in low end-toend delay. The paper in [10] proposes a time slotted CCC for exchanging spectrum decisions by the spectrum broker. The licensed bands also has time slots in which the PUs communicate synchronously. The collision among the CR users in handled through the TDMA based scheme at the CCC. [11] applies TDMA and multi-channel to increase network throughput. CSMA/CA mechanism is employed to access the CCC for distributed coordination. This protocol solves the hidden incumbent node problem by using cooperative notification by the surrounding nodes. The main drawback of the MAC protocols based on common control channel assignment is that as the number of CR users increase, the band becomes highly congested and hence results in unnecessary delays. Channel hopping based MAC protocol introduces large delays due to the occupancy of spectrum by primary users. Based on above mentioned drawbacks, DSAT-MAC protocol is proposed in this paper, where the TDMA slots are dynamically allocated between CR users. The time duration in the licensed band are divided into small time slots. Each time slot is assigned to a particular CR user on which they perform their transmissions. The protocol minimizes the number of unused time slots by dynamically assigning them to different users according to on-demand time-slots. In this way the protocol achieves high spectrum utilization. DSAT-MAC also maintains QoS by assigning priority according to the data type. A suitable mechanism is also introduced for the malicious users in the network, which try to hog up the spectrum band. The battery powered CR nodes require an efficient transmission power control mechanism, which is efficiently introduced in DSAT-MAC. Regulating transmission power between CR nodes also reduces the unwanted interference to the distant primary licensed users. The rest of the paper is organized as follows. Section II describes the basic components of the DSAT-MAC protocol. The working of DSAT-MAC is described in Section III. Section IV presents the simulation parameters and results, whereas section V concludes the paper followed by references.
II. MAIN COMPONENTS OF DSAT-MAC
In this section, we present main components of DSAT-MAC. We assume that there is only one radio available per CR node. The vacant space in each channel is divided into uniform time slots. The transmission is done over the allocated time slot. There are three phases namely, quiet period, control packet transmission sequence and data packet transmission sequence. In quiet period, all the nodes sense the channel for licensed users activity. In control packet transmission sequence, all the CR nodes broadcast control packets, while in the data packet transmission sequence, CR nodes transmit to their destinations. Fig. 1 shows an outline of the various phases over each channel.
A. Quiet Period
During Quiet period (QP) all the CR users cease their transmissions and hear the spectrum for any PU activity. Thus they look for any vacant space in the spectrum during this period. Once the PUs have subsided their transmission, the channel is sensed for T q seconds called the duration of quiet 
B. Control Packet Transmission Sequence
In Control Packet Transmission Sequence, each node broadcasts a control packet over the network. A control packet includes following details: source ID, priority index, number of slots requested, destination node ID and transmission power of the control packet as shown in Fig. 2 . This sequence comprises of one new user slot (NUS) and several current user slots (CUS). The CUS is reserved for the transmission of control packet by the current users in the channel. The NUS slot is reserved for the new users who want to take part in the communication for that channel. The new users send their control packet on NUS using CSMA/CD mechanism using back-off timer, so as to ensure contention of slot among multiple new CR users. The duration of this slot is twice the duration of the CUS. This is to ensure that if there are many users contending for this slot atleast there could be one CR user which could successfully send its control packet over this NUS. The number of control slots is adaptive and is equal to the number of active CR users in the network. When a new node enters the network, it is allocated a new CUS slot just after the last CUS slot. If a user in the CUS leaves the channel, then its CUS slot is healed by the successive user in the sequence by shifting their control slot to fill the gap in the next superframe. This mechanism ensures that no slot is left vacant (except NUS) and it also reduces the latency in the end-to-end delivery of packets. This concept would be further described in the working of the protocol. The maximum number of control slots depends on the duration of superframe, i.e. time between successive quiet periods. The following condition holds:
The Eq. (1) gives the maximum number of users N that can be accommodated in channel at a given time. Where T s is superframe duration; T q is quiet period; and T c is control slot duration. Here N gives the upper limit on number of control slots. Beacons are also transmitted at the start of the control packet. This is to ensure the synchronization of CR users to the TDMA frames. The indicator bits are used to indicate the type of packet and is assigned a unique ID to each type of packet. Guard periods are introduced in each slot to ensure that the packet is received successfully. 
C. Data Packet Transmission Sequence
In Data Packet Transmission Sequence, the data packets are transmitted by the various CR users. Data slots are assigned to the CR users based on the control information received in the control packet transmission sequence. The outline of this sequence is shown in Fig. 3 . The data packet consists of following details: source ID, destination ID, and the data packet etc. After the packet is received by the destination node, it sends an acknowledgement packet to the sender. This completes the first data packet transmission over the first slot. The subsequent data packets are sent in their respective data slots. CR users keep track of the slot requests from all nodes during control packet transmission phase and execute the Packet Scheduling Algorithm (as described in section II.E) to calculate the distribution of the data slots among the CR users. The number of data packet slots is also adaptive and it depends on the number of slots requested in the control packet transmission phase by all CR users. This number is limited by the time T s , the time of the superframe. The time period of each data slot is fixed to T d seconds and that of acknowledgement packet is kept as T a seconds. Hence M (highest number of data slots) can be decided using Eq. (2).
where N is the number of users sending control packets. If there are large number of slots requested than the maximum data slot available M , the network denies the transmission of these excess packets to meet the time-line. These packets could again be transmitted in the next superframe.
D. Priority Index Calculator
In adhoc network environment, the various CR nodes could have different types of data to be transmitted. These data types could range from simple file transfers to real-time telephony and safety critical communications. These data types have their inherent properties and needs which gives rise to priorities. Like some type of data like voice calls, video calls etc. are to be transmitted with minimum latency while the data like file transfers, text messaging etc. could be transferred with a tolerable end to end delay. As the spectrum availability in the CRN environment depends on the PU activity and is highly dynamic, the sufficient availability of spectrum to enable all the CR nodes to send their data is highly doubtful. Also it is recommended to give high priority to safety critical and realtime data transfers than to the other off-line data, hence we introduce the concept of the Priority Index (PI). PI depends on the data type, the number of packets in the queue and the waiting time of the packets in the queue. Higher PI indicates urgent need by the CR nodes to send the packet. There are three main components to calculate PI for a CR node. Each priority component has a sub-priority index associated with it.
1) Data Type (DT): Sub-priority index is assigned according to the type of data. High to real-time data and low to delay tolerant data. 2) Queue Length (QL): Sub-priority index is assigned according to the number of packets in the queue, high to large number of data in the queue. 3) Packet Delay (PD) : Sub-priority index is assigned according to the delay in transmission of the first packet in the queue. These sub-priority indexes are varied between 0 to 3. The priority is calculated using the following formula:
E. Packet Scheduling Algorithm
The Packet Scheduling Algorithm (PSA) is an algorithm running on all CR nodes to calculate the scheduling of data slots among the CR users. This scheduling is done on the basis of Net Priority Index (NPI) of the packets waiting for transmission. The NPI is calculated by adding the priority index (PI) and a past PSA component (PPSA). The past output of PSA (P P SA i ) of i th CR user is defined as equal to 5 if the data slot was not allocated in the last superframe else 0 if the data slot was allocated in the last superframe. By using these inputs the PSA calculates a Net Priority Index. After the NPI is calculated corresponding to each CR user, the CR users are arranged in decreasing order of NPI. The algorithm allocates the high NPI to node (i.e. gives first data slot) and the low NPI to nodes with the subsequent data slots. If there are multiple slots requested by a user then contiguous data slots are allocated to that user according to the NPI. The PSA runs on all the CR nodes on the same set of data and then allocates the data slots to the CR nodes according to NPI, hence there is no discrepancy in the sequence among the CR users.
III. WORKING OF DSAT-MAC A. Initializations
Each CR node scans for the channels which are vacant i.e. they sense the spectrum for any PU activity. All the The CR node having a packet to transmit, sends a control packet over the channel. This is sent when there is no transmission by the CR users in the network. This is first packet sent over the channel by any CR node. On receiving this control packet by the users in that channel, the other CR users also transmit their control packets. This is carried out by the entry of new users in the network.
B. Entry of new users in the channel
Whenever a new node wants to communicate in a particular channel where the communication is already in progress, it has to send its control packet over the NUS slot. This carried out after examining a super frame to know which all users are currently operating on that particular channel and when to transmit. The new CR node synchronises with the network with the help of beacons transmitted by other users in the control slots. After successfully transmitting in the NUS, it occupies the next CUS in the next super frame. Likewise other nodes are added by first transmitting on the NUS and then occupying the next vacant CUS. Fig. 4 indicates the transmission of control packets over the control packet transmission sequence for new users.
C. Leaving the channel or communication
Whenever a node wishes to leave a particular channel, it just stops transmitting the control packet over the channel. All the other CR users not receiving the control packet by this CR user, assume that the node is absent. Hence they all update their control slot positions by shifting places as shown in Fig. 5 .
D. Transmission over data slots
After all the nodes have sent their control packets and received the control packets from the other nodes, they use the PSA to determine the order in which these nodes would send the data packets. Each CR user in turn sends its data packet over the channel in its designated data slot. After the successful reception of a data packet the receiver sends an Acknowledgement packet to complete the communication for a single data slot. After the completion of data packet transmission sequence, all the nodes enter into quiet period to sense the channel for PU activity. After sensing the channel for quiet period T q , if there is no primary user operation, it again continues with the communication. Likewise all the nodes in this particular channel send the control packet. The sequence they follow is the continuation of the previous control packet sequence. These control packets are followed by the data packets as stated earlier.
E. Transmission Power control
The transmission power of the control packet is sent along with the control packets. The nodes can compute the power of the received control packet. With the available transmitted power and the calculated received power, the nodes can compute the distance of the sending node. Thus the CR nodes can minimise their transmission power so that the packet could reach the destination with required SNR. The advantages are that the power of the CR nodes is saved and the probability of interference with the PUs is reduced. If there are large number of users present over a certain channel and all of them are not taking active part in communication, the nodes can go in sleep mode. The users which have no packet to transmit can temporarily leave or pretend to leave the channel. This is done in a similar way as stopping the transmission of control packets. In the sleep mode, CR node does not transmit any packet but it receives all the control packets from other active users in the network. This is necessary because any packet intended for this CR node must be received by it. Also any control packet or network management packet must be received in order to adjust its functioning. Whenever they have to transmit they enter the channel using the mechanism proposed in the previous section. This helps save the unnecessary transmissions over the channel as well as save transmission energy.
F. Channel Selection by the nodes
The choice of a channel for a particular CR user depends on the set of available channels for the receiver node and the number of CR users operating on these available channels. The pair of CR users wishing to communicate can switch to a different vacant channel. The sender node sends a list of channels which it has detected as vacant to the receiver node on which they can communicate. The sender node can examine all the available channels and state them as which channels are available with it for communication. Hence in response to the query the receiver node replies with the most suitable channel on which they can communicate. Consequently, both the users change their channel and resume Fig. 6 . Slots distribution over a superframe transmission.
IV. PERFORMANCE EVALUATION
In this section we will show theoretical analysis and simulation results of the DSAT-MAC protocol and performance comparison with the CCC-MAC protocol.
A. Throughput Analysis
In this section we will derive the theoretical maximum throughput of the DSAT-MAC protocol. We will also show the various simulation results for DSAT-MAC and CCC-MAC and compare them with the theoretical results. Figure 6 shows the distribution of the slots as the control and data slots. 
The above equation gives the theoretical maximum throughput of the network. We have simulated DSAT-MAC protocol on ns-2 for evaluating its throughput performance. We have taken a single hop, single channel scenario with CR nodes distributed randomly. Each node has transmission range of 250m. The various parameters defined in the simulation is stated in table I. We have also simulated the CCC-MAC protocol over ns-2 and compared the performance of both.
The various parameters used for simulation of CCC MAC is given in table I. The graph between throughput vs number of nodes is plotted for the theoretical analysis of protocol from equation (4), the simulation of our MAC protocol and the simulation of CCC figure 7 shows that the throughput of our protocol decreases as the number of nodes increase. This is because more control packets are sent as the number of nodes increase, and hence number of data slots decrease for the same superframe time period. Also we can see that the throughput of CCC MAC protocol is comparable to our DSAT-MAC protocol simulation results. The graph between channel allocation delay vs number of nodes is shown in figure 8 . It is clearly seen from the graph that the curve for CCC MAC lies below the curve of DSAT-MAC. This is because we have used two channels (one control channel and one data channel) for simulating CCC MAC. In the CCC-MAC as soon as a packet is present in the queue, a data channel is contended for in the control channel and immediately transmitted after contention. However in our protocol, the packet has to first wait to be contended for a data slot over the control packet transmission sequence and then on the allocation of a data slot it is transmitted. Hence the delay of our protocol is higher.
B. Performance Evaluation in presence of a Malicious User
Malicious user in this context refers to a node which desires to always avail the data slot without caring for other users. A node can become selfish by manipulating its priority index in such a way that the packet scheduling algorithm (PSA) always grant him the data slot. In this case the other nodes which honestly want to transmit their data may not get a fair chance to transmit. To eliminate this problem we have used the past PSA output (PPSA) component to indicate whether the data slot was allocated to this CR node in the last superframe or not. Hence, every node keeps track of this index (PPSA). This PPSA is added to the priority index (PI) to get net priority index (NPI). Suppose in a scenario a malicious node A always requests for slot by declaring its PI as 21. There is a honest node B which claims its PI to be 18. Let us assume that malicious node A has large chunk of data which would require all the data slots for its transmission. Simulation result for this case shows that the throughput of malicious node A is 306.36 Kbps and that of node B is 136.62 kbps. The results show that the other nodes which try to send their packets honestly also get a fair chance to access the channel.
C. Fairness among CR nodes
In our MAC protocol the fairness is maintained in the sense that all the nodes get equal opportunity for a data slot if they have their priorities same. We have generated four flows among the 8 CR users in our simulation with PI 15. We compute the ratio of throughput of the four flows. The protocol is said to be fair if the ratio is close to 1. The more it deviates from 1, the more protocol is unfair. According to the results the throughputs of various flows are 89.79 Kbps, 91.21 Kbps, 84.04 Kbps and 89.79 Kbps. The ratio comes out to be 1.012, 0.9477, 1.0281 and 1.012. Hence we can see that the ratios are close to 1 for all the nodes and hence proves that the protocol provides equal opportunity to all the nodes.
D. QoS performance of the protocol
In this section we would show the QoS performance of the protocol. As the data slots are assigned according to the priority index, hence the real time traffic with high PI is routed first as compared to low priority traffic. We have simulated the network with four flows with the priority Index 21, 15, 9 and 3 and the throughputs are 130.03 Kbps, 81.71 Kbps, 71.76 Kbps and 59.68 Kbps respectively. As seen from the simulation result, that the high priority flow has high throughput and subsequently the low priority flow has lower throughput.
E. Throughput performance in presence of Primary User
The throughput performance of DSAT-MAC protocol for the variation in primary user activity is shown in figure 9 . We vary the PU activity and record the throughput for various scenarios. It is clearly seen from the graph that the throughput decreases as the PU activity increases. The primary user makes more use of the spectrum and hence the white spaces in the band are reduced. Fig. 9 . Graph indicating the variation in Throughput with respect to the variation in Primary User activity V. CONCLUSION In this paper we have proposed a TDMA based MAC protocol for the CRN. The protocol is simulated under various conditions to examine its performance. The protocol also provide power saving techniques as well as ensures the QoS and fairness among the CR users. The protocol efficiently works without any pre-allocated channel and shows significant performance in networks with mixed data types. In the DSAT-MAC, no slot is left untransmitted except the NUS slot. Hence, this protocol ensures that all the available white space is fully utilised. This ensures that the spectrum is efficiently utilised. The proposed protocol can best be used in emergency applications and in wireless sensor network applications.
