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Introduction
In this paper I present a procedure to approximate the asymptotic distributions of systems cointegration tests with a prior adjustment for deterministic terms suggested by Lütkepohl et al. (2004) , Saikkonen & Lütkepohl (2000a , 2000b , 2000c and Saikkonen & Luukkonen (1997) . The asymptotic distributions are approximated by the Gamma distribution and the parameters necessary to fit the Gamma distributions are obtained from response surfaces which I describe in this paper. The approximation can be easily used to derive arbitrary p-values or percentiles.
The mentioned cointegration tests differ with respect to the deterministic terms they allow for. The procedures of Lütkepohl et al. (2004) and Saikkonen & Lütkepohl (2000b) are the most general ones by taking account of shifts in the level of the time series. The specific feature in Lütkepohl et al. (2004) is that they allow for a level shift at unknown time.
For both test setups there exist one test version which assumes a linear trend and another one which excludes it. The test by Saikkonen & Lütkepohl (2000c) is the corresponding procedure without level shifts. It originally incorporates a linear trend but can be adjusted in order to rule out a trend explicitly. A similar test with a mean term only is due to Saikkonen & Luukkonen (1997) . Finally, Saikkonen & Lütkepohl (2000a) consider a linear trend that is orthogonal to the cointegration space. Furthermore, seasonal dummy variables can be incorporated into all procedures without changing the asymptotic results. The idea of all tests is to estimate the deterministic terms in a first step and to adjust the original time series by these estimated terms. Then, a likelihood ratio type test like in Johansen (1988) is applied to the adjusted data. The resulting asymptotic distributions are nonstandard and functions of Brownian motions. However, their percentiles can be obtained by simulation.
The most recent and extensive set of percentiles is given in Trenkler (2003) .
One important problem related to these tabulated sets is that they are restricted in terms of the number of percentiles which are covered. Accordingly, it is not possible to obtain p-values. However, p-values are preferable in certain simulation setups and empirical applications in order to assess the tests' outcome easily. The cointegrating rank tests based on Johansen (1988) are affected by the same problem. Their asymptotic distributions are also functions of Brownian motions. To compute p-values and percentiles for these asymptotic distributions MacKinnon, Haug & Michelis (1999) determine 221 percentiles by simulation methods. Then, arbitrary p-values and percentiles can be derived by interpolation. However, the method of MacKinnon et al. (1999) involves the computation of more than 20,000 coefficients per test. A more efficient way is to follow a procedure suggested by Doornik (1998) and Johansen, Mosconi & Nielsen (2000) . The basic idea is to approximate the asymptotic distributions of the Johansen type tests by Gamma distributions. These approximations work rather well as shown by Doornik (1998) . Since the parameters of the Gamma distribution only depend on the first two moments it suffices to determine approximations of the mean and variance of the asymptotic test distribution. This can be easily done by using a response surface. The response surfaces derived in Doornik (1998) and Johansen et al. (2000) are based on less than 150 estimated coefficients. Having obtain an estimate for the mean and variance one can fit a Gamma distribution and compute arbitrary p-values or percentiles. Furthermore, the use of the response surfaces provides much better approximations to the asymptotic distributions than the standard simulations on which tables of critical values are usually based.
In line with the discussion I have computed response surfaces according to Doornik (1998) and Johansen et al. (2000) for the cointegration tests with a prior adjustment for deterministic terms. The approximations to the corresponding asymptotic distributions using the Gamma distribution are also very good for these tests including the asymptotic distribution of the test versions by Saikkonen & Lütkepohl (2000b) and Saikkonen & Lütkepohl (2000c) which consists of Brownian Bridges. It has turned out that the response surfaces following Doornik (1998) produce slightly better fits than the ones by Johansen et al. (2000) .
The paper is organized as follows. The next section describes the model framework, the test procedures, and the limiting distributions. In Section 3 I explain how to use the Gamma distribution to approximate the asymptotic distributions. The response surfaces are presented in Section 4. Section 5 contains a comparison of different approaches to compute response surfaces and, finally, Section 6 summarizes and concludes.
Model Framework and Test Procedures
Let us consider a n-dimensional times series y t = (y 1t , . . . , y nt ) (t = 1, . . . , T ) which is generated by
where µ t contains the deterministic terms depending on the tests' assumptions. The term x t is an unobservable stochastic error process which is assumed to follow a vector autoregressive process of order p (VAR(p)). The corresponding vector error correction model (VECM) has the form
where Π and Γ j (j = 1, . . . , p − 1) are (n×n) unknown parameter matrices. The error term ε t is assumed to be a martingal sequence such that E(ε t |ε s , s < t) = 0, E(ε t ε t |ε s , s < t) = Ω is a non-stochastic positive definite matrix and the fourth moments are bounded. For the validity of the limiting distributions it suffices that the initial values x t (t = −p + 1, . . . , 0) have a fixed distribution which does not depend on the sample size. Furthermore, it is assumed that x t is at most integrated of order one and cointegrated with a rank r implying the same properties for y t . Moreover, it follows that the matrix Π can be written as Π = αβ , where α and β are (n × r) matrices of full column rank. When determining the number of cointegration relations one tests for the rank of the matrix Π. I consider the trace and maximum eigenvalue test versions, i.e. the pairs of hypotheses
and H 0 (r 0 ) : rk(Π) = r 0 vs. H 1 (r 0 ) : rk(Π) = r 0 + 1.
(2.4) are tested respectively. Note that the maximum eigenvalue version has not been considered for all of the tests explicitly. One can derive, however, asymptotic distributions free of nuisance parameters for the relevant cases as discussed later on.
For the proposal of Saikkonen & Lütkepohl (2000b) we have µ t = δd t + µ 0 + µ 1 t allowing for a linear trend and assuming one level shift only. The shift is modelled by the dummy variable d t which is one for all t ≥ T 1 and zero otherwise where T 1 is the break point.
The case of several level shifts can be treated in the same way by defining further shift dummies. Obviously, the remaining two quantities µ 0 and µ 1 t represent the mean and linear trend terms. The unknown (n × 1) parameter vectors δ, µ 0 and µ 1 are estimated by a GLS procedure. To obtain feasible GLS estimatorsδ,μ 0 , andμ 1 the model (2.1) is transformed accordingly by using first stage estimators from a reduced rank (RR) regression of
for j = 0, and γ j = Γ j δ for j = 1, . . . , p − 1. This VECM model for y t is derived from (2.1) using (2.2) and the aforementioned definition of µ t . For the RR regression the rank r 0 specified under H 0 is applied since the transformation of (2.1) considers the structure of x t under the null hypothesis. Having estimated the deterministic terms one can adjust y t and computex t = y t −δd t −μ 0 −μ 1 t. Then, a Johansen-type test is performed onx t . Sincex t is adjusted, the test version in Johansen (1988) assuming no deterministic terms is applied. Hence, we have to solve a generalized eigenvalue problem. Using the resulting eigenvaluesλ 1 ≥ · · · ≥λ n the trace test statistic for the pair of hypotheses in (2.3) is 1
and the maximum eigenvalue statistic regarding (2.4) is
If no linear trend is present one proceeds in the same way by making the necessary adjustments. In line with Saikkonen & Lütkepohl (2000b) , µ 1 is set to zero, i.e. µ t = δd t +µ 0 in (2.1), and the intercept term in (2.5) is restricted to the cointegration relations since ν = Πµ 0 and τ = 0 in this case. The resulting test statistics are denoted by T R δ mean (r 0 ) and M E δ mean (r 0 ). Lütkepohl et al. (2004) use a similar setup as Saikkonen & Lütkepohl (2000b) but they make the assumption that the breakpoint is unknown. Lütkepohl et al. (2004) 
In case of no level shifts one can set up cointegration tests as before by setting all terms associated with the level shift in (2.1) and (2.5) to zero. These tests are due to Saikkonen & Lütkepohl (2000c) and the test statistics are abbreviated as T R tr (r 0 ), M E tr (r 0 ), T R mean (r 0 ),
and M E mean (r 0 ). For the situation of a mean term only, Saikkonen & Luukkonen (1997) have proposed to estimate µ 0 by a GLS procedure based on first-stage estimators from a VAR model for y t imposing no rank restriction. Lütkepohl, Saikkonen & Trenkler (2001) , however, have pointed out that using a GLS procedure as suggested by Saikkonen & Lütkepohl (2000c) results in better size properties in small samples. Note that the alternative way of estimating µ 0 does not change the asymptotic null distributions of T R mean (r 0 ) and M E mean (r 0 ).
The test version of Saikkonen & Lütkepohl (2000a) is similar to the one in Saikkonen & Lütkepohl (2000c) with a linear trend but considers the restriction that the linear trend is orthogonal to the cointegration space. Therefore, the restriction τ = β µ 1 = 0 is imposed within the RR regression and secondly, the adjustment of the data occurs according to the 
which is obtained from (2.5) by applying τ = β µ 1 = 0 and δ = 0. Otherwise the test-setup is the same. The corresponding test statistics are denoted as T R ort (r 0 ) and M E ort (r 0 ). All described test versions and test statistics are summarized in Table 1 .
We now turn to the asymptotic distributions of the considered test statistics. Let B p (s) = (B 1 (s), . . . , B p (s)) be a p-dimensional standard Brownian motion,
Then, the test statistics have the limiting distributions given in Table 2 where tr(A) and λ max (A) denote the trace and the maximum eigenvalue of matrix A respectively.
Obviously, the null distributions depend on n − r 0 , not on n and r 0 separately. They are independent of the actual values of µ 0 and, regarding the test versions allowing for a linear trend (µ 1 arbitrary) and level shifts (δ arbitrary), also independent of µ 1 and δ respectively. Furthermore, only the treatment of the linear trend term is important for distinguishing the distributions. In contrast, the inclusion of level shifts with known shift dates or one level shift at unknown time does not change the asymptotic properties of the tests in case of a linear trend (µ 1 arbitrary) and a mean term only (µ 1 = 0, µ 0 arbitrary). To be precise, allowing for level shifts does not affect the asymptotic distributions. Thus, T R un tr (r 0 ), T R δ tr (r 0 ), M E un tr (r 0 ), and M E δ tr (r 0 ) have the same limiting distributions as T R tr (r 0 ) and M E tr (r 0 ) respectively. Interestingly, T R mean (r 0 ) and M E mean (r 0 ) follow the same limiting distributions as the cointegration test statistics proposed by Johansen (1988) which assume no deterministic terms (µ 0 = µ 1 = 0). Lütkepohl et al. (2004) . One can see that a derivation of the limiting distributions is possible similar to the case of a known shift date. By contrast, the possibility of deriving the asymptotic distribution of M E ort (r 0 ) given in Table 2 is less obvious. Therefore, the Appendix shows how one can obtain the stated limiting distribution.
Gamma Distribution
As mentioned the asymptotic distributions are approximated by the Gamma distribution
(3.1) Doornik (1998) has demonstrated that Gamma distributions provide a good approximation for the asymptotic distributions of the cointegration rank tests based on Johansen (1988) .
These distributions are functions of Brownian motions like the asymptotic null distributions given above. Accordingly, the use of the Gamma distribution works also very well for the In practice, we have to simulate the first two moments of the relevant distribution.
Denoting the simulated moments bym andv the parameters of the approximating Gamma distribution areâ
Since the asymptotic distributions of the cointegration test statistics differ with respect to the specification of the deterministic terms and the dimensions d = n − r 0 one has to determine different sets of the first two moments. In other words, one has to fit different Gamma distributions. The fitted Gamma distributions can then be used to compute p-values or percentiles.
For the practical implementation of the approximation one can also refer to χ 2 distribution with non-integer degrees of freedom instead of the Gamma distribution. The relationship between both distributions is given by 2bY ∼ χ 2 (2a) where Y has a Gamma distribution.
In line with the argumentation we have to distinguish two issues with respect to obtaining a reliable and applicable approximation. The first question is whether the Gamma distribution is a good approximation to the type of asymptotic distributions we consider. The second problem is to get reasonable estimates of the means and variances of the asymptotic distributions.
Since the asymptotic distributions are nonstandard and continuous we can evaluate the approximating quality of the Gamma distribution only for some simulated finite and discrete realizations. Such evaluation is presented in Tables 3 and 4 . Table 3 shows the 0.90, 0.95, and 0.99 percentiles 3 for tr(D tr ) for different dimensions d tabulated in Trenkler (2003) . The A second possibility to evaluate the approximation is to compute the p-values of the tabulated percentiles (critical values) using the fitted Gamma distributions. In Table 4 , which matches Table 2 in Doornik (1998) , the frequencies of the absolute errors made by using the Gamma approximation for dimensions 1 to 15 with respect to tr(D tr ) is given. It can be seen that the fit for tr(D tr ) is equally good as in Doornik (1998) . In only one case for the 0.90 and 0.95 percentiles the p-values are outside the 0.0975-0.1025 and 0.0475-0.0525 ranges respectively. Thus, the Gamma approximation works also very well for the trace distribution which consist of Brownian Bridges. The results for the other trace distributions are similar.
As pointed out by Doornik (1998) the fit for the maximum eigenvalue distributions is worse because they resemble the distribution of the smallest order statistic. Nevertheless, the approximation may be still acceptable as shown in Table 4 for λ max (D tr ). The accuracy of the fit regarding the λ max (D ort ) and λ max (D mean ) is again similar. As mentioned before, given the result that the Gamma distribution provides a good approximation the next problem is to obtain reasonable estimates of the means and variances of the asymptotic distributions. These asymptotic moments will be derived from response surfaces described in the next section.
Response Surfaces
The aim of the response surfaces is to relate the means and variances of the asymptotic distributions to the dimensions d. That allows to obtain values ofm andv for any d. This is done separately for the different specifications of the deterministic terms, i.e. for the three groups in Table 2 and the Trace and Maximum eigenvalues test variants. Hence, we have to derive six response surfaces for the means and variances respectively.
The response surfaces for the cointegration tests with a prior adjustment of deterministic terms presented in this paper follow closely the method suggested by Doornik (1998) . I mention the differences when describing the methodology in the following. I have also derived response surfaces along the lines of Johansen et al. (2000) . However, the procedure according to Doornik (1998) produces a slightly better fit for the moments. In Section 5 I briefly describe the procedure due the Johansen et al. (2000) and comment on the comparison between both approaches.
The response surfaces are obtained in three steps.
Step I
As for the usual simulation of critical values the components of the asymptotic distributions in (2.9) are replaced by their discrete counterparts. This is practically done by using T -step random walks for the Brownian motions. Based on the discrete quantities one can compute the asymptotic expressions. This is repeated a large number of times for different sets of dimensions d and sample lengths T . Table 5 summarizes the simulations details.
Since we consider 15 dimensions and 10 sample lengths we have 150 simulation sets with 100,000 discrete realization of each of the corresponding asymptotic distribution.
Note that for tr(D ort ) and λ max (D ort ) we start with dimension d = 2. The reason is that the cointegrating ranks specified both under the null and the alternative hypothesis have to be smaller than the system dimension due to the orthogonal trend (see Saikkonen & Lütkepohl 2000a) . Accordingly, we obtain 140 simulation sets for these two distributions.
The simulation setup is in general identical to Doornik (1998) . The only difference is that we have used 100,000 replications throughout all simulation experiments.
The simulations are done with GAUSS V5. In order to obtain independent standard normal variates for the generation of the the random walks I have used the Monster-KISS random number generator implemented in GAUSS V5 (compare Marsaglia 2000 , Ford & Ford 2001 . For further details on the simulation of the asymptotic distributions see Trenkler (2003) .
Step II
The mean and variance of each of the 150 (140 for tr(D ort ) and λ max (D ort )) simulation sets for all of the six distributions are computed. Then, the aim is to obtain estimates of the asymptotic means and variances for each of the 15 (14) In contrast to Doornik (1998) I also consider the term 1/T 3 besides the dummy variable for T = 50. The term 1/T 3 can be regarded as a smooth dummy variable for small sample sizes. It often gives a better regression fit than the simple dummy variable. This is in line with a similar discussion in Johansen et al. (2000) regarding the dimension of the distributions.
Note in this respect that if 1/T 3 and the dummy for T = 50 are only separately significant I keep the variable with the higher t-ratio. In most of the cases 1/T 3 is the preferable regressor.
Step III
To obtain the response surfaces the estimated asymptotic means and variances are regressed separately for each of the six distributions on polynomials of d. To be specific, we consider the terms d 2 , d, √ d, 1 (constant), and two dummy variables for d = 1 and d = 2.
These regressors, however, are only included if they are significant at the 10% level. The estimated coefficients with respect to the six considered distributions are given in Tables 6   and 7 . The coefficients represent the 12 response surfaces which can be used to compute estimates of the asymptotic mean and variance for any dimension d.
Finally, the computed means and variances can be used to obtain an approximating Gamma distribution for the asymptotic distribution of interest. By the help of this Gamma distribution it is possible to calculate p-values for any value of the test statistic or arbitrary percentiles. Note that the response surfaces for tr(D ort ) are only valid for d > 1.
Remark I
The comparison of the response surfaces according to Steps I-III and the ones according to Johansen et al. (2000) in Section 5 includes the computation of a goodness of fit measure R 2 c which can be seen as an analog to the usual R 2 . Without discussing the details related to R 2 c at this place here we may look at the values of R 2 c for the mean and variance estimations with respect to tr(D mean ). They are shown in the last two columns of Table 8 . Obviously, the values are close to one and therefore the regression fit is very good. This means our response surfaces describes the simulated moments in dependence on the sample lengths T and dimensions d rather well. Two further observations can be made. First, in line with findings in Johansen et al. (2000) the fit is slightly worse with respect to the variance. Second, the estimation is in general more accurate for higher dimensions. Finally, I have obtained similar results for the other trace and maximum eigenvalue distributions. Note again that a good explaining power regarding the asymptotic moments has to be distinguished from the accuracy issue of the Gamma approximation (compare the discussion in Section 3). Note that the response surface for λ max (D ort ) are only valid for d > 1.
Remark II
Regarding the Johansen trace test statistics Doornik (1998) has found that the term d 2 enters the response surfaces for the mean and variance with coefficients 2 and 3 respectively.
Approximately, this is also the case here. Because we use a 4-digit precision slight differences can be observed.
Since the distribution tr(D mean ) is the same like the trace distribution for the Johansen test without any deterministic terms we can compare the corresponding coefficients in more detail. With respect to the mean the results of Doornik (1998) (d 2 : 2, d : -1, constant: 0.07, dummy for d = 1: 0.07) are very close to ones in Table 6 . The inclusion of the term 1/T 3 when estimating the asymptotic moments may explain the deviations for the constant and the dummy regarding d = 1. The same argument can be given with respect to the variance for which the differences are more pronounced. In contrast to Doornik (1998) the resulting means and variances for the dimensions d = 1, . . . , 15 are very close for both response surfaces given here and in Doornik (1998) . Accordingly, the percentiles based on the estimated asymptotic moments are also very similar. As an example Figure 1 shows the p-values resulting from the response surfaces in Doornik (1998) for the 0.95 percentiles from the response surface of this paper. Similar comments can be made for the corresponding maximum eigenvalue distribution λ max (D tr ).
Remark III
As mentioned above, we obtain, in fact, estimates of the asymptotic moments (moments of the asymptotic distributions) by letting T → ∞. As pointed out by Doornik (1998) , letting T → ∞ is the reason why the response surfaces give a better approximation to the asymptotic properties than the usual critical values which have been simulated only with respect to one sample size. Trenkler (2003) uses a rather large sample size of T = 1000 for the simulation of the critical values. Therefore, some of his tabulated critical values do not differ much from the corresponding percentiles obtained from the response surfaces. This can be seen for example in Table 3 regarding the distribution tr(D tr ). For higher dimensions, however, the differences are much more pronounced resulting in strong deviations of the pvalues from the intended ones. This is demonstrated in Figure 2 . Here, the p-values for the 5% critical values (0.95 percentiles) of tr(D tr ) given in Trenkler (2003) the Gamma distribution and the response surface of Steps I-III. Johansen et al. (2000) propose a different design for a response surface. They model the logarithm of the moments in order to deal with hetereoscedasticity in the error terms of the regression. The hetereoscedastictiy is due to the increasing levels of the mean and variance with higher dimension (see Doornik 1998) . Therefore, Doornik (1998) performed the regressions separately for each d. The logarithmic specification allows to use only one regression for all d together by relating the log of the moments to a third-order polynomial in d and 1/T . 5 I have also derived response surfaces along the lines of Johansen et al. (2000) using the same values for the dimensions d and the sample lengths T as stated in Table 5 . When comparing the fit of the two types of response surfaces with respect to the means and variances one faces two problems. First, the occurrence of heteroscedasticity and the separate regressions regarding d does not allow to give an overall R 2 for the response surface applied in this Johansen et al. (2000) . Second, Johansen et al. (2000) model the logarithm of the moments and I consider the moments directly. Thus, measures of fit would refer to the variation of different dependent variables and cannot be compared directly (see Greene 1997, p. 256) . Therefore, I compare the response surfaces separately for each dimension. Following the suggestion of Greene (1997, p. 256) , the comparison is based on an analog to the usual R 2 :
Comparison of Response Surfaces
where the y i 's represent the simulated means (variances) with respect to the 10 sample sizes.
For the setup used in this paper the terms e i are equal to the residuals from the regressions described in Step II plus the additional error made in Step III when fitting the asymptotic moments to polynomials of d. With respect to the approach of Johansen et al. (2000) the terms e i are defined as e i = y i − exp[ln(ŷ i )] where ln(ŷ i ) stands for the fitted log-moments (means or variances) from the corresponding regression. In other words, the fitted logarithms of the mean or variance are converted back to the level. The goodness of fit measured by R 2 c for the distribution tr(D tr ) is displayed in Table 8 . Obviously, for most of the dimensions the fit for the mean and variance is better when using the setup presented in this paper.
The results for the other distributions are similar.
The presented comparison does not take account of the different number of estimated parameters involved in the response surface. For the current example of tr(D tr ) I have estimated 57 (mean) and 61 (variance) coefficients according to Steps I-III but only 15 (mean) and 12 (variance) coefficients according to Johansen et al. (2000) when deleting insignificant regressors. Using an adjusted version of R 2 c improves the relative performance of the response surfaces following Johansen et al. (2000) . Nevertheless, for most of the dimensions the goodness of fit is still inferior. 
Summary
Following Doornik (1998) and Johansen et al. (2000) I have presented a procedure to approximate the asymptotic distributions of systems cointegration tests with a prior adjustment for deterministic terms suggested by Lütkepohl et al. (2004) , Saikkonen & Lütkepohl (2000a , 2000b , 2000c and Saikkonen & Luukkonen (1997) . These tests make different assumptions on the inclusion of deterministic components like a mean term, a linear trend or a level shift.
The asymptotic distributions are approximated by the Gamma distribution. To fit a Gamma distribution one needs the mean and variance of the asymptotic test distributions.
They can be obtained from response surfaces. The corresponding coefficients to compute the asymptotic moments are presented in this paper. Via the fitted Gamma distributions one can easily derive arbitrary p-values or percentiles.
Another approach to derive p-values is the use bootstrap procedures. Bootstrap methods can help to generate more accurate p-values in small samples than ordinary asymptotic approximations. Recently, Swensen (2004) has derived an asymptotically valid bootstrap procedure for Johansen-type cointegration tests. However, Harris & Judge (1998) and van Giersbergen (1996) have shown that bootstraps regarding the Johansen tests produce a better approximation than standard critical values only in a few situations.
with the definitions given in Johansen (1995) . The crucial step in using the framework of Johansen (1995) for M E ort (r 0 ) is to replace the matrix B T in (A.1) and (A.2) by the expression T β ⊥ D −1 T where D −1 T is defined in the Appendix of Saikkonen & Lütkepohl (2000a) . Thus, we have to analyse
In order to derive the limiting distributions of (A.3) and (A.4) we have first to express S 10 and S 11 in terms of the quantities used in Saikkonen & Lütkepohl (2000a) . To this end, we have to remember that M E ort (r 0 ) is based on the auxiliary VECM ∆y t −μ 1 = αβ (y t−1 −μ 0 ) + p−1 j=1 Γ j (∆y t−j −μ 1 ) + e t , t = p + 1, p + 2, . . . . (A.5) where I have replaced µ 0 and µ 1 in (2.8) by some estimatorsμ 0 andμ 1 which satisfy (2.12)-
(2.15) in Saikkonen & Lütkepohl (2000a) . Hence, we apply a Johansen type test on this model using the the adjusted quantities ∆y t −μ 1 and y t−1 −μ 0 . In terms of the terminology in Johansen (1995) (A.5) can be written as Z 0t = αβ Z 1t + ΨZ 2t (A.6) applying obvious definitions for Z 0t , Z 1t , Z 2t , and Ψ. Note the fact that Z 2t is equal toz t used in Saikkonen & Lütkepohl (2000a) .
I now prove the following Lemma. Let us start with proving (A.7). First, note that S 10 = T −1 T t=p+1 R 1t R 0t where R 1t and R 0t are the residuals obtained from regressing Z 1t and Z 0t on Z 2t respectively. In line with (6.9) of Johansen (1995) we have R 0t = αβ R 1t + e t . Thus, we can write
(A.9)
Hence, we get for S 10 α ⊥ Next, we have
