A two-stage iterative scheme is proposed to handle a central problem of molecular dynamics, the computation of interior eigenvalues of large Hamiltonian matrices. The proposed method involves an initial propagation process for a time-dependent wave operator which is then inserted in an iterative process (R.D.W.A. or S.C.M.) to yield the exact stationary wave operator. The merits of the wave operator formalism for quasiadiabatic propagation are analysed, and possible improvements such as the use of partial adiabatic representations and spectral lters, are outlined. The proposed algorithm is applied to the test case of two coupled oscillators with variable coupling strength, and yields accurate results even with small switching times.
INTRODUCTION
Numerous theoretical studies in molecular and chemical physics use discrete representations of the molecular continua and, via the Floquet treatment of the eld-matter interaction, of the time variable. These Discrete Variable Representations (D.V.R.) lead to complex eigenvalue problems. Well known examples include the study of the molecular resonance states which in uence the vibrational energy redistribution and fragmentation of Van der Waals molecules and the calculation of the resonances induced by the eld-matter interaction in photodissociation processes. 1, 2, 3] In most such cases the eigenproblems which arise are characterized by several common features : The matrix representation of the Hamiltonian is very large (typically N > 10 4 ); these matrice are complex, as a consequence of absorbing boundary conditions introduced by similarity transformations in the complex plane 4, 5] or by the addition of an optical potential 6]; the number of eigenvectors e ectively contributing to the fragmentation processes studied is often small and only a small set of eigenstates is needed.
Complete direct diagonalization of the matrices concerned is out of the question and over the last decade a large variety of methods has been proposed to solve these eigenproblems. These methods fall into two groups: indirect and direct methods. The indirect methods involve wave packet propagation and extract the required results from some asymptotic features of the time-dependent behavior. In the relaxation method of Koslo and Tal- Ezer 7] a propagation process in imaginary time induces a relaxation of the eigenstates components with rates proportional to the eigenvalues. In the spectral method the time-energy Fourier transform of the wave function time correlation function gives an amplitude with an absolute square which peaks at the eigenvalues. 8]. The lter-diagonalization method developed in ref 9] improves the spectral method by reducing the required propagation time, permitting the resolution of small energy di erences.
Direct methods involve matrix iterative procedure. The procedure consists of improving a coarse-grained solution by repeated applications of the Hamiltonian matrix or a similar matrix. The Davidson method 10] and the Lanczos algorithm 11], which fall into this category of direct methods, have been extensively used in molecular physics. These iterative methods su er from convergence di culties in the dense spectrum interior region where the gaps between adjacent levels may be very small. To overcome these di culties, spectral lter methods, in which the iteration is driven by a function f(H) in place of H have been proposed within the framework of the Lanczos method. The Green function 12] exponential lter 13] and Gaussian derivative lter 14] have been successively used as lter f(H) by constructing parametrized polynominal representation of the lter functions. The Green function (E ? H) ?1 which shifts the eigenvalues of H near E to the edges of the spectrum seems to be particularly e cient. By drastically reducing the number of iteration steps in the lanczos procedure it simultaneously reduces the memory storage requirements and facilitates eigenvector calculations 15] TheBloch wave operator theory 16] is a third direct method which has been applied to the study of photodissociation processes using iterative treatments 17]. An advantage of the wave operator formulation is that it proposes a self-consistent strategy to reduce the dimension of the dynamical vector space by selecting the relevant active space for a given dynamical process 18] and by describing the corresponding target space. Unfortunately the various iterative solutions which have been proposed 19, 20] su er from severe convergence di culties. The aim of the present study is to show that signi cant improvements can be obtained by simply introducing into the iterative process an initial wave operator obtained by propagating the perturbed quasi-adiabatic eigenvector within the framework of time-dependent wave operator theory. We thus propose a two step procedure; the rst step, related to an indirect method involves a time propagation, while the second step uses the results of the rst as the starting point in a direct iterative method. Section II analyzes in detail the merits of the time-dependent wave operator formalism in performing quasiadiabatic propagations and derives some nite order di erencing schemes. The performance of the method is analyzed in section III through the solution of a model system of two coupled oscillators. Other topics for investigation, such as the use of partial adiabatic representations and the introduction of spectral lters into the wave operator iterations are nally presented with the conclusions in section IV.
THE QUASIADIABATIC EVOLUTION OF THE WAVE OPERATOR
The procedure used to derive an eigenvector, or a group of eigenvectors within the framework of the Bloch theory has been presented in detail in several papers 21, 17] . The iterative integration of the non-linear equation (1) leads to the solution of the eigenproblem. The diagonalization of H eff = P o H inside the space S o leads to the group of exact eigenvalues relating to this space.
The wave operator applied to the projected eigenvectors transforms them back into the exact eigenvectors
The active space S o in which the operator is constructed is itself de ned by a wave operator procedure. This procedure has been explained in detail previously 17] and has been tested successfully in the study of the overtone relaxation of benzene 18] and of the CD 3 H molecule 22]. The active space which is thus constructed and which collects together the states which are strongly coupled to the initial state undergoes a speci c nonperturbative treatment: the e ective Hamiltonian which corresponds to this space is stored and diagonalized at the end of the procedure.
The wave operator's action (eq.1) is thus devoted to handling the less strong couplings between the two spaces S o and S + 0 . Nevertheless, the iterative solutions which have been proposed to solve eq. (1), such as the Recursive Distorted Wave Approximation (RDWA) 19] and the Single Cycle Method (SCM) 20] , fail when the initial state is in a dense part of the spectrum. This defect is easily understable, since these iterations make use of the ratios
) where i refers to states of the active space, to states of the complementary space S + o and (n) to the order of iteration. In the dense part of the spectrum, accidental degeneracies occur during the iteration whatever choice is made for the boundaries between the two spaces. Nevertheless one can overcome these convergence di culties by noting that the iterative series R.D.W.A. or S.C.M. procedures accept as initial input any arbitrary trial value X n=0 , so that the choice of a trial operator su ciently near the required solution can make troublesome divergences disappear.
The wave operator as the adiabatic limit of the timedependent one
The time-dependent wave operator gives an e cient way to derive a coarse grained trial operator X n=0 . The concept of this operator was introduced to provide a simpli ed description scheme for the ralaxation which issues from space S o and is driven by a time-dependent Hamiltonian H(t) 23]. Using notation U for the time evolution operator, we have
where (6) Let use assume that the operator H is generated from the unperturbed operator H o by adiabatically switching on the perturbations between t = ?1 and t = 0; the time derivative on the left hand side of eq.(6) then tends to zero and the propagation equation reduces to:
Q o (1 ? X(0; ?1))H(1 + X(0; ?1))P o = 0 (7) which is identical to the Bloch equation (1). The conventional Bloch operator thus appears as the adiabatic limit of the time-dependent wave operator. This o ers the possibility of deriving an optimal trial operator X n=0 by etablishing the couplings almost adiabatically over a nite, but su ciently large switching time T. The price to be paid is that of having to propagate with the non-linear equation (6) 
where j i (t)i is an instantaneous eigenvector, the components of which are slowly varying functions of time if the initial state energy E i (?1) is well separated from the other unperturbed energies, so that we can set (10) On the contrary the rapid phase term disappears in the expression for the wave operator constructed on the one-dimensional space S o spanned by the vector j ii. One then has the simple result (t) = (t)=hi j (t)i = j i (t)i=hi j i (t)i (11) so that:
(12) The smallest of the time derivative makes the time-integration easier. This feature persists when degenerate active spaces are used. These active spaces are formed in a way which supresses the largest coupling between the initial state and the surrounding bath. When for example the initial state j ii is in a dense interior part of the spectrum, a convenient choice is to collect into the active space those states which are in near resonance with it. As previously noted, this artifact does not make all the divergences of the iterative process disappear in the stationary treatment, because other near resonances can arise at the boundary between S o and S + o . This e ect is less drastic in the quasi adiabatic propagation process and generally induces only some relatively small deviations from the purely stationary case. One can understand this by considering an iterative solution of eq. (6) (15) which is valid when the time function H j (t) is e ectively constant on the time scale (E ? E j )= h, one obtains in the limit N ! 1 the stationary Bloch operator, with the components : (16) in place of the time-dependent ones of (eq.13)
Thus the quasiadiabatic propagation follows the eigenvectors continuously as long as the equation (15) is satis ed. This equation becomes incorrect when the two energies E and E j are in near resonance at the border between the two spaces. However, this defect does not produce a divergence of the process such as appears in the stationary case (eq. 16) but rather induces a mixing of the instantaneous eigenvectors j i and j j i. This mixing has a small e ect on a calculated eigenvector j i i situated in the middle of the active space, provided that the spectral width of this space is large enough.
The integration scheme for the time-dependent wave operator
The basic equation (6) 
By using eq. (6) and neglecting the time derivatives of the H matrix, one obtains, after some algebraic manipulations and the renewed introduction of the wave operator (t) = P o + X(t), the result X 0 (t) = (1 ? (t))C (1) (t) X 000 (t) = (1 ? (t) 6(C (1) (t)) 3 ? 3C (1) (t)C (2) (t) ? ? 3C (2) (t)C (1) (t) + C (3) (t)]
with C (n) (t) = H n (t) (t) (19) These propagation scheme are unitary, conserve norm and energy and, by preserving time reversal symmetry, are conditionally stable. In eqts (18) and (19) , H is a full N N matrix a rectangular N N o matrix, where N o is the dimension of the active space; the latter matrix reduces to a vector for nondegenerate actives spaces. As N o is very small compared to N, the majority of the C. P. U. time used in the propagation scheme (17) (18) (19) is devoted to the construction of the rectangular matrices C 
with h 1 = 1:, h 2 = 1:05 and 0 0:6 The unperturbed basis set is constituted of successive quasi-degenerate spaces associated with a given total number of quanta n 1 + n 2 . The 20 rst spaces, incorporating 210 states, have been taken to constitute the representation space for the present study. In this representation we have tested our double step procedure: a quasi-adiabatic propagation leads to a trial wave operator and this zeroth-order wave operator is subsequently introduced in the iterative S. C. M. procedure to reproduce the exact wave operator. The exact eigenvectors are nally derived by using equation (3) after diagonalization of the e ective Hamiltonian.
Analysis of the results
The lower part of the spectrum corresponding to the 36 rst eigenvalues is presented in g.1 as e function of the coupling parameter . This gure reveals that the range 0:3 corresponds to a strong coupling regime with many crossings and avoided crossings and thus provides a severe test for our algorithm. In the range 0: 0:4 the quasi-adiabatic propagation was performed by representing as a linearly increasing function of time on the interval t = 0; t = N= 1 ] and by simply selecting as active space the quasi-degenerate space with a xed total number of quanta equal to that for the initial state. The full spectrum corresponding to the 4 rst quasi-degenerate spaces was reproduced successfully. For example, g.2 presents the eigenvalues of the subspace number 4, with 3 quanta, versus the coupling parameter. This gure reveals one of the advantages of our procedure. In the case of parametrized Hamiltonians, it is possible to follow the eigenvectors continuously as the parameters vary and, for each new value, to establish a one to one correspondance between the zeroth-order and perturbed eigenvectors. Moreover, the construction of the full spectral map as a function of requires a single quasi-adiabatic propagation. Fig.3 which represents the components of the eigenvectors for = 0:4, exhibits a large dispersion of the results and thus con rms the strong coupling nature of the regime.
An interesting point observed in this study is the small value of the switching time interval which is necessary to obtain a satisfactory trial wave operator. The deviations resulting from using a nite switching time interval, rather than taking the purely adiabatic case are measured by the factors. log j h exact j j app i i ? i;j j (21) where exact are the correct eigenvectors and app are those obtained by the quasiadiabatic procedure. These factors are presented in gs.4 and 5 for the quasidegenerate subspace spanned by the 4 vectors with 3 quanta (3; 0; 2; 1; 1; 2; 0; 3) and for a coupling parameter = 0:4. The time propagation was made by using the second order di erencing scheme. In the case of g.4 the switching time interval is very small and corresponds to three classical vibrational oscillations (N = 3); it corresponds to thirty oscillations (N = 30) in the case of g.5. As expected, one obtains a decrease of the deviation by increasing the switching time. Nevertheless the statisfactory result observed with a short switching time in g.4 is quite remarkable; this must result from the fact that the states which are the most sensitive to the nite switching time e ect do not contribute to a mixing with the initial state, since they are included in the active space. As a consequence the time propagation, which only requires 250 steps, is very fast. The use of the second order di erencing scheme generates some propagation errors in this case but those remain small compared to those due to the nite switching time.
For the strongest anharmonic coupling ( > 0:4) the S. C. M. iteration does not converge. The analysis of g.2 shows that our simple procedure of active space selection is not su cient in this case, since the shifts exhibited by the levels of the quasidegenerate subspace are much greater that the distance between this subspace and the two nearest ones. In this case, convergence is obtained if adaptable and larger active spaces are seleced by the wave operator procedure.
SUMMARY AND DISCUSSION
The computation of small groups of interior eigenstates in a strong coupling situation is accomplished using a mixture of time-dependent and stationary wave operator approaches. The introduction of a preparatory step involving a quasiadiabatic propagation constitutes a signi ant improvement, since the direct application of the S.C.M. algorithm diverges under the same conditions. In the case of qantum relaxation processes issuing from an initial discrete state, this procedure represents an e cient tool to select the active space containing vectors which contribute signi cantly to the relaxation and also to calculate, in a self consistent manner, the corresponding target space. The ability of our procedure to continuously follow the vectors of this target space makes it suitable for the variational study of systems with highly parametrized Hamiltonian matrices.
The adaptability of the double-step procedure renders it capable of combination with several other methods which share the same goal. Two such methods are currently under investigation in our laboratory and have given encouraging preliminary results
The rst method involves the enhancement of the convergence by converting to a partial adiabatic representation. By using the wave-operator selection procedure it is possible to de ne, along with the active space a larger intermediate space which includes the latter and which collects together the states strongly coupled to the initial state. The adiabatic representation is then obtained by diagonalizing within this intermediate space. The subsequent quasiadiabatic propagation is performed by establishing adiabatically the couplings in the outer-space, the exact H-matrix projected in the intermediate space being present at the start of the propagation A second promising method consists of using lters f(H) in place of H in the quasi-adiabatic propagation and in the iterative treatment of the Bloch equation. The use of a lter such as the Green function (H ? E) ?1 is quite consistent with our solution procedure, since both the propagation and the iteration are based on a standard operation, namely the formation of the product of the H matrix with a vector. 
