In this note, we extend the algorithms Extra [13] and subgradient-push [10] to a new algorithm ExtraPush for consensus optimization with convex differentiable objective functions over a directed network. When the stationary distribution of the network can be computed in advance, we propose a simplified algorithm called Normalized ExtraPush. Just like Extra, both ExtraPush and Normalized ExtraPush can iterate with a fixed step size. But unlike Extra, they can take a column-stochastic mixing matrix, which is not necessarily doubly stochastic. Therefore, they remove the undirected-network restriction of Extra. Subgradient-push, while also works for directed networks, is slower on the same type of problem because it must use a sequence of diminishing step sizes.
Introduction
We consider the following consensus optimization problem defined on a directed, strongly connected network of n agents:
where f i is a proper, closed, convex, differentiable function only known to the agent i.
The model (1.1) finds applications in decentralized averaging, learning, estimation, and control. For a stationary network with bi-directional communication, the existing algorithms include the (sub)gradient methods [2, 5, 8, 9, 13, 19] , and the primal-dual domain methods such as the decentralized alternating direction method of multipliers (DADMM) [11, 12] . X X, X = i,j X 2 ij denotes its Frobenius norm. The largest and smallest eigenvalues of matrix X are denoted as λ max (X) and λ min (X), respectively. For any matrix B ∈ R m×n , null (B) {x ∈ R n |Bx = 0} is the null space of B. Given a matrix B ∈ R m×n , by Z ∈ null(B), we mean that each column of Z lies in null(B). The smallest nonzero eigenvalue of a symmetric positive semidefinite matrix X = 0 is denoted asλ min (X), which is strictly positive. For any positive semidefinite matrix G ∈ R n×n (not necessarily symmetric in this paper), we use the notion X 2 G X, GX for a matrix X ∈ R n×p .
Problem Reformulation

Network
Consider a directed network G = {V, E}, where V is the vertex set and E is the edge set. Any edge (i, j) ∈ E represents a directed arc from node i to node j. The sets of in-neighbors and out-neighbors of node i are | be the out-degree of node i. In G, each node i can only send information to its out-neighbors, not vice versa.
To illustrate a mixing matrix for a directed network, consider A ∈ R n×n where
A ij = 0, otherwise. (2.1)
The entries A ij satisfy that, for each node j, i∈V A ij = 1. An example is the following mixing matrix
2)
i, j = 1, . . . , n, which is used in the subgradient-push method [10] . See Fig. 2.1 for a directed graph G and an example of its mixing matrix A. The matrix A is column stochastic and asymmetric in general.
Assumption 1. The graph G is strongly connected. 
3)
for some stationary distribution vector φ, i.e., φ i ≥ 0 and n i φ i = 1.
(ii) null(I n − φ1
Proof. Part (iii) is obvious from (ii) since φ ∈ null(I n − φ1 T n ) and n i φ i = 1. Next, we show part (ii). First, let z ∈ null(I n − φ1 T n ), which means z = φ1 T n z and thus Az = Aφ1 T n z. By (2.3), it is obvious that Aφ1 T n = φ1 T n . Therefore, Az = φ1 T n z = z and hence null(I n − φ1 T n ) ⊆ null(I n − A). On the other hand, any z ∈ null(I n − A), equivalently, z = Az, obeys z = A t z for any t ≥ 1. Letting t → ∞, it holds that z = φ1 T n z, that is, z ∈ null(I n − φ1 T n ). Therefore, part (ii) holds.
Problem Given in the Matrix Notation
Let x (i) ∈ R p denote the local copy of x at node i, and x t (i) denote its value at the tth iteration. Throughout the note, we use the following equivalent form of the problem (1.1) using local copies of the variable x:
where 1 n ∈ R n denotes the vector with all its entries equal to 1,
In addition, the gradient of f (x) is
The ith rows of the above matrices x and ∇f (x), and vector f (x), correspond to agent i. For simplicity, one can treat p = 1 throughout this paper. For a vectorx ∈ R n , letx
A special case of (2.4) is the well-known average consensus problem, where
2 for each node i and the solution is
ave for all i.
Proposed Algorithms
3.1. Reviews of Extra and subgradient-push Extra [13] is a "two-step" iterative algorithm for solving (2.4) over an undirected network. Let W ∈ R n×n be a symmetric and doubly stochastic mixing matrix, andW . The Extra iteration is
which starts with
, any x 0 ∈ R n×p and uses a properly bounded step size α > 0. Extra converges at a rate o( 1 t ), measured by the best running violation to the first-order optimality condition, provided that f is Lipschitz differentiable. It improves to a linear rate of convergence if f is also (restricted) strongly convex.
The subgradient-push algorithm [10] is proposed to solve the decentralized optimization problem (1.1) over a time-varying directed graph. It is a combination of the subgradient method and the push-sum protocol [1, 6, 7] . Let A(t) be the mixing matrix at the tth iteration as defined in (2.2) for a time-varying directed network. The iteration of subgradient-push is
where α t > 0 is the step size at the tth iteration that decays as follows:
t < ∞, and α t ≤ α s for all t > s ≥ 1. It is shown in [10] that the convergence rate of subgradient-push algorithm is O(ln t/ √ t).
Proposed: ExtraPush
ExtraPush combines the above two algorithms. Specifically, set arbitrary z 0 and w 0 = 1 n ; set x 0 = z 0 ; for t = 1, set w
, and
By the structure of A, each node i broadcasts its z (i) to its out-neighbors at each ExtraPush iteration. The step size α > 0 needs to be properly set. The iteration (3.3) of ExtraPush can be implemented at each agent i as follows:
whereĀ ij is the (i, j)th component ofĀ, and w t i is the ith component of w t , for all i, j.
Proposed: Normalized ExtraPush
Normalized ExtraPush first computes the stationary distribution φ of A and saves each φ i at node i. Next, in the main iteration, the w-step from (3.3) is removed, and n · φ instead of w t is used to obtain x t . As such, the main iteration of Normalized ExtraPush simplifies (3.3). Letting, D ndiag(φ).
the iteration of Normalized ExtraPush proceeds as follows: set arbitrary z 0 and
At each agent i, the iterate (3.4) of Normalized ExtraPush can be implemented as follows:
Next, we present two equivalent forms of Normalized ExtraPush. Letting
Substituting the x-step of (3.4) into its z-step yields the singlevalue iteration:
Upon stopping, one shall return
The iteration (3.5) is nearly identical to the Extra iteration (3.1) except that (3.1) must use a doubly-stochastic matrix.
Letting
, which are row stochastic matrices, gives another equivalent form of Normalized ExtraPush
which, compared to the Extra iteration (3.1), has the extra diagonal matrix D −1 . Indeed, this iteration generalizes Extra to use row-stochastic matrices A φ andĀ.
Preliminary Analysis of ExtraPush
In this section, we first develop the first-order optimality conditions for the problem (2.4) and then provide the convergence of ExtraPush under the boundedness assumption.
Theorem 1. (first-order optimality conditions)
Suppose that graph G is strongly connected. Then x * is consensual and
is an optimal solution of (1.1) if and only if, for some α > 0, there exist z * ∈ null(I n − A) and y * ∈ null(1 T n ) such that the following conditions hold
(We let L * denote the set of triples (z * , y * , x * ) satisfying the above conditions.)
Proof. Assume that x * is consensual and
On the other hand, assume (4.1) holds. By Property 1 (ii), it follows that z * = φ1
Introducing the sequence
the iteration (3.3) of ExtraPush can be rewritten as
Theorem 2. Suppose that the sequence {x t } generated by ExtraPush (3.3) and the sequence {y t } defined in (4.2) are bounded. Then, any limit point of {(z t , y t , x t )}, denoted by (z * , y * , x * ), satisfies the optimality conditions (4.1).
Proof. By Property 1, {w t } is bounded. By the last update of (4.3) and the boundedness of both {x t } and {w t }, {z t } is bounded. Hence, there exists a convergent subsequence
. Let (z * , y * , w * , x * ) be its limit. By (2.3), we know that w * = nφ and thus that x * = D −1 z * . Letting t → ∞ in the second equation of (4.3) gives z * = Az * , or equivalently z * ∈ null(I n − A). Similarly, letting t → ∞ in the first equation of (4.3) yields y * + α∇f (x * ) = 0. Moreover, from the definition (4.2) of y t and the facts that both A and A are column stochastic, it follows that 1 T n y * = 0 and 1 T n ∇f (x * ) = 0. Therefore, (z * , y * , x * ) satisfies the optimality conditions (4.1).
Convergence of Normalized ExtraPush
In this section, we show the linear convergence of Normalized ExtraPush under the smoothness and strong convexity assumptions of the objective function. Similar to (4.3), introducing a new sequence
Theorem 3. Suppose that the sequence {x t } generated by Normalized ExtraPush (3.4) is bounded, and that the sequence {y t } is also bounded. Then, any limit point of
, satisfies the first-order optimality conditions (4.1).
The proof is very similar to that of Theorem 2. It only needs to replace the sequence {w t } with its limitation nφ in the proof procedure, thus we omit it here. From Theorem 3, it shows that Normalized ExtraPush has subsequence convergence to an optimal solution of the considered optimization problem under the boundedness assumption. To obtain the linear convergence of Normalized ExtraPush, we still need the following assumptions.
Assumption 2. (existence of solution) Let X * be the optimal solution set of problem (1.1), and assume that X * is nonempty.
Assumption 3. For each agent i, its objective function f i satisfies the following:
(i) (Lipschitz differentiability) f i is differentiable, and its gradient ∇f i is L i -Lipschitz continuous, i.e.,
(ii) (quasi-strong convexity) f i is quasi-strongly convex, and there exists a positive constant S i such that S i x * − y 2 ≤ ∇f i (x * ) − ∇f i (y), x * − y for any y ∈ R p and some optimal value x * ∈ X * .
Following Assumption 3, there hold for any x, y ∈ R n×p and some
where the constants L f max i L i and S f min i S i .
Assumption 4. (positive definiteness)
, we can guarantee the positive definiteness of D −1Ā +Ā T D −1 by ensuring the matrixĀ +Ā T to be positive definite. Note thatĀ ii > j =iĀ ij for each i, which means thatĀ is strictly column-diagonal dominant. To ensure the positive definiteness ofĀ +Ā T , each node j can be "selfish" and take a sufficiently large A jj .
Before presenting the main result, we introduce the following notation. For each t, introducing u t = t k=0 z k , then the Normalized ExtraPush iteration (3.4) reduces to
, where x * has been specified in (5.3). Let u * be any matrix that satisfies (Ā − A)u * = y * . For simplicity, we introduce 5) where 
. By (5.4) and (5.5), the Normalized ExtraPush iteration (3.4) implies
Next, we will show that G + G T is positive semidefinite, which by Assumption 4 implies that N + N T is positive definite. It is sufficient to show that M + M T is positive semidefinite. Note that
and by Property 1 (iii), nφ T is the left eigenvector of A T corresponding to eigenvalue 1, and thus, Λ is the Laplacian of a certain directed graph G with A T being its corresponding transition probability matrix [3] . It follows that 0 = λ 1 (Λ) ≤ λ 2 (Λ) ≤ · · · ≤ λ n (Λ), where λ i (Λ) denotes the ith eigenvalue of Λ. Therefore, M + M T is positive semidefinite, and the following property holds
for some appropriate tunable parameters η and σ. Then we describe our main result as follows. 
for some appropriate η and σ as specified in (5.25) and (5.26), respectively, then the sequence {v t } defined in (5.5) satisfies
From this theorem, the sequence {v t } converges to v * at a linear rate in the sense of "Gnorm". By the definition of v * in (5.5), v * is indeed defined by some optimal value (z * , y * , x * ). Roughly speaking, bigger δ means faster convergence rate. As specified in Theorem 4, δ is affected by many factors. Generally, δ decreases with respect to both λ max (
) and λ max (N T N ), which potentially implies that if all nodes are more "selfish", that is, they hold more information for themselves than sending to their out-neighbors. Consequently, the information mixing speed of the network will get smaller, and thus the convergence of Normalized ExtraPush becomes slower. Therefore, we suggest a more democratic rule (such as the matrix A specified in (2.2)) for faster convergence in practice. To ensure δ > 0, it requires that the step size α lie in an appropriate interval. It should be pointed out that the condition (5.9) on α is sufficiently, not necessary, for the linear convergence of Normalized ExtraPush. Normalized ExtraPush algorithm may not diverge if a small α is set. In fact, in the next section, it can be observed that both ExtraPush and Normalized ExtraPush algorithms converge under small values of α. In general, a smaller α implies a slower rate of convergence.
To prove Theorem 4, we need the following lemmas.
Proof. By the optimality of (z * , y * , x * ), the followings hold: (i) (Ā − A)z * = 0, and thus M z * = 0; (ii) D −1 z * = x * is consensual; from the column stochasticity of both A andĀ, it follows
Lemma 2. For any t ∈ N, it holds
This lemma follows from (5.4) and the fact M u * + α∇f D (z * ) = 0 in the last lemma.
Lemma 3. Let {v t } be a sequence generated by the iteration (5.8) and v * be defined in (5.5). Then, it holds
where σ, η > 0 are two tunable parameters.
Proof. Note that
In the following, we analyze the two inner-product terms:
and
(5.18) Substituting (5.17) and (5.18) into (5.16), then we can conclude the lemma.
Proof. (for Theorem 4)
In order to establish (5.10) for some constant δ > 0, in light of Lemma 3, it is sufficient to show that the right-hand side of (5.15) is no more than −δ v t+1 − v * 2 G , which implies 19) where
). Establishing (5.19): Step 1. From Lemma 2, there holds
Note that
If the following conditions hold 
for some positive constant a ∈ (0, 1), ∆ 3 λ 
Numerical Experiments
In this section, we present the results of a series of numerical experiments that demonstrate the effectiveness of the proposed algorithms relative to the subgradient-push algorithm. The used network and its corresponding mixing matrix A are depicted in Fig. 2.1. 
Decentralized Least Squares
Consider the following decentralized least squares problem:
where
, and B † is the pseudo-inverse of B. In this experiment, we take n = 5, p = 256, and m i = 100 for i = 1, . . . , 5. For both ExtraPush and Normalized ExtraPush, we first choose an α in the hand-optimized manner (in this case, α = 0.1) and then take a smaller one like α = 0.02 to show the difference due to a smaller step size. The step size of the subgradient-push algorithm is handed optimized to α t = 0.8 √ t
. The experiment results are illustrated in Fig. 6 .1.
As illustrated in Fig. 6 .1, the performances of ExtraPush and Normalized ExtraPush are almost identical. Their linear convergence rates are affected by different step sizes; a smaller α leads to a slower rate, as one would expect.
Decentralized Huber-like Regression
Instead of least squares, this experiment minimizes the Huber loss function, which is known to be robust to outliers: where f i (x) = 
Conclusion
In this note, we propose a decentralized algorithm called ExtraPush, as well as its simplified version called Normalized ExtraPush, for solving distributed consensus optimization problems over directed graphs. The algorithms use column-stochastic mixing matrices. We show that Normalized ExtraPush converges at a linear rate if the objective function is smooth and strongly convex. In additional, we develop the first-order optimality conditions and provide the convergence of ExtraPush under the boundedness assumption. The convergence as well as the rate of convergence of ExtraPush should be justified in the future. Moreover, when applied to a directed time-varying network, the performance of the proposed algorithms will also be studied. Another line of future research is to generalize ExtraPush to handle the sum of smooth and proximable (possibly nonsmooth) functions as done in [14] that has generalized Extra this way.
