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OPTIMAL EXTENSION OF THE FOURIER TRANSFORM AND
CONVOLUTION OPERATOR ON COMPACT GROUPS
MANOJ KUMAR AND N. SHRAVAN KUMAR
Abstract. Let G be a compact group (not necessarily abelian) and let Φ be a
Young function satisfying the ∆2-condition. We determine the optimal domain and
the associated extended operator for both Fourier transform and the convolution
operator defined on the Orlicz spaces LΦ(G).
1. Introduction
Let X be a σ-order continuous Banach function space [13] defined over a finite
positive measure space (Ω,A, µ). If Y is any Banach space and T : X → Y is a
bounded linear operator, define νT : A → Y as νT (A) = T (χA). It is well known
that νT is a σ-additive vector measure. Further, by [13, Pg. 194, Theorem 4.14], X
can be embedded continuously inside L1(νT ) and the mapping IνT : L
1(νT ) → Y
given by IνT (f) =
∫
Ω
f dνT is a continuous extension of T. The mapping IνT is called
as the integration operator. Also, the space L1(νT ) is optimal in the sense that if
T extends continuously to a space X˜ with values in Y, then X˜ can be embedded
continuously inside L1(νT ).
The determination of the optimal domain and the extension for operators arising
from analysis is one of the classical problems of functional analysis. This optimal
extension process is known for kernel operators [1] and Sobolev embeddings [2, 5, 8].
In 2007, S. Okada and W. J. Ricker considered the optimal extension problem for
the convolution operators arising from measures defined on compact abelian groups.
Further, in [13, Chapter 7], the authors have also studied the Fourier transform
operator on compact abelian groups from the optimal domain view point. This
paper aims to study the optimal domain, extension and their properties for both
convolution operator and Fourier transform defined on a compact group. The initial
domain for these operators are the Orlicz spaces on a compact group. In this way,
these results are new even when the underlying group is abelian.
In section 3, we study the Fourier transform operators while in section 4, we study
the convolution operator and the compactness properties of the extended operator.
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2. Preliminaries
2.1. Fourier analysis on compact groups. Let G be a compact Hausdorff group
and let mG denote the normalized positive Haar measure on G. For 1 ≤ p ≤ ∞,
Lp(G) will denote the usual pth-Lebesgue space with respect to the measure mG.
It is well known that an irreducible unitary representation of a compact group G
is always finite-dimensional. Let Ĝ be the set of all unitary equivalence classes of
irreducible unitary representations of G. The set Ĝ is called the unitary dual of G
and Ĝ is given the discrete topology.
Let {(Xα, ‖.‖α)}α∈∧ be a collection of Banach spaces. We shall denote by ℓ1- ⊕
α∈∧
Xα, the Banach space
{
(xα) ∈ Π
α∈∧
Xα :
∑
α∈∧
‖xα‖α <∞
}
equipped with the norm
‖(xα)‖∞ :=
∑
α∈∧
‖xα‖α. Similarly, we shall denote by ℓ∞- ⊕
α∈∧
Xα, the Banach space{
(xα) ∈ Π
α∈∧
Xα : sup
α∈∧
‖xα‖α <∞
}
equipped with the norm ‖(xα)‖∞ := sup
α∈∧
‖xα‖α.
In the same lines, we shall also denote by c0- ⊕
α∈∧
Xα, the space consisting of those
vectors (xα) from ℓ
∞- ⊕
α∈∧
Xα which goes to 0 as α→∞. It is clear that c0- ⊕
α∈∧
Xα
is a closed subspace of ℓ∞- ⊕
α∈∧
Xα.
Let π be an irreducible unitary representation of G on the Hilbert space Hπ of
dimension dπ. For f ∈ L1(G), the Fourier transform of f at π denoted f̂(π), is
defined as
f̂(π) =
∫
G
f(t)π(t)∗ dmG(t), [π] ∈ Ĝ.
Note that the Fourier transform operator f 7→ f̂ maps L1(G) into ℓ∞- ⊕
[π]∈Ĝ
B2(Hπ).
This operator is injective and bounded.
For more details on compact groups, we refer to [6].
2.2. Orlicz Spaces. Let Φ : [0,∞]→ [0,∞] be a convex function. Then Φ is called
a Young function if it satisfies Φ(0) = 0 and lim
x→∞
Φ(x) = +∞. If Φ is any Young
function, then define Ψ as
Ψ(y) := sup {xy − Φ(x) : x ≥ 0}, y ≥ 0.
Then Ψ is also a Young function and is termed as the complementary function to Φ.
Further, the pair (Φ,Ψ) is called a complementary pair of Young functions. A pair
(Φ,Ψ) of complementary Young functions is said to be normalized if Φ(1)+Ψ(1) = 1.
We say that a Young function Φ satisfies the ∆2-condition if there exists a constant
K > 0 and x0 > 0 such that Φ(2x) ≤ KΦ(x) whenever x ≥ x0.
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The Orlicz space, denoted LΦ(G), is a Banach space consisting of complex mea-
surable functions on G for which
‖f‖Φ := inf
{
k > 0 :
∫
G
Φ
( |f |
k
)
dmG ≤ 1
}
<∞.
The above norm is called as the Luxemburg norm or Gauge norm. If (Φ,Ψ) is
a complementary Young pair, then there is a norm on LΦ(G), equivalent to the
Luxemburg norm, given by,
‖f‖oΦ = sup
{∫
G
|fg|dmG :
∫
G
Ψ(|g|)dmG ≤ 1
}
.
This norm is called as the Orlicz norm. Note that the Orlicz space is a natural
generalisation of the classical Lp spaces.
Let Φ be a Young function satisfying the ∆2-condition. Then the space of all
continuous functions on G is dense in LΦ(G). Similarly, the space of simple functions
is also dense in LΦ(G). Further, the dual of (LΦ(G), ‖·‖Φ) is isometrically isomorphic
to (LΨ(G), ‖ · ‖oΨ). In particular, if both Φ and Ψ satisfies the ∆2-condition, then
LΦ(G) is reflexive [14, Pg. 112, Theorem 10]. Further, by [16, Pg. 595, Theorem
133.3], LΦ(G) is a σ-order continuous Banach function space.
The following is an analogue of [7, Pg. 380, Lemma 35.11]. The proof of this
follows as in the case of Lp spaces.
Lemma 2.1. Let Φ be a Young function satisfying the ∆2-condition and let µ ∈
M(G) such that
sup{‖µ ∗ f‖Φ : ‖f‖1 ≤ 1} <∞.
Then there exists g ∈ LΦ(G) such that dµ = gdmG.
For more on Orlicz spaces see [14].
2.3. Vector measure. Let G be a compact group. Let B(G) denote the σ-algebra
consisting of all Borel subsets of G. Further, let M(G) denote the space of all
bounded complex Radon measures on G. Let X be a complex Banach space and let
ν be a σ-additive X-valued measure called vector measure on G. Let X ′ be the dual
of X and let BX′ be the closed unit ball in X
′. For each x′ ∈ X ′, we shall denote
by 〈ν, x′〉, the corresponding scalar valued measure for the vector measure ν, which
is defined as 〈ν, x′〉(A) = 〈ν(A), x′〉, A ∈ B(G). A set A ∈ B(G) is said to be ν-null
if ν(B) = 0 for every Borel set B ⊂ A. The variation of ν, denoted |ν|, is a positive
measure defined as follows: For a set A ∈ B(G),
|ν|(A) = sup
{∑
E∈ρ
‖ν(E)‖ : ρ the finite partition of A
}
.
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The vector measure ν is said to be measure of bounded variation if |ν|(G) < ∞.
The semivariation of ν on a set A ∈ B(G) is given by ‖ν‖(A) = sup
x′∈BX′
|〈ν, x′〉|(A),
where |〈ν, x′〉| is the total variation of the scalar measure 〈ν, x′〉. Let ‖ν‖ denote
the quantity ‖ν‖(G). The vector measure ν is said to be absolutely continuous with
respect to a non-negative scalar measure µ if lim
µ(A)→0
ν(A) = 0, A ∈ B(G). A Banach
space X is said to have the Radon-Nikodym Property with respect to (G,B(G), mG)
if for each X-valued absolutely continuos vector measure ν of bounded variation
there exists a Bochner integrable function f : G→ X such that dν = f dmG.
A complex valued function f on G is said to be ν-weakly integrable if f ∈
L1(|〈ν, x′〉|), for all x′ ∈ X ′. We shall denote by L1w(ν) the Banach space of all
ν-weakly integrable functions equipped with the norm
‖f‖ν = sup
x′∈BX′
∫
G
|f | d|〈ν, x′〉|.
A ν-weakly integrable function f is said to be ν-integrable if for each A ∈ B(G) there
exists a unique xA ∈ X such that
∫
A
f d〈ν, x′〉 = 〈xA, x′〉, x′ ∈ X ′. The vector xA is
denoted by
∫
A
f dν. We shall denote by L1(ν) the space of all ν-integrable functions
and it is also a Banach space when equipped with the ‖ · ‖ν norm. We denote by Iν
the continuous linear operator Iν : L
1(ν)→ X given by Iν(f) =
∫
G
f dν, f ∈ L1(ν).
See [13, Pg. 152]. Note that the space of simple functions on G is dense in L1(ν).
Let T : LΦ(G) → X be a bounded linear operator. Define νT : B(G) → X as
νT (A) = T (χA). Then νT is a vector measure on G. The measure νT will be called
as the vector measure associated with the operator T. See [13, Pg. 185].
For more details on vector measures and integration with respect to vector mea-
sures, we refer to [3, 4, 13].
Throughout this paper G will be a compact group and mG will denote the unique
normalized Haar measure on G. Further, Φ will always denote a Young function sat-
isfying the ∆2-condition and Ψ will be the Young function which is complementary
to Φ. Also, LΦ(G) will be considered only with the Luxemburg norm while its dual
LΨ(G) will be considered only with the Orlicz norm.
3. Optimal extension of the Fourier transform
In this section, we study the Fourier transform from two different view points.
Firstly we restrict the Fourier transform operator on L1(G) to LΦ(G) by treating
LΦ(G) as a subspace of L1(G).On the other hand, there is also a Fourier transform on
the LΦ(G) spaces arising from the Hausdorff-Young inequality. The optimal domain
for these operators is studied in this section. The results obtained in this section are
motivated by the results presented in [13, Chapter 7].
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3.1. Optimal extension of c0-valued Fourier transform. Define FΦ,0 : L
Φ(G)→
c0- ⊕
[π]∈Ĝ
B2(Hπ) as FΦ,0(f) = f̂ . Here f̂ denotes the Fourier transform of f as an
element of L1(G), since LΦ(G) is contained in L1(G). Further, it is well known that
FΦ,0 is a bounded linear operator. We shall denote by νΦ,0 the associated vector
measure.
Lemma 3.1. The vector measure νΦ,0 has finite variation and the variation of νΦ,0
coincides with the Haar measure mG.
Proof. Let A ∈ B(G). Then,
‖νΦ,0(A)‖∞ =‖χ̂A‖∞ ≤ ‖χA‖1 = mG(A).
Thus |νΦ,0| is finite. Let π0 denote the one dimensional representation given by
π0(t) = 1 for all t ∈ G. Let
χ{π0}(π) =
{
1 if [π] = [π0]
0dpi if [π] 6= [π0]
,
for [π] ∈ Ĝ. Here 0dpi denotes the dπ × dπ zero matrix. Then, it is clear that χ{π0} ∈
Bℓ1- ⊕
[pi]∈Ĝ
B2(Hpi). Further,
〈νΦ,0(A), χ{π0}〉 =〈χ̂A, χ{π0}〉
=
∑
[π]∈Ĝ
tr(χ̂A(π)χ{π0}(π))
=tr(χ̂A(π0)) = χ̂A(π0)
=
∫
A
π0(t
−1) dmG(t) = mG(A).
Therefore, mG(A) = |〈νΦ,0(A), χ{π0}〉| ≤ ‖νΦ,0(A)‖∞. Hence ‖νΦ,0(A)‖∞ = mG(A).
Since A ∈ B(G) is arbitrary, it follows that |νΦ,0| = mG. 
As an immediate corollary we have the following.
Corollary 3.2. The measures νΦ,0 and mG have same null sets.
Remark 3.3. By Corollary 3.2 and [13, Pg. 194, Theorem 4.14], the space L1(νΦ,0)
is the largest Banach function space with σ-order continuous norm such that LΦ(G)
is continuously embedded into L1(νΦ,0) and the operator FΦ,0 has a continuous ex-
tension with values in c0- ⊕
[π]∈Ĝ
B2(Hπ). Further, this extension is unique and is the
integration operator IνΦ,0 .
Corollary 3.4. The spaces L1(νΦ,0) and L
1(G) coincide. Further, the extended op-
erator IνΦ,0 coincides with the Fourier transform on L
1(G).
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Proof. By Lemma 3.1, it follows that the spaces L1(G) and L1(|νΦ,0|) coincide. Fur-
ther, the inclusions
L1(|νΦ,0|) ⊆ L1(νΦ,0) ⊆ L1(|〈νΦ,0, χ{π0}〉|)
are clear, where the first inclusion follows from [13, Pg. 116, Lemma 3.14]. Here π0
and χ{π0} are defined as in proof of Lemma 3.1. Also, it follows from the proof of
Lemma 3.1 that L1(|〈νΦ,0, χ{π0}〉|) coincides with L1(G). Thus the spaces L1(G) and
L1(νΦ,0) coincide. Hence, by the density of the space continuous functions on G in
both L1(G) and LΦ(G), it follows that the extended operator is just the Fourier
transform on L1(G). 
Corollary 3.5. Let (Φ,Ψ) be a pair of complementary Young functions satisfying
the ∆2-condition. If G is an infinite compact group then the domain of the optimal
extension of FΦ,0 contains L
Φ(G) as a proper subspace.
Proof. Since Φ and Ψ both satisfy the ∆2-condition, the space L
Φ(G) is reflexive
and hence the proof follows from Corollary 3.4. 
3.2. Optimal extension of the Hausdorff-Young inequality. Let (Φ,Ψ) de-
note a pair of complementary Young functions which are normalized. Further, we
shall denote by ℓΦ- ⊕
[π]∈Ĝ
B2(Hπ), the Banach space consisting of (x[π])[π]∈Ĝ ∈ Π
[π]∈Ĝ
B2(Hπ)
for which
‖(x[π])‖Φ := inf
k > 0|∑
[π]∈Ĝ
d2πΦ
(‖x[π]‖B2(Hpi)
k
√
dπ
)
≤ Φ(1)
 <∞.
The following is the Hausdorff-Young inequality for Orlicz spaces. See [15, Pg. 211,
Theorem 2]. Also, see [15] for any undefined notations regarding this theorem.
Theorem 3.6. Let (Φ,Ψ) be a complementary pair of Young functions which are
continuous and normalized. Suppose that
(i) Φ ≺′ Φ0, where Φ0(x) = c1x2 and
(ii) Ψ′(x) ≤ c2xr,
for some r ≥ 1, c1, c2 > 0. Then the Fourier transform is a bounded linear operator
from LΦ(G) into ℓΨ- ⊕
[π]∈Ĝ
B2(Hπ).
Throughout this subsection, the complementary Young pair (Φ,Ψ) will satisfy the
conditions of the above theorem. We shall denote by FΦ,Ψ the operator from L
Φ(G)
to ℓΨ- ⊕
[π]∈Ĝ
B2(Hπ) given by the above theorem. Further, we shall also denote by
νΦ,Ψ the associated vector measure.
Lemma 3.7. The measures νΦ,Ψ and mG have same null sets.
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Proof. Let A ∈ B(G). Then mG(A) = 0 if and only if χ̂A = 0 if and only if νΦ,Ψ(A) =
0. Hence the proof. 
Remark 3.8. By Lemma 3.7 and by [13, Pg. 194, Theorem 4.14], the space L1(νΦ,Ψ)
is the largest Banach function space with σ-order continuous norm such that LΦ(G)
is continuously embedded into L1(νΦ,Ψ) and the operator FΦ,Ψ has a continuous
extension with values in ℓΨ- ⊕
[π]∈Ĝ
B2(Hπ). Further, this extension is unique and is the
integration operator IνΦ,Ψ .
Theorem 3.9. Let (Φ,Ψ) be a complementary pair of Young functions satisfying
the ∆2-condition.
(i) The space LΦ(G) is a dense subspace of L1(νΦ,Ψ) and ‖f‖νΦ,Ψ ≤ ‖FΦ,Ψ‖‖f‖Φ,
f ∈ LΦ(G).
(ii) The space L1(νΦ,Ψ) is a dense subspace of L
1(G) and ‖f‖1 ≤ ‖f‖νΦ,Ψ, f ∈
L1(νΦ,Ψ).
(iii) The extended operator IνΦ,Ψ : L
1(νΦ,Ψ) → ℓΨ- ⊕
[π]∈Ĝ
B2(Hπ) is just the Fourier
transform map, i.e., IνΦ,Ψ(f) = f̂ , for all f ∈ L1(νΦ,Ψ).
Proof. (i) Since L1(νΦ,Ψ) is the optimal domain, it follows that L
Φ(G) is contained
in L1(νΦ,Ψ). Further, by [13, Pg. 185, Theorem 4.4], it follows that the inclusion of
LΦ(G) inside L1(νΦ,Ψ) is continuous with its operator norm equal to ‖FΦ,Ψ‖. The
conclusion follows from the density of simple functions in both the spaces.
(ii) Consider the element χ{π0} from ℓ
Φ- ⊕
[π]∈Ĝ
B2(Hπ). Here π0 and χ{π0} are defined
as in the proof of Lemma 3.1. Here, note that χ{π0} ∈ BℓΦ- ⊕
[pi]∈Ĝ
B2(Hpi). Again, as in the
proof of Lemma 3.1, one can show that mG = |〈νΦ,Ψ, χ{π0}〉|. Thus, if f ∈ L1(νΦ,Ψ),
then ∫
G
|f |dmG =
∫
G
|f |d|〈νΦ,Ψ, χ{π0}〉| ≤ ‖f‖νΦ,Ψ .
Thus f ∈ L1(G). Further, the density of L1(νΦ,Ψ) in L1(G), again, follows from the
density of the simple functions.
(iii) This is again a consequence of the density of simple functions and (ii). 
4. Optimal extension of the convolution operator
In this section, we consider the convolution operator and determine its optimal
domain. Further, we also characterize when the extended operator will be compact.
The results of this section are analogues of the results obtained in [11]. Throughout
this section, (Φ,Ψ) will denote a pair of complementary Young functions satisfying
the ∆2-condition.
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Let µ ∈M(G). Define TΦ,µ : LΦ(G)→ LΦ(G) as TΦ,µ(f) = µ ∗ f, where
µ ∗ f(t) =
∫
G
f(s−1t)dµ(s).
Then TΦ,µ is a bounded linear operator and ‖TΦ,µ‖ ≤ ‖µ‖. Let νΦ,µ denote the
associated vector measure. If dµ = gdmG, then νΦ,g will denote the measure νΦ,µ.
4.1. Optimal extension.
Proposition 4.1. Let g ∈ LΦ(G). Let FΦ,g(t) = τtg, t ∈ G, where τtg(s) = g(st).
(i) If f ∈ L1(G), then the function t 7→ fFΦ,g(t) from G to LΦ(G) is integrable
(in the sense of Bochner).
(ii) If f ∈ LΦ(G), then g ∗ f = ∫
G
fFΦ,g dmG.
Proof. (i) Since G is compact, it follows that the range of the continuous mapping
t 7→ fFΦ,g(t) is compact and hence separable. Thus, by Pettis measurability theorem
[3, Pg. 42, Theorem 2], it follows that the function fFΦ,g is strongly measurable.
By the fact that LΦ(G) is translation invariant and that the translations are norm
preserving, it follows that
∫
G
‖fFΦ,g‖Φ dmG <∞, thus proving (i).
(ii) By (i), Fubini’s theorem and the fact that the dual of LΦ(G) is LΨ(G), we
get that
〈g ∗ f, h〉 =
〈∫
G
fFΦ,g dmG, h
〉
, ∀ h ∈ LΨ(G). 
Corollary 4.2. Let g ∈ LΦ(G). Then the LΦ(G)-valued measure νΦ,g can be written
as
νΦ,g(A) =
∫
A
FΦ,g dmG,
where FΦ,g is defined as in Proposition 4.1.
Proof. Follows from (ii) of Proposition 4.1 by letting f = χA. 
Corollary 4.3. Let µ ∈M(G). If f ∈ LΦ(G) such that dµ = fdmG a.e., then there
exists an integrable function (in the sense of Bochner) F : G→ LΦ(G) such that for
every Borel set A of G,
νΦ,µ(A) =
∫
A
F dmG.
Proof. By our assumption that the function f is the Radon-Nikodym derivative of
µ w.r.t. the Haar measure, it follows that νΦ,µ = νΦ,f . Now the proof follows from
Corollary 4.2. 
The following theorem is the converse to the previous corollary.
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Theorem 4.4. Let µ ∈ M(G). Suppose that an integrable function (in the sense
of Bochner) F : G → LΦ(G) satisfies νΦ,µ(A) =
∫
A
F dmG, A ∈ B(G). Then there
exists f ∈ LΦ(G) such that dµ = fdmG a.e..
Proof. Let F : G→ LΦ(G) such that νΦ,µ(A) =
∫
A
F dmG. By [3, Pg. 42, Theorem
2], there exists a Borel set E of G such that mG(E) = 1 and {F (x) : x ∈ E}
is separable in LΦ(G). So, without loss of generality, we can assume that F (G) is
a separable subset of LΦ(G). Let FΦ,0 denote the Fourier transform defined as in
section 3. As F (G) is separable and the map FΦ,0 is continuous, (FΦ,0 ◦ F )(G) is
a separable subset of c0- ⊕
[π]∈Ĝ
B2(Hπ). Thus, by definition of the c0 direct sum, there
exists a countable subset Γ of Ĝ such that if f ∈ F (G) then f̂ vanishes outside Γ,
i.e.,
(1) f̂(π) = 0dpi ∀ f ∈ F (G) and ∀ [π] ∈ Ĝ \ Γ.
Let [π] ∈ Ĝ. Now, consider the map F˜π : G→ B2(Hπ) given by F˜π(t) = F̂ (t)(π).
Since G is compact, LΦ(G) is continuously embedded in L1(G) and hence the above
map is well-defined. Note that the linear maps FΦ,0 : L
Φ(G) → c0- ⊕
[π]∈Ĝ
B2(Hπ)
and Pπ : c0- ⊕
[σ]∈Ĝ
B2(Hσ) → B2(Hπ) are continuous, where Pπ is the projection onto
B2(Hπ) and hence, by [13, Pg. 149], the composition Pπ ◦ FΦ,0 ◦ F is Bochner
integrable. Further, as
(2) F˜π = Pπ ◦FΦ,0 ◦ F,
it follows that F˜π is Bochner integrable.
We now claim that, for every Borel subset A of G,
(3)
∫
A
F˜π(t) dmG(t) =
∫
A
τ̂tµ(π) dmG(t),
where τtµ(A) = µ(At
−1). Let A be a Borel subset of G. Then∫
A
F˜π(t) dmG(t) =
∫
A
(Pπ ◦FΦ,0 ◦ F )(t) dmG(t) (by (2))
=Pπ ◦FΦ,0
(∫
A
F (t) dmG(t)
)
(Pπ and FΦ,0 are linear maps)
=Pπ ◦FΦ,0 (νΦ,µ(A)) = ̂νΦ,µ(A)(π)
=µ̂ ∗ χA(π) = χ̂A(π)µ̂(π)
=
(∫
A
π(t−1) dmG(t)
)
µ̂(π)
=
∫
A
π(t−1)µ̂(π) dmG(t)
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=
∫
A
∫
G
π(st)∗ dµ(s) dmG(t)
=
∫
A
τ̂tµ(π) dmG(t).
Let [π] ∈ Ĝ \ Γ. Then, by (1) and (3), we have, for every Borel set A of G,∫
A
π(t−1)µ̂(π) dmG(t) =
∫
A
τ̂tµ(π) dmG(t) =
∫
A
F˜π(t) dmG(t) = 0dpi .
This implies that π(t−1)µ̂(π) = 0dpi a.e. t ∈ G. As π is a unitary representation, it
follows that µ̂(π) = 0dpi and hence τ̂tµ(π) = 0dpi , for every t ∈ G. Thus,
(4) τ̂tµ(π) = F˜π(t) = 0dpi ∀ t ∈ G.
On the other hand, using the fact that Γ is countable and (3), there exists a Borel
set A of G such that mG(A) = 1 and
(5) τ̂tµ(π) = F˜π(t) ∀ t ∈ A and ∀ [π] ∈ Γ.
By (4) and (5) we have
τ̂tµ(π) = F˜π(t) = F̂ (t)(π) ∀ t ∈ A and ∀ [π] ∈ Ĝ
and therefore by the uniqueness of the Fourier transform it follows that τtµ =
F (t) ∀ t ∈ A. Now the conclusion follows by applying τt−1 on both sides. 
Lemma 4.5. If µ ∈ M(G), then the semivariation of νΦ,µ satisfies the following:
for any Borel set A,
|µ(G)|
Ψ−1(1)
mG(A) ≤ ‖νΦ,µ‖(A) = sup
g∈B
LΨ(G)
∫
A
|µ˜ ∗ g| dmG ≤
[
Φ−1
(
1
mG(A)
)]−1
‖µ‖.
Proof. Note that, for any g ∈ LΨ(G), T ∗Φ,µ(g) = µ˜ ∗ g. Let A be a Borel subset of G.
For any g ∈ LΨ(G), we have
〈νΦ,µ, g〉(A) = 〈TΦ,µ(χA), g〉 = 〈χA, T ∗Φ,µ(g)〉 = 〈χA, µ˜ ∗ g〉 =
∫
A
µ˜ ∗ g dmG.
Thus, by [3, Pg. 46, Theorem 4] and from the definition of the semivariation of a
vector measure, it follows that
‖νΦ,µ‖(A) = sup
g∈B
LΨ(G)
∫
A
|µ˜ ∗ g| dmG.
Note that, by [14, Pg. 78, Corollary 7], it follows that
∥∥∥ 1Ψ−1(1)χG∥∥∥o
Ψ
= 1. Thus, from
the above equality, it follows that
‖νΦ,µ‖(A) ≥ 1
Ψ−1(1)
∫
A
|µ˜ ∗ χG| dmG.
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Now the inequality on the left follows from the fact that µ˜ ∗ χG = µ(G). Further,
the right inequality follows from the Ho¨lder’s inequality for Orlicz spaces [14, Pg.
62, Remark 1] and [14, Pg. 78, Corollary 7]. 
Corollary 4.6. If µ ∈M(G), then the vector measure νΦ,µ is absolutely continuous
w.r.t. mG. Further, if µ(G) is non-zero, then mG is absolutely continuous w.r.t. νΦ,µ.
Proof. The proof of this follows from Lemma 4.5. 
Remark 4.7. If µ ∈ M(G) is such that µ(G) 6= 0 then, by Corollary 4.6, the
measures νΦ,µ and mG have same null sets. Hence, by [13, Pg. 194, Theorem 4.14],
the space L1(νΦ,µ) is the largest Banach function space with σ-order continuous norm
such that LΦ(G) is continuously embedded into L1(νΦ,µ) and the operator TΦ,µ has a
continuous extension with values in LΦ(G). Further, this extension is unique and is
the integration operator IνΦ,µ .
Corollary 4.8. Let µ ∈M(G). Then, there exists f ∈ LΦ(G) such that dµ = fdmG
a.e. if and only if |νΦ,µ| <∞.
Proof. Forward part follows from Corollary 4.3 and [3, Pg. 46, Theorem 4(iv)]. For
the converse, note that the space LΦ(G) is reflexive and hence, by [3, Pg. 76, Corol-
lary 13], LΦ(G) has the Radon-Nikodym property. Thus the conclusion follows from
Corollary 4.6 and Theorem 4.4. 
4.2. Properties of the optimal domain. From now onwards µ will denote a
complex Radon measure such that µ(G) 6= 0.
Proposition 4.9. Let f be a complex-valued Borel measurable function on G. Then,
f ∈ L1(νΦ,µ) if and only if
∫
G
|f ||µ˜ ∗ g| dmG < ∞ for every g ∈ LΨ(G). Further, if
f ∈ L1(νΦ,µ), then
(6) ‖f‖νΦ,µ = sup
g∈B
LΨ(G)
∫
G
|f ||µ˜ ∗ g| dmG.
Proof. Since Φ satisfies the ∆2-condition, by [14, Pg. 139, Theorem 5], L
Φ(G) does
not contain a copy of c0 and hence, by [13, Pg. 138], the spaces L
1(νΦ,µ) and L
1
w(νΦ,µ)
coincide. Let g ∈ LΨ(G). Then, by following the steps as in Lemma 4.5 and by [3,
Pg. 46, Theorem 4], it follows that
(7) |〈νΦ,µ, g〉|(A) =
∫
A
|µ˜ ∗ g| dmG.
Thus, f ∈ L1(νΦ,µ) if and only if f ∈ L1w(νΦ,µ), i.e.,
∫
G
|f | d|〈νΦ,µ, g〉| <∞ for every
g ∈ LΨ(G), i.e., ∫
G
|f ||µ˜ ∗ g| dmG < ∞ for every g ∈ LΨ(G). Now the formula for
the norm of f ∈ L1(νΦ,µ) follows from the definition and from (7). 
Theorem 4.10.
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(i) If f ∈ LΦ(G), then
‖f‖νΦ,µ ≤ ‖f‖Φ‖µ‖.
(ii) The inclusion ı : LΦ(G) → L1(νΦ,µ) is continuous with the operator norm
satisfying
|µ(G)| ≤ ‖ı‖ ≤ ‖µ‖.
Proof. (i) The proof follows from (6) and from the Ho¨lder’s inequality for Orlicz
spaces [14, Pg. 62, Remark 1].
(ii) The continuity of the inclusion map ı and the inequality on the right follows
from (i). We now prove the inequality on the left side. By (6), it is clear that
‖ı‖ = sup
g∈B
LΨ(G)
‖µ˜ ∗ g‖oΨ
and hence ‖ı‖ ≥ ‖µ˜ ∗ g‖oΨ for all g ∈ BLΨ(G). In particular, taking g = 1Ψ−1(1)χG, we
get the required inequality. 
Corollary 4.11. The space LΦ(G) is dense in L1(νΦ,µ).
Proof. This follows from the previous theorem and the fact that the space of simple
functions is dense in the both of the spaces w.r.t. their respective norms. 
Corollary 4.12. The extended map IνΦ,µ : L
1(νΦ,µ)→ LΦ(G) is given by IνΦ,µ(f) =
µ ∗ f.
Proof. This follows from [13, Pg. 185, Theorem 4.4] and Corollary 4.11. 
Theorem 4.13.
(i) If f ∈ L1(νΦ,µ), then
‖f‖1 ≤ Ψ
−1(1)
|µ(G)| ‖f‖νΦ,µ.
(ii) The inclusion  : L1(νΦ,µ) → L1(G) is continuous with the operator norm
satisfying
1
‖νΦ,µ‖ ≤ ‖‖ ≤
Ψ−1(1)
|µ(G)| .
(iii) The range of  is a dense and translation invariant subspace of L1(G).
Proof. (i) It follows from (6) that ‖f‖νΦ,µ ≥
∫
G
|f ||µ˜ ∗ g| dmG for all g ∈ BLΨ(G). In
particular, taking g = 1
Ψ−1(1)
χG, we get the required inequality.
(ii) The continuity of the inclusion map  and the inequality on the right follows
from (i). We now prove the inequality on the left side. From the definition of the
operator norm, it follows that ‖‖ ≥ ‖(f)‖1 for all f ∈ BL1(νΦ,µ). In particular,
taking f = 1
‖νΦ,µ‖
χG, we get the required inequality.
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(iii) Denseness of the range of  follows from the fact that the space of simple
functions is dense in the both of the spaces w.r.t. their respective norms. Further,
translation invariance follows from (6) and the fact that translation on LΨ(G) is an
isometry. 
4.3. Compactness of the extended operator. A function f : G → X is said
to be Pettis integrable if 〈f, x′〉 ∈ L1(G), x′ ∈ X ′ and if for each A ∈ B(G) there
exists a unique xA ∈ X such that
∫
A
〈f, x′〉 dmG = 〈xA, x′〉, x′ ∈ X ′.
We now characterize the compactness of the extended operator in terms of the
measure νΦ,µ.
Theorem 4.14. Let µ ∈M(G). Then the following are equivalent:
(i) The LΦ(G)-valued integral operator IνΦ,µ is compact.
(ii) The measure νΦ,µ has finite variation.
(iii) There exists a LΦ(G)-valued Bochner integrable function F1 such that for every
Borel set A of G,
νΦ,µ(A) =
∫
A
F1 dmG.
(iv) There exists a LΦ(G)-valued Pettis integrable function F2 such that for every
Borel set A of G,
νΦ,µ(A) =
∫
A
F2 dmG.
(v) There exists a Borel set A of G such that |νΦ,µ|(A) is non-zero and finite.
(vi) There exists f ∈ LΦ(G) such that dµ = fdmG.
Proof. (i)⇒(ii) is a consequence of [12, Theorem 4].
(ii)⇒(iii) follows from Corollary 4.8 and Corollary 4.3.
(iii)⇒(iv) follows from the fact that a Bochner integrable function is Pettis inte-
grable [13, Pg. 149].
(iv)⇒(v) is a consequence of the fact that a vector measure defined by using a
Pettis integrable function has σ-finite variation [9, Corollary 1].
(v)⇒(vi). Let A be a Borel subset subset of G such that 0 < |νΦ,µ|(A) < ∞.
Then, by [13, Pg. 106] and Lemma 4.5, mG(A) > 0. As L
Φ(G) is reflexive, by [3,
Pg. 76, Corollary 13] applied to the measure νΦ,µ restricted to A, we get a function
F : A→ LΦ(G) which is the Radon-Nikodym derivative of νΦ,µ restricted to A w.r.t.
the Haar measure mG. Now the argument given for Theorem 4.4 can be modified to
obtain the necessary conclusion.
(vi)⇒(i). By Corollary 4.8 the measure νΦ,µ has finite variation and by [3, Pg.
46, Theorem 4] and Corollary 4.2, it follows that the variation of νΦ,µ is ‖f‖ΦmG.
Further, the Radon-Nikodym derivative
dνΦ,µ
d|νΦ,µ|
is
FΦ,f
‖f‖Φ
with a compact range. Thus
the compactness of the extended operator IνΦ,µ follows from [12, Theorem 1]. 
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Our next characterization is in terms of the L1-spaces.
Corollary 4.15. Let µ ∈M(G). Then the following are equivalent:
(i) The LΦ(G)-valued integral operator IνΦ,µ is compact.
(ii) The spaces L1(G) and L1(|νΦ,µ|) coincide.
(iii) The spaces L1(G) and L1(νΦ,µ) coincide.
(iv) The spaces L1(νΦ,µ) and L
1(|νΦ,µ|) coincide.
Proof. (i)⇒(iv) follows from [12, Theorem 1]. Conversely, (iv) implies that |νΦ,µ| is
finite as the constant function 1 ∈ L1(νΦ,µ). Hence, by Theorem 4.14, (i) follows.
(i)⇒(ii). By Theorem 4.14 there exists f ∈ LΦ(G) such that dµ = fdmG. Further,
by [3, Pg. 46, Theorem 4] and Corollary 4.2, it follows that the variation of νΦ,µ is
‖f‖ΦmG. Hence (ii).
(ii)⇒(iii) follows from [13, Pg. 116, Lemma 3.14] and Theorem 4.13. We now prove
(iii)⇒(i). Let f ∈ L1(G). By our assumption, f ∈ L1(νΦ,µ) and hence, by Corollary
4.12, µ ∗ f ∈ LΦ(G). Note that, by [13, Pg. 152],
sup
f∈B
L1(G)
‖µ ∗ f‖Φ = sup
f∈B
L1(νΦ,µ)
‖IνΦ,µ(f)‖ = ‖IνΦ,µ‖ = 1.
Now the conclusion follows from Lemma 2.1 and Theorem 4.14. 
As our final result, we show that the optimal extension is genuine.
Corollary 4.16. Let G be an infinite compact group and let µ ∈M(G) be such that
dµ = fdmG for some f ∈ LΦ(G). Then the optimal extension of TΦ,µ is proper, i.e.,
LΦ(G) is a proper subspace of L1(νΦ,µ).
Proof. By Theorem 4.10, LΦ(G) ⊆ L1(νΦ,µ). Further, our assumption implies, by
Theorem 4.14 and Corollary 4.15, that LΦ(G) ⊆ L1(G). As Φ and Ψ satisfy the ∆2
condition, LΦ(G) is reflexive and as G is infinite it follows that LΦ(G) is a proper
subspace of L1(G) and hence a proper subspace of L1(νΦ,µ). 
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