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Coevolution of Elman Recurrent Neural
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Abstract— Collaboration enables weak species to survive in
an environment where different species compete for limited
resources. Cooperative coevolution (CC) is a nature-inspired
optimization method that divides a problem into subcomponents
and evolves them while genetically isolating them. Problem
decomposition is an important aspect in using CC for
neuroevolution. CC employs different problem decomposition
methods to decompose the neural network training problem into
subcomponents. Different problem decomposition methods have
features that are helpful at different stages in the evolutionary
process. Adaptation, collaboration, and competition are needed
for CC, as multiple subpopulations are used to represent the
problem. It is important to add collaboration and competition
in CC. This paper presents a competitive CC method for training
recurrent neural networks for chaotic time-series prediction.
Two different instances of the competitive method are proposed
that employs different problem decomposition methods to
enforce island-based competition. The results show improvement
in the performance of the proposed methods in most cases when
compared with standalone CC and other methods from the
literature.
Index Terms— Chaotic time series, cooperative
coevolution (CC), genetic algorithms, neuroevolution, recurrent
neural networks.
I. INTRODUCTION
IN NATURE, competition and collaboration play crucialroles of survival for different species given limited
resources. Collaboration enables weak species to survive in
an environment where different species compete for limited
resources. Different species compete among themselves, and
at times, collaborate with other species to exchange resources.
Different species have different levels of strengths according
to their genes, population diversity, and the environmental
conditions. Cooperative coevolution (CC) is a nature-inspired
optimization method that divides a problem into subcompo-
nents that are analogous to the different groups of species in
nature [1]. Problem decomposition is an important procedure
of CC that determines how the subcomponents are decom-
posed in terms of their size and the portion of the problem
that the subcomponents represent.
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The original CC method decomposed problems by having
a separate subcomponent for each variable [1] and it was later
found that the strategy was mostly effective for fully separable
problems [2]. CC naturally appeals to separable problems as
there is little interaction among the subcomponents during
evolution [3]. In the case of using CC for training neural
networks, the problem decomposition method is dependent on
the neural network architecture and the type of the training
problem in terms of the level of interdependencies among the
neural network weights [4].
The two major problem decomposition methods are
those at the synapse level (SL) [5] and at the neuron
level (NL) [6], [7]. Different problem decomposition methods
have shown different level of strengths and weaknesses in
different types of problems and neural network architectures.
Neural level problem decomposition methods have shown
good performance in pattern classification problems [6]–[9],
while SL problem decomposition methods have shown
good performance in control and time-series prediction
problems [5], [10], [11].
Competition is a major feature in biological evolution.
The initial motivations for using competition in evolutionary
algorithms have been given in [12]. They presented a com-
petitive coevolution method, where a population called host
and another called parasite compete with each other, with
different mechanisms that enable fitness sharing, elitism, and
selection. In CC, competition has been used for multiobjective
optimization [13] that exploited correlation and interdepen-
dencies between the components of the problem. Competition
has also been used in CC-based multiobjective optimization in
dynamic environments where problem decomposition method
adapts according to the change of environment rather than
being static from the beginning of the evolution [14].
Adaptation of problem decomposition in different phases
of evolution has been effective for training feedforward
networks on pattern recognition problems [15] and recurrent
networks on grammatical inference problems [16]. Adaptation
of problem decomposition method at different stages of
evolution is costly as it is difficult to establish optimal
parameters that indicate when to switch from one problem
decomposition to another and how long to use them [16].
Extensive experiments are needed when adaptation of
problem decomposition is applied to different neural network
architectures and problems [16].
The strengths for using competition in evolutionary
algorithms [12] have given the motivation to incorporate
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it in CC, which can be beneficial as different problem
decomposition methods can be evolved. Competition can
ensure that the different problem decomposition methods are
given an opportunity during the entire evolution as opposed
to adaptive problem decomposition method as in our previous
work [16], [17] where the problem decomposition method is
adapted over time. In this way, there is no problem in finding
the right problem decomposition method at a particular time
according to the degree of separability [4].
This paper presents a new method to neuroevolution
of Elman recurrent networks [18] using CC that enforces
competition using different problem decomposition methods.
Elman recurrent networks employs the context weights that
feature information of the past state of the network in order
to make future decisions, which is needed for time-series
prediction [18]. We present a competitive two-island and
three-island CC method for training recurrent neural networks
for chaotic time-series problems where a one-step ahead
prediction is used. The proposed method takes advantage
of different problem decomposition methods that evolve and
compete with each other and at the same time collaborate
with each other with the exchange of the strongest genetic
materials during evolution. NL and SL problem decomposition
is used in each of the islands of the respective competitive
methods. In the three-island method, network level (NetL)
of problem decomposition is used as well. The performance
of the proposed approach is compared with established prob-
lem decomposition methods from literature along with other
computational intelligence methods. This paper extends our
previous work [19] where a competitive two-island CC method
was proposed. The proposed competitive three-island CC
method is used along with the two-island method, and the
results are further compared and evaluated.
The rest of this paper is organized as follows. A brief back-
ground on time-series prediction, CC, and recurrent neural net-
works is presented in Section II, and Section III gives details
of the competitive and collaborative CC method for training
recurrent networks. Section IV presents a background on the
given chaotic time-series problems, experimental results, and
discussion. Finally, the conclusion is drawn in Section V.
II. BACKGROUND AND RELATED WORK
A. Computational Intelligence and Neuroevolution
for Time-Series Prediction
Time-series prediction involves the use of past and present
time-series data to make future predictions [20], [21]. The
applications for time-series prediction are wide that range from
weather prediction [22] to financial prediction [23]–[27].
Computational intelligence methods have been popular in
time-series prediction that includes multilayer perceptron [28],
Elman recurrent networks [28], radial basis networks, and
locally linear neurofuzzy methods [29]. Real-time recur-
rent learning algorithm and recursive Bayesian network with
Levenberg–Marquardt algorithm [30] have also been used
and shown promising results. Hybrid Elman–NARX neural
networks have been used for chaotic time-series prediction that
produced exceptional results with the benchmark datasets [31].
Similar method was also used for backpropagation network
with residual analysis that showed competitive results [32].
Type-2 fuzzy neural networks [33] have also been recently
proposed for time-series prediction that employs weight update
using backpropagation.
Evolutionary computation methods have been used with
neural networks and other soft computing methods for time-
series prediction [10], [11], [34]. Hybrid of cultural algorithms
and cooperative particle swarm optimization (CCPSO) have
been proposed for time-series prediction [10]. In real-world
applications, evolutionary radial-basis networks have been
used for financial time-series prediction on data from the
Taiwan Stock Index [25]. Furthermore, the performance
of a fuzzy evolutionary and neuroevolutionary feedforward
neural networks has been compared for financial time-series
problems [27].
The importance for the time lag in time-series problems
has been explored where a simple deterministic method was
proposed for the selection of optimal time lags for nonuniform
embedding [35]. The method is able to handle optimization
problems in a multiparameter space of arguments, while
improving time-series prediction. Quantum-inspired hybrid
methods have been used in order to determine the best possible
time-lag to represent the original time series [36]. A hybrid
method that combined neural networks with a modified genetic
algorithm was proposed to perform an evolutionary search
for the minimum necessary time-lags for determining the
phase space that generates the time series [37]. A morpho-
logical rank linear time-lag added evolutionary forecasting
method was also proposed that carries out an evolutionary
search for the lowest number of relevant time lags necessary
to efficiently represent the patterns and characteristics of
a complex time series [38]. A metaevolutionary algorithm
simultaneously evolved both the neural networks and the set of
time-series data that are needed to predict the time series [39].
The approach showed good results on a number of time-
series problems where it was able to reconstruct the data set
efficiently and accurately.
Multiobjective evolutionary algorithms have been used
to optimize radial-basis networks for time-series prediction,
which incorporated heuristics that were able to detect and
remove networks which did not contribute much to the
network output, while preserving those that produced good
results [40]. The use of multiobjective evolutionary neural
networks for time-series prediction employed training and
validation accuracy as the two different objectives [34].
Multiple error measures have also been used as the different
objectives in training evolutionary neural networks with multi-
objective optimization [41]. Hybrid fuzzy model has been pro-
posed for predicting nonlinear time-series data in which their
two objectives were to improve prediction accuracy and min-
imize the number of required fuzzy rules [42]. A knee-point
strategy multiobjective approach has shown promising results
for evolving feedforward neural networks when compared
with established multiobjective evolutionary algorithms [43].
Hybrid multiobjective evolutionary method has been used
for evolution of recurrent neural network weights and
structure with ensembles where a set of Pareto solutions are
obtained [44] and has shown promising results.
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B. Cooperative Coevolution for Neuroevolution
CC divides a large problem into smaller subcomponents,
which are implemented as subpopulations that are evolved in
isolation and cooperation takes place for fitness evaluation [1].
The subcomponents are also referred as modules. Problem
decomposition determines how the problem is broken down
into subcomponents. The size of a subcomponent and the
way it is encoded depends on the problem. The original CC
framework has been used for general function optimization
and the problems were decomposed to its lowest level, where a
separate subcomponent was used to represent each dimension
of the problem [1]. It was later found that this strategy
is effective only for problems that are fully separable [2].
Much work has been done in the use of CC in large-scale
function optimization, and the focus has been on nonseparable
problems [2], [45]–[47].
A function of n variables is separable if it can be written
as a sum of n functions with just one variable [48].
Nonseparable problems have interdependencies between vari-
ables as opposed to separable ones. Real-world problems
mostly fall between fully separable and fully nonseparable.
CC has been effective for separable problems. Evolutionary
algorithms without any decomposition strategy appeal to fully
nonseparable problems [4].
The subpopulations in CC are evolved in a round-robin
fashion for a given number of generations known as the
depth of search. The depth of search has to be predetermined
according to the nature of the problem. The depth of search
can reflect whether the problem decomposition method has
been able to group the interacting variables into separate sub-
components [7]. If the interacting variables have been grouped
efficiently, then a deep greedy search for the subpopulation is
possible, implying that the problem has been efficiently broken
down into subcomponents that have fewer interactions among
themselves [4].
CC methods have been used for neuroevolution of recurrent
neural networks for time-series problems [11], [17], and it
has been shown that they perform better when compared with
several methods from literature.
C. Diversity in Cooperative Coevolution
Population diversity is a key issue in the performance of
evolutionary algorithms. The diversity of a population affects
the convergence of a evolutionary algorithm. A population,
which consists of similar candidate solutions in the initial
stages of the search, is prone to convergence in a
local minimum. The selection pressure and recombination
operations mainly affect the diversity of the population.
Evolutionary operators, such as crossover and mutation, must
ensure that the population is diverse enough in order to avoid
local convergence. Diverse candidate solutions can ensure
the algorithm to escape a local minimum. In evolutionary
algorithms, diversity has been improved using techniques, such
as: 1) complex population structures [49], [50]; 2) the use
of specialized operators to control and assist the selection
pressure [51]; 3) reintroduction of genetic materials in the
population [52], [53]; and 4) diversity measures, such as the
hamming distance [54], gene frequencies [70], and diversity
measures to explore and exploit search [55].
CC naturally retains diversity through the use of
subpopulations, where mating is restricted to the subpopu-
lations and cooperation, is mainly by collaborative fitness
evaluation [1], [56]. Since selection and recombination are
restricted to a subpopulation, the new solution will not
have features from the rest of the subpopulations; there-
fore, CC produces more diverse population when com-
pared with a standard evolutionary algorithm with a single
population.
D. Recurrent Neural Networks for
Time-Series Prediction
Recurrent neural networks have been an important focus of
research as they can be applied to difficult problems involving
time-varying patterns. They are suitable for modeling temporal
sequences. First-order recurrent neural networks use context
units to store the output of the state neurons from computation
of the previous time steps. The context layer is used for
computation of present states as they contain information
about the previous states. The Elman architecture [18] employs
a context layer, which makes a copy of the hidden layer
outputs in the previous time steps. The dynamics of the change
of hidden state neuron activation’s in Elman style recurrent
networks are given by
yi (t) = f
⎛
⎝
K∑
k=1
vik yk(t − 1) +
J∑
j=1
wi j x j (t − 1)
⎞
⎠ (1)
where yk(t) and x j (t) represent the output of the context state
neuron and input neurons, respectively. vik and wi j repre-
sent their corresponding weights. f (.) is a sigmoid transfer
function.
In order to use neural networks for time-series prediction,
the time-series data need to be preprocessed and recon-
structed into a state space vector [57]. Given an observed
time series x(t), an embedded phase space Y (t) =
[(x(t), x(t − T ), . . . , x(t (D − 1)T )] can be generated, where
T is the time delay, D is the embedding dimension, t = 0, 1,
2, . . . , N − DT − 1, and N is the length of the original time
series [57]. Taken’s theorem expresses that the vector series
reproduces many important characteristics of the original time
series. The right values for D and T must be chosen in order
to efficiently apply Taken’s theorem [58]. Taken’s proved that
if the original attractor is of dimension d , then D = 2d + 1
will be sufficient to reconstruct the attractor [57].
The reconstructed vector is used to train the recurrent
network for one-step-ahead prediction where one neuron is
used in the input and the output layer. The recurrent network
unfolds k steps in time, which is equal to the embedding
dimension D [11], [28], [30].
Either the root-mean-squared error (RMSE) or the normal-
ized mean-squared error (NMSE) can be used to measure the
prediction performance of the given recurrent neural network.
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Fig. 1. Elman recurrent neural network used for time-series prediction. Note that only one neuron is used in the input and output layer. The number of
hidden neurons varies as per application. The network unfolds in time according to the size of the dimension (D) from using Taken’s theorem in obtaining
state space vector from the time series. Solid lines (synapses): trainable weights that are evolved using the proposed competitive coevolution algorithm.
These are given in
RMSE =
√√√√ 1
N
N∑
i=1
(yi − yˆi )2 (2)
NMSE =
(∑N
i=1(yi − yˆi )2∑N
i=1(yi − y¯i )2
)
(3)
where yi , yˆi , and y¯i are the observed data, predicted data, and
average of observed data, respectively. N is the length of the
observed data.
Elman recurrent neural networks given in (1) are shown
in Fig. 1, where the network is given along with how it is
unfolded through time according to the dimension (D). This
approach has been used in our previous work [11]. We use a
fixed dimension size; however, the architecture can also use
the dimension size that varies for different points in the time
series.
E. Problem Decomposition for Recurrent Networks
Problem decomposition is an important procedure in using
CC for neuroevolution. The problem decomposition method
will determine which set of weights from the neural network
will be encoded into a particular subpopulation of CC. In the
case of recurrent neural networks, special consideration needs
to be made for the weights that are associated with the
feedback connections.
There are two major problem decomposition methods
for neuroevolution that decompose the network on the
NL and SL. In SL problem decomposition, the neural
network is decomposed to its lowest level, where each
weight connection (synapse) forms a subcomponent.
Examples include cooperatively coevolved synapse
neuroevolution [5] and neural fuzzy network with cultural
cooperative particle swarm optimization (CPSO) [10].
In NL problem decomposition, the neurons in the network
act as the reference point for the decomposition. Examples
include enforced subpopulations [8], [9] and neuron-based
subpopulation [6], [7].
III. COMPETITION AND COLLABORATION
IN COOPERATIVE COEVOLUTION
Collaboration in an environment of limited resources is
an important feature used for survival in nature. Collabora-
tion helps in the sharing of resources between the different
species that have different characteristics for adaption when
given with environmental changes and other challenges.
In CC, the species are implemented as subpopulations that
do not exchange genetic material with other subpopulations.
Collaborations and exchange of genetic material or infor-
mation between the subpopulations can be helpful in the
evolutionary process. Competition and collaboration are vital
component of evolution where different groups of species
compete for resources in the same environment. Different
types of problem decomposition methods in CC represent
different groups of species (neural and SL [5]–[7]) in an envi-
ronment that features collaboration through fitness evaluation
during evolution.
In this section, we propose a CC method that incorporates
competition and collaboration with species that is motivated
by evolution in nature. The proposed method employs the
strength of a different problem decomposition method that
reflects on the different degree of nonseparability (interaction
of variables) and diversity (number of subpopulations) during
evolution [4].
The proposed method is called competitive island-based
CC (CICC), which employs different problem decomposition
methods that compete with different features they have in
terms of diversity and degree of nonseparability. In the rest
CHANDRA: COMPETITION AND COLLABORATION IN CC OF ELMAN RECURRENT NEURAL NETWORKS 5
Algorithm 1 Competitive Two-Island CC for Training
Recurrent Neural Networks
Stage 1: Initialisation:
i. Cooperatively evaluate Neuron level
ii. Evaluate Network level
Stage 2: Evolution:
while FuncEval ≤ GlobalEvolutionTime do
while FuncEval ≤ Island-Evolution-Time do
foreach Sub-population at Synapse level do
foreach Depth of n Generations do
Create new individuals using genetic operators
Cooperative Evaluation
end
end
end
while FuncEval ≤ Island-Evolution-Time do
foreach Sub-population at Neuron level do
foreach Depth of n Generations do
Create new individuals using genetic operators
Cooperative Evaluation
end
end
end
Stage 3: Competition: Compare and mark the island with best
fitness.
Stage 4: Collaboration: Inject the best individual from the island
with better fitness into the other island.
if SL≤ NL then
Copy NL best into chosen SL Individual.
end
else
Copy SL best into chosen NL Individual.
end
end
of the discussion, we refer to the different types of problem
decomposition as islands. The proposed method features com-
petition where the different islands compare their solutions
after a fixed time (number of fitness evaluations) and exchange
the best solution between the islands. In this model, for the
case of neuroevolution, only two or three islands are used
as given by the established problem decomposition methods.
The details of the different problem decomposition methods
that are called islands are given as follows.
1) SL Problem Decomposition: Decomposes the
network into its lowest level to form a single
subcomponent [5], [10]. The number of connections in
the network determines the number of subcomponents.
2) NL Problem Decomposition: Decomposes the network
into NL. The number of neurons in the hidden, state,
and output layer determines the number of subcompo-
nents [7].
3) NetL: The standard neuroevolution where only one
population represents the entire network. There is no
decomposition present at this level of encoding.
The proposed CICC methods for two and three islands are
given in Algorithms 1 and 2, respectively. In Algorithm 1,
Algorithm 2 Competitive Three-Island CC for Recurrent
Networks
Stage 1: Initialisation:
i. Cooperatively evaluate Synapse
ii. Cooperatively evaluate Neural level
iii. Evaluate Network level
Stage 2: Evolution:
while FuncEval ≤ GlobalEvolutionTime do
while FuncEval ≤ Island-Evolution-Time do
foreach Sub-population at Synapse level do
foreach Depth of n Generations do
Create new individuals using genetic operators
Cooperative Evaluation
end
end
while FuncEval ≤ Island-Evolution-Time do
foreach Sub-population at Neuron level do
foreach Depth of n Generations do
Create new individuals using genetic operators
Cooperative Evaluation
end
end
end
while FuncEval ≤ Island-Evolution-Time do
while n Generations do
Create new individuals using genetic operators
end
end
end
Stage 3: Competition
Stage 4: Collaboration: Inject the best individual from the island
with better fitness into the other islands.
if (SL≤ NL ) and (SL≤ NetL) then
i. Copy SL best into chosen NL Individual
ii. Copy SL best into chosen NetL Individual
end
else if (NL ≤ SL) and (NL≤ NetL) then
i. Copy NL best into chosen SL Individual
ii. Copy NL best into chosen NetL Individual
end
else
i. Copy NetL best into chosen NL Individual
ii. Copy NetL best into chosen SL Individual
end
end
initially, all the subpopulations of the SL and NL islands
shown in Fig. 2 are initialized and evaluated using the
framework shown in Fig. 4. In Stage 1, the subpopulations
at SL and NL problem decomposition are cooperatively
evaluated.
State 2 proceeds with evolution in an island-based round-
robin fashion, where each island is evolved for a predefined
time based on the number of fitness evaluations. This is
called island evolution time, which is given by the number of
cycles that makes the required number of function evaluations
in the respective islands. A cycle in CC is when all the
subpopulations have been evolved for n number of generations
in a round-robin fashion.
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Fig. 2. Two-island CICC method that employs NL and SL islands.
Fig. 3. Three-island CICC method that employs neural level, SL, and NetL
islands that compete and collaborate by sharing the best solutions during
evolution.
Once a particular island has been evolved for the island
evolution time, the algorithm proceeds and checks if the best
solution of the particular island is better than that of the rest
of the islands. If the solution is the best, then the collaboration
procedure takes place where the solution is copied to the rest of
the islands. In this way, the best solution is used to help the rest
of the islands. Afterward, when the particular island changes,
the best solution competes within the rest of the solutions
from the same island until the local evolution time has been
reached. In the collaboration procedure, the algorithm needs to
consider how the solution from one island will be transferred
to the rest of the islands.
In Algorithm 2, the three-island method follows the same
approach as Algorithm 1, the difference being that there is an
additional island (NetL) in this method, as shown in Fig. 3.
The algorithm initializes and evaluates the respective islands
before evolution begins in Stage 2, where all of the islands
are evolved for the specified island evolution time. The island
with the best fitness is then marked as shown in Stage 3.
Stage 4 of both algorithms describes how the collaboration
feature transfers the strongest individuals from the best island
into the rest of the islands.
A. Cooperative Evaluation
Cooperative evaluation of individuals in the respective sub-
populations is done by concatenating the chosen individual
from a given subpopulation with the best individuals from the
rest of the subpopulations [1], [6], [7], [11]. The concatenated
Fig. 4. Overall framework. The time-series data are reconstructed into state
space vector using Taken’s theorem. Each of the islands encodes the weights
into the recurrent neural network in order to obtain the fitness given by the
RMSE.
individual is encoded into the recurrent neural network and the
fitness is calculated. The goal of the evolutionary process is to
increase the fitness, which tends to decrease the network error.
In this way, the fitness of each subcomponent in the network
is evaluated until the cycle is completed.
B. Competition
Each island employs a different problem decomposition
method. In the SL island, a much higher number of function
evaluation is required for a single cycle when compared with
the NL island. The number of function evaluation depends
on the number of subpopulations used in the island. SL island
employs the highest number of subpopulations, as each weight
link is represented as a subpopulation, whereas NL subpopu-
lations have more than one weight variables.
The respective islands need to be given the same time
for evolution; therefore, the number of function evaluations
required needs to be the same or similar. We can only evolve
the particular island for complete cycles; therefore, the number
of function evaluations cannot be exactly the same for each
island. In the competitive framework, both islands are given
similar approximate time in terms of the number of function
evaluations.
C. Collaboration
After the competition, the island that contains an individual
with better solution is then injected (copied) into the other
islands, as shown in Stage 4 of Algorithms 1 and 2. A number
of factors need to be considered when making a transfer as
the size and number of subcomponents vary for each island
due to their difference in problem decomposition method. The
best individuals from each of the subcomponents need to be
carefully concatenated into an individual and transferred with-
out losing any genotype (subcomponents in CC) to phenotype
(recurrent neural network) mapping.
The winner island is used to inject the best solution to
the other island. The island in which the best individual is
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Fig. 5. Individuals shown as square box is copied from SL island into
NetL island. A single fitness from the individuals (shown as circles) is copied.
Note that only the fitness of the last individual is copied from SL island
to NetL island. This fitness is the main fitness of the SL island.
Fig. 6. Individuals shown as square box are copied from the SL island into
the NL island. A single fitness from the individuals shown as circles is copied.
Note that only the fitness of the last individual is copied from the SL island
to the NL. This fitness is the main fitness of the SL island.
injected is evaluated to ensure that the injected individual
has a fitness. In order to save evaluation time, the fitness
can also be transferred along with the solution. This depends
on the way the subpopulations are implemented and the
approach taken in ensuring that the fitness value is updated
at the right position that corresponds with the individual that
has been transferred. The evaluation depends on the type of
the evolutionary algorithm used in the subpopulation. The
fitness of the injected individual and the best individual in the
subpopulation needs to be marked. Evaluation of the entire
subpopulation is costly in terms of function evaluations.
Since each subpopulation contains individuals that have
fitness, we need to note that there will be a number of different
fitness values from the best individual in each subpopulation.
We only take the best fitness value and use it to replace the best
individuals from all the subpopulations in the other islands,
as shown in Figs. 5–7. Since the number of subpopulations
is different, only the best fitness replaces the old best fitness,
as it carries a stronger solution.
In Fig. 5, best individuals from the SL island are transferred
to NetL. Similar approach will be used in the reverse case
where NetL is transferred to SL; however, the NetL fitness will
replace each of the best individuals corresponding fitness in the
SL. In Fig. 6, best individuals from SL island is transferred
to NL. In the reverse case, the fitness of the last individual
of the NetL will be copied to each of the best individuals
of the SL. In Fig. 7, NL island is transferred to the NetL.
Fig. 7. Individuals shown as square box are copied from the NL island
into the NetL island. A single fitness from the individuals shown as circles is
copied.
The same trend as in the previous cases will be applied for
reverse transfer.
D. Evolution Algorithm in the Subpopulations
The type of evolutionary algorithm used in the
subpopulation will have certain requirements for such a
transfer of solution to take place. In our implementation,
we used the generalized generation gap with parent-centric
crossover (G3-PCX) evolutionary algorithm [59] in the
subpopulations.
The details of the G3-PCX are given as follows. The
generalized generation gap differs from a standard genetic
algorithm in terms of selection and creation of new individuals.
In G3-PCX, the whole population is randomly initialized
and evaluated similarly to the standard genetic algorithm.
The difference lies in the optimization phase, where a small
subpopulation is chosen. At each generation, n best fit and
m random individuals are chosen from the main population
to make up a subpopulation. The subpopulation is evaluated
at each generation, and the evaluated individuals are added to
the main population. In this way, over time, the individuals of
the main populations are evaluated.
The best individual in the population is retained at each
generation. The parent-centric crossover operator is used in
creating an offspring based on orthogonal distance between
the parents [59]. The parents are made of female and male
components. The offspring is created in the neighborhood
of the female parent. The male parent defines the range
of the neighborhood. The neighborhood is the distance of
the search space from the female parent, which is used to
create the offspring. The genes of the offspring extract values
from intervals associated with the neighborhood of the female
and the male using a probability distribution. The range of
this probability distribution depends on the distances among
the genes of the male and the female parent. The parent-
centric crossover operator assigns more probability to create
the offspring near the female than anywhere else in the search
space.
E. Diversity Through Competition and Collaboration
CC naturally retains diversity through the use of
subpopulations, where mating is restricted to the
subpopulations and cooperation is mainly by collaborative
fitness evaluation [1], [56].
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The proposed method employs competition through the
islands, and the collaborative features ensure that the diversity
of the islands is improved. Each island ensures a certain
level of diversity due to the different problem decomposition
methods and the number of subpopulations. Diversity can
help in escaping from a local minimum through interisland
competition and collaboration.
IV. SIMULATION AND ANALYSIS
This section presents an experimental study of CICC for
training recurrent neural networks on chaotic time-series
problems. The NL [11] and SL [11] problem decomposition
methods are used in each of the islands, and standalone
versions of these methods are used for comparison.
The Mackey-Glass time series [60] and Lorenz time
series [20] are the two simulated time series, while the
real-world problems are the Sunspot time series [61] and
the financial time series from ACI Worldwide Inc. given in
NASDAQ stock exchange [62].
The behavior of the respective methods is evaluated on
different recurrent network topologies that are given by
different numbers of hidden neurons. The size and description
of the respective data set are taken from our previous work
for a fair comparison [11]. The results are further compared
with that of other computational intelligence methods in the
literature.
A. Problem Description
The Mackay-Glass time series has been used in the literature
as a benchmark problem due to its chaotic nature [60]. The
differential equation used to generate the Mackey-Glass time
series is given in
dx
dt
= ax(t − τ )[1 + xc(t − τ )] − bx(t). (4)
In (4), the delay parameter τ determines the characteristic
of the time series, where τ > 16.8 produces chaos. The
selected parameters for generating the time series is taken
from [29], [31], [63], and [64], where the constants a = 0.2,
b = 0.1, and c = 10. The chaotic time series is generated
using time delay τ = 17 and initial value x(0) = 1.2.
The experiments use the chaotic time series with the
length of 1000 generated by (4). The first 500 samples are
used for training the Elman network, whereas the rest of
the 500 samples are used for testing. The time series is
scaled in the range [0, 1]. The phase space of the original
time series is reconstructed with the embedding dimensions
D = 3 and T = 2.
The Lorenz time series was introduced by Lorenz who
has extensively contributed to the establishment of Chaos
theory [20]. The Lorenz set of equations is given in (5), where
σ , r , and b are dimensionless parameters
dx(t)
dt
= σ [y(t) − x(t)]
dy(t)
dt
= x(t)[r − z(t)] − y(t)
dz(t)
dt
= x(t)y(t) − bz(t). (5)
The typical values of these parameters are σ = 10, r = 28,
and b = 8/3 [29], [31], [65]–[67]. The x-coordinate of the
Lorenz time series is chosen for prediction and 1000 samples
are generated. The time series is scaled in the range [−1, 1].
The first 500 samples are used for training and the remaining
500 is used for testing. The phase space of the original
time series is reconstructed with the embedding dimensions
D = 3 and T = 2.
The Sunspot time series is a good indication of the solar
activities for solar cycles, which impacts the earth’s climate,
weather patterns, satellite, and space missions [68]. The
prediction of solar cycles is difficult due to its complexity. The
monthly smoothed Sunspot time series has been obtained from
the World Data Center for the Sunspot Index [61]. The Sunspot
time series from November 1834 to June 2001 is selected,
which consists of 2000 points. This interval has been selected
in order to compare the performance of the proposed methods
with those of the methods in [29] and [31]. The time series is
scaled in the range [−1, 1]. The first 500 samples are used for
training, and the remaining 500 samples are used for testing.
The phase space of the original time series is reconstructed
with the embedding dimensions D = 5 and T = 2. Note
that the scaling of the three time series in the range
of [0, 1] and [−1, 1] is done as in the literature in order
to provide a fair comparison.
The financial time series data set is taken from the NASDAQ
stock exchange [62]. It contains daily closing prices of ACI
Worldwide Inc. time series, which is one of the companies
listed on the NASDAQ stock exchange. The data set contains
closing stock prices from December 2006 to February 2010,
which is equivalent to ∼800 data points. We used embedding
dimension D = 5 and time T = 2 to reconstruct the time-
series data using Taken’s theorem in order to get the training
and testing data sets and obtain 200 for each set. The closing
stock prices were normalized between 0 and 1. The data set
also overlaps with the recession that hit the U.S. market. The
given data points were divided into training and testing using
a 50–50 split.
B. Experimental Setup
The Elman recurrent network employs sigmoid units in the
hidden layer of the three different problems. In the output
layer, a sigmoid unit is used for the Mackey-Glass and
financial time series, while hyperbolic tangent unit is used for
Lorenz and Sunspot time series. The experimental setup is the
same as our previous works [11]. The RMSE and NMSE given
in (2) and (3) are used as the main performance measures of
the recurrent network.
In the proposed CICC shown in Algorithms 1 and 2, each
subpopulation is evolved for a fixed number of generations in a
round-robin fashion. This is considered as the depth of search.
Our previous work has shown that the depth of search of one
generation gives optimal performance for both NL and SL
decomposition [7]. Hence, one is used as the depth of search
in all the experiments. Note that all subpopulations evolve for
the same depth of search.
The termination condition of the all the problems
and recurrent network training methods is when a total
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TABLE I
TRAINING AND GENERALIZATION PREDICTION PERFORMANCE
FOR THE MACKEY-GLASS TIME SERIES GIVEN IN (×E-02)
TABLE II
TRAINING AND GENERALIZATION PREDICTION PERFORMANCE
FOR THE LORENZ TIME SERIES GIVEN IN (×E-02)
of 50 000 function evaluations has been reached by
the respective cooperative coevolutionary methods
(CC-NL and CC-SL). The proposed CICC-two-island
method employs a total of 100 000 function evaluation, where
each island (SL and NL) employs 50 000 function evaluations.
The proposed CICC-three-island method employs a total
of 150 000 function evaluations.
C. Results and Discussion
This section reports the performance of CICC for train-
ing the Elman recurrent network on the chaotic time-series
problems.
The results are given for different numbers of hidden
neurons for Elman style recurrent networks using the
respective coevolutionary algorithms given in Tables I–IV.
The CC-NL and CC-SL represent standalone CC NL and SL
TABLE III
TRAINING AND GENERALIZATION PREDICTION PERFORMANCE
FOR THE SUNSPOT TIME SERIES GIVEN IN (×E-02)
TABLE IV
TRAINING AND GENERALIZATION PREDICTION PERFORMANCE
FOR THE FINANCE (ACI WORLDWIDE INC.) TIME SERIES
GIVEN IN (×E-02)
methods, respectively. They are used to compare with the
proposed CICC (SL-NL two island) and (SL-NL-NetL three
island) methods using the same setup for the recurrent net-
work architecture and optimization time in terms of function
evaluations as given in Section IV-B.
The results report the RMSE with mean and 95% confidence
interval along with the best run from 50 experimental
runs.
We evaluate the results by comparing the different methods
with the number of hidden neurons (H ). Note that the least
values of RMSE show the best results. We first compare
the results of the CICC-two-island method with standalone
methods (NL and SL), as the proposed method involves the
competition and collaboration between the two standalone
methods. Later, we compare the three-island CICC method
with the rest of the methods.
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In Table I, the results of the Mackey-Glass time series show
that the CICC-two-island method has given better performance
than CC-NL and CC-SL. This is clear for all the cases,
i.e., for three to nine hidden neurons. In Table II, similar
trend is seen for the Lorenz problem, where CICC-two-island
method outperforms standalone CC-SL and CC-NL. This is
seen for the training, generalization, and the best runs. The
performance has improved as the number of neurons increases,
which indicates that CICC-two-island method scales better
than SL and NL.
In the Mackey-Glass problem, we observe that the three-
island approach shows the best performance for three and five
neurons. It outperforms the two-island method and the rest
of the standalone methods. The improvement in performance
is due to the third island (NetL), which has been added
to the competition and the collaborative features helped in
improving the results. In the case of seven and nine neurons,
it deteriorates in performance when compared with two-island
method, but performs better than standalone methods.
In the Lorenz time series, the three-island method is not
able to outperform the two-island method and the standalone
methods. It also shows that the three-island method does not
scale as well as the two-island and rest of the methods. The
collaboration of the NetL island seems to influence and hence
deteriorate its performance, as the size of the problem in
terms of hidden neurons increases. The third island (NetL)
has deteriorated the performance by injecting its best solution
to the rest of the islands.
We note that both of these problems are stimulated time
series that do not contain noise; hence, there was no problem
faced in overfitting that is common for poor generalization
performance.
The results in Tables III and IV reveal the performance of
the proposed method for real-world time series where noise
is present, and therefore we only consider the training perfor-
mance, as the generalization performance is also dependent
on overfitting during training. In the Sunspot time series,
CICC-two-island method performs better than the other
methods (NL and SL) for all the cases. It also scales better
as the number of hidden neurons increases. The three-island
method shows better performance than the standalone methods
only for the case of three hidden neurons. The three-island
method did not outperform the two-island approach. The
three-island method seems to have deteriorated in the
performance given by the two-island method by collaboration
from the NetL island.
The same trend is seen for the finance time series
(ACI Worldwide Inc.) problem. The two-island method has
been able to outperform the standalone method (SL and NL).
The three-island method has performed better than all the
methods for three neurons only. The performance deteriorates
as the number of hidden neurons increased due to collaboration
from the NetL island.
The results show that the generalization performance is
dependent on the neural network topology according to the
number of hidden neurons. In the Sunspot time series, we
observe that the training performance improves, as the number
of hidden neurons increases; however, the generalization
Fig. 8. Typical prediction given by two- and three-island CICC methods
for Sunspot time series. The RMSE for the two-island method on the
data is 1.572E-02. The RMSE for the three-island method on the test data
is 1.777E-02. (a) Performance on the training data set. (b) Performance on
the test data set. (c) Error on the test data set.
performance deteriorates possibly due to overfitting. The
financial time series does not show major difference of
the generalization performance. Although these problems are
both real-world time series, both are from different domains
and have different properties in the time series and, therefore,
the performance has shown to be different.
Figs. 8 and 9 show the best experimental run with the
training and test prediction performance of the Sunspot and
finance time series, respectively. The two-island approach and
three-island approach show competitive performance, which is
given by their error plot from the test prediction.
Tables V, VI and VII compare the best results from the pre-
vious tables with some of the established methods in the litera-
ture. The RMSE from the best experimental is used to compare
CHANDRA: COMPETITION AND COLLABORATION IN CC OF ELMAN RECURRENT NEURAL NETWORKS 11
Fig. 9. Typical prediction given by two- and three-island CICC methods
for Finance-ACI time series. The RMSE for the two-island method on the
data is 1.920E-02. The RMSE for the three-island method on the test data is
1.921E-02. (a) Performance on the training data set. (b) Performance on the
test data set. (c) Error on the test data set.
TABLE V
COMPARISON WITH THE RESULTS FROM THE LITERATURE
ON THE LORENZ TIME SERIES
along with the NMSE that was obtained particularly for
comparison of results with literature. In the literature, in some
cases, the mean result is given, which can be compared with
TABLE VI
COMPARISON WITH THE RESULTS FROM THE LITERATURE
ON THE MACKEY-GLASS TIME SERIES
TABLE VII
COMPARISON WITH THE RESULTS FROM THE LITERATURE
ON THE SUNSPOT TIME SERIES
the results given in Tables I, II and III, respectively. We are
interested in comparison of the results with our previous works
as they have used the same data and experimental setup and,
therefore, a fair comparison can be done with them [11], [17].
We note particular financial time-series data set was used an
application, and we did not find any work done in the literature
for comparison.
D. Discussion
The proposed CICC methods have given better performance
when compared with similar evolutionary approaches, such
as training neural fuzzy networks with hybrid of CCPSO,
CPSO, genetic algorithms, and differential evolution [10]. The
only exception is being the results from Hybrid NARX–Elman
networks [31] as it has additional enhancements, such as the
optimization of the embedding dimensions and strength of
architectural properties of hybrid neural networks with residual
analysis [31].
The results have also been compared with our past work,
where CC of recurrent neural networks was used for the first
time for time-series prediction. SL and NL problem decom-
position methods were used and compared, and it was shown
that the NL gave better performance for two out of the three
problems [11]. Adaptation of problem decomposition method
during evolution was done for recurrent neural networks for
grammatical systems problems [16]. We applied the same
method for chaotic time-series prediction [17] and got further
improvements of the results when compared with our previous
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work [11]; however, the adaptive problem decomposition
method has limitations due to parameter settings, which makes
it time-consuming. The adaptive problem decomposition was
based on the experimental results given in our earlier works [4]
that showed that the interdependence between the variables
changes over time.
CICC-two- and three-island methods perform better than
standalone CC in literature for Lorenz and Mackey-Glass
problems problems using cooperative coevolutionary recur-
rent neural networks (CCRNN-SL and CCRNN-NL). In the
Sunspot problem, the two-island method performed better
than previous methods; however, the three island method
did not outperform the CCRNN-SL, as shown in Table VII.
The proposed methods perform better when compared with
adaptive modularity CC where the motivation was to change
the problem decomposition method with time, i.e., begin with
SL and then move to NL and NetL, where only a standard
evolutionary algorithm is used. This approach intended to give
the appropriate problem decomposition method at different
stages of evolution. This approach had limitations due to
parameter setting and heuristics required to determine when
to change from one problem decomposition to another level
and there is no established measure of the interacting variables
as given by the degree of nonseparability [4].
SL island would be most useful in separable problems
that have lower degree of nonseparability—it provides more
flexibility and enforces global search through the subpopu-
lations. CICC fulfills the limitations faced by fixed problem
decomposition methods using the best solutions after each
round of competition of the islands. In this way, the search
can escape from local minimum from the solution from the
other island.
The test of scalability in the experiments has been observed
through the behavior of the algorithms when the problem size
in terms of hidden neurons increases. The two-island method
has shown to have properties that give high level of scalability
when compared with SL and NL standalone methods. The
three-island method has shown to deteriorate in performance
for larger number of hidden neurons in the case of both
the simulated time-series problems. This can be due to the
collaborative features where the best solution is shared with
the rest of the islands. Due to several islands and competition,
elitism is not fully ensured. This can be improved by have a
separate population that keeps in track of the best results and
provides elitism.
We have used two- and three-island methods that employed
established problem decomposition methods. CICC can be
further improved by different type of islands—which will
depend on different problem decomposition methods. We need
to replace the NetL island with an island that uses new type
of problem decomposition as the NetL island has shown to
deteriorate performance of the three-island method. The new
island can be composed by problem decomposition where
the number of subpopulation and its composition can be
determined or chosen arbitrarily.
The solutions in each island are evolved with a fixed degree
of nonseparability, which remains the same when a solution
is injected or taken from another island. The quality of the
solution helps other solutions within the island, as it competes
and also shares its genetic material through operators, such
as selection and crossover within the island. The transfer
of the solution from one island to another also affects the
diversity. Theoretical and experimental studies on how the
degree of nonseparability is affected or how the global-local
search benefits from the injection of solution can be done in
future studies.
A major advantage of the proposed method is that it can be
implemented in a multithreaded environment that will speed
up the computation time that is a limitation of CC for training
neural network when compared with gradient-based methods.
In a multithreaded implementation, each island can run on a
separate thread. In a multithreaded implementation, the overall
training time can be lowered, which is a major limitation of the
proposed competitive island-based method where the training
time will increase as the number of islands increases.
V. CONCLUSION
Competition and collaboration are vital components in
natural evolution. This paper presented CICC of recurrent
neural networks for chaotic time-series prediction. The pro-
posed approach employed two- and three-island competitive
methods that were defined by different problem decomposition
methods. The results have shown that the two-island method
outperforms the standalone CC methods in terms of prediction
performance and scalability. The three-island method has
shown to perform better in few cases. The proposed methods
perform better than several other methods from the literature.
The proposed method takes advantage of problem decompo-
sition methods with different degree of nonseparability and
diversity. In a conventional CC method, the problem decom-
position method is fixed throughout the evolutionary process,
whereas in the proposed approach, two methods compete and
collaborate through the islands. In the case when the search is
trapped in a local minimum in a particular island, the search
takes advantage of the solution that is produced in the other
island through the collaborative features that employs diverse
solutions from the rest of the islands.
In future work, the proposed method can be improved
by exploring other problem decomposition methods that can
provide more competition. A study of how the degree of
nonseparability and its relationship to global–local search
is affected when solutions are injected via the collaborate
platform of the island can also be explored. A multithreaded
version of the algorithm can be developed to reduce the
computation time. The method can be used to evolve other
neural network architectures for similar problems and those
that involve pattern classification and control. The proposed
method can also be used for large-scale global optimization
problems. Convergence proof of the CC-based training of
recurrent networks can also be explored in future work.
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