Case-Based Reasoning have been used for a long times to solve several problems. The first Case-Based Reasoning used to find good compiler optimization sets, for an unseen program, proposed several strategies to tune the system. However, this work did not indicate the best parametrization. In addition, it evaluated the proposed approach using only kernels. Our paper revisit this work, in order to present an detail analysis of an Case-Based Reasoning system, applied in the context of compilers. In adition, we propose new strategies to tune the system. Experiments indicate that Case-Based Reasoning is a good choice to find compiler optimization sets that outperform a well-engineered compiler optimization level. Our Case-Based Reasoning approach achieves an average performance of 4.84% and 7.59% for cBench and SPEC CPU2006, respectively. In addition, experiments also indicate that Case-Based Reasoning outperforms the approach proposed by Purini and Jain, namely Best10.
INTRODUCTION
Case-Based Reasoning (CBR) (Richter and Weber, 2013) , an approach considered a subfield of machine learning (Mitchell, 1997; Shalev-Shwartz and BenDavid, 2014) , tries to solve a new problem using a solution of an previous similar situation. It can be seen as a learning process (Aamodt and Plaza, 1994) , which stores past experiences in a knowledge database, and can be updated incorporating new experiences (Jimenez et al., 2011) .
Over the years, this approach have been applied to several problems, such as: estimate the project cost to web hypermedia (Mendes and Watson, 2002) , estimate the Q-factor of an optical network (Jimenez et al., 2011) , management of typhoon disasters (Zhou and Wang, 2014) , and estimate good compiler optimization sets (Lima et al., 2013) .
Compilers are programs that transform source code from one language (source language) to another (target language) (Aho et al., 2006; Srikant and Shankar, 2007; Cooper and Torczon, 2011) . During this process, the compiler applies several optimizations (Muchnick, 1997) , in order to improve the target code. However, some optimizations can be good to a class of programs, and bad to another. Then, the most appropriate approach is to find the best compiler optimizations to each program. The literature presents different approaches to mitigate this problem (Zhou and Lin, 2012; Lima et al., 2013; Purini and Jain, 2013) . The first CBR approach in this context (Lima et al., 2013) indicates that it approach is able to infer good solutions to new problems -good compiler optimization sets to unseen programs.
In this paper we revisit the work of Lima et al. (Lima et al., 2013) to explore new strategies of finding good compiler optimization sets to a unseen program. Lima et al. (Lima et al., 2013) used dynamic features to represent analogies and a leave-one-out crossvalidation approach. Our work uses dynamic features or static features to represent analogies. In addition, our work uses different training and test datasets for cross-validation.
The main contributions of this paper are: • We describe different CBR parametrization.
• We give a new similarity metric to measure the similarity between two programs.
• We present a program characterization approach using static features.
• We present different strategies to build a collection of past experiences.
• We present a detail experimental analysis of CBR approach in the context of compilers. This paper is organized as follows. Section 2 presents related work. Section 3 explains briefly
RELATED WORKS
In the context of compilers, the work of Purini and Jain finds a small set of compiler optimizations sets (COS), which cover several programs (Purini and Jain, 2013) . Using iterative compilation, Zhou evaluates a random and a genetic strategy, in order to find good compiler optimizations (Zhou and Lin, 2012) . Our work tries to mitigate the same problem. However, using a different approach. Lima et al. proposed the first CBR approach to find good COS to a unseen program. This approach uses different strategies to select past results and measure the similarity between programs (Lima et al., 2013) . The work of Lima et al. does not indicate which parametrization is the best. In addition, the benchmark used is composed only by kernels. It is a problem, in general we use complete applications and not kernels. Therefore, we revisit this work in order to cover these gaps.
Jimenez used a CBR approach to estimate Qfactor in optical networks. His approach obtained a successful classification in 94% of cases (Jimenez et al., 2011) . Erbacher used a same approach to automatically report hostile actors in a network (Erbacher and Hutchinson, 2012 ). To implement a system able to generate combat strategies, Kim et al. (Kim et al., 2014) proposed a CBR approach that retrieves past experiences and modify them to the current situation. The main difference between these works and the our is the context where the CBR is applied.
CASE-BASED REASONING
CBR, a machine learning approach, can be subdivided in four processes:
1. Retrieve a case from a collection of (past experiences) previous cases by similarity measure.
2. Reuse the knowledge of an old case to solve a new case.
3. Revise the result of this new case, evaluating the success of the solution.
4. Retain the useful experience for future reuses.
Every CBR, in specially the retrieve process, needs some parameters, such as:
Collection guide indicates the strategy used to build the collection of previous cases.
Similarity measure measures the level of similarity between a previous case and a new one.
Standardization transforms all attributes values according to a specific rule.
Number of analogies indicates the number of previous cases that will be used to estimate a solution to an unseen problem.
In general, the cases that compose the collection of previous cases come from real world experiences. However, in our context, there is not a public real world collection, used by the scientific community. Therefore, we need to generate a collection of past experiences to use it as previous cases.
FINDING GOOD COMPILER OPTIMIZATION SETS USING A CBR APPROACH
The main goal of the CBR described in this paper is to find a COS, which is able to achieve a performance improvement over a well-engineered compiler optimization level.
The CBR approach divides the process of finding an effective COS into:
1. An offline phase; and 2. An online phase.
The offline phase collects pieces of information about a set of training programs, and downsamples the search space in order to provide a small space, which can be handled by the online phase in a easy and fast way. Therefore, the offline phase creates a collection of previous cases, which will be used to determine the knowledge that will be used to solve an unseen case, in other words, to determine a COS that should be enabled on an unseen program.
The online phase will infer from the cases provided by the offline phase, the best COS that fits the feature of unseen program as defined by its input.
The Offline Phase
The offline phase builds a collection of previous cases storing for training programs several success cases. It means that the downsampling technique should be guided to retain good cases, besides pruning the FindingGoodCompilerOptimizationSets-ACase-basedReasoningApproach 
The Online Phase
The online phase performs the CBR, in order to find an effective COS, which should be enabled on the unseen (test) program. The Algorithm 2 describes briefly this phase.
For the test program, the online phase collects its features and compares them with the features of each training program, with the help of a similarity model that ranks the training programs. This rank indicates what training program is the most similar to test program. In summary, the online phase selects from the most similar training programs previous cases, evaluates these cases and returns the best one. 
Parametrization
The parametrization of our CBR is as follows.
Collection Guide. Several strategies can be used to build a collection of previous cases. In our work, we use iterative and metaheuristic algorithms to perform this task. The iterative algorithm generates the collection by a uniform random sampling of the optimization space. While, the metaheuristic algorithms use a sophisticated way to build a collection. The metaheuristic are genetic algorithm with rank selection, genetic algorithm with tournament selector, and simulated annealing. In addition, we build a collection that is composed by all the previous collections.
Similarity Model. In order to measure the similarity between two programs, the CBR system can be tunned to use a strategy chosen from:
Cosine. In this model, the similarity between P i and P j is defined as:
Jaccard. In this model, the similarity between F i and F j is defined as:
Euclidean. In this model, the similarity between F i and F j is defined as:
In both models, m is the quantity of features. The first two similarity models were proposed by Lima et al. (Lima et al., 2013) . In our work, we use these two models and a model based on Euclidean distance. As mentioned previously by Lima et al., these models are based on similarity coefficients used to compare statistical sampling, and indicate that large difference between two feature vectors should return a low similarity value.
Feature. A similarity model measures the similarity between two programs, based on their features. Our CBR is able to use dynamic or static features to describe the program behavior. Dynamic features are composed by hardware performance counters (Mucci et al., 1999) , which describe the program behavior during its execution. Static features are composed by compiler statistics, which describe the program behavior during its compilation. Table 1 presents the dynamic features used in our work, and Table 2 presents the static features. In addition, these tables indicate the most important feature (*). Our CBR system can use all features, only the most important features, or a weighted strategy. In the weighted strategy the feature vectors are weighted to reflect the relative importance of each feature. In our system, the weight of an important feature has value 2, while the other has value 1.
Standardization. The system should divide each feature for the most important one (**). It transforms all attributes values in order to standardize the features of training and test programs.
Number of Analogies. The best strategy is to choose several analogies to increase the probability of choosing a good one. Our system is able to evaluate several number of cases. However, the most similar training program can not be able to provide the required number of analogies. If it is the case, the second most similar program will provide it, and so on.
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EXPERIMENTAL SETUP
In our experiments, we will evaluate different configurations of our CBR system. The main configuration of the experimental environment is given by:
Hardware. We used a machine with a Intel processor Core I7-3779, 8 MB of cache, and 8 GB of RAM.
Operating System. The operating system was Ubuntu 14.04, with kernel 3.13.0-37-generic.
Compiler. We adopted LLVM 3.5 (Lattner and Adve, 2004; LLVM Team, 2014) as compiler infrastructure.
Baseline. The baseline is the LLVM's highest compiler optimization level, -O3. The baseline indicates the threshold that our system should overcome.
Optimizations. The optimizations used to compose a case are present in Table 3 . We use only the optimizations used by the highest compiler optimization level -O3. 
Cases. The process of creating a case is guided by the criteria:
• Every optimization appears only once in a case;
• Every optimization can appear in any position;
• Every optimization should address the compilation infrastructure rules; and • All cases have the same length.
The first criterion indicates that the offline phase does not explore the use of one optimization several times. Although, this occurs in LLVM's -O3 optimization level. Second can be viewed as an organization of the case (or COS). In the collection, every case is represented as a sequence of optimizations. It means that there is a predefined order to apply each specific optimization. The third indicates that a new case can not violate the safety of the infrastructure. By the fourth criterion, the offline phase tries to give to every case the same characteristic.
Collection Guide. The creation of the collections was guided as follows.
Random. This iterative algorithm generates in a random way 500 cases. Genetic Algorithm with Rank Selector. The parameters chosen in this strategy were: chromosome size ← 40 (the number of optimizations in a case), population ← 60, generation ← 100, mutation rate ← 0.02, and crossover rate ← 0.9. The algorithm will finish whether the standard deviation of the current fitness score is less than 0.01 or the best fitness score does not change in three consecutive generations. In addition, this strategy uses elitism. It means that the best solution of the generation N − 1 is kept in generation N.
Genetic Algorithm with Tournament Selector.
It is similar to the previous strategy, but instead of using a rank selector it uses a tournament selector. Simulated Annealing. In this strategy, the initial temperature is the half of hardware instructions executed, the perturbation function only changes one random optimization in a random position, the acceptance probability is given by the Equation 1, and the temperature is adjusting multiplying it by the constant α, which value is 0.95. The stop criteria is 500 iterations.
All. This strategy only merges the previous collections.
Training Programs. For the generation of the collections of previous cases, we used 61 microkernel programs take from LLVM's test-suite. All the programs are single-file, and have short running times. Table 4 shows the microkernels.
Test Programs. We used for evaluating our CBR approach the benchmarks, cBench (cBench, 2014) with dataset 1, and SPEC CPU2006 (Henning, 2006) with training dataset.
Validation. The results is based on the arithmetic average of five executions, excluding the best and the worst values. In the experiments, the machine workload was minimum as possible, in other words, each instance was executed sequential. In addition, the machine did not have external interference, and the runtime variance was less than 0.01.
An Overview of the Collections
To analyze the improvement obtained by each strategy of creating the collections, we summaries the collections in Table 5 . In this table, the column #P means the number of programs with good cases. Most cases generated by simulated annealing do not overcome the baseline. However, this strategy was able to find some cases that achieve a good improvement over the baseline. It indicate this strategy has difficulty to escape from some bad improvement, which is probably due to the disturbing function (the function that chooses the neighbor). Besides, the initial solution influences the final result, which could be the source to several cases achieve bad improvements.
The overview of the other strategies shows a different scenario. The genetic algorithms generated a better distribution. They have more success cases, if we take the average as criteria to evaluate the collection quality. However, if we take the maximum improvement obtained for each program, simulated annealing generates better results than genetic algorithms, and random strategy.
These differences can be justified by the characteristics of each implementation. Simulated annealing just change one optimization in each new case, while the others metaheuristics try more changes in each new case.
The number of cases is a small portion of the optimization space. It indicates that the strategies used to generate the collections was able to downsample the search space in order to provide a small space with good cases.
EXPERIMENTAL RESULTS
The goal of our CBR approach is to find a COS that outperforms the well-engineered compiler optimization level -O3, in terms of hardware instructions executed.
Our experiments was conducted in a way to answer the following questions:
• What is the best parametrization of the CBR approach applied in the context of compilers?
• What is the best characterization of programs?
• What is the improvement obtained by the CBR approach in real applications?
• What is the best strategy to create a collection of previous cases? Tables 6 and 7 show the results obtained by each CBR configuration. In these tables, API stands for average percentage improvement, APIE stands for average percentage improvement excluding the programs showing no improvement, and NPI stands for the number of programs achieving improvement.
Strategies that use static features do not generate different results. It means that the use of these configurations always ranks the training programs in the same way. It explains the use of only one entry for static features.
Overview Collection Guide. Analyzing the different strategies to construct the collections shows that the random
FindingGoodCompilerOptimizationSets-ACase-basedReasoningApproach strategy got the best results in general. The use of random collection reached the best improvements. This strategy is the best for cBench in API, APIE, and NPI. The improvements of the simulated annealing are qualitative improvements, i. e., the cases in this collection reaches good improvements, but they cover a small number of programs. It can be seen in the results obtained by SPEC CPU2006. We also must highlight that the random approach in SPEC CPU2006 achieves the best API and NPI. The use of the collection with all cases not always obtained the best improvement. It occurs due to the potential previous cases is selected based on training programs, and not based on test programs. When the system uses the collection that store all cases, it can chooses a different case to validate the same test program. Note that a good case for a training program, not always is best for a test program.
Similarities. The similarity models have different performance. In cBench, the Jaccard similarity model reached the best results. This model achieved the best improvements, and covered the most programs. In SPEC CPU2006, we have an scenario that Euclidean distance improved the most programs in general (NPI). However, the best percentage improvement for all programs (API) was obtained by Jaccard, and the best percentage improvement excluding the programs showing no improvement (APIE) was obtained by Cosine.
Analogies. Increasing the number of analogies increases the API, APIE and NPI. This increase happens because when we choose more optimization sets to evaluate, we increase the probability of chosing a good case. In general, 3 analogies increases the performance up to 15%, and the coverage up to 61%, respectively. While, using 5 analogies increases the performance up to 4%, and the coverage up to 71%. Both, comparing with a configuration that uses only 1 analogy. This give us an idea that if we have two similar programs P and Q, and the optimization set S that is good for P, there is a high probability of S be good for Q. Otherwise, if S is a bad solution for P it also has a high probability of being a bad solution for Q.
Test Programs. Observing our two benchmarks, SPEC CPU2006 can not be covered by our past examples. cBench reached best results evaluating this criteria. It indicates that cBench is more similar to microkernels than SPEC CPU2006.
Feature. The most informative dynamic features obtained the best results, specially in SPEC CPU2006. For cBench, not only dynamic features are required to cover all programs, we need some static features too.
CBR and Best10
In order to compare the performance of our CBR approach, we implemented the Best10 algorithm proposed by Purini and Jain (Purini and Jain, 2013) . The Best10 algorithm finds the best 10 compiler optimization sets that cover several programs. To find these sets, it is necessary to downsample the compiler search space. It is done extracting from each training program, the best case from each collection of previous cases. In our experiments this new collection has 183 cases. After excluding the redundancies, the Best10 algorithm reduces the sample space in 10 cases. The work of Purini and Jain details this algorithm (Purini and Jain, 2013) . Tables 8 and 9 show the best results for each benchmark, using CBR with 5 analogies (the best configuration). In addition, these tables show the results obtained by Best10 algorithm.
The best results obtained by each program indicates that our CBR apprach is able to outperform the well-engineered compiler optimization level O3, and Best10 in several programs. CBR outperforms Best10 in 21 programs of cBench, and 15 programs of SPEC CPU2006.
The results show several configurations reaches the best improvements, mainly for SPEC CPU2006 and CRC32 1 . In addition, these improvements are better than that obtained by Best10.
The results also indicate that CBR approach is better when using with cBench than SPEC CPU2006. In cBench, only for 6.45% of programs our CBR approach did not find a good previous case. This percentage increases in SPEC CPU2006 (26.32%). It indicates that our approach needs to be improved, in order to achieve better performance in complex benchmarks and cover more programs.
The the characteristic of a specific program, and not try to cover several programs.
Coverage
The results shown in the previous section presented a difficult, in using a CBR approach to find the best previous case that outperforms the well-engineered compiler level -O3, namely: it is necessary to try several configurations. This is a problem, due to the high response time. However, it is possible to use few configurations and obtain good results. These results show a trade-off between performance and response time. It means that the best performance requires a high response time.
In cBench, it is necessary to tune several parameters to reach good results. However, there is a loss of performance up to 22.10%. For cBench, it is difficulty to reduce the variety of parameters. cBench needs at least three different collections of previous cases, and to use dynamic and static features.
In SPEC CPU2006, the system need to be tunned only in the similarity model. For this benchmark, the FindingGoodCompilerOptimizationSets-ACase-basedReasoningApproach lost of improvement ranges from 10.95% to 20.28%. In this benchmark, the reduced number of collections is an excellent result, because this reduces the time spent in the offline phase.
CONCLUSIONS AND FUTURE WORK
Case-based Reasoning Approach. In this paper we revisited the work of Lima et al., in oder to explore new strategies of finding good compiler optimization sets. The strategy is to create an exploratory space that will be used by the Casebased Reasoning approach to predict the compiler optimization set, which should be enabled on an unseen program.
Results. Our work indicate that if the main goal is to find the best configuration that achieves the best results, an interesting way it to use a random strategy to build a collection of previous cases, static features and Jaccard similarity model. On the other hand, if the main goal is to cover more programs, the use of dynamic features will be more useful, and metaheuristics. The use of metaheuristics improves the covering range.
In our results, the random strategy was a good choice to create a collection. Although, it was not expected. It does not mean we do not have to use metaheuristics to create collections. The results indicate that the collection created by the genetic algorithm with rank selector cover the maximum programs of the SPEC CPU2006 benchmark.
It is possible to find few configurations that achieves a good performance. It reduces the time spend in offline and online phases. However, there is a trade-off between response time and performance. Reducing the response time, in general, decreases the average percentage improvement.
The CBR approach obtained good improvements. It obtained an average percentage improvement of 4.84% for SPEC CPU2006, where some programs achieved a improvement up to 10%. For cBench, the CBR obtained an average of 7.499%, where some improvements up to 15%. Besides, our CBR approach outperforms the approach proposed by Purini and Jain, namely Best10.
Critical Discussion. This work shows that it is difficult to achieve performance based on only one configuration. Although, it is possible to achieve a performance better than state-of-the-art algorithms, it is necessary a high response time. Besides, it is difficult to achieve a good performance for complex programs. We should note that finding the best compiler optimization set for a specific program, as defined by its input, is a problem without solution. Therefore, the metric that we use is the best improvement achieves by the best algorithm, presented in the literature (the state-of-the-art).
The deficiency of all compiler optimizations orchestration strategies is to handle programs (training and test) as a black box. Programs are composed by several different blocks. It indicates that each block will probably be best optimized by a specific compiler optimization set. It has to be investigated by new projects, in order to improve the state-of-the-art.
Future Work. We plan to propose new strategies to characterize programs, new strategies to create collections of previous cases, and new strategies to select previous cases. In addition, we are interested in proposing a CBR approach that is able to find different previous cases for different parts of the program.
