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Abstract
The voice conversion challenge is a bi-annual scientific event
held to compare and understand different voice conversion
(VC) systems built on a common dataset. In 2020, we orga-
nized the third edition of the challenge and constructed and
distributed a new database for two tasks, intra-lingual semi-
parallel and cross-lingual VC. After a two-month challenge pe-
riod, we received 33 submissions, including 3 baselines built on
the database. From the results of crowd-sourced listening tests,
we observed that VC methods have progressed rapidly thanks to
advanced deep learning methods. In particular, speaker similar-
ity scores of several systems turned out to be as high as target
speakers in the intra-lingual semi-parallel VC task. However,
we confirmed that none of them have achieved human-level nat-
uralness yet for the same task. The cross-lingual conversion task
is, as expected, a more difficult task, and the overall naturalness
and similarity scores were lower than those for the intra-lingual
conversion task. However, we observed encouraging results,
and the MOS scores of the best systems were higher than 4.0.
We also show a few additional analysis results to aid in under-
standing cross-lingual VC better.
Index Terms: voice conversion challenge, intra-lingual semi-
parallel voice conversion, cross-lingual voice conversion
1. Introduction
Voice conversion (VC) is a technique for transforming non-
/para-linguistic information, such as speaker identity, included
in a given speech waveform into the desired information while
preserving the linguistic information of the speech waveform.
VC offers great potential for the development of various new ap-
plications, such as a speaking aid for vocally handicapped peo-
ple [1], computer-assisted language learning leveraging accent
conversion [2], a voice changer for generating various types of
expressive speech [3], a novel vocal effector for singing voices
[4], and enhanced telecommunication with silent speech inter-
faces [5]. Thanks to a well-formulated approach to describ-
ing VC as a regression problem, VC research has been pop-
ularized through the vast sharing of various data-driven tech-
niques. However, comparing across several VC techniques is
not straightforward as their performance strongly depends on
the speech datasets used by individual researchers.
The Voice Conversion Challenge (VCC) was launched in
2016 to better understand different VC techniques by compar-
ing their performance using a freely available dataset as a com-
mon dataset and by bringing together different teams to look
? Equal contribution.
at a common goal and to share views about unsolved prob-
lems and challenges faced by the current VC techniques [6]. In
the previous VCCs held in 2016 [6] and 2018 [7], we focused
on speaker conversion for transforming the voice identity of a
source speaker into that of a target speaker as the most basic VC
task, while gradually making their tasks more challenging, e.g.,
from parallel training (i.e., supervised training) in VCC 2016
into nonparallel training (i.e., unsupervised training) in VCC
2018. As described in Section 2, VC techniques were signifi-
cantly improved through the activities of these challenges.
In 2020, we organized the third edition of the VCC, VCC
2020. As a more challenging task than the previous ones, we
focused on cross-lingual VC, in which the speaker identity is
transformed between two speakers uttering different languages,
which requires handling completely nonparallel training over
different languages. More details on the VCC 2020 task settings
are given in Section 3. During the challenge period, more than
30 systems were developed with various VC techniques, such as
neural vocoders, encoder-decoder networks, generative adver-
sarial networks (GANs), and sequence-to-sequence (seq2seq)
mapping networks, as summarized in Section 4. As in the previ-
ous challenges, we conducted large-scale listening tests to per-
ceptually evaluate the voices converted by the individual sys-
tems. We observed from the results that further technical im-
provements were achieved in this challenge compared with in
the previous ones as shown in Section 5. We also analyzed these
results to investigate the effects of language differences on VC
performance evaluation as presented in Section 6.
2. Past voice conversion challenges and
what we learned
Before we introduce a new database and two new tasks for VCC
2020, we overview the past VCCs in 2016 and 2018 and what
we learned.
2.1. Overview of the 2016 Voice Conversion Challenge
The 2016 edition [6] was held as a special session of Inter-
speech 2016. We constructed a parallel VC database1. Seven-
teen participants constructed their conversion systems by using
the database. The parallel dataset consisted of four native speak-
ers of American English (two females and two males), and each
speaker uttered 162 common sentences. We used two of them as
target speakers and the other two as source speakers. The partic-
ipants were asked to produce converted speech for all possible
1The VCC2016 dataset is available for free at https://doi.
org/10.7488/ds/1575
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source-target pairs. The number of converted audio samples per
speaker was 54.
The evaluation methodology was standard subjective evalu-
ation based on listening tests. We evaluated the naturalness and
speaker similarity of the samples converted to target speakers.
For naturalness, we used the standard five-point-scale mean-
opinion score (MOS) test ranging from 1 (completely unnat-
ural) to 5 (completely natural). For the speaker similarity test,
we adopted the same/different paradigm described in [8]. Sub-
jects were asked to listen to two audio pairs and to judge if they
were the same speaker or not on a four-point scale: “Same,
absolutely sure,” “Same, not sure,” “Different, not sure,” and
“Different, absolutely sure.” More details on VCC 2016 can be
found at [8]. It was reported that the best system at that time
obtained an average of 3.0 in the five-point-scale evaluation for
the judgement of naturalness, and about 70% of its converted
speech samples were judged by listeners to be the same as the
target speakers. However, it was obvious that there was a huge
gap between the target natural speech and any of the converted
speech.
2.2. Overview of the 2018 Voice Conversion Challenge
The 2018 edition [7] was held as a special session of ISCA
Speaker Odyssey Workshop 2018. We constructed a new but
smaller parallel VC database and a non-parallel VC database2.
Twenty-three participants constructed their conversion systems
by using the databases. The target and source speakers were
four native speakers of American English, two females and two
males, respectively, but they were different speakers from those
used for the 2016 challenge. Each speaker uttered 80 sentences.
Like the 2016 challenge, the participants were asked to produce
and submit converted data for all possible source-target pairs.
The number of test sentences for evaluation was 35. The same
evaluation methodology as the 2016 challenge was adopted for
the 2018 challenge, and more details can be found in [7].
In the 2018 edition, we observed significant progress com-
pared with the VCC 2016 results, and it was reported that, in
both the parallel and non-parallel conversion tasks, the best sys-
tem, using a phone encoder and neural vocoder, obtained an av-
erage of 4.1 in the five-point-scale evaluation for the judgement
of naturalness, and about 80% of its converted speech samples
were judged by listeners to be the same as the target speakers.
The best performing systems had similar performance in both
the parallel and non-parallel conversion tasks. However, it was
confirmed that there were statistically significant differences be-
tween the target natural speech and the best converted speech in
terms of both naturalness and speaker similarity.
3. Tasks, databases, and timeline for Voice
Conversion Challenge 2020
The objective of VCC 2020, as in the past two challenges,
is speaker conversion, which means that the converted speech
should sound like the desired target speaker, with the same lin-
guistic content as the source sentence. In this section, we ex-
plain two new tasks and the construction of the database in de-
tail. Figure 1 illustrates the two tasks.
2The VCC2018 dataset is available for free at https://doi.
org/10.7488/ds/2337.
Figure 1: Illustration of the two tasks in VCC 2020.
3.1. Task 1: Intra-lingual semi-parallel VC
The dataset for Task 1 consists of a smaller parallel corpus (sen-
tences uttered by both source and target speakers with the same
content) and a larger nonparallel corpus, where both of them
are of the same language. This setting is somehow realistic. Al-
though it is impractical to get hundreds of parallel recordings,
the use of a limited amount of parallel recordings may be ac-
ceptable. Although methods for nonparallel VC can be directly
applied, it is expected that a small set of parallel sentences can
aid in model learning. This task was introduced so we can as-
sess the progress of VC systems compared with the past edi-
tions.
3.2. Task 2: Cross-lingual VC
The dataset for Task 2 consists of a corpus of the source speak-
ers speaking in the source language and another corpus of the
target speakers speaking in the so-called target language, al-
though the aim is not to convert to this language. Since the
two corpora are of different languages, the utterances are con-
sequently different in content; thus, this task is nonparallel in
nature. Using this database, participants in the challenge are
supposed to disentangle speaker characteristics and the content
of the source-speech data in the source language and to replace
its speaker characteristics with those of the given target speaker
regardless of what target languages the target speakers use. In
fact, there are multiple target languages in Task 2, and they are
Finnish, German, and Mandarin. This task is challenging in
that the training dataset does not contain any source language
recording of the target speakers. In fact, such ground truth data
can never be accessed.
3.3. Database construction
The VCC 2020 database is based on the Effective Multilin-
gual Interaction in Mobile Environments (EMIME) dataset
[9], which is a bilingual database of Finnish/English, Ger-
man/English, and Mandarin/English data. There are seven male
and seven female speakers for each language, English, Finnish,
German, and Mandarin, ending up in 56 speakers in total. The
145 sentences of the bilingual speakers were recorded in a semi-
anechoic chamber. The recordings were down-sampled to 24
kHz and segmented into individual sentences.
As shown in Figure 1, the source languages in both tasks
were set to English, and we chose two male and two female
Table 1: List of participant affiliations of VCC 2020. They are listed in random order.
Affiliation Task 1 Task 2
Academia Sinica Y Y
Beijing Forestry University Y Y
BUT & UEF Y Y
ChangHong Y Y
Chinese Academy of Science (Institute of Automation) Y Y
Chinese Academy of Sciences (Institute of Information Engineering) Y Y
Duke Kunshan University Y Y
Dhirubhai Ambani Institute of Information and Communication Technology (DA-IICT) Y Y
Federal University of Rio de Janeiro Y N
Guangdong University of Technology Y Y
iQIYI Inc. Y Y
Japan Advanced Institute of Science and Technology Y Y
KAKAO Enterprise Y Y
Logitech N Y
Microsoft Y Y
MINDsLab Inc. Y N
National Institute of Informatics Y Y
National University of Singapore & Northwestern Polytechnical University Y Y
Nagoya University Y Y
NCSOFT N Y
NetEase Y N
Nefrock Y N
Peking University Y Y
Personal (SSLab SRCB) Y Y
Personal (uVCTeam) Y Y
Red Pill Lab Y Y
Spokestack.io Y N
Tsinghua University Y Y
The University of Tokyo Y Y
University of Science and Technology of China Y Y
English speakers as the source speakers. The target language
was also set to English in Task 1, while in Task 2, it was set
to Finnish, German, and Mandarin as described above. From
the remaining English speakers, we then chose another two
male and two female speakers as the target speakers for Task
1. The criterion for choosing the English speakers was to make
the speakers as perceptually discriminative as possible so that
subjective conversion similarity would be easier to assess. In
particular, we considered factors such as speaking rate, accent
and overall pitch level. Then, we chose one male and one fe-
male for each of Finnish, German, and Mandarin. The criterion
here was their fluency in English. We chose speakers who had
the highest fluency scores according to an early study using this
database [9].
Each of the source and target speakers has a training set of
70 sentences, which is around 5 minutes of speech data. Note
that, in Task 1, the target and source speakers have 20 parallel
sentences, where the remaining 50 sentences are different. The
test sentences for evaluation are shared for Tasks 1 and 2 with
a number of 25, and the sentences were released to participants
about one week before they were required to submit their con-
verted voices. The participants were asked to build systems for
the 4 × 4 = 16 and 4 × 6 = 24 source-target pairs in Tasks 1
and 2, respectively.
3.4. Timeline
The training databases for both tasks were released on March
9th, 2020. The participants were given two months and two
weeks to train their VC systems. Evaluation data was released
on May 22nd, 2020, and they were asked to upload their con-
verted audio by May 29th, 2020. They were also asked to submit
system descriptions giving details on their constructed systems.
4. Participants and submitted systems
In this section, we briefly present the participants from both
academy and industry (Section 4.1), followed by a summary of
the submitted systems regarding both feature conversion (Sec-
tion 4.3) and waveform generation methods (Section 4.4).
4.1. Challenge participants
Table 1 shows a list of participant affiliations and in which tasks
they participated. They are listed in random order. In total,
we received 33 submissions, including 3 baselines, from par-
ticipants. Specifically, 31 teams submitted their results to Task
1, and 28 teams submitted their results to Task 2. There were
26 teams that participated in both tasks. In Sections 4.3 and
4.4, we briefly introduce the feature conversion and waveform
generation methods of the submitted systems. Note that there
were two teams who unfortunately did not submit the appro-
priate system descriptions despite repeated warnings from the
organizers. Therefore, we exclude them in the following sec-
tions.
Since the aim of the VCC is the scientific analysis of dif-
ferent VC methods, we assigned anonymized Team IDs (T01 to
T33) to them. They are different from alphabetic order and also
from the order of Table 1.
4.2. VC systems built by challenge participants and base-
line systems
VC systems typically contain two modules, feature conversion
and waveform generation. Both of them mainly use neural net-
works and there are several major approaches [10].
Table 2 shows details on the two components used by par-
ticipants for VCC 2020. The converted audio samples of all
Table 2: Details of systems built by participants for VCC 2020. T11, T16, and T22 are baseline systems built by organizers. T18 and
T30 breached rules, so information for their systems is not provided.
Team ID Task 1 Task 2VC model Vocoder VC model Vocoder
T01 PPG-VC (Tacotron) Parallel WaveGAN N/A N/A
T02 PPG-VC (Tacotron) WaveGlow PPG-VC (Tacotron) WaveGlow
T03 AutoVC WaveRNN AutoVC WaveRNN
T04 VQVAE WaveNet N/A N/A
T05 N/A N/A PPG-VC (IAF) WORLD & WaveGlow
T06 StarGAN WORLD StarGAN WORLD
T07 NAUTILUS (Jointly trained TTS VC) WaveNet NAUTILUS (Jointly trained TTS VC) WaveNet
T08 VTLN + Spectral differential WORLD VTLN + Spectral differential WORLD
T09 AutoVC Parallel WaveGAN AutoVC Parallel WaveGAN
T10 ASR-TTS (Transformer) / PPG-VC (LSTM) WaveNet PPG-VC (LSTM) WaveNet
T11 PPG-VC (LSTM) WaveNet PPG-VC (LSTM) WaveNet
T12 ADAGAN AHOcoder ADAGAN AHOcoder
T13 PPG-VC (Tacotron) WaveNet PPG-VC (Tacotron) WaveNet
T14 One shot VC NSF N/A N/A
T15 N/A N/A AutoVC MelGAN
T16 CycleVAE Parallel WaveGAN CycleVAE Parallel WaveGAN
T17 Cotatron MelGAN N/A N/A
T19 VQVAE Parallel WaveGAN VQVAE Parallel WaveGAN
T20 VQVAE Parallel WaveGAN VQVAE Parallel WaveGAN
T21 CycleGAN MelGAN N/A N/A
T22 ASR-TTS (Transformer) Parallel WaveGAN ASR-TTS (Transformer) Parallel WaveGAN
T23 Transformer VC (Jointly trained TTS VC) Parallel WaveGAN CycleVAE WaveNet
T24 PPG-VC (Tacotron) LPCNet PPG-VC (Tacotron) LPCNet
T25 PPG-VC (CBHG) WaveRNN PPG-VC (CBHG) WaveRNN
T26 One shot VC Griffin-Lim One shot VC Griffin-Lim
T27 ASR-TTS (Transformer) Parallel WaveGAN PPG-VC / ASR-TTS (Transformer) Parallel WaveGAN
T28 Tacotron WaveRNN Tacotron WaveRNN
T29 PPG-VC (CBHG) LPCNet PPG-VC (CBHG) LPCNet
T31 Multi-speaker Parrotron WaveGlow Multi-speaker Parrotron WaveGlow
T32 ASR-TTS (Tacotron) WaveRNN ASR-TTS (Tacotron) WaveRNN
T33 ASR-TTS (Tacotron) Parallel WaveGAN PPG-VC (Transformer) Parallel WaveGAN
of the systems are available3. Among the systems, T11, T16,
and T22 are baseline systems built by the organizers. T11
uses the same configuration as the best performing system in
VCC 2018. T16 is the CycleVAE + Parallel WaveGAN sys-
tem [11], which combines a representative encoder-decoder
network-based method with a neural vocoder. T22 is a simple
cascade of state-of-the-art ASR and TTS systems using seq2seq
models, which have shown promising results in the past. Their
converted audio were shared with all challenge participants.
The latter two systems were implemented using open-source
toolkits4.
Since the table includes many instances of jargon, it is not
straightforward to derive any meaningful tendencies or scien-
tific differences. We therefore grouped each of the two compo-
nents into several coarse subgroups.
3Audio samples of baseline T11 are available at https:
//www.dropbox.com/s/ansri259qqe3tpk/VCC20_
refs.zip. The converted samples of baseline T16 and T22
are available at https://drive.google.com/drive/
folders/1tboF-XCDlrxrB6CxUt9rojXRwc5K-LVv
and https://drive.google.com/drive/folders/
1C2BlumRiSNPsOCHgJNZVhpCbOXlBTT1w
4Baseline T16 is based on open-source code available at https://
github.com/bigpon/vcc20_baseline_cyclevae. Base-
line T22 was implemented using the end-to-end speech pro-
cessing toolkit “ESPNet” [12] https://github.com/espnet/
espnet/tree/master/egs/vcc20.
4.3. Feature Conversion
Table 3 presents the models for feature conversion used in the
participants’ systems. According to the submitted system de-
scriptions, the feature conversion models can be grouped into
three sub-categories: 1) encoder-decoder model, 2) generative
adversarial network (GAN) based model, and 3) parallel spec-
tral feature mapping model. In general, the encoder-decoder
and GAN-based models can be utilized with non-parallel data,
while source-target paired data is required for the parallel spec-
tral feature mapping model.
It is also noted that most teams used the same conversion
model for both Task 1 and Task 2, while some teams, e.g., T23
and T33, chose different solutions. It was also observed that
teams 10 and 27 used two conversion models for a single task.
In the following subsections, we summarize the three groups.
4.3.1. Encoder-decoder model
In the encoder-decoder model sub-category, a speech signal is
first encoded into speaker independent (SI) features representa-
tions, e.g., Phonetic PosteriorGram (PPG) [13–15] and text or
other latent content code [16–19]. Then, the decoder is to pre-
dict the corresponding acoustic features or time-domain speech
signals with the SI features. At run-time, the same SI fea-
tures extracted by the encoder from a given speech input are
used to drive the decoder to generate the converted feature or
speech signal. As the decoder is trained to perform a map-
ping between the SI features and the corresponding acoustic
features or speech signals of the same speaker, parallel data is
not needed for model training. The encoder and decoder are
Table 3: Summary of feature conversion models used in submitted systems for Task 1 and Task 2.
Category Conversion model Team ID (Task 1) Team ID (Task 2)
PPG-VC T02, T10, T11, T13, T24,T25, T29, T31
T02, T05, T10, T11, T13, T24,
T25, T27, T29, T31, T33
Encoder-decoder ASR-TTS T10, T22, T27, T32, T33 T22, T27, T32
(non-parallel data) Leverage TTS for VC T07, T23, T17 T07
AutoEncoder T03, T04, T09, T14, T16, T19,T20 , T26
T03, T09, T15, T16, T19, T20,
T23, T26
GAN-based Model CycleGAN T21 N/A
(non-parallel data) StarGAN T06 T06
ADAGAN T12 T12
Parallel Spectral Mapping Tacotron T01, T28 T28
(parallel data) VTLN+spectral differential T08 T08
generally trained with a multi-speaker corpus, and we can con-
trol the speaker identity of synthetic speech by either fine-tuning
the decoder model with a small amount of target speech or by
conditioning the decoder on the basis of a speaker identity vec-
tor, e.g., one-hot vector, i-vector [20], x-vector [21], and similar
neural speaker embedding.
According to Table 3, the encoder-decoder model structure
was the most popular among the submitted systems, where 23
and 22 teams reported having based their work on this structure
for the monolingual and cross-lingual conversion tasks, respec-
tively. The encoder-decoder model structure used by the partic-
ipants can be further divided into four types:
1) PPG-VC: In this framework, speech is first encoded into
a frame-level phonetic information representation. A de-
coder is then trained to transform the PPGs to target
speech. For most systems, the PPG is trained with mono-
lingual speech [14, 15], while, for system T13, bilingual
PPG [22] is used to capture the phonetic information of dif-
ferent languages. For the decoder, various network struc-
tures are reported, e.g., Long Short Term Memory net-
work (LSTM) [15], Tacotron [23], Transformer [24, 25],
CBHG [23], and Inverse Autoregressive Flow (IAF) [26].
In practice, the encoder and decoder can be optimized ei-
ther separately or jointly (system T31) [27].
2) ASR-TTS: In this framework, a pretrained automatic
speech recognition (ASR) model is first used to recog-
nize the text information of a speech signal. A text-to-
speech (TTS) model, e.g., Tacotron [23] and Transformer
TTS [25], is then used to synthesize the target speech with
the text sequence. As the temporal information is discarded
during speech recognition, the duration of converted speech
is also generated by TTS, which is usually different from
that of a source speaker.
3) Leverage TTS for VC: In this framework, TTS systems
were used to boost the performance of VC systems. System
T17 (Cotatron) [28] directly uses a pretrained TTS encoder
to extract linguistic features. Then, the decoder takes the
linguistic features as the input for speech generation. As
the encoder is guided by the text, the text transcription of
source speech is required at run-time. Alternatively, system
T23 (Voice Transformer Network) [29] first initializes the
decoder with pretrained TTS decoder parameters. Then, a
two-stage training is applied to optimize the encoder and
decoder. Different from these two methods, system T07
(NAUTILUS) [30] utilizes a joint architecture, which ac-
cepts either text or speech as input and optimizes the archi-
tecture for both TTS and VC tasks. The core idea is to force
the speech encoder to learn the same speaker-disentangled
latent linguistic embedding as the text encoder. At run-time,
by only feeding the source speech as input, the shared de-
coder generates the converted speech.
4) Auto-encoder: Auto-encoder based VC aims to decouple
input speech into a speaker-independent latent representa-
tion and a speaker latent representation; then; a decoder
learns to reconstruct the original signal with the latent repre-
sentations. For conversion, a new speaker latent vector ex-
tracted from a target speaker and speaker-independent latent
representations extracted from a source speaker are used as
the inputs of the decoder. According to the submitted sys-
tems, four types of models were used: AutoVC [16], VQ-
VAE [17], CycleVAE [11], and one-shot VC [18].
4.3.2. GAN-based model
GAN-based models jointly train a generator network with a dis-
criminator, where an adversarial loss derived from the discrim-
inator is used to encourage the generator outputs to be indis-
tinguishable from real speech features. Thanks to so-called cy-
cle consistency training [31], GAN-based models can also be
trained without using parallel data. CycleGAN-VC [32] is used
in system T21 for one-to-one mapping. It is designed to learn
a spectral mapping G of source to target and its inverse map-
ping F jointly. The network is optimized with a cycle consis-
tency loss combining an adversarial loss and an identity map-
ping loss. StarGAN-VC [33] and adaptive GAN-based VC [34]
are also used for many-to-many conversion, where a speaker
identity vector is used as an additional input of generators to
control the generated speech identity.
4.3.3. Parallel spectral feature mapping model
This group of models relies on parallel utterance pairs of source
and target speakers to build a spectral feature mapping. Two
submitted systems (T01 and T28) were based on the Tacotron
structure, where a speaker embedding is concatenated with en-
coded output to present the speaker identity. System T01 uti-
lizes additional parallel data for conversion model training,
while system T28 artificially generates parallel data using a pre-
trained TTS system. A two-step conversion method is used in
system T08. During training, a vocal tract length normaliza-
tion (VTLN) [35] based warping function and linear pitch fea-
ture conversion are learned. At run-time, the spectral feature
is converted by VTLN, and an intermediate waveform is gener-
ated with converted F0 with original speech features. Then, dif-
ferential spectral compensation [36] is employed for converted
speech generation. For Task 1, the conversion model is trained
with the 20 parallel sentences, while, for Task 2, the INCA al-
gorithm [37] is used to obtain aligned source-target feature pairs
Table 4: Summary of vocoders used in submitted systems for Task 1 and Task 2.
Type Vocoder Team ID (Task 1) Team ID (Task 2)
Neural Vocoder WaveNet T04, T07, T10, T11, T13 T07, T10, T11, T13, T23
(Autoregressive) WaveRNN T03, T25, T28, T32 T03, T25, T28, T32
LPCNet T24, T29 T24, T29
Parallel WaveGAN T01, T09, T16, T19, T20,T22, T23, T27, T33
T09, T16, T19, T20, T22,
T27, T33
Neural Vocoder WaveGlow T02, T31 T02, T05 (denoising), T31
(Non-autoregressive) MelGAN T17, T21 T15
NSF T14 N/A
WORLD T06, T08 T05, T06, T08
Traditional Vocoder AHOcoder T12 T12
Griffin-Lim T26 T26
for model training.
4.4. Waveform generation
The vocoder is another module for VC that plays a crucial role
in generating speech waveforms from converted speech fea-
tures. It affects the quality of converted speech significantly.
Table 4 presents a summary of the vocoders used in the sub-
mitted systems. They can be grouped into three categories:
the auto-regressive neural vocoder, non-autoregressive neural
vocoder, and traditional vocoder. In general, the neural vocoder
works in a data-driven manner, which requires a big amount of
data for training, while traditional vocoders are signal process-
ing approaches. Training data is not required for such models.
We summarize the three groups in the following subsections.
4.4.1. Neural vocoder (autoregressive)
The autoregressive neural vocoder is a generative network that
directly models the relationships among time-domain speech
samples. It predicts the distribution of a current sample condi-
tioned on the previous generated samples and auxiliary speech
features, e.g., mel-spectrum. In practice, the network can be im-
plemented using either a convolutional neural network (CNN)
or recurrent neural network (RNN). As shown in Table 4, 11
participants chose the autoregressive neural vocoder for speech
signal generation. Specifically, five teams used WaveNet [38],
while four and two teams used WaveRNN [39] and LPCNet [40]
in their system implementation, respectively.
4.4.2. Neural vocoder (non-autoregressive)
The non-autoregressive neural vocoder is another type of time-
domain waveform modeling approach. In practice, different
models are used in implementation, e.g., flow-based, GAN-
based, and neural source-filter models. Due to the parallel gen-
eration mechanism, these models work much faster than their
auto-regressive counterparts. According to the submissions, 14
and 11 teams chose non-autoregressive neural vocoders for Task
1 and Task 2, respectively. Among the submissions, Parallel
WaveGAN [41] was the most popular one, where nine and seven
teams chose it to generate converted speech for Task 1 and Task
2, respectively, while WaveGlow [42], MelGAN [43], and the
neural source-filter waveform model (NSF) [44] were also used
in some implementations.
4.4.3. Traditional vocoder
Traditional vocoders are pure signal-processing methods, which
are generally built on the basis of different assumptions to
model the process of human speech generation. For example,
the source-filter model is based on the assumption that a target
spectrum can be obtained by modulating an excitation signal us-
ing a filter corresponding to the vocal tract, while the harmonic
plus noise model (HNM) assumes that speech signals can be
decomposed into a harmonic band and a noise-like band. Alter-
natively, Griffin-Lim [45] generates speech by reconstructing
the phase on the basis of the spectrum magnitude. As shown in
Table 4, there are two and three teams that used WORLD [46]
for Task 1 and Task 2, respectively. Another two teams used
AHOcoder [47] and Griffin-Lim in their systems.
We note that additional algorithms are also used for wave-
form generation. Specifically, for system T05, a WORLD
vocoder is used to reconstruct speech signals from converted
speech features, followed by a WaveGlow for denoising. Sys-
tem T13 also applies a vowel-focused denoising (WebRtc NS5)
after the WaveNet vocoder. Additionally, system T08 first uses
the WORLD vocoder to generate an intermediate waveform;
then, a time-domain spectral differential is employed for gen-
erating converted speech.
4.5. Brief descriptions of T10
Among those systems, team T10 obtained impressive results
as we will describe in the next section. Fortunately, team T10
kindly provided us with a more detailed description of their sys-
tem to make our analysis more meaningful.
For Task 1, the T10 system was constructed on the basis
of two approaches. The first was ASR-TTS, which concate-
nated an ASR module with a TTS module. At the conver-
sion stage, source speech was first fed into an English ASR
engine provided by iFlytek to obtain transcriptions. Then,
speaker-dependent transformer-based TTS models predicted
mel-spectrograms from input transcriptions. Finally, speaker-
dependent WaveNet vocoders, which used single Gaussian out-
put distributions, reconstructed 24-kHz/16-bit waveforms from
the predicted mel-spectrograms. Furthermore, a prosody en-
coder was connected with the transformer-based TTS model
to extract sentence-level prosody code from the source speech
and to use it at the conversion stage. Preliminary experiments
showed that this modification can help to slightly improve the
naturalness of converted speech for the conversion pairs in
which TEF2 was the target speaker. Therefore, the prosody en-
coder was only utilized for these pairs in the submitted results
for T10.
The second approach followed the PPG-VC framework
[13] and was developed on the basis of the N10 system in
VCC2018 [15]. Several improvements were made. First, an au-
toregressive structure was introduced into LSTM-based acous-
5https://github.com/cpuimage/WebRTC_NS
tic feature predictors for generating mel-spectrograms from bot-
tleneck features extracted by an English ASR acoustic model.
Second, at the conversion stage, the sequences of the bottleneck
features were interpolated to compensate for the mismatch be-
tween the speaking rates of two speakers. Third, 24-kHz/16-bit
waveforms, instead of 16-kHz/10-bit ones, were recovered from
the predicted mel-spectrograms by speaker-dependent WaveNet
vocoders.
In both approaches, the transformer-based TTS models,
acoustic feature predictors, and WaveNet vocoders were pre-
trained by a large multi-speaker dataset and then fine-tuned
on the target speaker. For generating the final results, the
first approach was the default one, and the second approach
was adopted only by the conversion pairs of SEM1-TEM1 and
SEM1-TEM2 according to internal evaluations on the develop-
ment data.
For Task 2, the T10 system was constructed in the same
way as the second approach for Task 1. Preliminary experi-
ments found that the F0 contours of the conversion pairs SEF1-
TGM1, SEM1-TGM1, and SEM2-TGM1 were not satisfactory.
Therefore, the logarithmic F0s of source speech were linearly
converted and then used for these pairs.
5. Subjective evaluation
One of the evaluation methodologies adopted for VCC 2020 is
subjective evaluation based on listening tests. Here, we describe
the design and results of the tests. We also carried out an objec-
tive evaluation, and it will be reported in a separate paper [48].
5.1. Motivations and evaluation methodology
What we want to find out is the naturalness and speaker similar-
ity of the converted samples in a similar way to the evaluation
methodology used in previous VCCs. However, the evaluation
methodology needed to be refined so that we could evaluate
cross-lingual VC properly. In particular, we changed the nat-
uralness and speaker similarity evaluation in Task 2:
• In addition to natural speech in English, natural speech in
either German, Finnish, and Mandarin was also rated by
subjects.
• In addition to reference speech in English, reference speech
in either German, Finnish, and Mandarin was also presented
to subjects for judging speaker similarity across languages.
5.2. Experimental setup
We also investigated different types of listeners. One of
the main applications of cross-lingual VC is speech-to-speech
translation. In such applications, speech-to-speech translation
may be used for travelers (that is, German, Finnish, and Man-
darin) to be able to communicate with people in foreign coun-
tries (e.g., Japan), where English is used as or supposed to be
a L2 language. In this scenario, the expected listeners may not
be native speakers of English. Therefore, we recruited both na-
tive speakers of English and non-native speakers of English (in
this case, Japanese) to observe the differences brought about by
listeners.
The evaluation instructions and scales given to the subjects
were the same as for the previous VCCs. To evaluate natural-
ness, listeners were given the instruction below:
Part 1: Listen to the following audio and rate it for qual-
ity. Some of the audio samples you will hear are of
high quality, but some of them may sound artificial due
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Figure 2: Age and accent distribution of English and Japanese
listeners.
to deterioration caused by computer processing. Please
evaluate the voice quality on a scale of 1 to 5 from “Ex-
cellent” to “Bad.” Quality does not mean that the pro-
nunciation is good or bad. If the pronunciation of the
English is unnatural but the sound quality is very good,
please choose “Excellent.”
They were then asked to rate how natural the speech sounded
on a five-point scale: (1) Bad, (2) Poor, (3) Fair, (4) Good, and
(5) Excellent. Again, in addition to natural speech in English,
natural speech in either German, Finnish, or Mandarin was also
rated by the subjects for Task 2.
To evaluate the speaker similarity of converted samples to
reference audio, the same/different paradigm from VCC 2018
was used. The listeners were given the instruction below:
Part 2: Please listen to the following two audio samples
and rate them for speaker similarity. Please consider
who is speaking according to the characteristics of the
sound and then make a choice using a 4-level scale that
varies from “Same (sure)” to “Different (sure)” to rate
the speaker similarity of the two audio samples. Please
do not consider the content or language to which you
are listening.
Figure 3: Groupings of systems that did not differ significantly from each other in terms of naturalness for Task 1.
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Figure 4: Naturalness results for Task 1. MOS scores are arranged in accordance with their mean (red dot). Bars are colored on basis
of feature conversion categories.
They were then asked to rate the speaker similarity of the two
samples on a four-point scale: (4) same speaker, absolutely
sure, (3) same speaker, not sure, (2) different speaker, not sure,
(1) different speaker, absolutely sure. Again, the reference
speech could be in English or either German, Finnish, or Man-
darin for Task 2.
We subcontracted the crowd-sourced perceptual evaluation
with English and Japanese listeners to Lionbridge Technologies
Inc. and Koto Ltd., respectively. The two sets of perceptual
evaluation required a total of ¥738,128 Japanese yen (approx.
6,900 USD). Please note that we did not ask the participants to
pay this expensive fee6.
Given the extremely large costs required for the perceptual
evaluation, we selected 5 utterances (E30001, E30002, E30003,
E30004, E30005) only from each speaker of each team. To eval-
uate the speaker similarity of the cross-lingual task, we used au-
dio in both the English language and in the target speaker’s L2
language as reference. For each source-target speaker pair, we
selected three English recordings and two L2 language record-
ings as the natural reference for the converted five utterances.
Each evaluation set contained 62 webpages, and each web-
page had 3 unique audio samples: one to evaluate its quality,
one to evaluate its speaker similarity, and the other was used as
a reference for evaluating speaker similarity. All of them corre-
sponded to a total of 62 different systems: 31 for intra-lingual
and 28 for cross-lingual systems; 1 system was for evaluating
target samples, and 2 systems were used to evaluate source
samples (one system was used for comparison with the intra-
language reference and another for comparison with the cross-
lingual reference).
Each audio sample in Task 1 was rated 6 times, and each
6Challenge participants may be charged in future challenges.
sample in Task 2 was rated 4 times. Each source speech sam-
ple was evaluated at least 4 times, and each target sample was
evaluated 12 times. In total, 480 evaluation sets were employed
to cover all 29,760 data points. Before doing the experiment,
all of the VC audio files were converted to 24 kHz and 16-bit
precision in signed integer PCM format.
We prepared two identical experiments, and the two sub-
contracted companies recruited English and Japanese listeners,
respectively. For the experiment participated in by English sub-
jects, we had a total of 68 unique valid listeners (32 female, 33
male, and 3 unknown), and they evaluated 472 sets, with an av-
erage of 7 sets per participant. For the experiment participated
in by Japan listeners, we had a total of 206 unique valid listeners
(96 male and 110 female), and they evaluated 475 sets, with an
average of 2.31 sets per participant. Figure 2 shows the accent
and age distribution of the English and Japanese listeners. We
can see that almost half of the English participants were in their
30s or 40s, and most of them had American or British accents.
We can also see that most of the Japanese listeners were also in
their 30s or 40s, which was similar to the distribution of English
listeners.
In the following subsections, we will first show the results
for the English subjects.
5.3. Evaluation results – English listeners –
5.3.1. Task 1 - Naturalness
Figure 4 shows box plots and mean scores for the results of
the naturalness evaluation averaged across all speaker pairs, and
Figure 3 shows Wilcoxon signed-rank tests with Bonferroni cor-
rection (α = 0.01) in which systems are grouped that did not
differ significantly from each other in Task 1. TAR and SOU
refer to the natural speech of the target speaker and the source
Figure 5: Groupings of systems that did not differ significantly from each other in terms of similarity to target speaker for Task 1.
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Figure 6: Similarity results of the target speaker for Task 1. Similarity scores are arranged in accordance with their mean value (red
dot).
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Figure 7: Scatter plot matching naturalness and scores of sim-
ilarity to target speaker for Task 1 when averaging all speaker
pairs (y-axis is similarity percentage).
speaker, respectively. Again, T11, T16, and T22 were the base-
line systems described in Section 4.2. The colors of the boxplot
represent the feature conversion categories described in Section
4.3. Colorization based on the vocoder types described in Sec-
tion 4.4 is shown in Appendix A.
Comparison with T11: From Figure 4, we can first see that
T10 and T13 obtained the highest MOS values among the VC
systems, and their improvements compared with T11, which
was the best performing system in VCC 2018, were statisti-
cally significant. Strictly speaking, T10 was better than any of
the other VC systems apart from T13, while T13 was not bet-
ter than T10, T29, and T25 but significantly better than any of
the other systems. We can therefore say that VC performance
has improved within the past two years in terms of naturalness.
Both of them use PPG-based approaches. We can also see that
T29, T25, T27, and T30 were also as good as T11 and were not
significantly different from T11.
Comparison with humans: T10 and T13 achieved the highest
scores, but their scores were still lower than those for the nat-
ural speech of the source and target speakers, and their differ-
ences were statistically significant. In other words, VC systems
have advanced within the past two years, but none of them have
achieved human-level naturalness yet. In terms of audio natu-
ralness, basic intra-lingual VC has not been completely solved.
PPG vs TTS: We can see that most of the best performing sys-
tems used PPG (T10, T13, T25, T29) entirely or partially. We
can also see that VC systems using a combination of ASR and
TTS systems (T27, T33, T32, and T22) are located in the up-
per group. It seems that as long as we can obtain ASR systems
suitable for target speakers, the combination of ASR and TTS
is also a reasonable approach for VC.
5.3.2. Task 1 - Speaker similarity
Figure 6 shows the results for the speaker similarity evalua-
tion for Task 1. The similarity percentage is defined as the
Figure 8: Groupings of systems that did not differ significantly from each other in terms of naturalness for Task 2.
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Figure 9: Naturalness results for Task 2. MOS scores are arranged in accordance with their mean (red dot). Bars are colored on basis
of feature conversion categories.
added percentage of the same (not sure) and same (sure) scores
for the system like in our previous challenges. The averaged
similarity scores are also shown. Figure 5 shows the signifi-
cance groupings of the VC systems. Like naturalness, we used
Wilcoxon signed-rank tests with Bonferroni correction (α =
0.01) for grouping systems that did not differ significantly from
each other in Task 1.
Comparison with T11: From the figures, we can see that eight
systems (T10, T22, T27, T13, T33, T23, T29, and T07) ob-
tained the highest speaker similarity scores among the VC sys-
tems, and their improvements compared with T11 were statisti-
cally significant. We can therefore say that VC performance has
improved within the past two years in terms of speaker similar-
ity as well as naturalness. There were no significant differences
among the eight best performing systems.
Comparison with humans: According to Figure 5, the simi-
larity scores of the eight teams were not significantly different
from the natural speech of the target speaker. In fact, over 90%
of the converted speech samples were judged to be the same
as the target speakers by the listeners. In other words, the best
performing systems achieved human-level speaker similarity, so
the basic intra-lingual VC task has been solved in the sense of
speaker similarity. We think that this is a historical achievement
for VC research.
PPG vs TTS: We can see that, in addition to PPG-based ap-
proaches (T10 and T13), a combination of ASR and TTS sys-
tems (T22, T27, and T33) and hybrid TTS/VC systems (T07
and T23) also had equally good speaker similarity.
Figure 7 shows a scatter plot matching naturalness and per-
centage of similarity to the target speaker for Task 1. We can
see that many of the systems have trade-offs between natural-
ness and speaker similarity and that most have to improve either
similarity or naturalness. T10 is again the closest to the natural
speech of the target speaker.
5.3.3. Task 2 - Naturalness
Figure 9 shows a boxplot and mean scores for the results of
the naturalness evaluation for Task 2 (cross-lingual conversion
task) when considering all L2 languages. Figure 10 shows the
significance testing results.
Comparison with T11: In a similar way to the basic intra-
lingual VC results, we can first see that T10 obtained the highest
MOS values among the VC systems and that it is significantly
better than any of the other VC systems. We can also see that
T13, T25, and T29 are also as good as T11 and not significantly
different from T11.
Comparison with Task 1: T10, however, suffered a drop in
naturalness of 0.75 points in MOS score compared with the
intra-lingual task. In fact, most teams who joined both tasks
obtained a lower quality evaluation in Task 2, except for T08,
T20, and T28. This clearly indicates an increase in the com-
plexity of the cross-lingual conversion task.
Comparison with human: Moreover, it is interesting to ob-
serve that T10 achieved the highest scores and was not signifi-
cantly different from the natural speech of the target speaker.
PPG vs TTS: We can see that most of the best performing sys-
tems used PPG (T10, T13, T25). We can also see that VC sys-
tems using a combination of ASR and TTS systems (T27, T33,
and T22) obtained lower scores. It seems that the PPG approach
is more suitable than the combination of ASR and TTS in the
case of the cross-lingual conversion task.
Figure 10: Groupings of systems that did not differ significantly from each other in terms of similarity for Task 2.
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Figure 11: Similarity results of target speaker for Task 2. Similarity scores are arranged in accordance with their mean value (red dot).
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Figure 12: Scatter plot matching naturalness and similarity
scores to target speaker for cross-lingual conversion task when
averaging all speaker pairs (y-axis is similarity percentage).
5.3.4. Task 2 - Speaker similarity
Figure 11 shows the results of the speaker similarity evaluation
for Task 2. Figure 10 shows the significance groupings of the
VC systems.
Comparison with T11: From the figures, we can see that three
systems (T10, T29, and T07) obtained encouraging results, and
their speaker similarity scores were significantly better than
T11. We can also see that T10 and T29 were not significantly
different from each other, but only T10 was better than T07.
Comparison with humans and Task 1: According to Fig-
ure 10, all of the VC systems had much lower similarity scores
than for natural speech, and the differences are statistically sig-
nificant. Only less than 80% of the converted speech samples
were judged to be the same as target speakers by listeners. Com-
pared with the basic intra-lingual VC task where the eight sys-
tems achieved human-level speaker similarity, the cross-lingual
VC has room for improvement.
PPG vs TTS: Again, it seems that the PPG approach (T10 and
T29) and linguistic latent vector approach (T07) are more suit-
able than the combination of ASR and TTS in the case of the
cross-lingual conversion task.
Figure 12 shows a scatter plot matching naturalness and
percentage of similarity to the target speaker for Task 2. We
can see that, again, T10 and T29 were the closest to the actual
natural speech of the target speaker and that there was an obvi-
ous gap between natural speech and VC systems.
5.3.5. Summary of the listening tests
From the above results of the listening tests for VCC 2020, we
observed that VC methods have progressed rapidly. In partic-
ular, the speaker similarity scores of the best performing sys-
tems turned out to be as good as natural speech in the intra-
lingual semi-parallel VC task, and not only PPG-based ap-
proaches but also a combination of ASR and TTS systems and
hybrid TTS/VC systems also demonstrated good speaker con-
version performance. However, we confirmed that none of them
have achieved human-level naturalness yet for the intra-lingual
semi-parallel VC task. One of the reasons we obtained different
conclusions for naturalness and speaker similarity could be due
to the abilities of human perception. It is known that humans
do not have good speaker discrimination abilities and perform
much worse than automatic speaker verification systems.
The cross-lingual conversion task is, as expected, a more
difficult task, and the overall naturalness and similarity scores
were lower than the intra-lingual conversion task. However, we
observed encouraging results, and the MOS scores of the best
systems were higher than 4.0. We also observed that the cas-
caded approach of ASR and TTS was not necessarily the best
for the cross-lingual conversion task.
6. Further analysis of VCC 2020 results
Since this is the first large-scale listening test for cross-lingual
VC, we carried out a few additional analyses to gain more in-
sight into cross-lingual VC and the subjects’ behavior in this
section.
One of our first questions was whether non-native listen-
ers judge naturalness and speaker similarity in the same way
as native subjects or not. How do they judge cross-lingual VC
cases in particular? As we described earlier, we recruited both
native speakers of English and non-native speakers of English
(Japanese), and they completed identical listening tests in order
to answer this question.
Second, we are also interested in finding out how subjects
judge speaker similarity when they listen to reference audio in
an L2 language. In the intra-lingual VC task, the reference au-
dio is always in the same language as the input speech to be
converted. However, in cross-lingual VC, the reference audio
may be in a different language from that of input speech. It
would be scientifically interesting to see whether subjects judge
speaker similarity differently when they listen to reference au-
dio spoken in a different language but uttered by the same target
speaker.
Third, the cross-lingual VC performance may differ accord-
ing to the language of the target speaker. We therefore show a
breakdown of cross-lingual VC performance per language of
target speakers and analyze how the target speaker’s language
affected the performance.
6.1. Do Japanese listeners judge naturalness and speaker
similarity in the same way as English subjects?
As we described earlier, the Japanese listeners also took the
same listening tests as English listeners. We show detailed
evaluation results (naturalness, speaker similarity, and their sig-
nificant differences in Tasks 1 and 2) obtained with Japanese
listeners in Appendix B. Here, we discuss correlation and the
difference in the evaluation results between these two kinds of
listeners.
Figures 13 and 14 show scatter plots matching the natural-
ness scores or speaker similarity scores of the Japanese listen-
ers and English listeners for Task 1 or Task 2, respectively. As
we can see from the figures, the Japanese listeners’ judgements
were well correlated with those of the English listeners in terms
of both naturalness and speaker similarity. This is true for both
Task 1 and Task 2. Their correlation values were 0.965, 0.984,
0.973, and 0.968, respectively.
However, we can also see some minor differences between
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Figure 13: Scatter plot matching naturalness scores (top) and
similarity scores (bottom) of Japanese listeners and English lis-
teners for Task 1.
their judgements. For instance, English listeners gave lower
scores than Japanese listeners for T28, T19, and T03 in both
Tasks 1 and 2. After listening to the converted audio samples,
we found that the three systems had very bad speech intelligi-
bility.
According to our results, although there were a few incon-
sistencies among the two listener groups, it seems acceptable
to use non-native listeners to assess the performance of cross-
lingual VC systems to some extent.
6.2. Do subjects judge speaker similarity differently when
they listen to reference audio in L2 language?
Next, we show the results to demonstrate how the subjects
judged speaker similarity when they listened to the reference
audio in either English or the L2 language. As described in
Section 5.2, we presented reference audio recordings in English
for three fifths of cases and presented audio recordings in L2
language uttered by the same target speakers for two fifths of
cases by design, and, hence, we could compute speaker similar-
ity scores separately according to the language of the reference
audio.
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Figure 14: Scatter plot matching naturalness scores (top) and
similarity scores (bottom) of Japanese listeners and English lis-
teners for Task 2.
The top part of Figure 15 shows a scatter plot including a
breakdown of speaker-similarity evaluation results for English
listeners, and the bottom part shows those for Japanese listeners.
In the scatter plots, we used the same naturalness scores for both
the English reference case and L2 language reference case for
convenience.
We can see that subjects generally gave lower speaker simi-
larity scores in the case of the L2 language reference even if the
reference audio was uttered by the same target speaker. This
would be because speaker verification across languages is not
an easy task for humans as reported in [49], and, hence, sub-
jects felt hesitation in choosing “Same (sure).” However, we
can also see a few exceptions. T24, T19, and T18 had higher
speaker similarity scores when the reference audio was in the
L2 language.
From this analysis, we could conclude that the choice of the
language of the reference audio is very important. If the refer-
ence audio is different from that of input speech to be converted,
speaker similarity scores given by subjects may become lower
overall due to the language barrier.
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Figure 15: Scatter plot matching naturalness and scores of simi-
larity to target speaker for Task 2 when using different language
audio as reference (y-axis is similarity percentage). Top part
shows results for English listeners. Bottom part shows results
for Japanese listeners.
6.3. Is cross-lingual VC performance affected by the lan-
guage of target speakers?
We can easily hypothesize that the cross-lingual VC perfor-
mance may differ according to the language of the target
speaker, but it is not clear whether it affects naturalness or
speaker similarity or both. Here, we therefore show a break-
down of the cross-lingual VC performance per target-speaker
language in Figure 16. The top and bottom parts show the re-
sults for English and Japanese listeners, respectively. To show
relative differences among the languages, we also computed the
relative scores of each language to the mean and plotted the re-
sults in Figure 17.
From the figure, we can first see that the language of the
target speakers affected both the speaker similarity and natural-
ness of the VC systems. We can also observe that most of the
VC systems had the highest MOS and similarity scores for Ger-
man target speakers and lowest similarity scores for Mandarin
speakers. This may be partially due to linguistic distances to
English, but this requires further investigation.
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Figure 16: Scatter plot matching naturalness and similarity
scores of each L2 language to target speaker for Task 2 (y-axis
is similarity percentage). Top part shows results for English
listeners. Bottom part shows results for Japanese listeners.
7. Conclusion
The voice conversion challenge is a bi-annual scientific event
held to compare and understand different VC systems built on
a common dataset. In 2020, we organized the third edition of
the challenge and constructed and distributed a new database
for two tasks, intra-lingual semi-parallel and cross-lingual voice
conversion. The participants were given two months and two
weeks to build VC systems, and we received a total of 33 sub-
missions, including 3 baselines built on the database. From the
results of crowd-sourced listening tests, we saw that VC meth-
ods have progressed rapidly thanks to advanced deep learning
methods. In particular, the speaker similarity scores of sev-
eral systems turned out to be as high as target speakers in the
intra-lingual semi-parallel VC task. However, we confirmed
that none of them have achieved human-level naturalness yet
for the same task. The cross-lingual conversion task is, as ex-
pected, a more difficult task, and the overall naturalness and
similarity scores were lower than the intra-lingual conversion
task. However, we observed encouraging results, and the MOS
scores of the best systems were higher than 4.0.
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Figure 17: Scatter plot matching relative naturalness and simi-
larity scores of each L2 language to target speaker for Task 2 .
Top part shows results for English listeners. Bottom part shows
results for Japanese listeners.
We also provided a few additional analysis results to aid in
understanding cross-lingual voice conversion better. We tried to
answer three questions and showed our insights: 1) Do Japanese
listeners judge naturalness and speaker similarity in the same
way as English subjects? 2) Do subjects judge speaker simi-
larity differently when they listen to reference audio in L2 lan-
guage? and 3) Is cross-lingual VC performance affected by the
language of target speakers? The insights could help us to im-
prove and evaluate cross-lingual voice conversion in the future.
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A. Vocoder type comparisons
Here, we show colorization results based on the vocoder types described in Section 4.4. The top and bottom parts of Figure 18 show
the naturalness results for Task 1 (top) and Task 2 (bottom) and the corresponding vocoder types used for each system.
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Figure 18: Naturalness results for Task 1 (top) and Task 2 (bottom). MOS scores are arranged in accordance with their mean (red dot).
Bars are colored on basis of vocoder categories.
B. Evaluation results Japanese listeners –
Here, we show the evaluation results for the Japanese listeners. The total number of unique valid listeners was 206. We used the same
figure formats as for the English results described in Section 5.3. Figures 19 and 20 show the results of the naturalness and speaker
similarity evaluation for Task 1, respectively, and Figures 21 and 22 show those for Task 2, respectively.
The general tendencies were the same as those of the English listeners. For instance, the speaker similarity scores for several of the
systems were as high as the target speakers in Task 1, whereas all of the VC systems had lower speaker similarity scores than the target
speakers in Task 2. One difference is that the naturalness of T10 was rated as good as the natural speech of the target speakers (as well
as speaker similarity) in Task 1, and there were no significant differences between them. For the Japanese listeners, the converted audio
produced by T10 sounded as if it were from target speakers. This was not the case for the English listeners.
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Figure 19: Naturalness results for Task 1 and groupings of systems that did not differ significantly from each other. Bars are colored
based on vocoder categories.
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Figure 20: Similarity results of target speaker for Task 1 and groupings of systems that did not differ significantly from each other.
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Figure 21: Naturalness results for Task 2 and groupings of systems that did not differ significantly from each other.
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Figure 22: Similarity results of target speaker for Task 2. Similarity scores are arranged in accordance with their mean value (red dot).
