It has been observed for some time that the standard (classical) discretization methods of differential equations often produce difference equations that do not share their dynamics Mickens [21] . An illustrative example is the logistic difference equations )
species A and B can be modeled by the following system of differential equations: [21] and by Lotka in 1920 [12] . Here, r 1 , and r 2 represent intrinsic growth (or decay) rate for species A, and B respectively, while a 11 , a 22 represents the negative effects of squabbles among members of the same species A, and B, respectively. Finally, a 12 represents the effect on the growth of species A from species B, and a 21 represents the effect on the growth of species B from species A. It is now evident that a 11 ≥ 0 and a 22 ≥ 0. However, for the signs of a 12 and a 21 , we have three cases:
Case I: Competitive species: a 12 ≥ 0, a 21 ≥ 0. Case II: Cooperative species: a 12 ≤ 0, a 21 ≤ 0. Case III: Predator-prey species: a 12 > 0, a 21 < 0 or a 12 < 0, a 21 > 0 -a 12 x(t) y(t) < 0 The presence of B produces a negative effect on the growth of A. (x (t, x 0 ), y(t, y 0 )) ∈ U for all t ≥ 0. 
We are in a position to state the main stability result for system (2.1).
Theorem [2] Suppose that system (2.1) has an asymptotically stable positive equilibrium point (x * , y * ) then (x * , y * ) is globally asymptotically stable if a 11 > 0, a 22 > 0.
Classical Discretization
There are numerous discretization schemes in numerical analysis literature. The simplest numerical scheme is the forward Euler in which dx/dt is replaced h
, where h is the step size of the numerical method. Making this replacement in eq.(2.1) and letting t = nh, x(t) = x(nh) = x(n), and y(t) = y(nh) = y(n) yield the difference system; Observed that the dynamics of Eq. (3.1) differs form that of Eq. (2.1) and for some parameter values may exhibit chaotic behavior. Hence, the search for a better numerical scheme continues. Another popular method is to consider Eq. (2.1) with a piecewise constant arguments [22] as follows: Where 0 ≤ n ≤ t < n+1, and   t is the greatest integer in t. Integrating both sides of Eq. (3.2) yields; If we let t → n+1 in the preceding system, we obtain the following system of difference equations. System (3.4) has been investigated by Krawcewicz and Rogers [10] for the case of cooperative systems (a 12 ≤ 0, a 21 < 0) and by Jiang and Rogers [9] for competitive systems (a 12 ≥ 0, a 21 ≥ 0). In both cases, it was shown that system (3.4) may exhibit a dynamical behavior quite different from its continuing counterpart (2.1).
In spite of its deficiency, system (3.3) has been given a lot of attention by several authors including Hofbauer [8] , Dohtani [3] .
Nonstandard Discretization Schemes
One of the main aims of numerical analysis is to find a numerical scheme that produces difference equations that exhibits the same qualitative behavior as its continuous counterpart (differential equations). We say that a difference equation is dynamically consistent with its differential equation if they both posses the same dynamics such as stability, Bifurcation and chaos. In [14] We now let t = nh, and x(nh) = x(n) in (4.2). Hence, we have
Observe that the solutions of Eq. may be written in the form:
Notice that (4.4) is similar to the difference equation obtained by forward Euler's method with two major differences: (i) h in the denominator of the left hand side is now replaced by a function of h, φ(h) , (ii) the term x 2 (t) is now replaced by x(t) x(t+h). The resulting equation is given by;
We now formulize the above steps for the general differential equation: Step 1 : Replace the derivative dx/dt by an expression of the form ) h (
, where 
(h) = h +O(h).
Step 2: Vary the nonlinear terms by non-local expressions for example, For step 1, the main question is how to chose the appropriate function φ 1 (h) and φ 2 (h). At this time, we are unable to give a general method for the selection of these "denominator" functions.
However, we will demonstrate to the reader some special techniques that produce appropriate "denominator" function [11] .
As for step 2, the selection of appropriate expressions provides to be simple for competitive and cooperative Lotka-Volterra systems and most challenging for predator-prey model [11] . While performing step 2, one should make sure that solutions with non-negative initial value must stay non-negative all the time, i.e., the cone;
Must be invariant.
Other Nonstandard Numerical Schemes
In this section, we consider the discretization of the following simple predator-prey model; . In [16] , the author employed a discretization scheme attributed to W. Kahan that produces a difference equation whose solutions stay on closed curves.
He proposed the following discretization scheme: 
Note that the discretization (5.3) differs from all classical discretization schemes. It replaces the nonlinear term x(t)y(t) by (1/2) (x(t+h) y(t)+x(t) y(t+h)) while it is replaced by (1/2) (x(t+h) y(t+h) + x(t)y(t)) in the standard trapezoidal rule and by:
(1/2) (x(t+h) + x(t)) (y(t+h) + y(t)) in the midpoint rule.
To explain Kahan's scheme (5.3) works while most of other numerical schemes produce spiraling solutions, the author in [16] observed that for systems of differential equations in the plane, the situation where all trajectories in the x 2 (t) x(t) x(t+h) y 2 (t) y(t) y(t+h) y(t) x(t) x(t) y(t+h)
x(t+h) y(t)
x(t) y(t) phase spaces are closed curves in nongeneric, i.e., atypical. Hence in this case any small perturbation of the right-hand side may change the closed curves into spirals. The effect of numerical integration amount to changing the system being solved into a nearby system whose solutions would typically spiral. There is, however, a class of differential equations in the plane where closed curves are typical. This is the class of canonical Hamiltonian systems of the form; Where H=H(x,y) is a Hamiltonian function [17] . The most important of system (5.5) is that is trajectories are the level curves of the Hamiltonian function H. Moreover, if all trajectories of system (5.5) are closed then all nearby Hamiltonian systems also have closed trajectories. We also observe that the flow φ h induced by system (5.5), where φ h (x(t),y(t)) = (x(t+h), y(t+h)) is an area-preserving map. Hence we should look for a numerical scheme that is also area-preserving.
Such numerical schemes are called canonical. This precisely what Kahan's scheme (5.3) achieves? Now, according to KAM theory [17] , a canonical numerical method applied to a canonical Hamiltonian system preserves the property of closed curves. It is straightforward to verify that the system (5.1) is not Hamiltonian since its vector field (f,g) is not divergence free, 
A Kolmogorov Model of Cooperative Systems
In [13] , Robert may suggested the following differential system to model a cooperative system of two species with densities x(t) and y(t): Where r 1 ,r 2 ,α 1 , β 1 , α 2 , β 2 are positive numbers. Model (6.1) it is known that if: α 1 α 2 < 1, then system (6.1) has globally asymptotically stable positive equilibrium point (x * ,y * ) [6] . Although the discretization in (3.2) and (3.3) produced a dynamically inconsistent difference equation for Model (2.1), it has been effective in dealing with Model (6.1) [7] . As in (3.2), we consider a modification of system (6.1) to a system of picewise-constant argument Where   t denotes the greatest integer in t. Integrating both side of (6.2) on [n , n+1) And letting t → n+1 yields the difference systems: Where n ∈ Z + , and R 1 (n) = β 1 + α 1 y(n), R 2 (n) = β 2 + α 2 x(n) . It can be shown that all positive solutions of Eq. (6.3) are bounded away from zero. Moreover, if α 1 α 2 < 1, then all positive solutions of Eq.(6.3) are bounded above [7] . 
