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Introduction
An important problem in empirical finance consists in testing the efficiency of a market portfolio by assessing the statistical significance of the intercepts of a multivariate linear regression (MLR) on asset returns [the capital asset pricing model (CAPM)]; see MacKinlay (1987) , Jobson and Korkie (1989) , Gibbons, Ross and Shanken (1989, henceforth GRS) , Shanken (1996), Campbell, Lo and MacKinlay (1997, Chapters 5 and 6) , Stewart (1997) , and Fama and French (2003) . Traditional statistical theory supplies a reliable distributional theory mainly in the case where the disturbances in the model follow a Gaussian distribution; see, for example, Anderson (1984, chapters 8 and 13) and Rao (1973, chapter 8) . However, in financial data, the Gaussian assumption is typically inappropriate, because asset returns often exhibit excess kurtosis and asymmetries; see, for example, Fama (1965) , Baillie and Bollerslev (1989) , Beaulieu (1998), and Beaulieu (2003) . Further, asymptotic approximations aimed at relaxing the Gaussian assumption tend to be unreliable in multivariate models such as those considered in CAPM applications, especially when the number of equations (or assets) is not small; see Campbell et al. (1997, Chapter 5) , Gibbons et al. (1989) , Shanken (1996, Section 3.4 .2) and Dufour and Khalaf (2002b) . Consequently, it is important from an inference viewpoint that we approach this problem from a finite sample perspective. 1 In recent work and Beaulieu, Dufour and Khalaf (2004) ], we considered this problem by developing exact efficiency tests of the market portfolio in the case where the CAPM disturbances follow t distributions or normal mixtures. In particular, we observed that: (i) monthly returns reject multivariate normality conclusively, and (ii) CAPM-based on the assumption of elliptical errors yield less rejections than those based on the (erroneous) normality assumption. The latter result obtains if the (unknown) parameters underlying the elliptical error distribution are formally accounted for. 2 Indeed, the whole issue centers on the uncertainty associated with unknown (nuisance) parameters, one of the main difficulties which complicate the development of exact tests. This analysis was however restricted to symmetric error distributions.
In the present paper, we consider distributional models that can accommodate more pronounced skewness and kurtosis. Specifically, we study the case where the disturbances in a CAPM regression can follow stable possibly asymmetric distributions. Our results reveal notable differences with respect to the mainstream elliptical framework. Besides being consistent with optimization arguments underlying the CAPM [see Samuelson (1967) ], the family of stable distributions is entailed by various central limit arguments in probability theory (as an alternative to the Gaussian distribution) and has often been suggested as a useful model for return and price distributions in finance; see, for example, Mandelbrot (1963) , Ibragimov and Linnik (1975) , Zolotarev (1986) , Cambanis, Samorodnitsky and Taqqu (1991) , Samorodnitsky and Taqqu (1994) , Embrechts, Klüppelberg and Mikosch 1 (1997), Mittnik (1999a, 1999b) , Uchaikin and Zolotarev (1999) , Adler, Feldman and Taqqu (2000) , Mittnik, Paolella and Rachev (2000) , Rachev and Mittnik (2000) , and Meerschaert and Scheffler (2001) . One should note, however, that tests and confidence sets which have been proposed for inference on such models are almost always based on asymptotic approximations that can easily be unreliable. Further, standard regularity conditions and asymptotic distributional theory may easily not apply to such distributions (for example, because of heavy tails).
To obtain finite-sample inference for such models, we combine several techniques. First, we obtain finite-sample joint confidence sets for the unknown parameters of the stable distribution (i.e., the tail thickness α s and the asymmetry β s ) through the "inversion" of goodness-of-fit tests based on multivariate kurtosis and skewness coefficients computed from model residuals. Second, in view of the complicated distribution of these statistics, we exploit invariance properties of the goodnessof-fit statistics to implement the corresponding tests as finite-sample Monte Carlo (MC) tests [as proposed in ]. Thirdly, using general results from Dufour and Khalaf (2002b) on hypothesis testing in multivariate linear regressions with non-Gaussian disturbances, we note that finite-sample standard LR-type efficiency tests can easily be obtained as soon as the parameters (α s , β s ) of the stable error distribution are specified, again through the application of the MC test technique. Fourth, we exploit a two-stage confidence technique proposed in Dufour (1990) , Kiviet (1996, 1998) and Dufour, Hallin and Mizera (1998) to derive efficiency tests that formally take into account the uncertainty of the stable distribution parameters (α s , β s ) by maximizing the MC p-values associated with different nuisance parameter values (α s , β s ) over a confidence set for the latter built as described in the first step above (with an appropriately selected level).
The technique of MC tests -which plays a crucial role in our approach -is an exact simulationbased inference procedure originally proposed by Dwass (1957) and Barnard (1963) . It is related to the parametric bootstrap in the sense that the distribution of the test statistic is simulated under the null hypothesis. When the latter does not involve unknown nuisance parameters, the MC test method controls the size of the procedure perfectly, while bootstrap methods are justified only by asymptotic arguments. The finite-sample theory that underlies MC tests allows one to implement test statistics with very complicated distributions (as long as they can be simulated) and does not require establishing a limit distribution as the sample size goes to infinity (or even the existence of such a distribution). It is easy to see that this feature can be quite convenient when dealing with stable distributions under which standard central limit theorems may not apply. The contrast is even more important when test statistics involve nuisance parameters. Here we use extensions of this MC test technique that allow for the presence of nuisance parameters. The level of the test can be controlled in finite samples as soon as the null distribution of the test statistic can be simulated once the values of the nuisance parameters are set. 3 This is clearly not the case in bootstrapping, where bootstrap samples are drawn after setting the unknown nuisance parameters at some "consistent" estimate. For further discussion of Monte Carlo test methods, see, for example, Dufour (2002) , Dufour and Khalaf (2001 , 2002a , 2002b , Kiviet (1996, 1998) , Kiviet and Dufour (1997) , Dufour, Farhat, Gardiol and Khalaf (1998) , Dufour, Khalaf, Bernard and Genest (2004), Dufour et al. (2003) , and Beaulieu et al. (2004) . Since bootstrap-type procedures are gaining popularity in finance [see e.g. Li and Maddala (1996) ], we emphasize the importance of using such procedures correctly.
We show that the proposed approach is both practical and useful from an empirical viewpoint by applying it to monthly returns on 12 portfolios of the New York Stock Exchange over the period 1926-1995 (5 year subperiods). Among other things we find that heavy-tailed skewed distributions provide statistically significant improvement in goodness-of-fit and lead to fewer rejections of the efficiency hypothesis. Our results show clearly that the introduction of an asymmetric distribution instead of an elliptical distribution yields noteworthy changes in the decision regarding the efficiency hypothesis of the market portfolio. In our opinion this is an important finding since CAPM rejections are often attributed to the presence of excess kurtosis in stock returns. Further, inference on the tail thickness parameter α s appears to be more precise than inference on the asymmetry parameter β s .
The paper is organized as follows. Section 2 describes the model and test problem studied. In Section 3, we describe the existing test procedures and we show how extensions allowing for nonnormal distributions are obtained. In Section 4 we report the empirical results. Section 5 concludes and discusses extensions to other asset pricing tests.
Framework
The framework we consider here is the same one as in Beaulieu et al. (2004) :
where
. . , n, are returns on n securities for period t,R Mt is the return on the market portfolio, and u it is a random disturbance. 4 In this context, the CAPM entails the following efficiency restrictions:
i.e. the intercepts a i are jointly equal to zero ]. The above model can be cast in matrix form as a MLR model:
is a T × n matrix of random disturbances. Specifically, to get (2.1), we set:
Further, in the matrix setup, the mean-variance efficiency restriction H CAP M belongs to the class of so-called uniform linear (UL) restrictions, i.e. it has the form
where H is an h × k matrix of rank h. H CAP M corresponds to the case where h = 1, H = (1, 0) and D = 0 . In general, asset pricing models impose further restrictions on the error distributions. In particular, the standard CAPM obtains assuming that
or elliptically symmetric [Ingersoll (1987) ]; for recent references, see Hodgson, Linton and Vorkink (2002) , Vorkink (2003) , Hodgson and Vorkink (2003) and the references cited therein. We consider the more general case
where J is an unknown nonsingular matrix, W t = W 1t , . . . , W nt is a n × 1 random vector, and the distribution of the vector w = vec(W 1 , . . . , W T ) conditional on X is either: (i) completely specified (hence, free of nuisance parameters), or (ii) partially specified up to an unknown nuisanceparameter. We call w the vector of normalized disturbances and its distribution the normalized disturbance distribution. When W t has an identity covariance matrix, i.e.
10) the matrix Σ = JJ is the covariance matrix of V t , so that det(Σ) = 0. Note that the assumption (2.10) will not be needed in the sequel. No further regularity conditions are required for most of the statistical procedures proposed below, not even the existence of second moments. In Beaulieu et al. (2004) , we focused on multivariate t-distributions and normal mixtures, which we denote F 1 (W ) and F 2 (W ) respectively, and define as follows:
where Z 1t is multivariate normal (0, I n ) and Z 2t is a χ 2 (κ) variate independent from Z 1t ;
where Z 3t is multivariate normal (0, ωI n ) and is independent from Z 1t , and 0 < π < 1.
In the present paper, we extend our empirical investigation to asymmetric stable distributions 
(2.14)
see Rachev and Mittnik (2000, Chapter 2) and Samorodnitsky and Taqqu (1994, Chapter 1) . Note also that random variables with stable distributions can easily be simulated; see Chambers, Mallows and Stuck (1976) and Weron (1996) .
For further reference, we use the following notation:
where ν is the vector of nuisance parameters in the distribution of W, for example
if W t satisfies (2.12), = (α s , β s ), if W t satisfies (2.13).
In the sequel, we shall focus on the third case where ν = (α s , β s ) may be unknown. 5
Statistical method
As in Gibbons et al. (1989) , the statistic we use to test H CAP M in (2.2) is the Gaussian quasi maximum likelihood (QMLE) based criterion: In Beaulieu et al. (2004) , we derive the exact null distribution of the latter statistic under (2.1) and (2.9). This result is reproduced here for convenience. where We exploit two results regarding this distribution, the first one being a special case of the latter. First, Theorem 3.1 leads to Gibbons et al. (1989) 's results. Specifically, when errors are Gaussian,
which yields Hotelling's T 2 test proposed by MacKinlay (1987) and Gibbons et al. (1989) . Second, under the general assumption (2.9), the null distribution of (3. 
where NĜ N (LR 0 ) is the number of simulated criteria not smaller than LR 0 . In Beaulieu et al. (2004) we also consider testing H CAP M (2.2) in the context of and H is the (s + 1) dimensional row vector (1, 0, ... , 0). Let us now extend the above results to the unknown distributional parameter case for the error families of interest, namely (2.15). The α-level procedure adopted in Beaulieu et al. (2004) [based on Dufour (1990) and Dufour and Kiviet (1996) ] involves two stages: (1) build an exact confidence set [denoted C(Y )] for ν, with level (1 − α 1 ); (2) maximize the p-value functionp N (LR 0 |ν) in (3.21) over-all values of ν in the latter confidence set; then compare the latter maximal p-value with α 2 where α = α 1 + α 2 . 6 Formally, the test we denote maximized MC (MMC) test, is significant if
To obtain C(Y ), we proceed by "inverting" a goodness-of-fit (GF) test for the null hypothesis (2.15) where ν = ν 0 for known ν 0 , as proposed in . The GF test statistic is based on the following excess skewness and kurtosis criteria: 27) where SK and KU are the well known multivariate measures [see Mardia (1970) ]:
d it are the elements of the matrixD =Û Û Û −1Û and SK(ν 0 ) and KU(ν 0 ) are simulation-based estimates of the expected SK and KU given (2.15). Given ν 0 , these may be obtained by drawing N 0 samples of T observations from (2.15), and then computing the corresponding average measures of skewness and kurtosis. 7 Specifically, we use the combined criterion
and EKU(ν 0 ). 8 The intuition underlying this combined criterion is to reject the null hypothesis if at 6 In the empirical section, we use α 1 = α 2 = α/2. 7 For the Gaussian case, one may use SK = 0 and KU = n(n + 2); see Mardia (1970 Note -This table presents portfolios according to their number and sector as well as the SIC codes included in each portfolio using the same classification as Breeden et al. (1989) .
least one of the individual tests is significant; for convenience, we subtract the minimum p-value from one to obtain a right-sided test. The MC test technique is once again applied to obtain a test based on the combined statistic; details of the algorithm can be found in and Beaulieu et al. (2004) . For further reference on such combined tests, see Dufour and Khalaf (2002a) and Dufour et al. (2004) .
Empirical analysis
Our empirical analysis focuses on testing (2.2) in the context of (2.1) with different distributional assumptions on stock market returns. We use nominal monthly returns over the period going from January 1926 to December 1995, obtained from the University of Chicago's Center for Research in Security Prices (CRSP). As in Breeden, Gibbons and Litzenberger (1989) , our data include 12 portfolios of New York Stock Exchange (NYSE) firms grouped by standard two-digit industrial classification (SIC). Table 1 provides a list of the different sectors used as well as the SIC codes included in the analysis. 9 For each month the industry portfolios comprise those firms for which the return, price per common share and number of shares outstanding are recorded by CRSP. Furthermore, portfolios are value-weighted in each month. In order to assess the testable implications of the asset pricing models, we proxy the market return with the value-weighted NYSE returns, also available from CRSP. The risk-free rate is proxied by the one-month Treasury Bill rate, also from CRSP.
Our results are summarized in Tables 2 -4. All MC tests were applied with N = 999 replications. As usual in this literature, we estimate and test the model over intervals of 5 years. 10 In Table 2 . CAPM tests
Student t Stable symmetric Stable asymmetric 
, (4), (6), (8) and (9) are the associated p-values using, respectively, the asymptotic χ 2 (n) distribution, the pivotal statistics based MC test method imposing multivariate normal regression errors, an MMC confidence set based method imposing, in turn, multivariate t(κ) errors, symmetric stable and asymmetric stable errors, which yields the largest MC p-value for all nuisance parameters within the specified confidence sets. The latter are reported in columns (5), (7) and (10); for convenience, for the asymmetric stable case, we present the union of the confidence sets for α s given β s = 0. October 1987 and January returns are excluded from the dataset.
columns (1), (2), (6), (8) and (9) Beaulieu et al. (2004) . The confidence sets C(Y ) for the nuisance parameters appear in columns (5), (7) and (10). To simplify the presentation, the confidence region is summarized as follows: we present the confidence sets for α s given β s = 0, and the union of the confidence sets for α s given β s = 0. These results allow one to compare rejection decisions across different distributional assumptions for the returns of the 12 portfolios.
Our empirical evidence shows the following. In general, asymptotic p-values are quite often spuriously significant (e.g. 1941-55) . Furthermore, non-Gaussian based maximal p-values exceed the Gaussian-based p-value. Note however that the results of exact goodness-of-fit tests [available from ] indicate that normality is definitively rejected except in 1961-65 and 1991-95. As emphasized in Beaulieu et al. (2004) , it is "easier" to reject the testable implications under normality, and any symmetric error considered. Indeed, at the 5% significance level, we find ten rejections of the null hypothesis for the asymptotic χ 2 (11) test, nine for the MC p-values under normality, eight under a symmetric stable error distribution, and just two rejections with left-skewed (negative β s ) asymmetric stable errors; no rejections are noted with rightskewed (positive β s ) asymmetric stable errors. Note that our MC tests under non-normal errors are joint tests for nuisance parameters consistent with the data and the mean-variance efficiency hypothesis. Since we used α 1 = 0.025 for the construction of the confidence set, to establish a fair comparison with the MC p-values under the normality assumption or the asymptotic p-values, we must refer the p-values for the efficiency tests under the Student and the mixtures of normals distributions to 2.5%. 11 An important issue here concerns the effect of asymmetries. Consider for instance the subperiods 1941-45, 1976-80 and 1981-85 . With Student t errors, the p-values for these subperiods are not significant since they exceed 2.5%, yet they remain below 5%. Although we emphasize the importance of accounting for the joint characteristic of our null hypothesis, this result remains empirically notable. The results of the symmetric stable errors are not substantially different from those of the elliptical distributions. This result is interesting since it is often postulated that extreme kurtosis may affect the CAPM test. However, when asymmetries are introduced, the p-values are definitively larger and not significant.
The results for the stable distribution differ in one important aspect from the case of elliptical errors. Interestingly, we have observed that the MC p-values increase almost monotonically with β s and decrease almost monotonically with α s (for β s > 0 and α s < 2); recall that β s = 0 and α s = 2 lead to the Gaussian distribution. In other words, the MC test is less likely to reject the no-abnormal returns null hypothesis the more pronounced skewness and kurtosis are modelled into the underlying regression errors. Furthermore, quite regularly, throughout our data set, the maximal Note -Numbers shown are p-values associated with our efficiency test using an MMC confidence set based method imposing asymmetric stable errors, which yields, given the specific β s > 0, the largest MC p-value for all α s within the specified confidence sets. The latter are reported in Table 2 . October 1987 and January returns are excluded from the dataset. A simulation study conducted on the power of these GF tests (not reported here, but available from the authors upon request) reveals that while α s is well estimated, the precision of the estimation of β s raises further challenges. To the best of our knowledge however, the inference procedures we apply in this paper are the only exact ones available to date. Here we show that the difficulty in estimating the skewness parameter has crucial implications for asset pricing tests. This result provides motivation to pursue research on exact approaches to the estimation of stable laws.
Conclusion
In this paper, we have proposed likelihood based exact asset-pricing tests allowing for highdimensional non-Gaussian and non-regular distributional frameworks. We specifically illustrate how to deal in finite samples with elliptical and stable errors with possibly unknown parameters. The tests suggested were applied to an efficiency problem in a standard asset pricing model framework with CRSP data.
Our empirical analysis reveals that abnormal returns are less prevalent when skewness is empirically allowed for; in addition, the effects of extreme kurtosis in the errors on test p-values are less marked than the effects of skewness. We view these results as a motivation for assessing the skewness corrected versions of the CAPM [introduced by Kraus and Litzenberger (1976) among others]. The regression model with stable errors provides an initial framework to assess asset pricing anomalies by modelling skewness via unobservables. Other skewness-justified approaches include: (i) extra pricing factors [see Fama and French (1993) , Fama and French (1995) , Harvey and Siddique (2000) ] added to the regression, or (ii) the two-factor regression model of Barone-Adesi (1985) and Urga (2004a, 2004b) . To the best of our knowledge, the threemoments CAPM has been tested with procedures which are only asymptotically valid, even under normality. Our framework easily allows one to deal with multi-factor models; however, BaroneAdesi (1985) 's model and its recent modification analyzed by Barone-Adesi, Urga (2004a, 2004b) impose non-linear constraints. The latter empirical tests have not been reconsidered to date with reliable finite sample techniques. The development of exact versions of these tests and of alternative versions which correct for skewness is an appealing idea for future research.
