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Methods have been used that do not adjust the population leading to incorrect results. 1, 2 Macfarlane et al. 2 present the percentage change in the crude rate and the percentage change in the number of deaths for cancers of the upper aerodigestive tract in a variety of different countries. Their aim is to relate these changes to national consumption of alcohol and smoking. However, just looking at the crude rate does not provide a change in risk as structural changes have not been considered. Further they state, 'Numbers of deaths increased in some of the countries with decreasing rates, due to an ageing of the population', but no supporting analysis has been provided. Even if the rate decreases and the population size increases (e.g. doubles or triples) without affecting the structure then we could still see an increase in the absolute number of deaths and this would not be as a result of population ageing. In this situation we would recommend using the method we describe below to calculate the risk and demographic changes. In order to decide whether the structural changes are due to population ageing, one would need to study the population proportions more closely. Engeland et al. 1 essentially use the same method as us but they do not adjust the populations to the same size. If the population size and structure does not change the lack of adjustment does not result in large errors. Hence the population size influences the changes due to risk and structure.
In this paper we present a method for partitioning the variation in the number of cases or deaths between two groups (or chronological dates) with respect to demographic variation on the one hand and differences in exposure to risk factors on the other. The demographic component of the variation has to be split itself into that due to variation in population size, which is trivial, and that due to the change in the population structure (i.e. age distribution) which needs more attention.
Methods
Assume that we have the age-group specific number of cases/ deaths and population statistics for two 'groups' that are going to be compared, and that the age groups are the same for both groups. Further let group 1 be the baseline group (i.e. the reference group) and group 2 the comparison group (i.e. this group will be compared to the baseline group). We are interested in partitioning the difference in the total number of cases/deaths between these two groups into three components: (1) differences due to the population size; (2) differences due to the population structure (age distribution); and (3) differences due to the risks.
To eliminate the effect of the population size we start by adjusting the populations so that they comprise of the same number of people (100 000, say) but keep their specific age distribution, i.e. the proportion in each age group are the same as in the total population. This is equivalent to working on the crude rate instead of the number of cases.
Then, we have only to partition the difference in the crude rates between those due to differences in the population structures and those due to the differences in the risks. This is done by comparing the rates in the two groups to an intermediate rate obtained by applying the baseline age-specific incidence/ mortality rate to the age distribution of the comparison group.
= + where S 1 and S 2 are the crude rates (per 100 000 people) for group 1 and group 2, respectively. S 3 is the 'intermediate' rate obtained when the baseline age-group specific rate is applied to
the comparison group population. S 3 is an age-standardized rate for the baseline group using the population of the comparison group as the standard population (direct standardization 3 ). Alternatively, S 3 is also the expected rate of the comparison group considering the baseline group as the standard population (indirect standardization 3 ). The first component on the right-hand side of equation (1) represents the proportional change in the crude rates due to differences in the population structure (i.e. age distribution) and the second component those due to differences in the risk.
The full algebraic formulation is given in the Appendix.
Examples

Differences between time points
To illustrate the idea more clearly we use data extracted from the WHO mortality database for lung cancer in French males. We aim to analyse the change between, say, 1970 and 1980, in terms of differences in demography and risk. Table 1 shows the traditional age-specific data (grouped into 5-year intervals) for the number of observed deaths and population. It can be seen that the total number of deaths increases from 9876 to 15 258 between 1970 and 1980 (i.e. an increase of 5382 [54.5%] deaths). However, looking at the absolute number of deaths can be misleading as the population increased but not uniformly. The total population increased by 6.1%; by about 37% in the age group 80-84 but it decreased in the age group 35-49 years. Table 2 gives the calculations needed for quantifying the differences due to risk and demography where R 1 is the set of expected age-group specific number of deaths in 1970 for a total population of 100 000. For example, for the 50-54 age group ( R 3 is the set of expected age-group specific number of deaths in 1980 if the risk was the same as in 1970 for a total population of 100 000. For example, for the 65-69 age group (Table 1) we have 7.699 = (2159/1 061 700)´3786. S 3 is the sum of the age-specific R 3 s (i.e. S 3 is the age-standardized rate for the baseline group (1970) using the comparison group (1980) population as standard).
We are interested in splitting the difference between the total expected number of deaths in 1980 (S 2 ) and 1970 (S 1 ) for two populations of 100 000 (i.e. we want S 2 -S 1 ). We can break the simultaneous change in rate and structure into two steps. Our baseline (or starting point) is the total expected number of deaths in 1970 in a population of 100 000.
Step 1 hold the rate constant and change the population to that of 1980. This gives us the total expected number of deaths in 1980 (for a population of 100 000) if the risk had not changed since 1970 (S 3 ). The difference between this and the baseline is due to structural changes in the population (i.e. S 3 -S 1 ).
Step 2 change the rate to that of 1980. This gives us the total expected number of deaths in 1980 for a population of 100 000. The difference between this and the first step is due to changes in risk (i.e. S 2 -S 3 ).
Hence this means that the main interest focuses on the change in crude rate between 1970 and 1980 (i.e. S 2 -S 1 ). It is more interesting to look at the proportion (or percentage) increase compared to the baseline of 1970 and to get this we simply divide by S 1 (i.e. [S 2 -S 1 ]/S 1 ). ). In terms of the absolute number of deaths, there was an increase of 5382 deaths of which 4327 (9876 ´43.8%) were due to the increased risk, 172 (9876 ´1.7%) were due to structural changes and the remaining 882 due to changes (i.e. an increase) in the size of the population.
This increase of 882 deaths due to the difference in the size of populations may at first appear to be misleading as it represents an increase of 9.0% whereas we stated above that the population had only increased by 6.1%. The extra 2.9% comes from the fact the structural and risk changes also affect the increase in the population hence the 45.5% increase in the crude rate has to be applied to the 'extra' 6.1% men in the population (i.e. 9.0% = 6.1% ´1.455). Table 4 shows the number of observed deaths due to lung cancer for males in 1990 for Denmark and the United Kingdom (UK). Here it can be seen more clearly that looking at the increase in absolute number of deaths is not relevant as the population in the UK is about 11 times the size of that in Denmark. Table 5 shows that there is a 11.7% difference in the crude rate between Denmark and the UK (note that Denmark is being used as the baseline group). The risk in the UK is 12.6% greater than that in Denmark, i.e an extra 10.8 deaths per 100 000 population in the UK due to risk. However, due to differences in the population structure, there is a -0.9% difference in the crude rate between Denmark and the UK, i.e. 0.8 less deaths per 100 000 population in the UK. In terms of absolute numbers this means that if the UK had the same size population as Difference between sexes Table 6 shows the number of observed deaths due to lung cancer for Irish males and females in 1990. Here the populations are of similar size but the males have a much larger number of deaths. Table 7 shows that there is a 115.9% difference in the crude rate between males and females (note that females are being used as the baseline group). The risk in the males is 133.5% greater than that in females, i.e. an extra 36.9 deaths per 100 000 population in the males due to risk. However, due to differences in the population structure, there is -17.6% difference in the crude rate between males and females. i.e. 4.9 less deaths per 100 000 population in the males. In terms of absolute numbers this amounts to 648 more deaths due to risk, 85 less deaths due the population structure and 4 less deaths in the male population.
Differences between geographical areas
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Graphical presentation
The graphical presention of these results can get quite complicated and we propose a method which should make it easier to interpret. Firstly, we will only deal with two components, the first is the risk component and the second is for the demographic component. If we are interested in presenting the change in the crude rate then the demographic component will just represent the change in population structure. However, when it is relevant to present the difference in number then the demographic component will represent the change in the population size and structure. Figure 1 is used to illustrate how we can present the differences under all possible scenarios. There are two situations with a total of six scenarios. In the first situation both the risk and demographic differences could be of the same sign (leading to two possible scenarios as represented by bars 1 and 2 in Figure 1 ) or they could be of opposite signs (leading to four possible scenarios as presented by bars 3-6 in Figure 1 ). Below we explain how to interpret the change as presented in Figure  1 (bearing in mind the comments about the demographic component above):
Bar 1 We have a net change of +50% in the crude rate (absolute number) of which +10% is due to demographic factors and +40% due to risk.
Bar 2 We have a net change of -50% in the crude rate (absolute number) of which -10% is due to demographic factors and -40% due to risk.
Bar 3 We have a net change of +30% in the crude rate (absolute number) of which -10% is due to demographic factors and +40% due to risk. Note that the +40% change due to risk is represented by the total length of the bar.
Bar 4 We have a net change of -10% in the crude rate (absolute number) of which +30% is due to risk and -40% is due to demographic factors. Note that the -40% change due to demographic factors is represented by the total length of the bar.
Bar 5 We have a net change of +30% in the crude rate (absolute number) of which -10% is due to risk and +40% due to demographic factors. Note that the +40% change due to demographic factors is represented by the total length of the bar. 
Bar 6
We have a net change of -10% in the crude rate (absolute number) of which +30% is due to demographic factors and -40% due to risk. Note that the -40% change due to risk is represented by the total length of the bar.
Further if the bars did not have the net change indicated, it would not be possible to work out whether Bars 3 and 4, and Bars 5 and 6 represented an overall positive or negative difference from the graphs alone. A marker must be added to indicate the end point of the sum of the two components (i.e. the net change). We could use a thick line for this purpose instead of giving the net change in figures.
Bars 3 to 6 can be difficult to interpret initially but if one thinks of starting at zero and then going in the opposite direction of the net change this simplifies the interpretation. So, for example, if we look at bar 4 again: we start at zero and firstly there is a 30% increase in risk (i.e. going in the opposite direction to the net change) which is offset by a -40% change in demographic factors (i.e. now starting at +30% and going down by 40%) leading to a net change of -10%.
Example
We use the results from 'Differences between time points' and 'Differences between geographical areas' described earlier under 'Examples' to illustrate the use of these graphs (Tables 3 and 5 ). We will only look at the differences in the crude rate and hence the difference due demographic factors will be due to the population structure only. The results are shown in Figure 2 .
The first bar shows the difference in the crude rate for lung cancer in French males between 1970 and 1980 (Table 3) . Here there is an overall change of 45.5% of which 43.8% is due to the increase in risk and 1.7% due to the population structure. The second bar shows the difference in the crude rate for lung cancer between Denmark and the UK in 1990 (Table 5) . Here there is a net increase of 11.7% of which there is a 12.6% increase in the risk and a 0.9% decrease due to the population structure.
Discussion
We have presented a method of analysing differences in disease incidence and mortality due to risk and demography between two groups. These groups may be two points in time, two geographical areas or both sexes. We used a two-step procedure to breakdown the difference. Starting from a baseline, in the first step we change the (adjusted) population (to a size of 100 000) to that of our comparison group (also adjusted to a size of 100 000) which gives us the structural differences in the population (i.e. differences in the age distribution). In the second step we change the rate to that of the comparison group resulting in the difference due to risk and the remaining number are due to the differences between the size of the two populations.
Care must be taken in presenting the differences in disease incidence or mortality as we can present this difference in terms of the crude rate or absolute number. Although we would advocate the use of the former it is very difficult to get away from the latter. From the public health perspective the absolute number is more useful. However, we must be careful not to misrepresent the true situation if there is a large difference between the two comparison populations. For example, it is quite plausible that the comparison population is many times larger than the baseline population (even between two time points, e.g. developing countries) but at the same time the risk is decreasing. Here we could still see an increase in the absolute number but we should be cautious as more importantly the risk is decreasing.
We also proposed a graphical method for the presentation of the two components (i.e. risk and demographic) using bar charts. However, we would advocate the use of tables ahead of any graphical presentation but at the same time concede there are probably situations in which one needs to present the information graphically.
In this paper we used the raw data in quantifying the difference in lung cancer mortality with respect to demographic and risk factors. However, we would recommend that the data are smoothed before doing such analysis. For example, before comparing two time points we could have done an analysis of time trends using age-period-cohort modelling. 4.5 Here the comparison would have been made using the fitted values. Similarly, one could do some form of spatial smoothing before comparing two geographical points. 6 Looking at two points may not be useful or it may not paint a clear picture of what is actually happening. We would suggest that multiple comparisons are made to see how the demographic and risk factors change. For example, looking at our example of lung cancer in French males, it would be more informative to look at the evolution of change. Figure 3 and Table 8 show the yearly change between 1970 and 1990 (using 1970 as a baseline). Here we can see that the risk increases faster between 1970 and 1978 compared to between 1979 and 1990. An important feature that would have been missed is that the gap between the net change and the change due to risk is increasing. This means that the changes due to the population structure are increasing (as can be seen from Figure 3 and Table 8 ). We could have also presented these results as described in 'Graphical presentation'.
One could also look at the change over time when comparing two geographical areas or even both sexes. Finally, a truncated age distribution could be used when making comparisons (e.g. 30-64 years). Our aim is to partition the difference in the number of cases (deaths) for two given comparison groups. This difference can be split into differences in risk and those due to differences in demographic factors (i.e. population size and structure).
Assume that we have two comparison groups 1 and 2 for which we have the incidence (or mortality) and populations data by age groups. Further we assume that there are an equal and corresponding number of age groups for both comparison groups, say N.
Let us assume that we have C 1 and C 2 cases/deaths and a total population of P 1 and P 2 in groups 1 and 2, respectively. The relative difference between C 1 and C 2 can be expressed as = -1 which is the quantity to be analysed. It can be split into the relative difference between the rates.
S 2 = and S 1 = in noting that and the relative difference between P 2 and P 1 .
It is therefore sufficient to analyse (S 2 /S 1 ) -1. Note that the second term above reflects that the change in the population size generates a change in the number of cases which depends on the changes in the crude rate.
This quantity (i.e. [S 2 /S 1 ] -1) is split into a component due to the differences in risk and a component due to differences in the population structure (i.e. age distribution).
Let use define l ix rate in age group x for group i
w ix proportion of population in age group x for group i (3) where i is 1 or 2. We will be using group 1 as the baseline group for comparison. We are interested in analysing the difference in the crude rate between groups 1 and 2. Let S 1 and S 2 be the crude rates in comparison group 1 and 2, respectively. So we want to analyse the relative difference in the crude rate, i.e. in terms of risk and population structure (i.e. age distribution). Using (2) and (3), let S 3 be S x l 1x w 2x that is the rate in group 1 applied to the population proportion in group 2. We have = + which translates into = +
The first component on the right-hand side represents the proportion of the difference in the crude rate between groups 1 and 2 due to the differences in the population structure and the second component represents the proportion due to differences in the risk. 
