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Abstract 
Let G be a group which admits the structure of an iterated semidirect product of finitely 
generated free groups. We construct a finite, free resolution of the integers over the group 
ring of G. This resolution is used to define representations of groups which act compatibly on 
G, generalizing classical constructions of Magnus, Burau, and Gassner. Our construction also 
yields algorithms for computing the homology of the Milnor fiber of a fiber-type hyperplane 
arrangement, and more generally, the homology of the complement of such an arrangement with 
coefficients in an arbitrary local system. @ 1998 Elsevier Science B.V. 
AMS classzjkation: Primary 20F36, 20505; secondary 32S25, 32S55, 52B30, 55N25, 57M05 
0. Introduction 
Let G = Fdl ><I. . x Fd2 XI Fd, be a group which admits the structure of an iterated 
semidirect product of finitely generated free groups. For any such group, we construct 
an explicit finite, free resolution C.(G) --+ Z over the group ring of G (Theorem 2.10). 
Topologically, this resolution may be viewed as the equivariant chain complex of the 
universal cover of an Eilenberg-MacLane space of type K(G, 1). The boundary maps 
of the chain complex C.(G) are computed recursively by means of Fox derivatives 
from the various actions of Fd, on Fd,, p < q, dictated by the semidirect product 
structure of G. Independent of these actions, each term, Ck(G), of C.(G) is a free 
ZG-module of rank C dp, dp2 . . . c& (the sum being over all 1 5 p1 < . . . < pk 5 d). 
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Perhaps the most famous groups of this type are Artin’s pure braid groups. The 
pure braid group on / strings may be realized as Pe = Fl_1 ><I . . . XI FZ XI FI [4]. 
A natural generalization also belongs to this class of groups. The fundamental group 
of the complement of any (affine) fiber-type hyperplane arrangement admits the 
structure of an iterated semidirect product of free groups [18, 25, 431. Examples include 
Brieskorn’s generalized pure braid groups, PB( IV), where W is a Coxeter group of type 
At, Bp, G2, or 12(p), see [8]. Groups of the form Pn,p = ker(P, + Pp) also admit 
this structure. These latter groups arise in the studies of representations of braid groups, 
generalized hypergeometric functions, and the Knizhnik-Zamolodchikov equations, see 
e.g. [29, 2, 471. 
Much is known about many groups of this type. Amol’d [3] and Cohen [14] com- 
puted the cohomology of the pure braid group Pl = PB(Ae_i ), and showed that the 
Poincare polynomial factors into linear terms. The lower central series of Pe was found 
by Kohno [27]. These two results combine to yield the “LCS formula” relating the Betti 
numbers, bj, the exponents, d4 = 4, and the ranks of the lower central series quotients, 
$k, ofpf: 
C-l P-l 
Cbj(_t)’ = n(l - d,t) = H(l - tk)? 
j=O q=l k>l 
These results were subsequently generalized to the group of an arbitrary fiber-type 
arrangement by Falk and Randell [ 18, 191 and Jambu [25]. See [30] for analogous 
results on the pure braid group of a Riemann surface, and see [8, 41, 42, 481 for 
further results on the cohomology and factorization of the Poincare polynomial of an 
arrangement. We obtain a further generalization here. The LCS formula holds for any 
iterated semidirect product of free groups G for which the split extensions arising 
in the semidirect product structure give rise to IA-automorphisms of the free groups 
comprising G (Theorem 3.5). 
The aforementioned results on the homology of an iterated semidirect product of free 
groups, G, apply only in the constant coefficient case (that is, homology with coeffi- 
cients in a trivial G-module). A desire to compute the homology of G with coefficients 
in an arbitrary G-module led to the construction of this paper. Let 
v : G + Aut( V) be a representation of G, and denote by V = y the corresponding 
ZG-module. Then the homology of G with coefficients in V is equal to the homology 
of the chain complex C.(G)& V (see [9]). In this manner, we obtain an algorithm for 
computing the homology of G with arbitrary coefficients. In particular, we can use this 
construction to compute the homology of the complement of a fiber-type arrangement 
with coefficients in any local system. This type of problem has been the focus of a 
great deal of recent activity. In [ 161, Esnault et al. present an algorithm for computing 
the cohomology of the complement of an (arbitrary) arrangement with coefficients in 
certain complex local systems (see also [47]). Refinements of the results of [ 161 may 
be found in [20, 46, 511. Note, however, that none of these results hold for arbitrary 
local systems. See [24, 28, 45, lo] for other results along similar lines. 
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The construction of the chain complex C.(G) has certain functorial properties that 
allow us to define representations of groups acting compatibly on an iterated semidirect 
product of free groups G. The resulting representations generalize the classical Magnus 
representations [36, 51. Given a compatible automorphism @ E Aut%(G), we explicitly 
construct the chain equivalence Y. : C.(G) --+ C.(G) by means of “higher-order” Fox 
Jacobians of $. Let r be a group which acts on G by compatible automorphisms. Such 
an action Qi : r -+ Aut”(G) gives rise to a map @. from r to the the group of chain 
automorphisms of C.(G). However, this map need not be a homomorphism. The failure 
is measured precisely by the chain rule for higher-order Jacobians (Proposition 4.8). 
This problem can be overcome by following Magnus’ original idea in the case G = 
F,,. Let z : G -+ K be a @-invariant homomorphism. Then extension of scalars via 
the map induced by r on group rings yields the desired homomorphism @; : r -+ 
Autx(ZK &o Ck(G)), for each k 2 1 (Theorem 4.11). 
In the case where r = Be is the full braid group, acting on G = Pn,p in a natural 
fashion, certain choices of homomorphisms z : P,,J -+ Z yield representations over the 
ring /i = ZZ that generalize the classical Burau representations. Other homomorphisms 
t : P,,p -+ 72” yield representations of BP that depend on m parameters. We also obtain 
generalized Gassner representations of Pe from the natural action of P/ on P,,p. 
Linear representations of braid groups have been much studied over the years, starting 
with the pioneering work of Burau, Magnus, and Gassner (see [5]), and more recently 
by Jones [26], Kohno [29], Lawrence [31], Moody [40], Liidde and Toppan [35], Long 
and Paton [34], Birman et al. [6], and others. The abiding interest in the subject owes a 
great deal to the strong relationship it has with the theory of knots and links in S3, see 
[5, 261. The representations of BP we obtain here are powerful enough to detect braids 
in the kernel of the Burau representation, which is now known to be unfaithful for 
C > 6, see [40, 34, 61. Unlike the representations considered in [26, 311, our generalized 
Burau representations do not factor through the Hecke algebra in general. Analogous 
behavior is exhibited by the representations constructed in [29, 35, 61 by other means. 
Varchenko informs us that he has also obtained representations of a similar nature, 
see [49]. 
Braid groups are also important in the study of plane algebraic curves and hyperplane 
arrangements. To a plane algebraic curve of degree d, Moishezon [39] associates a 
certain “braid monodromy” homomorphism, l? : F, -+ Bd, that depends on a choice 
of generic linear projection C2 + C. For an arbitrary hyperplane arrangement, there is 
an analogous “pure braid monodromy,” see [12] and the references therein. Given a 
representation p : & -+ GL(N,R), Libgober [33] shows that the R-module Hs(Fs; R:,,) 
is an invariant of the curve. In particular, using the reduced Burau representation, 
he recovers the Alexander polynomial (up to a factor). We expect that using the 
generalized Burau and Gassner representations defined here will lead to invariants of 
plane curves and arrangements that cannot be explained solely in terms of the homology 
of the maximal abelian cover of the complement. 
We present several other applications of our construction. For example, using it, 
we obtain algorithms for computing the integral homology of the Milnor fiber of an 
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arbitrary fiber-type hyperplane arrangement, as well as the homology eigenspaces of 
the algebraic monodromy. We exhibit the results of some of these computations in Sec- 
tion 7. The chain complexes arising in these instances are more manageable than those 
generated by Aleksandrov [l] and Dimca [15] for the same purposes. The complexes 
(of differential forms) found in these works are generally infinitely generated. Also 
the (rank one) complex local systems arising in the computation of the eigenspaces of 
the monodromy are often among those excluded by the conditions placed on the local 
system in [16]. 
The homology of the complement of an arrangement with coefficients in a rank one 
complex local system is intimately related to the study of generalized hypergeometric 
functions [2, 501. In light of the work of Schechtman and Varchenko [47], affine 
“discriminantal” arrangements obtained from the braid arrangements are of particular 
interest. The fundamental groups of these discriminantal arrangements are of the form 
G = P,,/, and may therefore be realized as iterated semidirect products of free groups. 
In Section 6, we prove a vanishing theorem pertaining to these groups which generalizes 
a result of Kohno [29]. We show that if v : P,,/ --t Aut( V) is a complex representation 
(of arbitrary rank) that is “quasi-generic” through rank q, then Hi(Pn,/; V) = 0 for 
0 5 i < min{q, IZ - P - 1) (Theorem 6.10). Results of this form have implications in 
the study of the Knizhnik-Zamolodchikov equations, see [47, 161. 
Conventions. Unless otherwise specified, we will regard all modules over the group 
ring ZG of a group G as Zef modules. Elements of the free module (mG)n are viewed 
as row vectors, and ZG-linear maps (ZG) + (ZG)m are viewed as fl x m matrices 
which act on the right (so that the matrix of B o A is A . B). We will write [# for 
the map @t A (or, the block-diagonal kn x km matrix with diagonal blocks A), AT for 
the transpose of A, and Z, for the n x IZ identity matrix. 
If U and V are two ZG-modules, U @.G V denotes the ZG-module equal to U @ 
V modulo the diagonal G-action. If 4 : G + H is a homomorphism, 4 : ZG + ZH 
denotes its extension to group rings, given by $(C n,g) = C _ng&g). (We will abuse 
notation and also write 4 : (ZG) 4 (ZH)n for the map @y 4.) For a ZG-module Y 
there is a ZH-module ZH C@C V obtained by extension of scalars. This is achieved 
by imposing on ZH the structure of a right ZG-module via s. Y = s&r), and setting 
s . (s’ @ m) = ss @ m. An excellent reference for all this is Brown’s book [9]. 
1. Semidirect products of free groups 
In this section, we introduce the class of groups under consideration (iterated semi- 
direct products of finitely generated free groups), give some topological and geometric 
interpretations, and provide some examples. 
1.1. Let Gi and G2 be two groups, and let c1 be an action of G1 on G2, i.e. a homo- 
morphism a : G1 + Aut(G2) from G1 to the group of right automorphisms of G2. The 
semidirect product of Gi and Gz with respect to a, G2 X, Gi, is the set G2 x Gi, 
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endowed with the group operation (92, gi ) . (gi, g{ ) = (a(gi )(gz)gi, gig/1 ). The group 
G = G2 >Q~ Gi fits into a split exact sequence 
where r&2) = (g2,1), 11(gi ) = (l,gl), and rO2,gi ) = 91. Identifying the groups G 
with their images in G under rk, we see that G is generated by Gi and Gz, and the 
following relations hold in G: gF1g2gi = a(gi)(g2), for every gi E Gl;g2 E Gz. 
This construction can of course be iterated. Assume we are given groups Gi, . . . , G/, 
and, for each i < j, homomorphisms c$ : Gi + Aut(Gj) satisfying the compatibility 
conditions Olfk(gi)-‘$k(gj)$(Si) = &C$_(Si)(‘j)), for each i <j <k. Then, we define 
the iterated semidirect product of Gi,. . . , Gf with respect to the actions 01; to be the 
group 
G = Ge x,, Gp-, ><I . ’ . >Q,, G2 x,, G, , 
where, for each 1 I q 5 d, the partial iteration, G4 = Gq xUq Gq-‘, is defined by the 
homomorphism clq : Gq-’ -+ Aut(G,), whose restriction to GP, 1 I p < q, is cl:. 
In this paper, we study in detail groups G which may be realized as iterated semi- 
direct products of finitely generated free groups. Such groups can be written as G = 
X&G,, where Gg = Fd, = (~1,~ ,..., Xd,q) is free on dq generators. It follows readily 
that the group G has presentation 
G = (xi,q (1 L i I dq, 1 54 5 f> I X,$Xi,qXj.p = a$‘(xi,q) (P < q)), (1.1) 
where dip := Mq(Xj,p) E Aut(Fd,). Conversely, any group G with presentation as above 
admits the structure of an iterated semidirect product of free groups in an obvious 
fashion. 
Example 1.2. The principal motivation for our analysis of iterated semidirect products 
of free groups are Artin’s (pure) braid groups. Let 
B/ = (Gi (1 < i < f) 1 CiGi+lCi = ci+lOiOi+l (1 5 i < e - l), 
CiOj = OjDi (Ii - jl > 1)) 
denote the braid group on e strings, and Pe the subgroup of braids with trivial per- 
mutation of the strings, see Artin [4], and the books by Birman [5] and Hansen [23]. 
The pure braid group, Pe = Fp_1 xaf_, . . . XI,, Fl, admits the structure of an iterated 
semidirect product of free groups. The monodromy homomorphisms clq : Pq + Aut(F,), 
2 2 q 5 l - 1 are given by the restriction to p4 of the Artin representation, uq : B, + 
Aut(F,), defined by 
-1 
XiXi-klXi if j = i, 
~q(~i)(xj) = Xi ifj=i+l, 
xj otherwise, 
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where Fq = (x1,..., xq). The iterated semidirect product structure is in evidence in the 
familiar presentation of the pure braid group found in the above references. The group 
Pp has generators 
and defining relations 
( Ai,i if i<r<s<j or r<s<i<j, 
A,-,‘Ai jA, 5 = Ar,&,jA~~ 
ifr<s=i<j, 
, ) 7 Ar,jAs,jAi,,JsTi’A,Ti’,JA~,! ifr=i<s<j, 
[Ar,j,As,j]Ai,j[Ar,j,As,j]-’ if r < i < s < j. 
1.3. Let us give a topological interpretation of iterated semidirect products of (finitely 
generated) free groups. Associated to a group G = >~f=i&, there is a standard CW- 
complex X = Xo, with fundamental group isomorphic to G. This complex is defined 
inductively as a tower of fibrations, 
x = y &+x”-1 p!y . . . p3p x+x’, 
such that each projection pq : X4 + X4-l admits a section, and has fiber Kd, = #’ S’ . 
The complex X is constructed as follows: Take X1 = Kd,. Inductively assume that 
the space X4-’ with r~i(X~-~) = Gq-1 has been constructed. Let &o(K) denote the 
group of based homotopy classes of based self-homotopy equivalences of a space 
(K, ~0). If K is a K(x, 1) space, the evaluation map ev : &o(K) + Aut(rci(K, yo)), 
defined by ev( f) = f g, is an isomorphism. Applying this observation to K = K4, 
we see that the homomorphism cl4 : GQ-’ + Aut(F&) factors through rq : Gq-’ --+ 
8o(Kd,). Now let rr : x4-’ + X4-’ be the universal cover of X4-‘, and identify 
Gq-1 as the group of deck transformations. Consider the diagonal action of Gq-1 on 
zq-’ x Kd,, defined by g.(&y) = (g&r,(g)(y)), and let X4 denote the orbit space of 
this action. By construction, the map pq : Xq 4 X4-’ given by pq([xl,y]) = x(x”) is 
a fibration, with fiber Kd,. Moreover, a canonical section s4 : X4-’ -+ XQ is given by 
s4(x) = [x”, ye]. (This is well defined, as [X, yo] = [gn”,r,(g)(yo)] = [gx”, yo].) Finally, 
rrl(Xq) = Fd, xaq Gq-’ = Gq, and this finishes the inductive construction of X =X”. 
Notice that the CW-complex Xo defined above is a K(G, 1) space. This follows 
from the long exact sequence in homotopy for a fibration and induction. Since Xo 
is e-dimensional by construction, the group G is of type FL, and its cohomological 
dimension is /, see [9]. 
1.4. A more geometric interpretation of the group G is when the above tower of (Serre) 
fibrations can be replaced (up to homotopy) by a tower of locally trivial bundles, 
M = M” s Me-l ?$ . . . 3 M2 -% M’, 
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such that the fiber C, of rr4 : A44 -+ Mq-’ is a surface with a number of punctures. In 
this case, the homomorphism a4 : Gq-’ + Aut(Fd, ) can be realized by the monodromy 
of the bundle, ,u~ : A4qp1 -+ Homeo(C,). 
Perhaps the simplest situation is where each fiber has genus 0, i.e. Z, = C \ 
{d, points}. This is the case, for example, when M is the complement of a fiber- 
type arrangement of complex hyperplanes. In this instance, each map rcq : A44 + Mq-’ 
is, by definition, the restriction of a linear projection U + @q-i. This notion was intro- 
duced by Falk and Randell in [18], where they prove the LCS formula for G = rcr(M), 
the group of a central fiber-type arrangement. This result was subsequently extended 
to arbitrary fiber-type arrangements by Jambu [25]. The exponents {dr , . . . , dd} arising 
in the iterated semidirect product structure on G from the iterated bundle structure on 
M (i.e. the exponents of the fiber-type arrangement itself) are, via the LCS formula, 
determined by the Betti numbers of G. In the case of the braid arrangement, _& = 
{Hi,j = ker(zi - zj)}, w h ose complement, M(&f) = Cp \ U&j, is the configuration 
space of the set of e (ordered) points in C, the fiber-type structure was first discov- 
ered by Fade11 and Neuwirth [ 171. The resulting decomposition of Pp = nl(M(&‘~)) is 
precisely the one exhibited in Example 1.2. 
1.5. We conclude this section with a few remarks concerning the non-uniqueness of 
semidirect product structures of groups. First, note that if CI, fl : Gi + Aut(G2) are 
homomorphisms that differ by an inner automorphism y of G2 (i.e. cr(g) = y . B(g), 
Vg E Gr), then the semidirect products G2 X, Gr and G2 XB Gi are isomorphic. 
Thus, the isomorphism class of the group G = G2 X, Gr depends only on the homo- 
morphism Cc : GI --f Out(G2). Second, let us point out that there is no well-defined 
notion of exponents of a group in general. That is, for a group G that can be written 
as G = xl:=, Fd, the “exponents” {dl, . . . , dp} depend on the particular iterated semi- 
direct product structure on G. (On the other hand, the number of exponents, e, depends 
only on G, since cd(G) = e.) We illustrate these phenomena with two examples that 
are relevant to our general discussion. 
Example 1.6. The pure braid group on 3 strings, P3. It follows from Example 1.2 that 
P3 = F2 x,, F1, where F1 = (Al,z), F2 = (Ar,s,A2,3), and az(Ar,2) is conjugation by 
A,,JA~,J. Thus, P3 is isomorphic to the direct product F2 x Fl. 
There is another realization of P3 as a semidirect product of free groups: P3 = 
F4xpF1, corresponding to the Milnor fibration of the braid arrangement in C3 (see Sec- 
tion 7). A computation shows that F1 = (A~,J), F4 = (t1,t2,t3,t4), where tr = AciA1,3, 
tz = A;:Az,s t3 = ALxA~,:, t4 = A2,3A1,:, and the action p : F1 + Aut(F4) is 
given by 
t, H t,t&, 
Al.2 : 
t2 H t,t& 
t3 H t1, 
Q H t2. 
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Example 1.7. The pure braid group on 4 strings, Pd. As discussed in Example 1.2, 
this group may be realized as P4 ~2 FJ x,, FZ x,, FI. Since the Coxeter groups A3 
and D3 are isomorphic, we have P4 = PB(A3) g PB(Ds). This latter group may be 
realized as PB(Ds ) 2 F5 xp, F2 xaz F1. 
The geometric reason for this decomposition is due to Brieskorn [8], who found a 
(non-linear) bundle map from the complement of the De arrangement to a hyperplane 
complement homotopy equivalent to the complement of the At-1 arrangement. This 
map was studied by Falk and Randell [18], who noted that the Brieskom bundle admits 
a section, and that its fiber is a curve of genus 21p2(/ - 3) + 1 with 2e-1 punctures. 
It follows that PB(Dp) Z Fk x~, Pf, where k = 2!-l (e - 2) + 1. The representa- 
tion jp : Pp -+ Aut(Fk) was recently identified by Leibman and Markushevich [32]. 
For PB(Ds), the action of P3, generated by {A1,2,Ai,s,A2,3}, on FS = @I,..., TV) is 
given by 
(This is not how the representation /?3 : P3 + Aut(Fs) is written in [32]; their formula 
for Al,3 is not correct, but can be fixed by carefully following their algorithm.) 
2. The resolution 
In this section, we construct a finite, free ZG-resolution of the integers for ev- 
ery group G which admits the structure of an iterated semidirect product of finitely 
generated free groups. The basis for this construction is the non-commutative differ- 
ential calculus for words in a free group developed by Fox in [21] (see [5] for an 
exposition). 
2.1. First consider a single free group F, = (xl,. . .,x,,). Let K, = Vl S’ be the stan- 
dard K(F,, l), and let C. be the augmented chain complex of the universal cover 
z,,. Identifying Cs with ZF,,, and Ci with (ZF,, )” (with basis {ei, . . . , e,} given by 
the lifts of the l-cells at the basepoint), the resolution C. can be written 
as 
where A = (x1 - 1 . . . x,, - l)T and E is the augmentation map, given by s(Xi) = 1. 
Further, consider an automorphism a : F, --+ F,,. The induced chain map CI. : C. + C. 
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can be written as: 
where J(a) = (8cC(Xi)/aXj) is the n x n Jacobian matrix of Fox derivatives of M. Note 
that a, is the composition of a ZF,-linear map (idZF,, resp. J(U)), with a non-linear 
map (the extension a” : HF,, + ZF,, resp. G : (EF,,)” + (ZF,,)“). The commutativity of 
diagram (2.1) is a consequence of the “fundamental formula of Fox calculus”. 
If j3 : F, 4 F, is another automorphism, the fact that (/I o a). = /!I. o a. is a conse- 
quence of the following “chain rule of Fox Calculus”: 
Lemma 2.2. J(p 0 a) = &J(a)) . .I(/?). 
In particular, J(cc-‘) = K’(J(a)-‘). 
2.3. Given F,, = (x1, . . . , x,) and CI E Aut(F,) as above, form the semidirect product, 
G, := F,, X, F1 = (xi,t 1 t-‘xit = a(xi)), of F1 = (t) with F,, determined by a. Let 
R = ZG,, and define A, : R + R by k,(g) = t g. (Note that & is not R-linear with 
respect to the left-module structure on R, unless G, is abelian.) Extension of scalars 
yields the following commuting diagram: 
The map I, @J(a) o a”, together with the canonical isomorphism R @.&?2, (HF,,)” 2 R”, 
define a map p(u) : R” -+ R”. 
Lemma 2.4. The map p(m) belongs to AutR(R”), and its matrix is t . J(a). 
Proof. First we must verify that p(a) is R-linear. For that, start by computing 
the basis vectors {ei,. . . , e,}: 
n aa 
p(CC)(ei) = t C - . e, 
j=l axj J’ 
Clearly, p(a)(tk . ei) = tk . p(cl)(ei). For an element w of F,, we have 
P(U) on 
(*) 
n &(xi) 
p(E)(W . ei) = t. LX(W) C - 
n &(xi) 
j=l axj . ej = t. t_lWt c- jzl axj ’ eJ = w . p(a)(ei)? 
and R-linearity follows from the fact that F1 and F, generate G, = F,, X, F1 . That the 
matrix of p(g) is as asserted follows from (*). 
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Finally, we must verify that p(a) has an inverse. Note that G, ” G,-l, the isomor- 
phism being given by xi +-+ xi and t H t -‘. Thus, ZG,-1 = R. It now follows from 
Lemma 2.2 that p(a) o ~(GI-’ ) = id. 0 
2.5. We now consider an iterated semidirect product G Z Ge x,, . . . xc0 GZ zcl,, Gt, 
where Gq = Fd, = (xl,,,..., Xd,,q). Recall that Gq denotes the split extension G, XI, 
Gq-' , and a: : G, + Aut(G,) denotes the restriction of a4 to GP, 1 < p < q. Le; 
R = ZG denote the integral group ring of G. For each generator x,,~ (1 5 p < q, 1 5 
r I d,) of Gq-‘, we have a commuting diagram 
(ZG,)“L HG, 
where d, = (~1,~ - 1 . . x&q - l)T, ii;;” is the extension of the automorphism a;” := 
a[(x,,P) : Gq + Gq induced by conjugation by x,,~, and J:’ = J(a:*) is the Jacobian 
matrix of a;“. Let i,, : R -+ R be left multiplication by x,,~. By Lemma 2.4, the map 
p(a>P) = I.,, 8 J4’,p 0 6;” : R BZG, (EGq)dr + R @ZG, (zGq)4, 
defines an R-linear automorphism of Rdq, with matrix x,,~ . (aa;‘(Xi,q)/dxj,q). 
Lemma 2.6. For each q, 1 < q < k, there is a (unique) representation pq : Gq-’ + 
AutR(R&) with the property that pq(x) = lx 8 J(a,(x)) o diq(x) for every x E Gq-‘. 
Proof. Specifying the automorphisms P~(x,,~) for each 1 I r I dp defines a represen- 
tation p: : GP -+ AutR(Rdq) for each of the free groups GP = F&, 1 5 p < q 2 8. 
We are left with showing that these representations are compatible with the iterated 
semidirect product structure on G, i.e. p~(X,~~)p~(Xi,q)psP(Xj,p) = pZ($(Xi,q)), for 
p < q < s. This follows from the fact that & o & = ;IXY and Lemma 2.2. 0 
2.7. The above representation extends to a representation pq : G 4 AutR(R" ) via the 
convention P~(x,,~) = Id, if p > q. We denote by iYq : R + EndR(@) the extension 
of pq to the group ring R. Replacing each entry x of an m x n matrix by p,(x) defines 
a homomorphism Hom&Rm,R”) + HomR(Rmdq, Rndq) that we still denote by fiq. By 
restriction, we also get a homomorphism pq : AutR(R”) + AutR(Rndq). 
2.8. We now construct a free resolution E : C. + Z over the ring R = ZG. While this 
is done in a purely algebraic fashion, the reader may find it useful to keep in mind the 
topological underpinnings of the construction, as explained in 1.3 and Remark 2.11. 
Let Co = R, and, for 1 < k 5 l, let 
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The augmentation map, E : CO + Z, is the usual augmentation of the group ring, given 
by c(g) = 1, for g E G. We define the boundary maps of the complex C. by specifying 
their restrictions AP’J’2~~~~~Pk to the summands Rdp~dp*“‘dpk. This is done recu-sively as 
follows: Define A, : R4 -+ R by Ap = (~1,~ - 1 . . . x&p - 1 )T. For p1 < p2, define 
A p,,p2 : R41dp2 + R”a, by Ap,,p2 = -bp2(Ap, ). In general, for 1 5 p1 < . . . < pk 5 L, 
define Ap,,,,,,Pk : Rdpl ‘..dpk + Rdpl.“dpk by
Ap’....‘pk = (dp ,._., Pk, [dp2 ,.._, pk]41 , . . ., [Api ,.,., pk]41”‘4r-1 ). . .) [Apk]‘l”“k-~) . 
Finally, define A : Ck -+ Ck-_l by 
In the context of the above construction, the fundamental formula of Fox calculus 
has the following consequences. 
Lemma 2.9. For x E Gi and 1 < i < p1 < . s. < pk < q 5 e, we have 
/j4 0 iPk 0 . . . o pp, (x) . [A4141 “‘4k = [A4141 “‘4k . bpL o . . . o rp, (x). 
Proof. First consider the case k = 0. Let M E Aut(G,) be the automorphism induced by 
conjugation by x. Then the matrix of p4(x) is x.J(cr) (see 2.5). Using the fundamental 
formula of Fox calculus as in (2. l), we have 
In general, write A = ppk o . . o S,(x) and note that A is a square matrix of size 
d=d,,‘. . dpk . For each entry a of A, we have b,(a) + A, = A,. a by (2.1) as above. It 
then follows from some elementary matrix manipulations that p&A) f [A41d = [A41d .A. 
0 
We now come to the main theorem of this section. 
Theorem 2.10. Given a group G which admits the structure of an iterated semidirect 
product of finitely generated free groups, the system of R-modules and homomor- 
phisms {C., A} is a finite, free resolution of Z over R = ZG. 
Proof. The proof is by induction on 8 with the case e = 1 clear. 
Let G = x1’,=, Gp, where Gp = Fd,, and consider the (normal) subgroup 3 < G 
given by Y = x;=~G~. By induction, the construction of 2.8 yields a free resolution 
E : C.(S) + Z over W = ZY. 
98 D. C. Cohen, A.I. Suciul Journal of Pure and Applied Algebra 126 (1998) 87-120 
Let C. = C.(g) 8~ R, and let D. denote the chain complex of R-modules with 
terms Dk = (?k)d’ and differentials a~ = -[a~]~‘. That is, D. is the direct sum of 
dl copies of C.., with the sign of the differential reversed. Note that ?. and D. are 
complexes of free R-modules, and that H,(9;R) = H,(?.). 
Define a map 8. : D. + C. by setting the restriction of 8, to the summand 
Rd’$l..‘4k of Dk to be equal to 
- A . Rdh, .-& + R4, .‘-b LPI ,....Pk . i CCk. 
In particular, &, : DO + & is given by Ba = Al : Rdl --+ R. We claim that 8. : D. + 
?, is a chain map. To prove this assertion, it suffices to verify that 
A LPl,...,Pl . [Ap ,,..., pk141 “%] = -[A, ,..,,, pJd14’ ‘.“J-, . AL, ,,..., fi , ..., Pk 
for 1 <j < k (where dp, . ..dp._, = 1 if j = 1). These equalities all follow easily from 
Lemma 2.9. Furthermore, it is clear from the construction in 2.8 that C. = C.(G) is 
the mapping cone of the chain map 3.. Thus C. is a chain complex of free R-modules. 
We now show that C. + h is a resolution, i.e. that C. is acyclic. It is clear from 
the construction that Ha(C.) = 0. Since C. is the mapping cone of 8. : D. -+ ?.., we 
have a long exact sequence in homology 
H,(z. 1 
“. + Hi+t(C.) + Hi(D.) + Hi(E.) --f Hi(C.) + ‘.’ 
with connecting homomorphisms induced by the chain map 8.. Now R is free as a 
%-module and H,(%; R) = If,(&), so 
&(?a) = C & if i = 0, and therefore f&(0.) = (Rg )d’ if i = 0, o if i # 0, o if i # 0. 
Thus the long exact sequence above reduces to 
0 --+ H,(C.) + (RY)dl Hoc’*) ----+R~+Ho(C.)+O, 
and we have &(C.) = 0 for i > 2. It remains to show that Ht(C.) = 0, i.e. that the 
connecting homomorphism HO(%) is injective. 
NOW Ho<?.) = RS = ZG gs Z = Z[G/9] = ZFd,, so &(D.) = (Z&,)dl. Under this 
identification we have HO(&) = (x1.1 - 1 . . . xd,,l - l)T, where 6, = (x1.1,. . ,xd,,l). 
Hence Ho(a.) is injective, and the proof is complete. 0 
Remark 2.11. The chain complex C.(G) is, by acyclic models, chain-equivalent to 
C.&o), the equivariant chain complex of the universal cover of the K(G, 1) space Xo 
constructed in 1.3. Note that & ” X",,l&p, and that C.(G) and @“,=, C.(Xc,) are 
isomorphic as graded groups. As in the case of a direct product (see Example 3.2), 
the boundary of a k-chain is computed from the boundaries of l-chains. However, 
the boundary maps of C.(G) are not equal to those of @“,=, C.(XoJ in general, but 
rather, are “twisted” by the representations pq, according to the recursion formulas 
in 2.8. 
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For example, if G = F, XI, F,,, is the semidirect product of two free groups, the 
boundary maps of C.(G) are determined by those of C.(F,) and C.(F,), and the 
representation p : F,,, -+ GL(n,ZG). Note that, in this instance, it is immediate that 
C.(G) is the chain complex resulting from application of the Fox calculus to the 
presentation G = (~i,yj 1 YjXi = Xia(Xf)(yj)), where F, = (Xi) and F,, = (vj). Thus 
C.(G) is equal to the chain complex of the universal cover of the “presentation two- 
complex,” XG, associated to this presentation of the group G. 
Remark 2.12. After completing this work, we became aware of a construction of 
Brady [7]. Given a semidirect product G = Gz >Q, Gr , a free resolution of Gr , and a 
free resolution of G2 which admits an action of Gr compatible with a, Brady describes 
in [7] an algorithm for producing a free resolution of G. Carrying out this algorithm 
inductively in our situation, and making use of the lemmas from 2.1-2.7, it is pos- 
sible to show that the resulting resolution coincides with the one constructed in 2.8. 
Although this argument is somewhat shorter than the one presented here, the explicit 
construction and arguments presented above will be of further use in the remainder of 
the paper. 
3. Some consequences 
In this section we derive some consequences of Theorem 2.10, and illustrate the 
construction of the previous section by means of several examples. 
3.1. Direct products 
We first consider the simplest situation - that of a direct product. 
Proposition 3.1. Let G and H be two iterated semidirect products of free groups, 
and let C.(G) and C.(H) be the corresponding chain complexes. Then G x H is also 
an iterated semidirect product of free groups, and C.(G x H) = C.(G) @ C.(H). 
Proof. The iterated semidirect product structure on G x H is obtained in an obvious 
fashion. The structure of C.(G x H) follows from the construction and standard facts 
about tensor products of resolutions (see e.g. [9, p. 1071). 0 
This result has the following topological interpretation. Recall the K( G, 1) space Xo 
defined in Section 1. It follows from the construction that Xox~ z Xo x X,. Passing 
to equivariant chain complexes of universal covers recovers the above result. 
Example 3.2. Let G= X(,=, Gp, where Gp =&,. Then C.(G)= a”,=, C.(G,), where 
k(G,):(ZG,)$ * HG, 2 Z -+ 0 is as in 2.1. Explicitly, Ck(G) is the direct sum 
of Ci,(Gr) 8.. . @ Ci,(Ge), over all indices i, E (0, 1) such that il +. . . + ip = k, and 
100 D. C. Cohen. A. I. Suciul Journal of Pure and Applied Algebra I26 (1998) 87-120 
the restriction of the differential A : Ck(G) -+ Ck_ 1 (G) to such a summand is given 
by 
r=l 
where 6, = A(‘) if i, = 1 and 6, = E(‘) if i, = 0. 
The simplest such instance is when all the exponents di are equal to 1, in which case 
we have G = Ze = (Xi 1 [xi,xi] = 1). Then C.(Ze) is the usual free ZZe-resolution of 
Z. That is, Xo is the e-torus T{ and C. = C.(Zp) is the equivariant augmented chain 
complex of the universal cover of T< Specifically, Ca = R = ZZe, Cl = Re may be 
identified with a free R-module with basis {ei, . . . , et}, and Ck = R (:I E /jkC1. With 
these identifications, the differential A : ck -+ ck__l may be expressed as 
k 
A(ei, A . ’ . A eii) = C(-l)“(Xi, - l)(ei, A . . A gii, A . . . A f&). 
r=l 
3.2. IA-products 
An automorphism of a group G is said to be an IA-automorphism if it induces the 
identity automorphism on the abelianization Hi(G; Z) = G/G’. The IA-automorphisms 
of G form a (normal) subgroup IA(G) of Aut(G). The groups IA have been much 
studied; for example, it is known from the work of Nielsen and Magnus that the natural 
map Aut(F,,) + GL(n,Z) is smjective, and that its kernel, IA( is finitely generated 
and torsion-free. Let us say that a group G is an IA-product of free groups if it can 
be written as G = Ge x,, . . . w,, GZ x,, Gi, with G4 = Fd,, and a4 : Gq-’ + IA(Fd, ). 
Proposition 3.3. Let G be an IA-product of free groups. Then the chain complex 
C.(G) & Z has trivial boundary maps. 
Proof. It suffices to show that each of the matrices A P,,,.,,Pk reduces to the zero matrix 
upon applying the augmentation map E : ZG --+ Z to every entry. This is accomplished 
by an inductive argument. 0 
Let bj(G) = rankHj(G; H) be the jth Betti number of G. The following generalize 
the results of Kohno [27] and Falk and Randell [ 181. 
Corollary 3.4 (Factorization). Zf G is an IA-product of free groups, then the homo- 
logy groups of G are torsion free, and the Poincare polynomial of G factors into 
linear terms: 
& bj(G)t’ = fi( 1 + dqt). 
j=O q=l 
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This result may also be obtained using a spectral sequence argument as in [ 181. 
Let & = rank Tk(G)/Tk+t(G) denote the rank of the kth lower central series quotient 
of G. Noting that the group theoretic results of [18] or [30] apply in our situation, we 
obtain: 
Theorem 3.5 (LCS Formula). If G is an IA-producr offree groups, then in Z[[t]] we 
/ c 
Cb,(G)(-t)j = n(l - &t) = n(l - tk)+ 
j=O q=l k>l 
3.3. An example 
We conclude this section with a detailed example of the construction of the chain 
complex from Section 2. Recall that Bc denotes the group of braids on k’ strings. Let 
Bi be the subgroup of braids that fix the endpoint of the last string. The group Bj 
is the semidirect product of Bd-1 with Fe-l, determined by the Artin representation 
ccl-1 : Bt-1 -+ Aut(Fe_t ) (see Example 1.2). 
Example 3.6. Let G = Bi = F3 ><I,, B3. This group admits the structure of an iterated 
semidirect product of free groups, G = F3 XI,, FZ +2 F1. To see this, first note that 
Bs = (at, ~2 1 ala2ol = ~2~1~9) admits a semidirect product structure B3 = F2 >dlrz F1, 
coming from the Milnor fibration of the discriminant singularity 93 in C3 (see 7.5). The 
group F1 is generated by x1,1 = 01, the group F2 is generated by x1,2 = ~to;~,x2,2 = 
a;‘at , and the action ~2 : F1 + Aut(F2) is given by 
x1,1 : 
I 
x1.2 H x2,2, 
x2,2 H 4x2.2. 
Now let F3 = (x 1,3,x2,3,x3,3). The Artin representation 1x3 : B3 + Aut(F3) is given 
by 
{ 
xl,3 H x1,3x2,3xl,:, 
x1,1 : x2,3 H x1.3, 
x3,3 ++ x3,3, 
{ 
-1 
x1,3 H x1,3x3,3+,3, 
x1,2 : x2,3 ++ xl,39 x2,2 : 
i 
xl,3 H x1,3x2,3-& 
x2,3 +-+ x3,3, 
x3,3 H X3,:x2,3X3,3, x3,3 ++ x3;+1,3x3,3. 
This establishes the iterated semidirect product structure on G = B:. Carrying out 
the procedure described in Section 2, we see that the chain complex C.(G) is given by 
R6 
(~1.2.3 43 Ml*) 
,R6@R3@R2 ,R3 @ R2 63 R-R, 
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where R = ZG, and 
1 
A ( , -x1, I 1,2 = ) R,lq; 1 -x,.&y: ’ 
A 1.3 = 
A2,3 = 
( 1 + (x1,3 -x1.1 0- lb],1 -x1,1x1.3 0  1 -x1,1 0  I > 
0 
-xl,&-j$ 
--x2,2x1,3 
0 
l- 
l- 
-x1,2x1,3 
0 
xl,2x3~:@2,3 - 
0 
--x2,2 
X2.2X3~jG1.3 - 
\ 
1) 
2 
1) 
(1 - ~1,3h,1x1,: (1 - ~1,3)xl,41,3 xl,l~;;~1,3~2,3 
A= 0 Xl, 1x1,: 0 
Xl, 1x;:xi: Xl. 1q:4x1,3 - 1) 0 1. 
Remark 3.7. This chain complex can be used to compute the homology of G with 
various (twisted) coefficients. For example, the homology H, = H,(G; Z) with trivial 
Z coefficients is given by Ho = &HI = Z2,H2 = H2, Hs = 2’. Note that both aspects 
of the LCS formula - the factorization of the Poincare polynomial and the recursion 
for the ranks of the LCS quotients - fail for this group. The former does not hold since 
the Poincare polynomial equals (1 + t)( 1 + t + t2). The latter would imply that $2 = - 1. 
Since the monodromy automorphisms CQ and c13 defining G are not IA-automorphisms, 
these facts do not contradict Theorem 3.5. 
4. Generalized Magnus representations 
Let G be a group that admits the structure of an iterated semidirect product of finitely 
generated free groups. In this section, we use the construction of the chain complex 
C.(G) to define representations of groups r which act compatibly on G. 
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Definition 4.1. An automorphism $ E Am(G) is said to be compatible with the iterated 
semidirect product structure G = G/ x,, ’ . . x,, Gz xa2 G1 if it satisfies the following 
conditions: 
(1) Vg E GP, we have ti(g) E GP; and 
(2) ‘$ E GP, ‘Qq E G4, P < q, we have ~~(rl/(g,))(ti(g,)) = ti(@‘(gp)(g4)) in G,. 
Given a compatible automorphism $ of G, let & E Aut(G,) be the restriction of + 
to GP (well defined by condition (1) above). Condition (2) can be restated as: 
(2’) ‘dx E GP, p < q, we have a:($$)) = I& o cl;(x) o I&’ in Aut(G,). 
It is easily checked that the compatible automorphisms of G form a subgroup of 
Aut(G), which we shall denote by Aut”(G). The compatibility conditions are quite 
restrictive. For example, if G = Xt=, GP, then Aut’(G) = Xix1 Aut(G,); in partic- 
ular, Aut’(Z”) Z (Zz)[. 
4.2. Now assume GP = F&, for each p, 1 5 p 5 &, and let C. = C.(G) be the 
chain complex of free modules over R = ZG constructed in Section 2. Any automor- 
phism $ : G 4 G gives rise to a chain equivalence Y. : C. + C.. We shall explicitly 
describe the chain map Y. in the case where II/ belongs to AuP( 
Let J(I&) E AutzoP((hGP)4) be the Jacobian matrix of Fox derivatives of the au- 
tomorphism I,$ E Aut(G,). Let Jp($) := idR @J(r,$) E AutR(R”) be the automorphism 
obtained from J(t,$) by extension of scalars. Define the higher-order Jacobians of + 
recursively as follows: 
Now define the map yk : ck + ck by specifying its restriction to the summand R&I “‘$a 
of Ck to be the composition of the higher-order Jacobian JP,,...,pk(+) with the extension 
+ 1 @I.-& + R&-ff 1 
\yk = l<p, F<,,,,” I,.... Pk(@) O 4. 
_ 
(The map !Pc : CO + CO is just $ : R -+ R.) In order to prove that Y, : C. + C. is a 
chain map, we first need a lemma. 
Lemma 4.3. For all x E GP and p < q, we have p&t,&)) = J4(tj)-l . 1,6@(x)) . 
J&b). 
Proof. Recall from Lemma 2.4 that, if G, = F, >Q, F1 = (xi, t 1 t-‘Xit = a(Xi)), and 
R = ZG,, then p(a) is an R-linear map, with matrix t. J(a). Furthermore, note that, if 
A is an arbitrary matrix with entries in ZF,, then t-’ . A . t = &(A). 
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Using these observations, together with Lemma 2.2, and condition (2’) of Definition 
4.1, we obtain: 
Proposition 4.4. The map Yy, : C. -+ C. is a chain equivalence. 
Proof. To show that Y. : C. --t C. is a chain map, we must show that Yk-_l o A = 
A o ‘Yk, for 1 < k 5 t. We accomplish this by induction on k, with the case k = 1 
following from diagram 2.1. 
By virtue of the direct sum decompositions of C. and Y., it is enough to show that 
diagrams of the form 
commute. Since 
Ap’2-.3pk = (4 ,_, pk, [Apz ,..., pk]4’ ,. . ., [Ap2~..,p,]4”“4t-’ ,..., [Apk]+“‘““), 
this amounts to showing that 
J~~v...~k(ti) . [AP, ,..., m]“““‘-I = 6 ([A, ,,,.., pk]41”“i-1) . ~~ ,,_,,, B ,,,_,, ph($> 
for 1 5 i < k. These equalities all follow from the definitions using induction, together 
with Lemma 4.3. 
To complete the proof, we must show that the chain map Y. is, in fact, a chain 
equivalence. This follows directly from the definitions. 0 
Example 4.5. The simplest example of this construction is in the case of a direct 
product G = Xix1 Gp, where G, = F4. Using the decomposition Ck(G) = $ Ci, (Gr ) 
@ . .@Ci,(Gc) from Example 3.2, we can write the chain map induced by $ = Xi=, &, 
as Yk = @‘uj:'@" .~3 Y{f’, where Yjr) = J(I&)o$, if ir = 1 and !@“’ = 3, if i, = 0. 
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Example 4.6. We further illustrate the construction using the notations and computa- 
tions of Example 3.6. Recall the group G = Bi = F3 >Q,~ F2 xP2 Fl. Consider the 
normal subgroup Y = F3 >Q,, F2, where F2 = (X1,2&2), F3 = (xl,3,x2,3,x2,3), and 
define the automorphism $ E Aut=(S) to be conjugation by xi,1 E FI. 
The chain complex C.(a) is of the form 
where 98 = Z%, and the boundary maps are given by restricting the boundary maps 
of C.(G). Carrying out the construction described in 4.2, the chain equivalence Y. : 
C.(9) -+ C.(S) induced by $ can be written as 
where J2 = J( JIIF2 ), J3 = J( $IF, ), and J2,3 = [.h12 . &(J2) are given by 
J3 = XL; . (13 - d1.3), J2,3 = XL; ’ (16 - 41,2,3). 
4.7. In order to proceed with the construction of generalized Magnus representations, we 
need to see how the higher-order Jacobians behave under composition. The following 
result can be viewed as a generalization of the chain rule of Fox calculus (Lemma 2.2). 
Let G = XI&&,, and consider 4, $ E Aut”( G). 
Proposition 4.8 (chain rule). Jp ,,..., ,($ 0 4) = $(J, ,,..., Pk(4)) . Jpl ,..., pt(ti). 
Proof. This is proved by induction on k, with the case k = 1 following from 
Lemma 2.2. 
For the inductive step we need Lemma 4.3, which, we recall, states that for x E 
Gq-‘, we have pp($(x)) = J,(I+$)-’ . &I,(X)) . Jq($). It follows immediately that 
P,($(CnXx)) = Jq($)-l .1,6 (~,(Cnxx)) . J&$). If A is a d x d matrix with entries 
in R, this implies that 
Pq (i&t)) = [J,(K’]” .$(p”,W). [JqWld. 
Using the definition of higher-order Jacobians, the case k = 1, the inductive hy- 
pothesis, the fact that p4 is a homomorphism (see 2.7), and the above formula, 
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we get 
4.9. Now consider a group r that acts compatibly on G. That is, we are given a 
homomorphism @ : r + Aut”(G). For each y E r, the construction of 4.2 yields a 
chain map Q(y). : C.(G) + C.(G). But these chain maps are not R-linear in general, 
so a judicious extension of scalars is required in order to define a representation of 
r. The idea is suggested by the original approach followed by Magnus [36] (see [5, 
p. 1151). 
Definition 4.10. A homomorphism r : G -+ K is said to be @-invariant if r(@(y)(g)) = 
r(g) for all g E G and y E r. 
Let R = HG, S = ZK, ? : R --+ S the extension of r to group rings, and S @R - 
the extension of scalars functor defined by z”. Applying this functor, we obtain a chain 
complex of free S-modules, S @R C.(G). We are now ready to state the main theorem 
of this section. 
Theorem 4.11. Suppose G = x1& GP is an iterated semidirect product of free groups, 
@ : r -+ Aut”(G) is a compatible action of a group r on G, and z : G + K is a 
@-invariant homomorphism. Given y E r, let @z(y) = ids @Q(y). : S @R C.(G) --+ 
S @R C.(G). Then, for each k, 1 I k 5 /, 
(i) the map @i(y) : S 8.R Ck(G) + S @R Ck(G) iS S-k?Kar; 
(ii) the map @i(y) is a chain equivalence; and 
(iii) the map @L : r --f Auts(S @R Ck(G)),y H @i(y), is a homomorphism. 
Proof. (i) For a fixed y E r, write II/ = a(y) E AuP( and let Y. : C. + C. be 
the chain map induced by $. Recall that Y’s : CO 4 CO is identified with $ : R + R. 
Recall also that ‘Yk : ck + ck is the composition of a certain R-linear map with the 
non-linear map $ : ck + ck, which is a direct sum of copies of & : R + R. Thus, it 
is enough to show that @A = ids @$ : S @R R + S @RR is an S-linear map. We will 
show more, namely 
(**I 
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Let o : S @R R s S be the canonical isomorphism given by w(s @ r) = s?(r). The 
@-invariance condition, z o II/ = z, yields 
o(@;(s @ r)) = w(s @ $(I)) = s~(lJ(r>> = s?(r) = o(s @ r), 
proving the claim. 
(ii) This follows from Proposition 4.4. 
(iii) This follows from Proposition 4.8 and (**). 0 
In the special case where G = F, and F < Aut(F,,), representations such as the 
above were introduced by Magnus [36] (see [5] for details). We therefore refer to the 
homomorphisms @; : r -+ Auts(S @R Ck(G)) as generalized kfagnus representations. 
Since the maps @i(y) are chain maps, we also obtain homological Magnus representa- 
tions ~6; : r -+ Auts Hk(S @R C.(G)). However, note that these homology groups need 
not be free S-modules in general. In such a situation, one may still be able to “reduce” 
@5; by restricting to a free, invariant submodule of S @R Ck(G) - see e.g. Example 5.7. 
Remark 4.12. There is an alternate way to interpret these representations. Recall that, 
in forming the tensor product S @R C.(G), we view S as a right R-module via s . r = 
s?(r). Using the involution of the group ring R = ZG given by xn,g = En&‘, 
we can turn S into a left R-module by setting r . s = s?(f), and form the tensor 
product C.(G) @G S. We then have a chain equivalence s @R C.(G) s C.(G) @G s 
given by s @ c H c @ s, inducing an isomorphism between H.(S @R C.(G)) and 
H,(C.(G) @o S). Thus, we can view the generalized Magnus representations as @; : 
r + Auts(Ck(G) @C s), reSpeCtiVely &i : r -+ AutsHk(G;S). When K is an abelian 
group, the coefficients module S = ZK is determined by the representation z^ : G - 
Aut S, given by t(g)(s) = z(g-‘)s. 
Example 4.13. The simplest example is where r : G -+ { 1) is the trivial homomor- 
phism. If F acts compatibly on G, the resulting representations, @; : r + Aut(Ck(G)@o 
Z) and 6; : r + Aut H,(G; Z), can be non-trivial, even when G = F,, see [5, p. 1171. 
However, if F acts by IA-automorphisms of G, then obviously 8; is trivial. 
Example 4.14. Let F be a group that acts compatibly on G, and assume that the action 
@ of F on G factors as @ : r + AutX( G) fl IA(G) -t Aut”(G). Then the abelianiza- 
tion map ab : G -++ G/G’, and more generally, maps of the form t : G -% G/G’ ++ K 
(where K is abelian) are @-invariant. See Section 5.2 and Example 5.7 for examples 
of generalized Magnus representations obtained this way. 
5. Representations of braid groups 
We use the techniques developed above to define new linear representations of braid 
groups. Detailed discussion of these representations is deferred to [13]. 
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5.1. Generalized Burau representations 
For 1 5 t < n, let P,,J = ker(P, + Pe) denote the kernel of the homomorphism 
from P, to Pp defined by forgetting the last n - e strands. Then P,,J = x$l:F, is 
generated by {Aij} with e < j 5 n and 1 < i < j. (Note that P, = &,I.) The braid 
group Be acts on Pn,p in a natural fashion. On each free factor Fp = Fe*Fp_c of Pn,d, it 
acts by the Artin representation  Fe (see Example 1.2), and acts trivially on F,_e. It 
is readily checked that the action so defined, @p,n : Be + Aut(P,,e), is compatible with 
the iterated semidirect product structure of P,,J. The semidirect product PQ x0(,” Be 
is the group Bzme of braids that fix the endpoints of the last n - / strings. 
Let 7 = (t), and identify the group ring, ZZ, with the ring of Laurent polynomials 
in t, A = Z[t, t-l]. Fix m, 1 5 m 5 n - 8, and define a homomorphism z : Pn,~ -+ Z 
by z(A,,) = t if n - m + 1 I s < n, and +I,,) = 1 if e + 1 I s I n - m. 
Since r(A,,) = r(A,,) if s = q, the homomorphism r is invariant with respect to 
the action @(,n of Be on P,,p, We thus obtain by Theorem 4.11 generalized Magnus 
representations of the braid group, 
j3&_pp = (@e,n); :Be + Autn (” @zP,.~ W’n,e)) 3 
PT.n-t,k 1 Be + AutA f&(/l @zP~., ‘V’n,e)) 
for each k, 1 5 k I n - e. If e = n - 1, we have P,,J = Fe, k = 1, and the 
action @d,e+t = cre is the Artin representation. In this instance, it is easy to see that 
Bc = P:,,,, : Be -+ GL(L, A) is the Burau representation, and BP : Be -+ GL(G - 1, /i) 
is the reduced Burau representation (see [5, 26, 341). 
Example 5.1. In the case e = 3, n = 5, m = 1, we have Hz(,~@zJ~,, G(P5.3)) = k. 
Thus, the above construction yields a generalized Burau representation &2 : B3 + 
GL(6,n). This representation is given by 
’ 0 0 -t-t2 t 0 0 
0 0 -1 0 0 0 
1-t -1 0 0 0 0 
1 -1 -t 0 0 0 0 
0 0 0 0 4 0 
0 0 0 0 --t-t2 1 
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The characteristic polynomial of each of these matrices is (n-1)2(11+1)(l+t)(A2-t3). It 
follows that, unlike the Burau representation, this representation does not factor through 
the Hecke algebra H(3, t), see [26]. 
Remark 5.2. In [29], Kohno uses a vanishing theorem involving the groups P,,J to 
construct representations of the braid group generalizing the (reduced) Burau represen- 
tation. See Section 6 for a generalization of this vanishing theorem. Like the above 
representations, those generated by Kohno do not, in general, factor through the Hecke 
algebra. The construction of the generalized Magnus representations presented here 
was, in part, motivated by Kohno’s work. 
Remark 5.3. Our generalized Burau representations are powerful enough to detect 
braids which belong to the kernel of the Burau representation. Answering a long- 
standing question, Moody [40] showed that be : Bp -+ GL(G, A) is not faithful for e > 9. 
This was sharpened to e 2 6 by Long and Paton [34], who found the following braid in 
ker(&): 5 = [i-‘0si,(~2~3~.4c~g)~], where c = ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
A computation shows that the representation p&2 : Be -+ GL(30, _4) detects the braid 
4: &,2,2(t) # 130. 
5.4. The above construction may be applied in a more general context so as to yield 
representations of the braid group with several parameters. Fix m, 1 2 m 5 n - 8, and 
consider the free abelian group Z” generated by {tS 1 n - m + 1 I s I n}. Identify 
the group ring ZZ” with the ring /i, of Laurent polynomials in the variables {ts}. 
Let z : P,,J + Zm be the homomorphism defined by +I,,) = ts if II - m + 1 5 
s < n and $A,,) = 1 otherwise. As before, the homomorphism r is invariant with 
respect to the action @C,~ : Bp + AuY(P,,p). Thus we obtain generalized Magnus 
representations, 
$‘_r,k = (@c.n); : Be + A&t, (An @.z~n,i W’d) 9 
for each k, 1 5 k < n - t, depending on m parameters. Ckdy, II:,,,, = a:,,, and 
-1 -1 %,q,r = B L&J 
Example 5.5. In the case e = 3, n = 5, m = 2, we have H2(& @ups,, C.(Ps,s)) = A;. 
We therefore obtain a representation $2,2 : B3 + GL(6, _& ). This representation is 
given below, where we denote the generators of h2 by s and t (as opposed to t4 and ts) 
to simplify notation. 
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fll I--+ 
I 0  0  1 s+st 0  1 
--st 0 -s2 
-t-t2 1+st -1 ts 
-t -s2t s2 - s2t ’ 
--s 01 -1 -s  0t I 
-t - st st -s2 +s2t 0 0 0 
-t 0 --s+st 0 0 0 
t2 0 -s+st 0 st 0 
S 0 -1 1 s2 0 
t 0 S 0 0 0 
-1-t 0 -1-s-t 0 -s 1 I 
If one sets s equal to t in the above representation (i.e. applies the map 4 : A2 -+ A 
defined by 4(s) = t, 4(t) = t), the resulting representation BJ + GL(6,(l) is precisely 
the one parameter representation &2 : B3 + GL(6, A) defined in Section 5.1. 
Remark 5.6. Methods for “lifting” representations from Be+, to B/ are given by Liidde 
and Toppan in [35], and by Birman et al. in [6]. Either of these techniques may be 
used to generate braid group representations which depend on several parameters. For 
instance, Liidde and Toppan obtain an m parameter representation vy of Be by succes- 
sively lifting the trivial representation of B/+,. We have checked that the (reduced) 
representation i$ is equivalent to $2,2. We conjecture that vy Z $‘,,,, and vy g $‘,,,, 
for all / and m. 
5.2. Generalized Gassner epresentations 
For each n > 5, the pure braid group Pp acts on the group P,,.e = F,,_ 1 x ’ . . >cl Fe 
by restriction of the action @f,n. This (compatible) action is the “usual” one, discussed 
in Example 1.2 (see also Section 6). The semidirect product P,,,px~,,~ Pe is, of course, 
the (entire) pure braid group P,,. 
Fix m, 1 5 m 5 n - t‘, and let N = (i) - (“<“). Consider the free abelian group 
ZN generated by {tr,s 1 1 < r < s, n - m + 1 < s 5 n}, and let z : P,,,& -+ HN be 
the homomorphism defined by $A,,) = tr,s if n - m + 1 5 s 5 n and $A,,) = 1 
otherwise. Checking that z is invariant with respect to the action @e,,, of Pf on P,,J, 
we obtain generalized Magnus representations of the pure braid group, 
V&k = (@c.n); : Pe -+ Aal. (4~ @zP,,, Ck(%e)) 2 
-In 
f3 i,n--P.k : Pr --) Autn,v ffk(hv @‘EP,,, WPn,/)) 
for each k, 1 5 k < n - 8. In the special case / = n - 1 (and thus m = I), we have 
N = 8 and P,,p = Fp. In this instance, it is easy to see that Op = 8:,,,, : Pe -+ GL(L,&) 
is the Gassner representation. Note, however, that fit : Pp --+ Autn, Hi(& @z,v, C.(Fp)) 
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is not the reduced Gassner representation for 8 > 2, as Hl(Ac @.ZF( C.(F()) is not a 
free module. 
Example 5.7. Consider the case 8 = 3, n = 5, m = 1. Denote the generators of & @pp,, 
c2(p5,3) = (n4)12 by {el , . . . , etz}, and write tr = tr,5. The elements 
t4(t2 - 1 kl + (1 - tlt4k2 + (t2 - 1 )e4, ( 1 - t3 )e2 + (f2 - 1 >e3, 
f4(t3 - 1 k5 + (1 - LI )e7 + (1 - tl )(t3 - 1 h, t4(t3 - lk6 + (1 - t2t4k7 + (6 - lh 
(1 - t2k9 + (tl - lh0, (1 - t3t4k9 + (h - lkll + t3(t1 - lkl2, 
generate a free, rank 6 submodule A4 of A4 @LPS,J Cz(P5.3). Checking that this sub- 
module is invariant under the action of the representation 84,,,, : P3 + GL( 12, A,), we 
obtain a subrepresentation ii,,,, : P3 -+ GL(6,A4), given by 
‘41.2 ++ 
Al.3 I-+ 
A2.3 I-+ 
tlt2t4 0 0 0 0 0 
t3-1 1 0 0 0 0 
0 0 1 - + ti tlt2t4 tl(l - t1> 0 0 
0 0 1 - t2t4 tl 0 0 
0 0 0 0 t1t2 0 
0 0 0 0 t1ct3t4 - 1) 1  7 
t3 1 - t1t4 0 00 0 
t3(1 - t31 1 - 4 + t1t3t4 0 00 0 
0 0 t1t3 00 0 
0 0 t3(t2t4 - 1) 1 0 0 
\ 0 0 0 0 0 1 t2-1 t1t3t4 
1 t2(t,t4 - 1) 0 0 
0 t2t3 0 0 
0 0 1 t1 - 1 
0 0 0 t2 t3 t4 
0 0 0 0 
0 0 0 0 
0 0 
0 0 
0 0 
0 0 
1 - 
t2 + t2t3t4 t2(1 
- 
t2) 
1 - t3t4 t2 1 
If one sets all ti equal to t in the above representation (i.e. applies the map 4 : A4 + A 
defined by &ti) = t), the resulting representation P3 + GL(6,A) is merely the restric- 
tion to Px of the representation $ 2 2 : B3 + GL(6, A) discussed in Example 5.1. 
The submodule M g (A4)6 considered above is not isomorphic to the homology 
group H2(/14 @w~,~ C.(P5,3)), which is not a free &-module. This discrepancy disap- 
pears if one works over the complex numbers. Let v: Z4 -+ @* be a complex repre- 
sentation, and M @El C, Z C6 the corresponding vector space. If the complex param- 
eters v(tr) are sufficiently generic (simply all different from 1 in this instance), and 
i;(t,.) := v(t,.)-‘, this vector space is isomorphic to H2((/14 &~p~,~ C.(P5,3)) @p Q) g 
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&(Ps,s; C,) % C6 (see 4.12 for the first isomorphism). Similar genericity conditions 
are addressed in detail in Section 6. 
Notice that the representation i$,,., decomposes into a sum of 3 rank 2 repre- 
sentations of P3. More generally, one can find a free, rank e(/ - 1) submodule of 
At+ 1 @m+*. I C~(P~+~,IJ) which is invariant under the action of the representation 8i,z,, : 
Pf -+ GL(QC+ l), &+i). The resulting subrepresentation 8:,,,, decomposes into a sum 
of G rank e - 1 representations of Pf for any e, see [13]. 
6. A vanishing theorem 
Let Pp denote the pure braid group on ! strings. In this section, we carry out a 
detailed analysis of the representations which dictate the structure of the boundary 
maps of the free resolution C.(Pp) of Z over the integral group ring R = HPe given 
by the construction of Section 2. 
6.1. The boundary maps of the chain complex C.(P{) are comprised of homomor- 
phisms of the form Apl,...,pk : RP1’“Pk 4 RP2”‘Pk delined recursively by Ap,,,,,,Pk = 
-bpk(Ap ,._., pk_,), where 1 5 p1 < p2 < . . . < pk 5 8 - 1. Since 
A, = VL,+I - 1 ...Ap,p+l - UT, 
we have 
A PI ?..., Pk =(-~)k-1(~(4p,+l)-I ... qq4p,,p,++z)T, 
where C$ = pppi o . . . o bpp2 is the composition of the representations &,, 2 5 j 5 k, 
and I is the identity matrix of size p2 . . . pk. Thus, to understand the chain complex 
C.(Pp), we must make sense of the iterated compositions of the representations bp,. 
We first consider a single representation pp. To simplify notation, we assume that 
p = t - 1 and r < s < e. This representation is (essentially) given by the Ja- 
cobian matrix of Fox derivatives of the action of A,.,, on the free group FL__I = 
(A I,J,. . . ,AL_~,J) exhibited in Example 1.2. By Lemma 2.4, the matrix of pc_~(A,.,,) 
is given by 
A,, . ( aA;;;;;~r*s) . 
For our immediate purposes (see below), rather than using the “standard’ presentation 
of the pure braid group given in Example 1.2, it is useful to work with a different 
generating set for the free group Fe- 1. Let 
Yi = 
1 
Ai,e if i 5 r or i > s, 
Ar,fAs,~ if i = s, 
Ar,tA~,tA~~ if r < i < s. 
A computation yields: 
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Lemma 6.2. The action of A,, on the free group Fd-1 = (~1,. . , ye-l) is given by 
if i # r, 
if i=r. 
Computing Fox derivatives, we obtain: 
Proposition 6.3. With respect o the generating set {Yl,..., ye-l} of Fp_1, the matrix 
U = (ui,j) of pe_1(A,,) is upper triangular with non-zero entries u,., = A,.,,A,cAs,c = 
A,,Y,, u,,$ = (1 - yrMr,,, and %,k = 4, for k # r. 
6.4. The above result may be viewed as a first step in an inductive description of 
the matrix of l?pk o . . . o &,(A,,,). For example, with respect to the generating set 
{Al,/, . . . , Ap_l,e} of Fe-1, the matrix of Gp_i opk_-l(Ar,s) is, by Proposition 6.3, similar 
to the matrix obtained by applying pe-1 to the entries of the matrix 
( 
A r,s . h-1 0 0 
0 u r,s 0 3 
0 0 A,, ’ Ik-s-l ) 
where U,,, is an (s - r + 1) x (s - r + 1) upper triangular matrix with diagonal enties 
Ar,sAr,&k, A,,,. . .,A,,. Thus, to understand the composition Ed-i o bk_l(A,s), we 
must understand not only pe_~(A,.,,), but p~_i(Ar,&.,kAs,k) as well. 
Let J = {j,,j,,..., jp}, where 1 < ji < jz < . . . < jp 5 &, and consider the pure 
braid AJ defined by 
AJ = (Ajl,jl )(Aj,,j,Aj,,j, )(AjI,jJjz,jJjx,j.,) . ’ . (Aj,,jp ’ . .Ajp--.jp 1. 
If jp 5 e - 1, then AJ acts on the free group Fe-1 = (AI,~, . . . ,AP_I,G) 
We once again work with a different generating set of the free group 
( Ai,/ if i 2 jl or i > jp, 
by conjugation. 
Fe-i. Let 
Yi = Aj,,e . . .Ajk,e if i = jk, 2 5 k 5 p, 
(Aj,,e. .Ajk,t)Ai,t(Aj,,/. . .Ajk,/)-’ if jk < i < jk+l, 1 < k < p - 1. 
Lemma 6.5. The action of AJ on the free group Fe-1 = ( yl, . . . , ye-l) is given by 
AJ’yiAJ = 
1 
yi 
ifi#jk, llk<p-1, 
-1 
Y& YiYj, ifi=jk, l<k<p-1. 
Proof. If p = 2, the above is merely the reformulation of the defining relations of the 
pure braid group Pt considered in Lemma 6.2. Using induction on p and the defining 
relations in the pure braid group, one checks that the action of AJ on Fp-1 is as 
asserted. 0 
Computing Fox derivatives once again, we obtain: 
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Proposition 6.6. With respect to the generating set { yi , . . . , ye_, } of Fe_ 1, the matrix 
U = (Ui,j) of ~/-,(A.J) is upper triangular with non-zero entries Uj,,j, = AJyj, and 
uj!+jp - -(l-yjk)AJforl<k<p-l,andui.i=AJfori#jk,l<k<p-l. 
6.7. We now use these results to study the homology of the pure braid group (and re- 
lated groups) with non-trivial coefficients. Recall that, for 1 5 L < n, P,,,e = ker(P, -+ 
Pr) denotes the kernel of the homomorphism given by A,, ++ 1 if s 5 e and A,, +-+ 
A,, if s > e. We consider complex representations, v : P,,,e + GL(m,@), of these 
groups. For J = {jl, . . . , jp} such that A./ = (Ajl,j, > . (Aj,,jxAj2,j3 > ’ . . tAj,,j, . . .Ai,-l,j,,) 
is an element of P,,f, write V(AJ ) = 0,. Let V denote the (ZP,,p)-module (resp. local 
coefficient system on K(P,,/, 1)) corresponding to v. 
Definition 6.8. Fix q > 0. The representation v : P,,/ --f GL(m, C) is said to be quasi- 
generic through rank q if, for each J such that 2 < ]JI < q + 2 and AJ E P,,,e, the 
eigenvalues of the matrix vJ are all different from 1. 
Remark 6.9. If v is quasi-generic through rank q, repeated application of Propo- 
sition 6.6 shows that the eigenvalues of the matrix of v”o &Ai,j) are all different from 
1, where v” : ZP,,, + End(V) denotes the linear extension of v, 4 = bpm o . . . o fip,, 
and m < q + 1. Thus, under these conditions, the endomorphism I - C o 4(Ai,j) is in 
fact an isomorphism. This observation motivates the following, which generalizes the 
vanishing theorem found in [29] (see also [46, 511). 
Theorem 6.10. Zf v: P,,./ + GL(m,C) is quasi-generic through rank q, then the ho- 
mology groups of P,.p with coeficients in V vanish for 0 < i < min{q,n - e - 1). 
Proof. The proof is by induction on the cohomological dimension, d = cd(P,,l) = 
n - P, of the group P,,,r. 
If d = n - P = 1, we have P,,f = F,_l and min{q,n - 8 - 1) = 0. In this instance, 
the hypothesis of the theorem merely states that the eigenvalues of the matrices v(Ai,e) 
are different from 1, and it follows easily that Z&(F,,_l ; V) = 0. 
In the general case, write C.(n, P) = c.(P,,f)@~~,, V, and denote the boundary maps 
of this complex by di(n, e). The restriction of the representation v to the subgroup 
P n,~+l of P,z,f gives rise to a (hP,,f+l )-module which we continue to denote by V. 
By induction, we have Z&(P,,.r+l; V) = 0 for 0 < i 5 min{q,n - / - 2). 
As in the proof of Theorem 2.10, we exploit the fact that the complex C.(Pn,d) 
may be realized as the mapping cone of 8. : [C.(n, / + l)le -+ C.(n, f + l), where 
C.(n, f + 1) = C.(P,.c+1) @Pn,,+, V. Thus we have a short exact sequence of chain 
complexes 
0 + C.(n, P + 1) -+ C.(n, 8) -+ [C._l(n, & + l)]’ + 0. 
It follows immediately from the corresponding long exact sequence in homology: 
. . . + [Hi(P,/+1; Jw -+ wP”,e+l; VI --f Hi(P,,e; V) + vfi-l(Pn,P+li V)]/ --+ . . . 
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that Hi(Pn,,; V) = 0 for 0 5 i 5 min{q,n - e - 2). This completes the proof if 
qsn-e-2. 
If q 1 n - & - 1, since we have Hi(Pa,/; V) = 0 for i < n - L - 2 by the previous 
paragraph, it remains to show that H,-p_i(Pn,t; V) = 0. For this, it suffices to show 
that dimim&_,(n, e) = dim ker &_p_i(n, P). The boundary map &_,(n, e) is of the 
form 
&-An, 0 = (de,c+t,...+l [a,-,-I@, e + l)]‘). 
The map h,r+~,...,,-I is given by 
4,c+l....a-l = (- 1 Y-q< 0 &4t,e+,) - 1 . . ’ c 0 &4&f+] ) - qT, 
where q5=pn_io... o ec+, is the composition of the representations Gj, P + 1 5 j 5 
n - 1, and I is the identity matrix of size m . (f + 1). . . (n - 1). Thus a,_,(n, e) has 
a submatrix of the form 
(-1 )?v” 0 ~(~l.e+l) - I) 0 
* [A-,-i(n, e + 1 )Y-’ > ’ 
and 
dimim(&-/(n, Q)L(P- 1) ~dimim(d,_~_l(n, P+l)) + rank(v”o &At,/+,) -1). 
Now the conditions on the representation v assure that Jo&Ai,~+t )-I is an invertible 
matrix, hence has rank rn.(e+l).. *(n--l). Since Hi(P,/; V) = 0 for i < n-P-2, we 
compute dim ker &-f-t (n, 8) using an Euler characteristic argument. It then follows 
easily that 
(t - 1). dimim(d,_c_,(n, / + 1)) + rank(Co 4(Ai,p+i) - I) 
= dimker(&-t_i(n, e)). 0 
Corollary 6.11. If q 2 n - e - 1 and v : P,,p + GL(m,@) is quasi-generic through 
rank q, then the homology group H”_p(P,,r; V) has rank m .(n - 2)!/(~‘- 2)! if e 2 2, 
and is trivial if e = 1. 
Remark 6.12. Note that if v: P,,, -+ GL(m, a=) is a quasi-generic representation through 
rank q of the (entire) pure braid group, and q 2 n - 2, then all homology groups 
H,(P,,,; V) vanish. That is, the chain complex C.(n, 1) = C.(P,) @‘p, V is acyclic. 
Remark 6.13. The group P,,p arises as the fundamental group of the complement of 
a discriminantal arrangement of Schechtman and Varchenko. Denote this arrangement 
by d,,~, let M,,J be its complement, and note that A& is a K(P,,f, 1) space. In [47], 
for certain rank one local coefficient systems V, cycles in H,_~(M,,J; V), together with 
differential forms in the (de Rham) cohomology group EFe(M,,e; V*) with coefficients 
in the dual local system, are used to generate solutions of the Knizhnik-Zamolodchikov 
equations in terms of generalized hypergeometric functions (see also [16, 311). In the 
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instances where the local coefficient systems constructed in [47] arise from represen- 
tations which are quasi-generic through rank n - P - 1, it follows from Corollary 6.11 
that there are (n - 2)!/(/ - 2)! linearly independent solutions of the corresponding KZ 
equations. 
Remark 6.14. Let A,, be real numbers, and consider the unitary, rank one represen- 
tation v of P,.c defined by v(A,,) = exp(2nil,,). It is easy to see that v is quasi- 
generic through rank q if, for each J = {jl, . . . , j,,} with 2 2 p 5 q + 2 and A_J E P,,,p, 
we have 1~ := C i+<s<p I21A @ n. 
This condition may be expressed in terms of (the lattice of) the discriminantal ar- 
rangement JZ!~,P. Note that sets J = {r,s} with AJ E Pn,p correspond to hyperplanes 
H = K,, E d,.f. Write 1~ = A,,. In general, sets J = {jl, . . , jp} as above correspond 
to codimension p - 1 “dense edges” X = XJ = nr,sEJ Hr,, of &,e (using the termi- 
nology of [46]). Thus, as noted by the referee, the representation v is quasi-generic 
through rank q if 1~ := CH ,X AH @ Z for all dense edges X of J&( of codimension _ 
less than q + 2. 
Notice that replacing ,$.,# with A,, + m,, does not alter the representation v if mr,s E 
Z. It follows that we can assume that ;15 > 0 for all J (resp. A,Y > 0 for all X), and 
restate the above quasi-genericity condition accordingly (cf. [16, 20, 46, 511). 
7. Milnor fibrations 
In this section, we discuss how the chain complex constructed in Section 2 and 
the vanishing theorem of the previous section may be used in the study of Milnor 
fibrations. 
7.1. Let d be a central fiber-type arrangement in Cp with complement A4 = M(d) 
and exponents { 1 = dl, d2,. . . , dp} (see [18, 431). Then the fundamental group G of A4 
may be realized as an iterated semidirect product of free groups, G %’ Fd, XI. . . >aFd, , 
and M is an Eilenberg-MacLane space of type K(G, 1). Let Q = Q(d) be a defining 
polynomial of d. Then, since d is central, Q is homogeneous of degree n = cd4 = 
l&l and we have a (global) Milnor fibration Q : A4 --+ @*, with fiber F = Q-‘(l), 
and monodromy h: F --) F given by multiplication by 5 = exp(2rci/n) [38]. The Milnor 
fiber F = F(d) has the homotopy type of an (e - I)-dimensional K(Tc, 1) space, where 
rc = nl(F). 
Since F, M, and C’ are Eilenberg-MacLane spaces, the homotopy exact sequence 
of the Milnor fibration reduces to 1 + rc + G P Z -+ 1. Therefore, by Shapiro’s 
Lemma (see [9]), we have 
H,(F; Z) = H,(n; Z) = H,(G; hG &+ E) = H,(G; EZ). 
Thus the construction of Section 2 provides an algorithm for computing the integral 
homology of the Milnor fiber of an arbitrary fiber-type arrangement. This algorithm also 
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applies to certain non-linearly fibered arrangements, such as the Coxeter arrangements 
of type Dc mentioned in Example 1.7. 
7.2. We have carried out this computation for the braid arrangements &t, for e < 5. 
The results are tabulated below. For G 5 4, these explicit results have been obtained by 
other means (see e.g. [ 111 and the references therein). To the best of our knowledge, 
the results for DJ’~ were previously unknown. Since there is no torsion in the homology 
of these Milnor fibers, we list only the Betti numbers. We conjecture that the homology 
of the Milnor fiber of the braid arrangement &‘f is torsion free for any e. 
d3 1 4 
d4 1 7 18 
d5 1 9 28 80 
For arbitrary e, we can compute the Euler characteristic of F(dt). Indeed, the 
Milnor fiber of JZZ~ is a cyclic (:)-sheeted cover of the complement of the projecti- 
vized braid arrangement, M(J$), (see e.g. [43]). Since M(z&‘;) is a K(Pt,2,1) space, 
it follows from the LCS formula that x(M(&J)) = (-l)((e - 2)!. Thus ~(F(dl)) = 
(-l)V!/Z. 
7.3. The construction of Section 2 may also be used to compute the homology eigen- 
spaces of the algebraic monodromy of the Milnor fibration. In [ 111, it is shown that, for 
an arbitrary central arrangement d, the Sk-eigenspace of the monodromy is isomorphic 
to H,(M(d* ); Vk), the homology of the complement of the projectivization of d with 
coefficients in a complex rank one local system vk. This local system is induced by 
the representation vk : n1(M(d*)) -+ @* which sends each meridian of d* to tk. 
We have computed the homology eigenspaces of the monodromy of the Milnor 
fibration of the braid arrangement A$, for b 5 5. The characteristic polynomials, pi(t), 
of the maps induced in homology by the monodromy, h, : Hi(F) + Hi(F), are given 
below. 
-013 1-t (1 - f)(l -P) 
“$4 l-f (1 - t)‘yl - f3) (1 - f)3(1 - t3)(1 - F)2 
d5 l-i (1 - ty (1 - tp(1 - 3) (1 - t)‘8(1 - $)(l -coy 
For arbitrary d, the zeta function of the monodromy is given by 
i(t) = J%)(t)-’ . PI(t) . p&-l . p3(t). . . pp_2(q*l = (1 - t”)(-‘)(++2)! ) 
where n = (i), see [38]. 
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Remark 7.4. Since the complement of the projectivized braid arrangement M(&‘;) is a 
K(Pf,l, 1) space, Theorem 6.10 may be used to obtain partial results on the homology 
eigenspaces of the monodromy of the Milnor fibration of the braid arrangement for 
general c!. For instance, if n = (:) is not divisible by 2 or 3, then for 1 < k 5 n, 
the rank one representation Vk of rci(M(&F)) = P/,x is quasi-generic through rank 2. 
It follows from Theorem 6.10 (see [l l] for details) that Hi(F(&l)) = Hi(jM(&T)) for 
i 2 2. 
For arbitrary /, if tk is a primitive nth root of unity, then the representation vk 
is quasi-generic through rank C - 3. Thus the Sk-eigenspace of the monodromy is 
“concentrated” in dimension / - 2, that is Hi(M(dp); vk) = 0 if i # & - 2. 
7.5. The approach outlined above also gives information on the Milnor fibration of the 
discriminant singularity 9f in C’. (See [44] for another possible way to attack this 
problem.) As noticed by Arnol’d, the complement, M(9t), is the configuration space 
of the set of / (unordered) points in @, and thus is a K(Br, I)-space, see e.g. [23]. 
The Milnor fibration M(9f) + C’ induces on ~1 the abelianization map ab : BP -+ Z, 
see [22]. Hence, the Milnor fiber, F(9!), is a K(B:, 1)-space. 
For arbitrary c!’ we can compute the Euler characteristic of F(9t). Indeed, the usual 
symmetric group covering M(Jz+ ) -+ M(9l) restricts on Milnor fibers to an alternating 
group covering F(&) + F(9c). Thus 
X(F(zat)) = (-;;;;!I2 = (-1)‘. 
However, computing the homology of F(9t) is, in general, a substantially harder task. 
The case e = 3 is well known: 9s is the product of the cusp singularity with C. 
Hence, rci(F(9s)) = F2 and the Milnor number, bl(F(@)), is 2. 
The case e = 4 is not as well known. In [36], Massey uses Le numbers to find upper 
bounds for the Betti numbers of the Milnor fiber of 94, the product of the swallowtail 
singularity with C. He finds bl(F(94)) = bz(F(L34)) 5 5. Our approach gives the 
exact answer. Let G := Bi = xl(F(34)). It is shown in [22] that G is a semidirect 
product GZ x Gi. The action of G1 = F2 = ( x1,1,x~,l) on GZ = F2 = (x1,2,x2,2) is 
given by 
{ x1,2 H 
-1 
2 x1,2x2,2x1,2, { Xl,2 I--+ 
-1 3 
XI.1 : x2,1 : x1,2x2 2x1 
x2,2 H x1.2, 
-1 4’ 
2, 
x2.2 H x1.2x2.pl.2. 
A computation reveals that Hi(G)=Z2, &(G)=h’. Thus bl(F(~4))=b2(F(~4))=2. 
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