Abstract. We provide a derivation in the context of a traffic flow model, and both analytical and numerical studies of the functional-differential equation
such as H (minimal safety distance), T (look-ahead time) and τ (individual reaction time) are introduced. We then focus on the functional-differential equations arising from a traveling wave ansatz in braking scenarios (similar considerations apply to acceleration cases, but will here not be discussed; the derivation and analysis of these scenarios requires model refinements and will be done elsewhere [25] ). A preliminary discussion is provided in Section 8.
The crucial difficulty in our traveling wave equations is the non-locality arising from realistic driver behaviour. This non-locality can be removed via a Taylor expansion and crude truncation, as already discussed in [14, 15] . The truncated ("localized") equations admit beautiful traveling waves; however, as seen from the numerical experiments in [15] , the truncation will in general cause a significant error, because the displacement H + T u(x, t), "removed" via Taylor expansion, is in general not small, and hence the truncation of the expansion will lead to errors. For that reason the inclusion of the full non-locality is not just a matter of theoretical interest; rather, it appears that it is essential for a detailed resolution of the velocity profiles in braking waves.
We review the derivation of the macroscopic model in Section 2, and the traveling wave ansatz and its localized version in Section 3.
In Section 4 we simplify the full (non-localized) traveling wave equation via affine transformations. The end result is equation (1.1) for z = z(s) (where s is the variable s = x + V t and z is a rescaled speed variable) (z(s) + α) 2 z (s) = β(z(s + z(s)) − z(s)).
There remain only two parameters α, β, combinations of the original model parameters. The main question of interest is for what values of α > 0, β > 0 (1.1) will admit non-trivial (i.e., non-constant) solutions. This is a question not just of some practical interest for traffic flow studies. We hope to convince the reader that (1.1) is an object of pure mathematical interest in itself, and we follow a variety of avenues to answer the main question. While we have no complete solution, we will show evidence that non-trivial and stable traveling waves solving (1.1) will exist or fail to exist, depending on the values of the parameters. A remarkable practical aspect of our study is that it provides quite realistic upper and lower bounds for the traveling wave speeds. In Section 5 we present two examples related to (1.1): First, a simpler linear functional-differential equation with a constant non-locality; for this example it is easy to construct explicit solutions, and they allow an interpretation in terms of elementary geometric operations. Secondly, we try a "Mott-Smith"-approximation [4] in the sense that we insert an ansatz z(s) = A + B tanh(−σs) into the equation. It turns out that the equation is not satisfied (no surprise there), but if we force equality between the two sides by allowing β = β(s) to be dependent on s, then the resulting functions β are asymptotically constant for large |s|; moreover, an exploration which we defer until Appendix 1 shows that there are many parameter choices (A, B, σ, α) for which β(−∞) = β(+∞). The point of these examples is to provide evidence that there actually are equations closely related to (1.1) with non-trivial solutions of the desired class.
Section 6 returns to the real equation (1.1) . In this section we describe a numerical approximation procedure to compute (approximate) solutions. The method is based on a dynamical systems idea and suggests rapid convergence for a select set of parameters. It is not to be expected that the traveling wave solutions we are looking for will exist for all (or even most) choices of parameters. In Appendix 2 we present a situation where the dynamical systems approach fails to converge. There may be no solution of (1.1) for the parameters and boundary values used there.
In Section 7 we describe an operator approach to the solvability question. This, the most abstract of our sections, is heavily motivated by geometric interpretation, and we introduce and discuss two operators T 1 , T 2 acting on wave profiles such that a solution z of (1.1) of the desired type will satisfy T 1 z = T 2 z, a fixed point equation.
We collect a number of intriguing properties of these operators, suggesting that a fixed point argument is a viable approach to the existence question, but we need some a priori assumptions to complete this argument. Whether these assumptions can be verified remains an avenue for future work.
While our problem arose in traffic flows models, it is treated here as an abstract mathematical challenge. Its practical relevance for traffic applications will depend on the degree to which the underlying model is accepted as realistic, and, if this is the case, whether high resolution of speed profiles can be exploited to improve traffic control. We discuss these matters in Section 8.
There is extensive mathematical literature on traffic flow models (see [15] and the references therein). Traffic models may roughly be classified as "microscopic" (keeping track of each car in a deterministic way, see for example [6, 7, 12, 13, 22, 24] ), of stochastic type (there is much variation here; see [2, 28, 29] ), or variations including both features, such as cellular automata [12, 26, 27] . The model which leads to Equation (1.1) is of macroscopic type, and earlier versions of macroscopic models and their analysis may be found in [1, 8, 9, 10, 11, 17, 18, 23, 30] . Kinetic models are a possible bridge between microscopic/ stochastic and macroscopic models, as discussed in [20, 5, 21] .
An inherent problem in all traffic modelling is the complexity of drivers' reactions, which poses a serious obstacle to accuracy at all levels, and is a persistent source of criticism of all models. While validation of models from both a theoretical and practical point of view remains elusive for this "human" factor, traffic models often lead to intriguing mathematical challenges, like the functional-differential equation which is the object of our study.
2. The macroscopic model. Reference [15] introduced the following kinetic model for traffic on a single-lane (or homogenized over several lanes) highway:
where f = f (x, v, t) is a kinetic car density such that f dxdv will be the statistically expected car number in the space and speed domain [x,
, and ρ and u are the macroscopic density and speed, related to f via
The shorthand u X in (2.1) stands for u X = u(x + H + T v, t − τ ). Here, H > 0 is a constant safety distance (think of two car lengths) which drivers keep at low speeds, measured from car front to car front. T is a characteristic "look-ahead" time used to keep an appropriate distance to the lead car, and τ is the individual reaction time. The term B(. . .) in (2.1) denotes the braking or acceleration force applied by a reference driver at position x and moving with speed v at time t. Equation (2.1) must be interpreted in a statistical sense (a comment which applies to all kinetic models, but is often ignored for models involving microscopic particles such as atoms or electrons), and although we have incorporated a non-locality, the model is likely to be overly simplistic from a practical point of view: we assume that the forces depend only on the local density (ρ) and on the relative speed of the reference driver with respect to the delay-observed average speed u X at position x + H + T v. While this makes sense, reality certainly requires random fluctuations in these forces, which are not included in (2.1). In addition, one could consider equations like (2.1) for many different lanes and include lane-changing terms on the right-hand sides. Some of this was done in [20] and subsequent papers [16] . Here, we aim at structural problems emerging from the non-locality, and we therefore keep things simple.
A reasonable ansatz for the braking or acceleration force is
and simple "reasonable" choices for g 1 , g 2 are
(the maximal density is ρ max = 1/H, where H is the minimal safety distance between the fronts of two vehicles; in standing traffic we may have real bumper-to-bumper traffic, and then ρ max = 1/L, where L is the average length of a car. One may guess that H ≈ 2L). It must be stated here that (2.2) is overly simplistic, but as this is not a paper on the details of traffic modelling, we will not pursue the delicacies of driver behaviour. Some of these matters are discussed in [15] , and in [22] .
How does one go from a kinetic model to a macroscopic model? One method, used in [19] , is to set up and study moment equations. Typically a closure procedure is needed to obtain a finite (closed) set of equations, and this closure will involve assumptions on the system at hand. There is a more direct (if rough) approach: in moderate to high traffic densities (which in reality are the relevant densities) one expects (based on observations) only small statistical fluctuations. Traffic is often described as "synchronized", meaning that all vehicles at time t and near position x will move at approximately the same speed. This motivates the ansatz f (x, v, t) = ρ(x, t)δ(v − u(x, t)) in (2.1), and we have the following general result. Theorem 2.1. Assume that ρ = ρ(x, t) and u = u(x, t) are of class C 1 . Then the distribution ρ(x, t)δ(v − u(x, t)) is a weak solution of (2.1) if and only if ρ and u satisfy the system of equations X has changed: Now, u X (x, t) = u(x+H +T u(x, t), t−τ ). Notice how the dependent variable u here appears inside its own argument.
Proof. The proof we present is a more transparent version of the proof given in [15] . The key idea is to exploit the different status of the variables x, t and v. For simplicity, assume that the (kinetic) density f vanishes rapidly as x → ±∞, and as v → 0 or v → ∞ (this assumption certainly holds for the ansatz ρ(x, t)δ(v − u(x, t)) while u > 0.) Then f is a weak solution of the kinetic model if for every test function φ(x, v, t), compactly supported in x, t and arbitrary but bounded in v, we have
We substitute in (2.5) a test function of the form φ(x, v, t) = ϕ(x, t)h(v). Set ψ(x, t) := φ(x, u(x, t), t) = ϕ(x, t)h(u(x, t)), then
Rewrite φ t = ψ t − ∂ v φu t and φ x = ψ x − ∂ v φu x and substitute in (2.5), to find
and for f = ρδ(v − u) this becomes
provided we assume that h is bounded away from zero. We may then consider ψ as an arbitrary test function and observe that the last integral contains the extra degree of freedom h h . It follows that both integrals must vanish identically, and our result follows from this.
Remark 2.
It is a simple and natural idea to remove the nonlinearity in (2.4) by using a (formal) Taylor expansion. In a braking scenario, if we take B(ρ, u − u X ) = −g 1 (ρ)(u − u X ) and expand to first order u − u X ≈ −(H + T u)u x , we obtain the simpler equation
In combination with the continuity equation, (2.6) is a generalization of the Aw-Rascle model [1] , for which the speed transfer equation is usually written as
Here,
This generalizes the Aw-Rascle model inasmuch as p depends on both ρ and u, while only a dependence on ρ was assumed in [1] . A similar equation applies to the acceleration scenario, and in combination these two equations form a traffic model of Hamilton-Jacobi type. One can easily consider models in which the second order terms in the Taylor expansion is retained, as already done in [14, 15] . The resulting models can be considered as Hamilton-Jacobi type models with diffusive corrections.
3. On Traveling Waves. The models introduced above readily offer themselves to numerical analysis, in particular because the non-locality arises in a term with a time delay (i.e., the velocity profile needed in the calculation will have been computed in previous steps). Extra care, and modelling refinements, are needed in transition domains between braking and acceleration; as already mentioned, we plan to address these issues in future work [25] .
Interesting quandaries arise in searching for traveling wave solutions, and this is the main theme addressed here. A traveling wave solution will be of the form ρ = ρ(s), u = u(s) where s = x+V t and V is the speed of the traveling wave. We will implicitly always assume V > 0, so with s = x + V t waves will be moving backwards in traffic. It is useful to note at this point that observations suggest realistic wave speeds V ≈ 20 km/hr, or about 5.5 meters per second. We will pause intermittently in our progress to compare results with this benchmark.
With the traveling wave ansatz the continuity equation becomes
with an integration constant c 0 > 0 (in [14] we set c 0 = ρ max , motivated by the observation that in standing traffic (u = 0) we expect ρ = ρ max . However, other values of c 0 are perfectly consistent with the continuity equation). Substituting this ρ into (2.4) and setting g 1 (ρ) = c 1 ρ, we find the equation for a traveling braking wave,
This is a functional-differential equation. Observe how u(s) shows up inside the argument of u itself. Equation (3.1) contains no fewer than 6 parameters (H, T, τ, c 0 , c 1 , V ). We will shortly see that all but two parameters can be eliminated via affine transformations. Equation (3.1) suggests to restrict our discussion to V < H/τ, so that for any u(s) > 0 we will have T u(s) + H − τ V > 0, a "causality" constraint.
3.1.
Removing the nonlocality by Taylor expansion. This simple idea was already followed in [14, 15] , but we include it here for completeness. It also provides further insight on the relationships between parameters. Here, it is implicitly assumed that u has sufficiently many derivatives.
A Taylor expansion to second order gives
After neglecting terms of third and higher order and substituting into (3.1) one finds
This equation is easily studied in phase space u, u , because it follows from (3.2) that
is satisfied, the right-hand side of (3.3) is negative for sufficiently small (but nonnegative) u, and in this case there are lots of traveling wave solutions for (3.2), two of which are depicted in Figure 1 (in phase space) . The parameters taken for the (MAPLE) computations which produced this picture are
(if distances are measured in meters and times in seconds, then these quantities are within realistic ranges; except c 0 c 1 , which is basically a guess). Here, u ∞ is the (small) speed of traffic in front of the traveling braking wave, and u −∞ is the speed in the far back, not yet reached by the wave. If, at u ∞ , du du < 0, then we have a braking wave connecting u ∞ to u −∞ , and u −∞ is given via the condition that
Notice that the constraint on V
is consistent with and in fact sharpens the earlier restriction that V < A similar analysis applies to acceleration waves with the corresponding equation for acceleration scenarios. They fill the upper half of the phase portrait depicted in Figure 1 . Examples for this (with τ = 0) are given in [14] .
4. The "Jam" equation. We return to the equation displaying the full nonlocality,
A simple and natural idea is to try and reduce the number of parameters by affine transformations in both independent and dependent variables. It is straightforward to do that; elementary calculations show that if we set
This is the "jam" equation already given in (1.1). It contains only the two parameters α, β and the (simpler) non-locality z(s + z(s)).
Our implicit assumption u > 0 translates into z > T δ = H − τ V. If we add the (somewhat arbitrary) assumption that α > 0 then it follows that δ < V, which means H < V (T + τ ). While this final condition on V is less motivated than the earlier ones, it is instructive to write the sequence of constraints imposed so far:
where the last estimate is obvious; note that the final upper bound depends only and H and τ. In reality, one has (approximately) τ ≈ 1 sec, H ≈ 8 m, T ≈ 3 sec. Inserting in the inequalities above one gets
which translates into V s between 8 and 30 km/h -very much the observed range (5.5 m/sec).
We are looking for a special class of solutions of (4.2), namely, braking waves. A braking wave is a solution of (4.2) such that ∀s z (s) < 0, and such that z(−∞) = a > b = z(∞) > δ > 0. Here, a, b are (shifted and rescaled) speeds at ±∞. If a = b, the constant a is a trivial solution of (4.2) and it is immediate that every constant solves (4.2). We will implicitly assume that (4.2) is complemented with boundary conditions at infinity such that a > b. Two remarks are in order.
• Translation invariance: If z = z(s) is a solution of the jam equation, then so is S s0 z(s) := z(s − s 0 ).
• Consistency: While z(s) takes nonnegative values and is decreasing, we have z(s + z(s)) − z(s) ≤ 0, consistent with z (s) ≤ 0. However, it is in general not true that s → z(s + z(s)) will decrease if z (s) < 0. See Section 7 for more details.
The hardest question we face is whether non-trivial braking waves as solutions of (4.2) actually exist. As the problem appears rather inaccessible to standard analytical tools, we now provide some related illuminating examples, and numerical evidence. We revisit the existence question in Section 7.
5. Related examples. This shows that there is another class of solutions if βz 0 = 1. Geometrically, this means that for this particular choice of β and z 0 the effects of moving the line c 1 − c 2 s "down" (via the operation z → z + z /β) or "left" (via the operation z(·) → z(· + z 0 )) produce the same result.
A linear
5.2. The tanh − (or "Mott-Smith") approximation. One of the fundamental ideas of the "Mott-Smith" approximation (see, for example, [4] and the references therein) in fluid dynamics is to fit a hyperbolic tangent profile to a shock wave; the relevant dependent variables there are density, macroscopic flow speed, pressure and temperature. It is tempting to do the same here, where the traveling wave ansatz has already reduced the complexity to one dependent variable, z(s).
Remarkably, if we consider the function z(s) := A + B tanh(−σs), (it is a little sloppy to use the same same symbol z for this function, but we will do it anyway), and use the identities
we find that this z satisfies an equation 2) . In fact, one could put any smooth function into the left-and righthand sides of (4.2) and force an identity by computing the corresponding β(s). The point of the above calculation is that the β given in (5.2) is asymptotically constant as s → ±∞. It is possible to choose parameters such that β(∞) = β(−∞), and such that β(s) deviates from this constant only a little bit, and only very locally. In Figure  5 .2 we show an example for such a β = β(s). The parameters chosen for this example are σ = 1, α = 0.03296, a = 0.16, and b = 0.009. Appendix 1 contains a brief graphical exploration of the context, and it will be shown there how parameters (as in the example) producing such functions β(s) can be found.
6. Numerical experiments. It is not a straightforward task to approximate solutions of the jam equation numerically. There are three fundamental problems: First, the domain of interest is the entire real line. Any numerical procedure must include a truncation at large |s|, a potential source of errors. Second, the full (nonlocal) equation (4.2) includes the evaluation of the unknown z at s+z(s); the latter will typically not fall onto a grid point, and we have to employ an interpolation process, another source of errors. And finally, how to start a numerical approximation?
The approach we used and present is based on the idea of considering the traveling wave as limit state of an "artificial" dynamical system (not to be confused with the traffic model (2.4), which together with the continuity equation is the "real" dynamical system). To this end, we introduce an artificial variable t (t can be thought of as an "artificial time") and allow z = z(s, t). We require z to be a solution of Obviously, any steady solution of (6.1) will be a solution of (4.2). The former equation allows solution procedures based on explicit discretizations (in t). The discretizations in s involve interpolation to address the evaluation of the last term in (6.1). We complement (6.1) with boundary conditions z(−∞, t) = a, z(∞, t) = b.
As for the choice of an initial profile, we used the "Mott-Smith" approximants from the previous section, i.e., we set and wish to match the steepest negative slope of this z to the steepest deceleration of u, we must set Table 6 .2 A stronger initial profile or, for the data under consideration, σ = 0.02797. This same procedure can be applied to all the possible triples (u(∞), u(−∞), u min ) arising from the theory in Section 3.1. Or, equivalently, one can compute localized traveling waves directly for the dependent variable z(s); this is how the initial data in our first numerical experiment (the weak jam: see Table 6 .1) were constructed.
We show the results of three different numerical experiments: "weak", intermediate and strong braking profiles. The relevant data are given in Tables 6.1 to 6.3. In all runs we used α = 1.25, β = 32, ∆t = 0.04, ∆s = 8.5. The σ given in each table is computed as described above; if the limit state is stable, then the value of σ can be varied without problems.
The braking wave corresponding to Table 6 .1 is not depicted in Figure 3 .1; it is a "weaker" wave in the sense that the speed difference is modest-the conversion gives u(−∞) ≈ 12.9, u(+∞) ≈ 8.07 (if we consider meters per second this translates into braking modestly, from 46 to 29 km per hour).
The step size (8.5) seems large but works well because of the small slope in our units. We computed inside a domain (-15,000, + 2,000) in order to avoid boundary errors to invade (eventually, this is unavoidable, as our sought after waves are not constant but only converge to constants for large |s| -in the simulations, one has to use a cutoff). The time step was 0.04. We used an adaptive upwind scheme with excellent numerical stability. We are grateful for G. Russo for providing us with the scheme. Figure 6 .1 shows both the initial profile (the hyperbolic tangent) and the profile after 50,000 time steps (in red). We conducted a convergence test by inserting the final data file into both sides of the equation and subtraction. The result (not shown) was completely satisfactory. The experiment suggests that the solution of the jam equation exists and is stable for the data under consideration.
We next repeated this experiment for a stronger wave. The relevant data are given in Table 6 .2.
For this stronger wave drivers have to brake from approximately 64 to 17.4 km per hour-a significant drop. In our simulation it appeared as if the scheme would converge, but letting the code run for a long time we made two observations: first, the profile seems to keep its shape but continues to wander (and hence does not really become stationary). See Figure 6 .2, which shows the profile after 50, 000 time Table 6 .3 A very strong initial profile In a final experiment we used data for a very strong initial profile, as given in Table 6 .3. The data are adapted from the strongest localized wave we depict in Section 3.1. These correspond to drivers braking from 104.4 to 0.4 km per hour (practically coming to a full stop from driving at the speed limit). The localized theory still produced a viable traveling wave.
For the jam equation, the numerics suggest that there is no convergence to a steady wave; instead, the profile wanders off towards ∞. See Figure 6 .4. We also tested the profile by inserting it into the equation and found that a significant error persists. This is not surprising.
7. An operator approach.
7.1. The operators T 1 and T 2 . We return to the equation (4.2) and present some steps towards its analytical solution. A function z(s) is a solution of (4.2) exactly if it satisfies
where the operators T 1 and T 2 are defined by 1 . Definition 7.1. Let 0 < b < a. By W 1 we denote all differentiable functions z on R such that for all s 0 < b < z(s) < a < ∞, lim s→−∞ z(s) = a, lim s→∞ z(s) = b, and −1 < z (s) < 0. W 1 depends on the choice of a, b, but as these are considered fixed we will suppress the dependence in the notation.
Proof. The limits and bounds on T 2 z(s) are obvious. For the derivative compute
and observe that 1 + z (s) ∈ (0, 1).
The 45 degree rule. There is a geometric way of visualizing T 2 . As depicted in Figure 7 .1, observe that to find h(s) := z(s + z(s)) first identify the point (s, z(s)) on the graph of z. To find the point s + z(s) on the real axis, follow the line through (s, z(s)) with slope -1 (hence the "45 degree" rule) to its intercept with the s-axis (alternatively, this is also the intercept of the circle through (s, 0) with radius z(s)).
Then find the value of z at this intercept-this is h(s). Remark 3. The 45 degree rule easily shows that if z (s) < −1 on some interval, then the assertion of the Lemma will no longer hold: In general, T 2 z will then not be decreasing. See Figure 7 .2 for this situation. T 2 also fails to preserve a different kind of monotonicity: Assume that z 1 , z 2 are both decreasing functions in W 1 such that for all s b < z 2 (s) < z 1 (s) < a.
It is then in general not true that for all s T 2 z 2 (s) < T 2 z 1 (s). A graphical exploration using the 45 degree rule can be used to construct counterexamples. This observation shows that it would be difficult to solve (4.2) using monotonicity methods.
As T 2 moves functions in W 1 "to the left" and flattens them, T 1 moves such functions "down". It is certainly plausible that T 1 and T 2 will have exactly the same effect on some functions (which, if true, would assert the existence of solutions to our problem).
While T 1 moves z down it is not true that T 1 maps W 1 into itself. It is easy to construct examples of functions z in W 1 for which, say, T 1 z violates the lower bound b. It turns out that a better way is to invert T 1 .
7.2. Inverting T 1 . The invertibility of T 1 on the class W 1 is given by the next theorem. Assume that h is continuous, strictly decreasing, and that h(−∞) = a > b = h(∞) > 0. We also recall that α and β are strictly positive constants. Theorem 7.3. There is a unique function z = z(s) such that
Observe that z = T −1 1 h. We remark that for the simpler linear case where z +βz = βh a corresponding result holds, and it is easy to find an integral representation for z :
The properties of z can be derived from this formula. The case at hand is more difficult.
Proof. Uniqueness: from the equation it is clear that every solution with the required properties will satisfy z > h (this follows from
Integration gives
The left-hand-side depends only on a and b. Therefore, if we had two solutions z 1 .z 2 , it would follow that (z 1 (s) − z 2 (s)) ds = 0. By continuity there has to be a s 0 where z 1 (s 0 ) = z 2 (s 0 ), and this would imply z 1 = z 2 by the uniqueness theorem for ODEs.
Existence is a little less trivial, as we cannot start integration at ±∞. Instead, we use an approximation procedure. Choose a sequence (s n ) n=1,2,... with s n → −∞, and consider for each n solutions z l , z h of the ODE with z l (s n ) = h(s n ), z h (s n ) = a. These solutions are well defined everywhere, but we only consider them for s ≥ s n . For s < s n we set z h (s) ≡ a, z l (s) = h(s). This means that the approximants do not satisfy the equation for s ≤ s n . The functions z h and z l defined in this way are continuous and differentiable for s > s n , and they have the following properties. a) for all s h(s) ≤ z l (s) ≤ z h (s) ≤ a, and for all s > s n h(s) < z l (s) < z h (s) < a. b) lim s→∞ z h (s) = b = lim s→∞ z l (s) = lim s→∞ h(s). Similarly, all these limits as s → −∞ are a.
To prove these, note first that by uniqueness z h and z l cannot cross for s > s n . Further, z l cannot cross h, for if we had z l (t) = h(t) for some t > s n it would follow from the equation that z l (t) = 0 while h (t) < 0, a contradiction. This shows a). Part c) is immediate from a) and from the equation. As for b), we only need to show the first equality. Clearly, lim s→∞ z h (s) exists. If this limit is, say, c > b, we integrate as before to find
and observe that the integral will diverge as s → ∞, a contradiction.
To complete the proof we send n → ∞, so s n → −∞. We obtain two sequences of functions, z n l (s) and z n h (s), such that for s > s n
It follows that both sequences must converge uniformly to limits z l and z h , both solutions of the equation with the same boundary conditions. By uniqueness, it follows that z l = z h . This completes the proof.
By the previous results the operator T 2 maps W 1 into itself, and T Proof. All we have to do is to show that |z (s)| ≤ 1. But from the equation for z we have |z |(z + α) 2 = β|z − h| (observe that for all s we have z(s) > h(s).) Solving for |z | we obtain
This result is straightforward and uses only the simplest estimates. Notice that the condition involves all four parameters. We can do better. Here is an alternative condition, not involving the parameter a, giving the same result. We are grateful to our colleague Rod Edwards for showing us this condition.
Proof. We will assume that z / ∈ W 1 and show that then also h / ∈ W 1 . To this end, assume that there is a s 1 such that z (s 1 ) < −1. From the differential equation it is clear that z exists, and by differentiation we find
We may further assume that s 1 is the location where z assumes its minimum, and hence z (s 1 ) = 0. Therefore
By using the assumption z (s 1 ) < −1 twice in the above identity we obtain the estimate
where the final estimate follows from the condition β ≤ 2(b + α). Hence h (s 1 ) > 0, contradicting h ∈ W 1 .
Remark 4.
It is instructive to test whether the parameter values used in the simulations in Section 6 satisfy these conditions. A quick check shows that the data from Table 6 .1 satisfy the conditions in both lemmas. The data from Table 6 .2 violates the condition in Lemma 7.4 but satisifies the condition in Lemma 7.5, and the data from Table 6 .3 violate both conditions.
If we assume that the parameter constraints from either lemma are satisfied, then clearly T = T −1 1 T 2 maps W 1 into itself. Unfortunately, It does not seem to do so contractively, so we cannot use the Banach fixed point theorem to assert existence of a fixed point. The Schauder fixed point theorem is also not directly applicable; the problem is that while W 1 is a family of equicontinuous functions, it is not precompact because the domain is the whole real line, so the Arzela-Ascoli theorem is not applicable in direct form. Regrettably, while we know that an iteratively defined sequence z 0 := h ∈ W 1 , z n+1 = T z n will stay in W 1 , we cannot assert that there will be a convergent subsequence. This difficulty is related to the translation invariance of (4.2).
It is useful to visualize how the sequence {z n } could fail to converge: There could be a) progressive "flattening", where the slopes of the z n would converge to zero on compact subsets, and the z n themselves may (or may not) approach a constant in [b, a] on compact sets, while the boundary conditions are violated in the limit. Or, b) the wave could wander away to plus or minus infinity, leaving again a constant limit a or b but violating one of the boundary conditions in the limit. One needs an additional compactness constraint to prevent this behaviour. A condition of the following type suffices.
Assumption. Suppose that there is a nonempty subset W 2 ⊂ W 1 with the following two characteristics.
The existence of such a W 2 will certainly depend on the choice of parameters. If there is such a set W 2 then one can easily prove that W 2 is compact with respect to the topology of uniform convergence. Therefore, the Schauder fixed point theorem applies on W 2 to the operator T, and we have Theorem 7.6. If a W 2 with the properties a) and b) exists, then T has a fixed point in W 2 .
This result is not satisfactory, as we have no good criteria for the existence of such a W 2 . Of course every fixed point itself is a possible element of such a set. Natural candidates for h l and h u are suitably scaled and shifted hyperbolic tangents (see Section 5), i.e., h l (s) = A+B tanh(−σ 1 (s+s 1 )) and h u (s) = A+B tanh(−σ 2 (s−s 1 )), but it is not clear under which conditions the set {z ∈ W 1 ; h l ≤ z ≤ h u } is invariant under T 2 T −1
1 . This is a challenge for the future; the numerical experiments from Section 6 provide some guidance. For example, it seems reasonable to expect that a W 2 as described will exists for the first example discussed there.
Concluding
Remarks and an Applied Perspective. We have shown how the "jam" equation (1.1) arises from a kinetic traffic model in a formal high-density limit (where traffic is locally synchronized) and via a travelling wave ansatz. Removing the non-locality via Taylor approximation provides easily solvable ordinary differential equations with convincing travelling wave profiles. Further, we investigated functional-differential equations similar to the jam equation from a geometric point of view, and we explored a hyperbolic-tangent approximation to the expected wave profiles. Some numerical experiments were presented in Section 6. These experiments suggest that non-trivial solutions of (4.2) will exist for reasonable choices of the four parameters (α, β, a, b) but not for all choices (for example, as seen in Figure 6 .4, our numerical procedure may fail to converge and produce instead a profile wandering off to ∞. The functional-analytic discussion in Section 7 is consistent with these observations: we were able to identify non-trivial solutions of (4.2) as fixed points of suitable operators T 1 , T 2 and managed to find function sets invariant under T −1 1 T 2 . This required constraints on the parameter set which are consistent with the results in Section 6. For the final Theorem we needed an additional invariance assumption to overcome the lack of compactness in our function sets. It remains an interesting (and presumably hard) open problem to prove that this assumption really holds for suitable parameters.
The applicability of our work is manifold: first, we obtained reasonable bounds on the dimensions of possible wave speeds for traveling waves. Second, there is the relevance to identify accurate speed profiles in braking waves, which may prove useful for traffic guidance systems in congested domains (for example, optimal speed limits to guarantee safety and maximize flux at the same time). Our models may also give useful information on boundary conditions (u(inf ty), u(∞)) for which traveling waves exist.
A similar theory can be developed for acceleration waves. The localized version of the corresponding "unjam" equation was already described in [14] .
For practical purposes transition regimes between braking and acceleration will require additional modelling ingredients, because otherwise unrealistic behaviour may result. This is work in progress. For example, the model introduced in this paper can naturally be coupled with the more common models where drivers are at liberty to brake or accelerate according to a fundamental diagram. So our question whether we can have a β(s) which approximates the same constant as s → ±∞ will be answered in the affirmative if we find solutions of (9.1) in acceptable ranges. The corresponding β(s) for a = 0.6, b = 0.01, σ = 1 and α = 0.05 is plotted in Figure 9 .2 
