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Abstract
This dissertation has roots in the distinctly human endeavor to harness energy.
We study singlet exciton fission, which has the remarkable ability to double the
number of energy carriers (excitons) through singlet fission, and its reverse process
triplet fusion, which can combine triplet excitons. Understanding the fundamental
mechanisms that enable singlet fission may allow for it to be engineered for use with
other materials for solar cell applications.
We experimentally investigate the creation of singlet and triplet excitons in
rubrene single crystals, how one species can convert into the other by excitonic
fission and fusion processes, and how triplet excitons can travel comparatively long
distances.
Using steady-state excitation, we determine that the efficiency of singlet exciton
fission and triplet fusion are both large, likely exceeding 90%, and are only weakly
magnetic field dependent in pristine rubrene single crystals. We find a decrease in
fission efficiency by 20% when applying a magnetic field of 1 T, which is visible
as an increase of 20% of the photoluminescence quantum yield in the limit of low
excitation density; Further, we also report an increase in quantum yield of only
about 5% in the limit of high excitation densities, where triplet fusion dominates
the emitted PL. These observations are consistent with a magnetic field-induced
reduction of both singlet fission efficiency and triplet fusion efficiency.
We also investigate the PL quantum yield as a function of temperature and find
an increase in PL quantum yield by about a factor of almost an order of magnitude
between 295 K and temperatures of the order of 120 – 150 K; which is likely due
to a temperature dependence of the fission processes through an activation energy
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barrier. We find no changes to the PL spectrum’s intensity distribution in pristine
rubrene crystals when changing either the applied magnetic field strength, or the
sample’s temperature.
A high fission and fusion efficiency in rubrene single crystals means that it is
possible to determine the triplet exciton diffusion length by directly imaging the
photoluminescence emitted by a diffusing triplet population. We study how exci-
ton diffusion depends on temperature and magnetic field and find that the diffusion
length remains large at all investigated temperatures, keeping a value of 4.0± 0.5µm
with no observable temperature variation down to a temperature on the order of
225 K. For the magnetic field dependence of diffusion, we find that an applied mag-
netic field of 1 T increases the diffusion length from 4.0 microns at 0 T field to
5.4± 0.4µm.
Finally, we investigate the singlet fission process by an extensive study of PL dy-
namics after pulsed excitation. We determine the PL time dynamics as a function of
excitation density and observe the appearance of a component of the photolumines-
cence that follows an exponential decay with a decay time constant of 4.3± 0.5 ns.
By studying how this component varies with excitation power and the level of im-
purities in rubrene crystals, we show that this decay is likely related to the presence
of a quantum superposition of singlet state and triplet-pair state which acts as the
intermediate state of singlet fission. We then tentatively assign the 4.3 ns decay
to the lifetime of this intermediate state, which is essentially given by the triplet
component’s dissociation time into two independent triplet excitons. We also show
that the feature associated with this intermediate state is the only feature of the
photoluminescence decay between 0.1 and 100 ns that shows any dependence on an
applied magnetic field. This supports the interpretation that the 4 ns transient is
related to a quantum superposition of singlet and triplet-pair states.
2
Chapter 1
Introduction
The physics of energy collection is a uniquely human endeavor. In fact, early humans
began cooking their food as a way to increase their food’s energy density, which is
believed to have been a driving force for the development of a larger brain [1]. Since
then, humans have come to understand how energy can be converted and used to do
useful work; the collection, conversion, and transport of energy are fundamental to
powering modern day society. This dissertation has its roots in fundamental energy
science and contributes to an understanding of how energy is converted between
molecular excited states in organic molecular crystals.
Current silicon-based solar cells rely on the electronic band gap structure of
semiconductor materials to convert and harvest electrical energy. Substantial re-
search is being put into reengineering photovoltaics cells to use organic molecules
for possible improvements in fabrication techniques, flexibility, and cost-effective
implementation compared to inorganic semiconductors.
Some organic molecules can be arranged in a very ordered way, creating a molec-
ular crystal; held together by weakly attractive van der Waals forces between neigh-
boring molecules. While the constituent molecules of molecular crystals retain many
of their individual properties, such as those related to the absorption and emission
of light, molecular crystals can also exhibit signatures of intermolecular interactions
from their crystal structure, which can facilitate new phenomena.
One such intermolecular phenomenon, singlet exciton fission, splits the energy
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of a singlet exciton over two triplet excitons, a process which is under active theo-
retical and experimental research [2–4]. This dissertation is a case-study on rubrene
single crystals, where the triplet exciton has a long lifetime that allows for diffusion
through the crystal to dissociation sites which collect the exciton’s electron and
hole to produce a voltage. Harvesting triplet excitons in this system would double
the number of carriers per excitation photon, and halve the energy of each carrier.
Using this process for UV light in a tandem solar cell could allow for the extraction
of energy from light that would otherwise be wasted as heat [5], thereby introduc-
ing a mechanism that could be used to overcome the Shockley-Queisser limit of
photovoltaic cell efficiency [6, 7]
The processes that facilitate singlet fission and triplet fusion are not well under-
stood, with conflicting data and interpretations in the literature. We present new
research that helps to reconcile some literature sources and clarify the physics at
work in rubrene.
Before we present this dissertation’s contributions, we provide background mate-
rial on excitons, their transitions, and rubrene in chapter two. We then investigate
excitons using many different types of experiments that are either steady-state or
time-dynamics measurements.
In chapter three, we describe experiments in which we collect photoluminescence
(PL) from rubrene single crystals using a continuous-wave laser while changing sam-
ple temperature, excitation power, and applying a magnetic field. These measure-
ments are either spatially resolved, spectrally-resolved, or spectrally-integrated to
study exciton diffusion, excitation and relaxation, or exciton fission (respectively).
In contrast to the steady-state measurements, the experiments described in
chapter four use a pulsed laser to study time dynamics of photoluminescence from
rubrene. Measurements of the time dynamics of PL while changing excitation power,
an applied magnetic field, and spectral filters provide information about the rela-
tive populations of excitons which can help complete our model of singlet fission and
triplet fusion. In addition to experimental work, we also simulate the time dynamics
of PL from rubrene using a 3-state model of exciton fission.
Appendix A contains a derivation of an equation discussed in the main text, and
4
appendix B is an extension of our model presented in chapter four to the spatial
diffusion of excitons.
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Chapter 2
Background Information
This chapter introduces the physics needed for the fundamental-science research
presented later in this dissertation. We first present general topics in excitons,
singlet fission, and triplet fusion, then move on to a description of the archetype
material used for this dissertation, rubrene, with a brief literature review presenting
the state of the art.
2.1 Excitons
The Pauli exclusion principle requires that the ground state of a molecule can have
no more than two electrons in the highest occupied molecular orbital. When a
ground state molecule with two electrons in the highest occupied molecular orbital
absorbs a photon, an electron is promoted to an excited state. This transition
leaves a positively-charged ‘hole’ in the highest occupied molecular orbital for the
electron to interact by the Coulomb force. In molecular crystals consisting of ordered
assemblies of such molecules, the wavefunctions of the electron and hole together as
the excited state of the molecule can be considered a quasiparticle called an exciton
[8].
The electron band structure of most inorganic semiconductors hosts delocalized
excitons that are loosely bound and can be broken by thermal energy at room
temperature [9]. However, in molecular crystals there is little overlap of electron
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orbital wavefunctions between molecules, which is indicative of low charge mobilities
and excitons with large binding energies. This large binding energy leads to excitons
that are stable at room temperature with high electron-hole dissociation energies.
[10].
2.1.1 Types of Excitons
In inorganic crystals, excitons can be of Frenkel or Wannier-Mott type, where the
electron and hole exist on either a single lattice site, or over many sites [8]. The
size of an exciton depends on the electronic and geometric properties of the lattice,
its composition, and bonding structure [8]. A third type of exciton found in some
molecular materials, the charge-transfer exciton, has separated charge centers where
the electron and hole’s wavefunctions are spatially separated from each other [11].
In an individual molecule in an excited state with two valence electrons, the two
highest energy electrons each have two possible spin orientations. There then are
four configurations for the two electrons allowed by the Pauli exclusion principle.
From these four configurations, the single antisymmetric arrangement of electrons,
with no net spin, is called the singlet exciton state (S). In contrast, the three
symmetric configurations, with net spin of 1, are called the triplet exciton state (T ).
When considering the excited states of two molecules simultaneously, it’s possible
to build states with net spin greater than 1 such as the quintet state with spin 2
[3, 12, 13]; however, this dissertation focuses on singlet and triplet excitons.
Photoexcitation of an electron to an electronic excited state through the dipole
interaction does not change the spin of the electrons; therefore the two higher energy
electrons of a freshly photoexcited molecule must be in a singlet state (since they
started in the singlet ground state). The corresponding two-electron wavefunction
will therefore need to be spatially symmetric with a larger probability of the two
electrons being closer together, which involves a larger Coulomb interaction energy.
When the two higher energy electrons of an excited molecule are in a triplet state,
they have a spatially antisymmetric two-electron wavefunction. The probability of
the two electrons being close together is therefore reduced, which in turn reduces
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the Coulomb interaction energy and makes the binding energy of triplet excitons
larger [14].
Since dipole interactions do not change the spin wavefunction of the molecule,
and since triplet states have a spin of 1, the triplet state cannot radiatively decay
to the ground state in the dipole approximation, or be created by photoexcitation
from the ground state. The triplet state is a ‘dark state’, and does not couple to
the singlet ground state via interaction with a photon (apart from going beyond the
dipole approximation, which then leads to phosphorescence).
However, it is possible for an excited state molecule to convert between singlet
and triplet states. The first possibility is that a photoexcited singlet state molecule
spontaneously transforms into a triplet state via spin-orbit coupling. This is gener-
ally allowed energetically, but is a low probability event because of the weakness of
the spin-orbit interaction [15]. The second possibility is what we are studying; if the
triplet state energy is near half the singlet state energy, then an excited singlet-state
molecule can interact with a neighboring molecule in the ground state to create a
pair of triplet states which have a combined spin of zero. This is the first step in a
fission process that ultimately results in two independent triplet states. Similarly,
the reverse process is also possible; in materials where the energy of the triplet exci-
tons is such that pooling of the energy of two triplet excitons can reach the energy
of the singlet state, two triplets can undergo a fusion process to create a spin-zero
pair of excited singlet and ground state singlet molecules.
2.1.2 Singlet Exciton Fission
Singlet excitons in some molecular crystals can divide their energy into two triplet
excitons in a process called singlet fission [3, 16]. In the following section, we define
the terminology we use in this dissertation to describe the states and processes of
singlet fission; it is largely paralleled by the literature, but is presented for clarity.
Singlet fission begins when the excited singlet state of a molecule (S1) mixes its
possible electron configurations with those available to the zero-spin ground state
of a neighboring molecule (S0). This first step is called state mixing and creates the
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intermediate exciton state. The intermediate state, M , is a quantum superposition
of a singlet character state (S1 ⊕ S0) and a triplet character state ( 1(TT )); this
can be represented as M = (S0 ⊕ S1) ⊕ 1(TT ) where the two ⊕s represents a
quantum superposition of the two states. The final step in singlet fission disentangles
the triplet character state to leave two independent triplet excitons (T1) that can
independently move to other molecules. This step is well described as intermediate
state dissociation or triplet-pair dissociation. The entire singlet fission process, from
excited singlet state to independent triplet states, is seen in Eq. 2.1:
S0 ⊕ S1 k−2⇀ M k−1⇀ T1 + T1. (2.1)
where the values of k−2 and k−1 describe the rate at which the state mixing and
triplet-pair dissociation steps occur. These transition rates will be used in time
dynamic studies later, but will be expressed in terms of the reactant state lifetime, τx,
to compare directly with experimental results. The two reaction rates k−2 and k−1
together determine the total singlet fission rate, which we define as the entire process
from one excited singlet to two independent triplets (conventionally described using
the rate constant γ′.)
Each step of singlet fission must conserve the total energy and net spin of the two-
molecule system. Energy conservation requires that the initial energy of a singlet
exciton (ES) be at least twice as large as the energy of each final triplet exciton (ET )
(so that ES ≥ 2ET ), although this requirement loses some precision because thermal
energy and phonons can assist with exciton fission [3]. Spin conservation through
singlet fission requires that the two independent triplet excitons inherit spins so that
their total spin remains zero. The physics of energy and spin conservation in this
process can be understood with a more detailed look at the intermediate state.
The Intermediate State
The intermediate state is a superposition state of a singlet character state and triplet
character state that exists over two molecular sites simultaneously. The excited
molecule with a singlet exciton and a neighboring ground state molecule are to-
gether considered the singlet character of the intermediate state. At the same time,
9
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Figure 2.1: Direct mechanism for singlet fission. A photoexcited singlet state and neigh-
boring ground-state molecule a) each have an electron simultaneously change
energy levels (red dashed arrows) to create the intermediate exciton state
b).
in such a way that their total spin is 0, the same two molecules each host a triplet
exciton which are coherently entangled; the two triplets do not choose a spin con-
figuration [3]. This duality of having both singlet character and a correlated triplet
pair corresponds to the quantum superposition of the intermediate state. In some
systems, this superposition state can acquire a coherent phase between the singlet
and triplet states [2, 17–22], which leads to constructive and destructive interference
which can be observed as quantum beats [2, 23, 24]. The physical mechanism re-
sponsible for the state-mixing step, which creates the intermediate state, is an area
of active research [11, 24]. Physical descriptions of the state mixing process utilize
either a direct or a mediated process. The direct mechanism uses internal electron
rearrangement to create an intermediate state, while the mediated mechanism sep-
arates a singlet exciton’s electron and hole onto neighboring molecules, creating a
charge transfer exciton, before creating an intermediate state.
The direct mechanism for creating the intermediate state (also called the ‘four
electron model’ [11] or ‘direct coupling’ [3]) is shown in Fig. 2.1. In this mechanism,
the excited electron and the opposite-spin ground state electron of the neighboring
molecule simultaneously change energy levels, (red-dashed arrows in Fig. 2.1a) di-
rectly creating the intermediate state exciton in Fig. 2.1b. A detailed review of the
direct mechanism with a Hamiltonian description can be found in Ref. [3]. Because
of its direct and simultaneous exchange of two electrons there is no net charge cre-
ated between the two molecules involved; in contrast with the mediated mechanism.
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Figure 2.2: Mediated mechanism for singlet fission. A photoexcited singlet state a)
moves its excited electron to the charge transfer excitonic state b) (shown
with red dashed arrow on a). A two-electron transition from the CT state
is seen by red arrows on b) to the intermediate state (seen in c).
The mediated mechanism for creating the intermediate state (sometimes called
‘CT’ for ‘charge transfer’ mechanism [3, 11, 17]) is shown in Fig. 2.2. The charge
transfer exciton consists of a positively ionized molecule close to a negatively ionized
molecule. Moving the excited singlet state’s electron from one molecule to the next
requires energy because of the need to overcome Coulomb attraction. The additional
electron in the negatively ionized molecule must be in a state with higher energy
than that of an excited state electron in a neutral molecule. Consequently, the
CT exciton must have a higher energy than the singlet exciton. From this charge
transfer exciton, the intermediate state is created by a thermal redistribution of
electrons to the two molecules in a process called back-electron transfer [4, 25].
This process demotes the charge-transfer electron to the triplet state and promotes
the opposite-spin orientation electron to the triplet energy state of the neighboring
molecule; creating the intermediate state exciton. More details on the mediated
state, including its applicability to specific materials, may be found in Ref. [3].
Both the direct and mediated mechanisms describe the state mixing process.
They both begin with an excited singlet state and a neighboring ground-state
molecule, and end with the intermediate state superposition of singlet and triplet
excitons. The most notable difference between the two is that the direct mechanism
can be isoenergetic, while the charge transfer exciton of the mediated mechanism
requires energy additional to the initial excitation. These mechanisms are presented
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here as background for the creation of the intermediate state, which we later pro-
pose to have observed in our experiments. Our research does not attempt to prove
one mechanism over the other because our results do not rely on which mechanism
facilitates singlet fission in rubrene single crystals.
The intermediate state is destroyed when the entangled triplet pair, which is
also in a superposition with the excited state singlet molecule and ground state
molecule, thermalizes with the environment’s thermal bath [3]. This is called triplet-
pair dissociation, which breaks the superposition state and leaves two independent
triplet excitons. These triplet excitons are able to diffuse away through the material
and decay separately. This final step of fission, triplet-pair dissociation, uses two
molecular pictures in its description that we identify for future discussions.
We can describe fission’s states using either the dimer picture or the crystal pic-
ture. The dimer picture considers the bare minimum required for fission to occur,
two neighboring molecules (note: we are not referring to dimer polymer molecules
here, only the interaction of two molecules.) This is different from the crystal pic-
ture, which considers many molecules simultaneously. The dimer picture was used
above for the description of two molecules simultaneously in the triplet character
of the intermediate state. Considering only two molecules is mentally and compu-
tationally accessible, although direct applications of the dimer model are limited
to very specific experimental systems. Most systems with singlet fission require
interactions from multiple neighboring molecules, which are accounted for using a
crystal picture [19]. The crystal picture was used after triplet-pair dissociation to
describe independent triplet excitons diffusing over many lattice sites. Compared to
the dimer picture, the crystal picture is more complicated, though it helps build a
more complete model of the processes occurring during the experiments on molec-
ular crystals. Both of these pictures are used again to describe the reverse process
of singlet fission: triplet fusion.
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Fusion
When two independent triplets meet in a molecular crystal, the reverse of singlet
fission may occur which is called triplet fusion or triplet-triplet annihilation. The
term triplet fusion is used to describe the process from two independent triplets to
one intermediate state exciton, as seen by:
M ↽
k2
T1 + T1. (2.2)
where all terms are the same as singlet fission in Eq. 2.1, except the arrows reverse
and the rate k2 describes the processes of triplet fusion.
Just as singlet fission conserves net spin and total energy, so too must triplet
fusion. The two independent triplet excitons must be of opposite (or zero) spin
components to conserve spin while recreating the intermediate state exciton; if they
have the same spin component, they can not undergo triplet fusion. Energy conser-
vation through triplet fusion requires that the triplet state energy be at least half of
the singlet state energy (so that ES ≤ 2ET ); similar to fission, this process is also
known to be assisted by thermal energy and phonons in some crystals [3]. Taking
the fusion energy consideration in context with that of singlet fission (ES ≥ 2ET )
it is seen that singlet fission and triplet fusion can only occur simultaneously in a
material if the singlet state energy is close to twice the triplet state energy; a rare
criterion in materials.
As part of the intermediate state’s superposition state, the singlet character
of the intermediate state determines its energy and total spin. Using this singlet
character, the intermediate state is able to emit light that is identical to that of the
pure singlet state because they have the same energy. Because the excited singlet
and intermediate state excitons have the same energy, an exciton in the intermediate
state is functionally equivalent to an exciton in the singlet state, which is why the
intermediate state does not return to the excited singlet state in Eq. 2.2 or in the
summary below.
To wrap up the last few sections on fission and fusion, a summary of the ter-
minology used in this dissertation for the excitonic processes is shown in Fig. 2.3.
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2S0 S0 ⊕ S1 M
 2T1
photon 
absorption
state
mixing
triplet-pair
dissociation
singlet fission
triplet fusionphoton emission
Figure 2.3: Terminology summary for fission/fusion processes. S0 is the ground state
molecule, S1 is a excited singlet state, M is the intermediate state, and 2T1
represents the two independent triplet excitons.
Clarity in terminology used to describe the processes involved in fission and fusion is
important to ensure that research is correctly compared between literature sources.
For this dissertation, the process of singlet fission is defined as the entire process
from a singlet exciton to the final two independent triplet states, which parallels
the standard definition of fission (a similar process outside of molecular crystals is
called multi-exciton generation [17].) In contrast to our definition of fission, some
literature references use fission to describe the transformation of the singlet exciton
state to the intermediate state, while others use fission to describe the dissociation
of excitons into free carriers [26]. Another term with variation between sources is
the intermediate state; some references refer to the intermediate state as a triplet-
triplet correlated pair or the multi-exciton state. The term ‘multi exciton state’
is particularly confusing because other references use it to describe the final two
independent triplets.
2.1.3 The Polyacene group
Acene compounds (also known as the polyacenes) are a subset of a larger group
of polycyclic aromatic hydrocarbons categorized by their repeated benzene rings,
complex electron-sharing scheme, and simple composition (made of only carbon
and hydrogen). The acene group is extensively studied for its geometrically regular
shape and natural abundance as a component of hydrocarbon materials [27, 28].
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The members of this group are named for the number of benzene rings fused to-
gether: naphthalene is comprised of two fused benzene rings, anthracene has three
rings, tetracene has four, and pentacene has five, etc. (naming continues with greek
prefixes). Because of the similarities in the acene group’s properties and molecular
structures, acenes are used as a progression of molecular length to study aromatic
hydrocarbons.
In a very simplified physical model, the acene family of compounds can be iden-
tically described as quantum wells with varying dimensions. The excited states of
the molecules can be understood in a ‘particle in a box’ model, where the size of
the box changes from one acene molecule to the next. Shorter acene molecules have
higher absorption and emission photon energies, similar to the excited states of the
2D particle in a box having higher state energies for smaller length dimensions. Al-
tering the molecular length does not effect the singlet and triplet state energy levels
equally; increasing the number of fused benzene rings between acene molecules de-
creases the singlet state to triplet state energy ratio, ES
ET
. In short acene molecules,
ES
ET
is less than two, so singlet fission requires some input energy (which is usually
provided by thermal energy or phonons) while triplet fusion releases energy. How-
ever, longer acene molecules have a ES
ET
ratio greater than 2, which means fission
releases energy and triplet fusion requires energy. This trend is quantified by com-
paring singlet fission in anthracene (which absorbs 0.5 eV of energy), to tetracene
(which absorbs 0.18 eV), and to pentacene (which releases 0.11eV) [4]. As discussed
in the section on triplet fusion, there is a very special case among the acene molecules
when the ratio ES
ET
is very nearly two. The energy ratio in tetracene is small enough
that tetracene fits into this category, thanks to assistance from thermal energy, and
shows signs of both fission and fusion. However, fission in the tetracene derivative
rubrene is very close to isoenergetic, within 0.1 eV [29, 30], so rubrene shows efficient
exciton fission and fusion simultaneously which leads to an interesting enhancement
in photoluminescence yield.
Rubrene, with efficient singlet fission and triplet fusion, exhibits a factor of 12
enhancement of the photoluminescence quantum yield at higher excitation powers
due to a recovery of triplet excitons from triplet fusion [31]. This effect is also seen
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in tetracene, but only shows a factor of 3 enhancement [32]. For these experiments,
we learn that the triplet exciton density can be used to control the number of fusion
interactions between independent triplet excitons. In a regime of low triplet density,
the amount of photoluminescence emitted by the sample is linearly proportional
to the excitation rate. In this regime, the probability of two independent triplet
excitons colliding with the correct spin and undergoing triplet fusion is low. This
means that energy from singlet excitons that undergo singlet fission is lost as a
triplet exciton to non-radiative processes. However, a high-density triplet population
with active triplet fusion is able to recreate the intermediate exciton state from
independent triplets. The intermediate states recreated by the triplets are able to
emit photoluminescence additional to emissions made immediately after excitation
by radiative singlet exciton decay. It is the additional photoluminescence recovered
through fusion from the triplet excitons that increases the total quantum yield of
system. Excitonic energy can be reused many times through fission/fusion processes,
increasing the likelihood that this energy will eventually contribute to the total
emitted photoluminescence. It is important to recognize that rubrene, with both
fission and fusion, exhibits a regime of high excitation density with triplet fusion
recreating singlet excitons and a regime of low excitation density with few triplet
fusion events. These two regimes allude to two different excitonic environments
which should be controlled and reported in publications to ensure comparable results
between experiments.
2.2 Rubrene
This dissertation focuses on excitonic processes in rubrene (tetraphenylnatpthacene,
C42H28) as a model system for studying excitonic processes because of its high exci-
tonic fission/fusion probabilities, long triplet exciton lifetime, and extended triplet
exciton diffusion length. Although not of use in the present work, rubrene is also
studied because it has one of the largest hole mobilities measured in any organic
molecular crystal [33, 34] and shows a large delayed photocurrent due to triplet-pair
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dissociation [35, 36]. It would be interesting to understand how rubrene facilitates
these properties to be able to engineer other materials to exhibit similar charac-
teristics. The physics involved in rubrene’s fission and fusion processes is vital to
knowing how to create photovoltaic devices that rely on fission to double their quan-
tum efficiency.
The research field dedicated to rubrene is still developing. Research groups are
working to reconcile conflicting results, which helps to explain some finer details.
Recently, an understanding of the anisotropic structure of rubrene has led to a better
model of triplet exciton diffusion and an explanation of variations in the photolumi-
nescence and absorption spectra [37, 38]. Additionally, a strong photoluminescence
enhancement from the recovery of triplet excitons, as mentioned in the acene section,
has been observed in rubrene which stresses the need for excitation control during
experiments [31]. This dissertation builds on these results by carefully measuring
photoluminescence under various environmental conditions with spectral, spatial,
and time-resolved measurement techniques.
2.2.1 Fundamentals
Rubrene is a polycyclic aromatic hydrocarbon composed of a tetracene backbone
(four fused benzene rings) with two substituted phenyl groups attached to each of its
two internal rings. It has a two-fold axis of rotation (along the M molecular axis as
as shown in Figure 2.4 a)). Rubrene single crystals grown using vapor transport are
orthorhombic, with four molecules per unit cell [40]. The crystallographic axes used
in this dissertation (shown in Fig. 2.4 b)) are defined in the Acam space group, with
lattice constants a = 14.4 A˚, b = 7.18 A˚, and c = 26.9 A˚. The Acam definition is used
to remain consistent with research in charge transport, though some publications
use the Cmca point group. In the Cmca group, the a and c axes are switched when
compared to the Acam group.
There are two types of rubrene single crystals: stubby crystals and extended-facet
platelets. Stubby crystals, pictured in Fig. 2.4 c and d, exhibit many {ijk} surfaces,
usually including ab and bc surfaces. The most common type of crystal is a platelet
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FIG. 1. (Color online) (a) Rubrene molecule; (b) rubrene crystal
structure in the ab plane; (c) simulated (Ref. 27) habit of a rubrene
single crystal; (d) image of a micrometer-sized stubby rubrene single
crystal.
lowest unoccupied molecular orbital (LUMO), while the Bu
state is the next higher state. The (L,N,M) components of
the dipole operator in the C2h point group have symmetries
(Bu,Bu,Au). HOMO-LUMO transitions (Ag ↔ Au) are only
dipole allowed for a dipole operator of symmetry Au, because
Ag ⊗ Au ⊗ Au = Ag . They therefore occur for light polarized
along theM axis of the molecule [Fig. 1(a)]. On the other hand,
transitions to and from the higher Bu state require a dipole
operator with symmetry Bu (because Ag ⊗ Bu ⊗ Bu = Ag),
and are therefore associated with light polarized along the L
or N axes of the molecule. Transitions between the excited
states (symmetry Au and Bu) are not dipole allowed in this
centrosymmetric molecule.
Vapor transport grown rubrene crystals are orthorhombic,23
with D182h (or mmm) point group and four molecules per unit
cell. In this work, we define the crystallographic axes in the
space group Acam, in which the lattice constants are a =
14.4 A˚, b = 7.18 A˚, and c = 26.9 A˚ instead of Cmca, as
used in Ref. 23, where a (instead of c) corresponds to the
long axis. The reason for this choice is that it is consistent
with the labeling of the axes used in several charge transport
experiments.7,10
Figure 1(b) shows the molecular stacking along the mirror
plane of the crystal (ab plane). The L and N axes of the
molecules are parallel to the ab plane of the crystal, while the
M axes are all parallel to the c direction. When viewed along
the normal to the surface, the boundaries of the growth facets
parallel to the {001} planes form an angle of 63.5 degrees to
the b axis, while the boundaries or growth facets parallel to
the {100} planes form an angle of 75 degrees to the b axis26
[Fig. 1(c)].
The most common shapes among as-grown rubrene crystals
are platelets with extended c surfaces and crystals elongated in
the b direction but with small thickness along the c direction.
Crystal growth also delivers some high-quality stubby crystals
with more equilibrated dimensions (up to ∼500 µm) in the
three spatial directions. Such crystals exhibit various {ijk}
surfaces with indices between 0 and 2 [Figs. 1(c)–1(d)]. The
analysis of the crystal habit reveals characteristic geometries
for the confining surfaces, which offer an unambiguous
identification of the orientation of each surface. We observed
that the PL properties of such crystals are very stable and do
not change even over several years.
III. EXPERIMENT
A. Optical absorption
As discussed in the previous section, the dipole matrix
element for the lowest-energy electronic transition from the
ground state of the rubrene molecule has only one component,
corresponding to the molecular M direction. This characteris-
tic, coupled with the fact that all molecules in orthorhombic
rubrene have their M axes parallel to each other, creates a
very large absorption and emission anisotropy in rubrene. The
strong anisotropic absorption has an extremely large influence
on the photoluminescence spectra that can be obtained from
rubrene single crystals under different illumination and detec-
tion geometries. Before presenting our PL results in the next
section, it is therefore necessary to first review and accurately
determine the absorption spectra of rubrene for light polarized
parallel to the three crystallographic axes.
Since the strongest low-energy transition in the rubrene
molecule is M polarized, and since the M axis of all
molecules in rubrene is parallel to the c axis of the crystal,
we first discuss the absorption spectrum of rubrene for
light polarized along the c axis. As-grown crystalline thin
platelets have large surfaces that are normal to the c axis.
In order to determine the c-polarized absorption spectrum,
we measured the transmission of thin rubrene platelets at
oblique incidence for light polarized in the plane of incidence.
The crystals studied were observed under the microscope to
make sure that all surfaces were unblemished. Both direct
microscopic observation with a spatial resolution of 0.4 µm
and interferometry were used to determine the thickness of
the crystals, obtaining values between 0.8 and 5.0 µm for the
samples studied. Polarized white light was then focused onto
the crystal with a 10× objective (Rayleigh range was always
much larger than sample thickness), and the change in its
spectrum after passing the crystal was measured with an Ocean
Optics USB4000 fiber-coupled spectrometer by capturing the
light with a second objective and focusing it into a multimode
fiber of 100 µm diameter. We obtained calibrated absolute
values for the sample transmission at each wavelength by
measuring and correcting any polarization dependence in the
reflectivity and transmission of the optical components used
in the experiment. Several transmission spectra were collected
starting at normal incidence and then for different rotations of
the crystal around its a-axis. Angle-dependent reflection losses
were both calculated from the refractive indices in the spectral
range of interest (na ≈ 1.7, nb ≈ 1.9, and nc ≈ 2.026,28) and
measured experimentally. We used interferometry to confirm
the refractive index values and to confirm that index dispersion
did not affect our evaluation of the absorption spectra. Finally,
the absorption of the crystal for different incident angles was
calculated taking into account the reflection losses and the
incidence-angle dependent optical path length in the crystal.
Figure 2(a) shows absorbance spectra of a 2.7µm thick rubrene
085143-2
Figure 2.4: (a) Rubrene m lecule. (b) Herringbone pattern of rubrene molecular stack-
ing in ab plane. (c) Simulated geometri s of rubrene crystal [39]. (d) Image
of a micrometer-sized stubby rubrene crystal. Figure ref: [38], using Acam
point group.
crystal with an extended ab surface of a few mm2 in area and a few tens of µm
extension along c. Though very rare, platelet crystals with an extended bc surface
are experimentally asier to work with because of relativel stronger absorpti n and
photoluminescence compared to ab surfaces. Considering the ab and bc platelets, we
are able to access directly each of the three crystallographic axes as needed without
worrying about mixed axial angles.
2.2.2 Absorption & Photoluminescenc Properties
Rubrene molecules, like those in the polyacene group [3], have their first dipole
transition moment along the molecular short axis (M). Following the long molecular
backbone in Fig. 2.4a into Fig. 2.4b, it can be seen that all th transition dipole
moments of rubrene molecules in rubrene single crystals are oriented exactly par-
allel to each other, along the c crystal axis (out of the page in Fig. 2.4b.) This
alignment of the transition dipole moments corresponds to very strong absorption
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Figure 2.5: Rubrene absorption and photoluminescence spectra. Figure Ref: [38]
and emission of light with polarization parallel to the c axis. The first electronic
transition for c polarized light in rubrene is at 2.3 eV, which is absent from the
absorption spectra for the a and b polarizations (this trend is seen in Fig. 2.5.)
Lower-energy absorption peaks, present in all three polarizations, are spaced evenly
0.17 eV apart and stem from a vibronic progression with the stretching frequency
consistent with Raman measurements of carbon-carbon stretching vibrations [38].
Photoluminescence bands follow the same polarization dependent pattern as seen
for absorption, with the c-polarized emission band at 2.2 eV largely absent from the
a and b polarizations. We note that there is some PL ‘leakage’ from the c polariza-
tions into the a and b polarization spectra, which deforms the shape of measured
spectra slightly. A vibronic progression is also present in the photoluminescence
spectrum, but spaced slightly closer at 0.147 eV. The energy difference between the
largest absorption peak and smallest emission peak, a Stokes shift of up to 0.1eV,
is attributed to lower frequency molecular deformations [38].
Because of the strong anisotropy of optical properties, measurements of photo-
luminescence from rubrene single crystals are very sensitive to collection geometry
and material irregularities. Changing the excitation polarization or collection angle
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of photoluminescence affects the molecular axes from which PL is collected, which
changes the relative intensity distribution of PL. This is especially clear when us-
ing microscope objectives with different numerical apertures to capture light coming
from various emission angles because the c polarized emission band ‘leaks’ into mea-
surements with larger collection angles. Furthermore, the edges of crystals act as
reflecting surfaces by which light propagating in the crystal can ‘leak’ into other axes
(usually seen in ab surface measurements.) Defects, cracks, dirt, and scratches on
the surface of the crystal have the same effect as edges when it comes to the mixing of
photoluminescence from other facets. Photoluminescence that radiates in the crys-
tal for a substantial distance, whether in the plane of the crystal or from emission
deep within the crystal, will exhibit reabsorption effects on the higher-energy end of
emitted spectrum. Many of these experimental observations were first collected in
rubrene by Irkhin et al. [38], who published a comprehensive analysis of absorption
and emission of rubrene single crystals which highlights the anisotropic nature of
its photoluminescence and absorption. These authors also show experimental arti-
facts to avoid during experiments in order to collect data in a well-controlled and
reproducible way.
‘Altered’ vs ‘Pristine’ Rubrene
Within the past several years, most of the groups that synthesize rubrene single
crystals have reported a pronounced 1.9 eV (650 nm) emission band in rubrene single
crystals. We refer to rubrene crystals with this noticeable extra band as ‘altered’
rubrene in accordance with previous work [38]. Studies on the appearance of this
band suggest it is due to defect sites [41] or an oxidation of rubrene molecules [42, 43].
Synthesis of ‘pristine’ rubrene, which has the intrinsic photoluminescence described
above and does not have the pronounced 1.9 eV band, has proven to be very difficult
to synthesize reproducibly. The 1.9 eV emission band can be the prominent emission
band [30, 44], or, more commonly, it can be only a mild deformation of the vibrionic
progression of the intrinsic rubrene photoluminescence. The variation in the strength
of this band may be indicative of a different crystal structure [41], with possibly
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different physical phenomena than ‘pristine’ rubrene. This dissertation tests some
properties of ‘altered’ rubrene single crystals to compare with ‘pristine’ rubrene
measurements, though we do not conclusively identify the band’s origin.
2.2.3 Excitons in Rubrene
As discussed in section 2.1.2, excitons in organic molecular crystals can undergo fis-
sion by which one singlet exciton is divided into two triplet excitons on neighboring
molecules. The reverse of the fission process, where two triplet excitons on neigh-
boring molecules combine to recreate an exciton of singlet character, is known as
triplet fusion and is studied much more rarely among materials, but is nevertheless
found to occur in rubrene and is attributed to a singlet : triplet energy ratio very
close to 2 [11].
Singlet excitons in rubrene have a radiative lifetime of around 16 ns according
to experiments using rubrene dissolved in non-polar solutions [45, 46]. Measure-
ments of the time-dynamics of the photoluminescence of rubrene show that, at high
excitation powers, less than 5% of photoluminescence from rubrene single crystals
comes from singlet excitons radiatively decaying within the 16 ns decay lifetime.
The remaining photoluminescence is emitted long after the singlet lifetime and thus
must originate from molecules that have gone through both the fission and fusion
energy recycling processes [31, 45, 47]. The large probability for a singlet exciton
to undergo fission, which stems from efficient singlet fission, makes rubrene a great
system for investigating excitonic fission and fusion.
It is known that triplet excitons are present in rubrene samples within 10 ps after
photoexcitation [30, 48]. Triplet excitons have a relatively long lifetime of 100µs
[47] due to the spin-forbidden transition from the triplet state to the ground state.
This means that triplet excitons have time for spatial diffusion, enabling them to
find other triplets and undergo exciton fusion. Beginning at the ∼10 ns time scale,
triplet fusion to the intermediate exciton state leaves a distinctive power law slope
of 2 in the photoluminescence time dynamics [47].
Trying to pinpoint the state mixing lifetime has proven to be much more difficult.
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The fission timescale must be shorter than the singlet decay time, made evident by
the possibility of singlet fission. A measurement of transient absorption kinetics for
near infrared wavelengths is interpreted by Furube et al., and presents a singlet to
triplet fission time constant of 10 ps [49]. Ma et al. find a ∼ 20 ps singlet fission
time from the lowest vibration state using experiments which study photo-induced
absorption bands in the visible spectral region [30, 48]. In a third measurement,
Tao et al. measured the decay of a photo-induced infrared absorption band and
concludes there to be a ∼ 100 ps decay time for the dissociation of singlet excitons
[50]. Tao et al. do not claim to be measuring the singlet fission time, but instead
the charge carrier dissociation time. Their conclusion is treated as a possible com-
ponent or energetic pathway. The total fission rate, where independent triplets are
made, is different than measurements of state mixing and triplet-pair dissociation.
Considering the sources collected here, we find a literature value for the fission time
on the order of ∼ 10 ps.
Triplet excitons, with their long lifetime, have the possibility to diffuse long dis-
tances in rubrene. Comparing the spatial distribution of photoluminescence emit-
ted by the crystal with the input excitation distribution provides a measurement of
triplet exciton movement in rubrene single crystals. The triplet lifetime of 100µs,
which is 107 times longer than the singlet lifetime, provides triplet excitons with
enough time to diffuse ∼ 4µm along the b crystallographic axis. Diffusion of triplet
excitons along the a or c axes is immeasurable with this method, though it is ex-
pected to be small because large molecular spacing and weak pi-orbital overlap do
not facilitate triplet diffusion [51]. The diffusion effect was first reported in Ref .[37],
and can be used to measure triplet mobility and lifetime by introducing defects us-
ing proton irradiation [51]. Crystals previously irradiated with a high dosage proton
beam do not show exciton diffusion because of a broken crystalline structure and de-
fect interactions between proton beam damage and triplet excitons [51]. In contrast,
the same effect is not seen at lower proton-beam dosages because of the decreased
likelihood that a triplet exciton will encounter a defect site. The effect of proton
beam irradiation has been shown to reduce the efficiency of triplet diffusion; experi-
ment confirms the absence of any photoluminescence enhancement between high and
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low triplet density regimes (as described in the acenes section) for triplet exciton
recombination in highly irradiated rubrene single crystals [51].
2.2.4 Rubrene Samples Used in This Work
Almost all experimental work presented in this dissertation uses rubrene samples.
We use mostly ab facet platelet crystals because they were widely available, have an
extended facet size, and are largely free of defects. Most single crystals used in this
work were grown by the Podzorov group at Rutgers using vapor transport deposition
techniques. Both the Sassella research group at the University of Milan Bicocca and
the Batlogg research group at ETH Zu¨rich sent rubrene single crystals for spectral
absorption and photoluminescence investigation. The Podzorov and Batlogg groups
source their rubrene powder from Sigma-Aldrich [52], while the Sassella group uses
ACROS Organics rubrene powder [53]. We created the amorphous, solution, and
molten samples used in this work with rubrene powder from ACROS Organics.
‘Pristine’ rubrene single-crystals used for this work were chosen to minimize
effects of an enhanced 1.9 eV band (discussed in section 2.2.2), whereas for ‘altered’
crystals we looked for crystals that maximized this peak.
When performing experiments on rubrene single crystals under a microscope,
we transferred the rubrene to a clean, glass microscope slide. Measurement sites in
all rubrene samples were chosen as far as possible from crystal defects and edges to
avoid the PL spectra artifacts described in Sec. 2.2.2. The geometry of the setup to
measure time dynamics required us to vertically mount our rubrene samples, which
was done by securing the rubrene to an aluminum washer with Scotch tape.
We created amorphous rubrene samples using molecular beam deposition of
rubrene powder onto glass coverslides [54]. Our process will be well-documented
later in Sec. 4.3.
Solutions of rubrene were made in ethanol, chloroform, and hexanes by saturating
the solvent with rubrene powder. We allowed excess, undissolved rubrene to settle
in the cuvette before starting measurements.
A sample of molten rubrene was created by inserting rubrene powder between a
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microscope slide and a coverslip. The microscope slide was heated on a hotplate to
340◦C until the rubrene melted. It was then allowed to slowly cool to room temper-
ature. The sample appears to have a few nucleation sites from which molecules have
approximately arranged themselves radially. This is made evident by placing the
sample over a light source between crossed polarizers to see the radial orientation
of rubrene molecules around the nucleation sites.
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Chapter 3
Photoluminescence From Rubrene
Single Crystals: Temperature and
Magnetic Field Effects
Studying the light emitted by a material is one of the best ways to obtain information
about the electronic states it can host. For example, the emission and absorption
spectra of rubrene depends on its exciton energy levels and the crystal orientation.
Furthermore, changes in measured quantum yield are indicative of changes in the
rates of singlet fission and triplet fusion [31]. This chapter presents experiments mea-
suring steady-state photoluminescence by investigating some of these complicated
exciton processes in rubrene. In particular, our analysis focuses on environmental
conditions that effect the singlet fission and triplet fusion rates, including tempera-
ture and magnetic field.
In our experiments, we change the temperature of our sample between 300 K and
∼150 K. Experiments which change the sample temperature modify the amount of
available thermal energy to complete endothermic reactions with energy deficits on
the order of ET = kBT . For rubrene, the singlet exciton energy is very nearly twice
the triplet exciton energy, differing by only a tenth of an eV [29, 30]. If fission in
rubrene requires more energy than the thermal energy at 150 K, the rate of singlet
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fission should decrease when cooling. We observe this change in singlet fission as an
increase in amount of PL emitted by the system because the singlet excitons will
radiatively decay instead of undergoing singlet fission.
In other experiments, we apply a magnetic field to our rubrene single crystals.
The presence of a magnetic field in an excitonic system causes slight modifications
to the energy levels of triplet excitons through the Zeeman effect. In a first-order
approximation, the change in energy levels from a 1 T magnetic field is on the order
of µBB ∼ 0.06 eV. Changes to the energy levels of the triplet excitons would alter
how much energy the singlet fission process requires, which would change the singlet
fission rate. We observe this change in singlet fission rate as an increase in amount of
PL emitted by the system because the singlet excitons will radiatively decay instead
of being lost to triplets.
These changes in PL seem as if they are unrelated macroscopic effects, but when
we look more closely, we are testing very specific excitonic processes. By testing the
temperature dependence of PL emitted from rubrene we are measuring changes to
the singlet fission rate and learning about the relative energy difference of singlet
and triplet excitons. Furthermore, measuring the magnetic field dependence of PL
emitted from rubrene tests for changes in the fission rate that are indicative of slight
changes in the triplet state’s energy.
Our steady-state experiments detect these changes in PL using three experi-
mental techniques: spectrally-integrated, spectrally-resolved, and spatially-resolved.
Spectrally-integrated experiments utilize photon counting methods to measure the
total emission and are useful for applications with low-PL signal. Spectrally-resolved
measurements give us more information by telling us the specific radiative transi-
tions used by excitons in our sample, although it requires higher PL signals than the
integrated PL measurements technique. The third technique measures the position
at which PL is emitted relative to where we excited excitons so we can deduce how
excitons move through the sample. Using these three techniques to measure changes
in PL from a magnetic field or reduced sample temperature create powerful tools to
gather information about the excitonic states, their transitions, and movements in
rubrene single crystals.
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3.1 Experimental Details
This section details the experimental setups we use for the work described in this
chapter. We describe the excitation sources, the optical components, the PL mea-
surement modules, and the Cryostation which we used to change the sample tem-
perature and apply a magnetic field.
In a material like rubrene, where singlet exciton fission is the dominant decay
mechanism, the amount of photoluminescence measured from a rubrene sample
depends on how much energy is radiated away before singlet excitons undergo singlet
fission. We use the term ‘photoluminescence yield’ to describe the number of PL
photons divided by the number of excitation photons; we do not analyze these two
values directly, but instead measure their relative variation. For example, we will
see that applying a magnetic field to rubrene will slightly increase the PL yield;
which enables us to extrapolate that less energy in the crystal was lost to non-
radiative processes. For rubrene, this can mean that singlet fission was reduced.
This discussion makes it clear that we need experiments that can collect PL from
rubrene while changing the sample temperature or applying a magnetic field in order
to extract information about their effects on singlet fission and excitons.
Confocal microscopy is a widely-used tool that can be adapted for spatial and
spectral measurements of photoluminescence. Figure 3.1 shows the configuration
employed in this work, but also describes the general implementation of confocal
microscopy using a diode laser. We use a confocal setup because of its flexibility in
geometry, input sources, signal filtering, and detection methods. Another advantage
of using confocal microscopy in our experiments is its ability to block light that is
not in-focus at the sample by using an aperture. An aperture in our setup removes
light coming from above or below the sample and limits collection to only the depth
of field of the objective so we know exactly where on our sample the measured PL
is collected.
For steady-state experiments in rubrene, we excited our sample with one of two
ThorLabs Collimated Laser Diodes centered at 450 nm (2.76 eV) or 532 nm (2.33 eV)
with maximum outputs of 4.5 mW. We chose to use the 2.76 eV laser for its larger
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Figure 3.1: Experimental configuration used for most measurements discussed. The dot-
ted box region ‘measurement module’ surrounds the region of the configura-
tion subject to change between photon-counting, spectroscopy, and diffusion
experiments.
energy difference from the PL emission of rubrene (which starts at 2.21 eV) so it’s
easier to block the excitation beam. This laser was coupled into a single mode fiber,
then collimated into the confocal microscope. The laser beam in the microscope
was split to create a secondary beam, which is used to measure excitation power
by means of a Newport 1830-C Optical Power Meter. The primary beam continues
into the microscope, passes through a rotatable linear polarizing plate, and then
reflects off a dichroic mirror into the objective which focuses the excitation light
on the sample. The objective we used varied by experiment and was chosen based
on the excitation density and magnification needed (described in ‘imaging module’
section on page 30).
To detect PL while changing temperature and applying a magnetic field, we
built a confocal microscope compatible with the Cryostation system available to
us that could perform these environmental changes. Further, we designed this mi-
croscope to have three interchangeable detection modules that perform the three
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experiment types previously described: one for spectroscopy, one for ultra-sensitive
photon counting, and one for direct imaging.
Spectroscopy Module
We used the spectroscopy module for work described in sections 3.2.2, 3.2.1, and
4.3 to spectrally-resolve the photoluminescence emitted by rubrene single crystals.
In addition, it was used to determine whether a sample is ‘pristine’ or ‘altered’ and
to help identify rubrene’s crystallographic axes. This module was designed to use a
75 mm lens as the microscope objective, which creates a Gaussian beam profile with
full width at half the maximum (FWHM) of ∼40µm at the sample’s surface that
can excite and measure PL from a sample inside the cryostat.
Photoluminescence passed through a 490 nm longpass dichroic mirror and a
500 nm longpass dichroic filter to attenuate the excitation beam as much as pos-
sible. The remaining signal was focused by a 50 mm lens into a multimode fiber
with a core diameter 100µm. PL captured by this multimode fiber was detected by
an Ocean Optics 4000 USB spectrometer which provides us with a measurement of
the PL spectrum.
Integration times for the spectrometer were set in relation to the signal inten-
sity; generally about 50 ms for high-intensity signals and 5000 ms for low-intensity
signals. To remove any background effects, we collected a dark spectrum for each
measurement by covering the excitation beam in the microscope, then manually
subtracted it from our PL spectrum.
Photon-Counting Module
We used the photon-counting module for the experiments described in section 3.2.2
that measure integrated PL through a large range of PL powers. This module’s
strength over the spectroscopy module is that it can detect much weaker signals.
PL passed through the 490 nm longpass dichroic mirror and the 500 nm longpass
dichroic filter to attenuate the excitation beam as much as possible; the remaining
light was focused into a multimode fiber with a core diameter 100µm by a 50 mm
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lens. PL captured by this multimode fiber was decoupled onto the sensor of a Micro
Photon Devices PDM Series photon counting detector. When a photon is detected,
this detector sends a clear, countable pulse to a Stanford SR400 Two-Channel Gated
Photon Counter, which is triggered to count these pulses.
We used neutral density filters before the photon counter to keep the count rate
less than 200,000 counts per second. We did this so that the probability that a
photon arrives during the dead time of the detector (when it would not be counted)
is less than 1%.
We counted photons for 30 seconds in each measurement, covered the laser in the
microscope, then collected a background count to subtract from the PL measurement
to remove the photon counter’s unavoidable ‘dark counts’ from our data.
Imaging Module
We used the imaging module in all experiments to visually inspect each sample,
pick excitation sites free of defects, measure the excitation beam profile for each
experiment, and measure the spatial distribution of PL from rubrene single crystals.
We used ImageJ to extract cross-sections of detected light to extract the excitation
beam’s FWHM and PL cross-sections, as described in section 3.3.
Imaging our sample used the basic microscope core with an objective we chose
to determine the magnification of the system. We had the flexibility of choosing
between a 75 mm lens, 10× objective, 50× objective, and a 100× objective to suit
excitation spot size and spatial resolution needs. We used a 75 mm lens or the 10×
objective for sample analysis and general imaging for their wide field of view that
could image the sample. This allowed us to characterize macroscopic crystal proper-
ties and identify edges, cracks, and defects. To image and focus the excitation on the
µm-scale, as we do in section 3.3, we used either a 50× or a 100× objective. Imaging
with the Olympus UPlanAPO 100×S objective is very clear, with 19.7 pixels/µm
resolution, but has a 200µm working distance that is incapable of imaging our sam-
ples in the cryostat. In contrast, our 50× Mitutoyo Plan Apo Infinity Corrected
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Objective could image samples in the cryostat and magneto-optical chamber be-
cause of its 1.2 cm working distance, but has a spatial resolution of 3.6 pixels/µm.
We preferred to use the 100× objective for micrometer-scale PL experiments outside
the cryostat for its increased resolution. PL from the objective passed through the
490 nm longpass dichroic mirror, then went through a yellow-glass 500 nm longpass
filter to remove the excitation light.
The filtered light is then focused by a Canon 135mm camera lens set to its
‘infinity’ setting to focus PL light onto a Point Grey Firefly 16-bit 1.3 MP Color
USB 2.0 camera (this Canon lens was chosen because it does not show chromatic
aberration). The Firefly camera allows for manual manipulation of exposure time,
frame rate, gain, gamma, and white balance so that our PL detection has a linear
response, and shows no background offset. We chose a 1 s exposure time for a good
signal to noise ratio, turned off gain, left gamma at its default (linear response), and
left white balance constant between all experiments so that our spectral sensitivity
was constant through all measurements.
The Cryostation Module: Changing Magnetic Field and Temperature
We use the Montana Instruments Cryostation’s magneto-optical module as described
in sections 3.3 and 3.2.2 to apply an external magnetic field of up to 1 T to our
rubrene samples with 1 mT resolution. First, we inserted a hall sensor so the Cryo-
station can calibrate its magnetic field strength, then we removed the sensor and
replaced it with our sample; directly between the two electromagnet poles. We were
able to adjust the magnetic field with the computer interface and changed nothing
in our optical system.
Adjusting the temperature of our sample also used the Montana Instruments
Cryostation’s magneto-optical module, although we do not necessarily apply a mag-
netic field. In sections 3.2.1 – 3.3.1 we characterize how the sample temperature can
be controlled in this Cryostation.
This Cryostation system uses a closed-loop helium cycle to hold the sample plat-
form at a desired temperature with ∼ 25 mK degree stability. Upon cooling, the
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chamber displays a measurement of the chamber’s pressure until it reaches ‘high
vacuum’ at 10−4 Torr (it is meant to be used only to gauge whether the system is
in high vacuum). In the automatic cooling and heating modes, the system con-
trols all vacuum pumps, chamber pressures, and temperature. The rubrene sample
was placed on a flat, horizontal brass sample mount, which was screwed into the
sample platform; which should enable sample cooling by the system. However, the
sample was not secured to the mount by a thermo-coupling medium because of the
extreme fragility of rubrene single crystals. We tried using vacuum and cryogenic
temperature-safe adhesives and greases to ensure thermal contact, but the samples
cracked due to thermal expansion. Further complicating our temperature-dependent
measurements, a thermocouple in the platform is the closest temperature measure-
ment to the sample. Montana Instruments estimates less than 1 K variation between
the platform temperature and the sample mount [55]. In presenting spectra and data
collected using the Cryostation, we report the platform temperature as a ‘nominal
temperature’ because we show that the temperature of our sample will be different.
Temperature-dependent experiments were performed through an uncoated fused
silica window in the chamber lid; this was no problem for spectral measurements,
although it made imaging inside the chamber considerably harder (this is described
in detail in section 3.3). While the Cryostation is changing its temperature, the
vacuum chamber and sample mount change their height slightly because of vacuum
and thermal expansions. For this reason, it is necessary to optimize the PL collection
optics before each measurement by ensuring that the microscope is focused on the
surface of the sample.
We have performed PL experiments that test two methods of measuring the
temperature dependence of our sample; stabilizing at a single temperature for a
long time before measuring PL, and measuring PL while changing the sample tem-
perature. Our experiments that stopped at a target temperature for up to an hour
found no changes in measured PL yield after the target temperature was reached.
We found that the target temperature was not reliable as a measurement of the
sample temperature, and that the sample was more efficiently cooled with an atmo-
spheric pressure of a few Torr in the sample chamber. In addition, to be careful of
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accumulated crystal heating at high power laser intensities (a few µW), we covered
the excitation beam between measurements and collected data immediately after
uncovering the laser.
The experiments described in this chapter are divided into two groups based on
the type of measurement: spectral measurements of photoluminescence and spatial
measurements of photoluminescence. Each type is described in its own section, and
each of these two sections is further separated into two subsections describing the
environmental conditions that are changed; either temperature-dependence or an
applied magnetic field.
3.2 Measurements of Photoluminescence Spectra
3.2.1 Photoluminescence Variations While Cooling and Heat-
ing
Rubrene single crystals efficiently enable excitonic fission and fusion; which is a prop-
erty that makes rubrene valuable for applications where an increase in the number of
carriers is beneficial. As discussed in the background chapter, energy conservation
through the fission and fusion processes of rubrene introduces the constraint that
the energy ratio of singlet state energy to triplet state energy, ES
ET
, is approximately
2. An energy ratio greater than two means that singlet fission would release energy,
while fusion would absorb energy. However, a ratio less than two means fission
would absorb energy while fusion would release energy. In rubrene single crystals,
the ratio between singlet and triplet state energies is thought to be so close to 2
that thermal energy may provide the small amount of energy to enable both singlet
fission and triplet fusion. This is exactly what we attempt to probe in the work
described in this section by changing the temperature of rubrene single crystals; we
experimentally alter the thermal energy available to the fission/fusion processes to
learn about the mechanisms that allow for them to occur.
Our work is also motivated by the need to confirm results found in current lit-
erature; with some work showing a change in spectral intensity distribution, while
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others show a uniform enhancement of PL yield. Two literature sources that investi-
gate the temperature dependence of the photoluminescence spectrum of rubrene use
‘altered’ rubrene crystals [30, 44], which are identified by a strong 1.9 eV peak emis-
sion (described in section 2.2.2 on page 20). The current work completes this data
by presenting a measurement of the photoluminescence from a ‘pristine’ rubrene
crystal.
As we will see in this experiment’s description, details about how the Montana
Instruments Cryostation is operated will be useful to understand our results. We
used the cryostat mostly to change the nominal temperature reported by the Cryo-
station between 295K and 10K. How it changes temperature is largely automated,
though we are able to toggle pumps and heaters to slightly change how heating and
cooling occur. For example, setting a target temperature of 150 K from 10 K will
turn on heaters in the chamber and reduce cryo-pumping to increase the temper-
ature of the sample while remaining in high vacuum condition. In contrast, using
the automated ‘heat up’ function will turn on all heaters in the chamber and slowly
return the system to standard room conditions by completely switching off all pump-
ing. This ‘heat up’ function is accompanied by an increase in the nominal reported
temperature, although we show that the introduction of cold air cools the sample
initially before heating up to room temperature with the Cryostation platform and
chamber.
A bc facet rubrene single crystal was illuminated with c-polarized light for most
measurements we describe here due to its large relative PL emission yield and the
ability to see the full PL spectrum, including the mostly c-polarized highest energy
peak at 2.2 eV.
While changing temperature, the Cryostation chamber and platform translate
their height slightly due to changes in pressure and thermal expansion. Because of
this, the PL collection optics require constant readjustment to maintain a constant
collection efficiency from the crystal surface while changing temperature. Excitation
powers for these experiments were kept relatively high, at ∼ 1022 excitations/cm3 s,
because it is too difficult to optimize the PL signal to maintain a constant collection
efficiency using low excitations rates. Spectral measurements of photoluminescence
34
1.5 1.6 1.7 1.8 1.9 2.0 2.1 2.2 2.3 2.4 2.5
0
1
2
3
4
energy [eV]
ph
ot
olu
m
ine
sc
en
ce
 [n
or
m
ali
ze
d,
 a
rb
. u
.]
12K
25K
50K
75K
100K
125K
150K
175K
200K
225K
250K
275K
295K
he
at
ing
nominal
temperature
0 100 200 300
0.0
1.0
2.0
3.0
4.0
5.0
nom. temperature [K]
integrated PL
12 K
150 K
295 K
Figure 3.2: Spectral measurements on a bc facet of rubrene, heating through a range of
nominal temperatures. Cooling measurement (not shown) can be visualized
using 295 K-225 K spectra shown here, where all nominal temperatures lower
than 225K coincide with each other. Normalized to peak at 295 K. Inset:
integrated PL vs. temperature for cooling (blue circles) and heating (red
squares).
were collected with the Ocean Optics USB4000 spectrometer.
Figure 3.2 shows the nominal temperature dependence of photoluminescence
spectra, normalized to the spectrum peak at room temperature, from a bc crystal
facet while it is being heated. The heating trajectory was determined by the ‘heat
up’ button on the Cryostation which changed both the reported nominal tempera-
ture and pressure by turning on all heaters and disabling pumping. At a nominal
temperature of 12 K, there is almost 1.5× the amount of photoluminescence com-
pared to PL at room temperature. However, at 100 K, a dramatic increase in the
PL appears which peaks at ∼ 150 K, then decreases in intensity approaching room
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temperature. We show below that this PL enhancement is associated with changes
in atmospheric pressure inside the cryostat chamber that actually further reduced
the temperature of the sample. This atmospheric PL enhancement is only present
when using the ‘heat up’ button on the Cryostation, which allows the system to
come out of high vacuum. The red squares of the inset show the spectrally inte-
grated PL has peak enhancement of ∼ 4. However, when first cooling the sample
in high vacuum there is only the factor of ∼ 1.5 increase in PL between 295 K and
nominally 12 K; the figure inset describes this, where the blue circles show measure-
ments of spectrally integrated PL while the sample is cooling. Aside from a slight
narrowing of vibrational bands at lower temperatures which is seen by the appear-
ance of ‘dips’ between the spectral bands (a point we return to later), there are no
changes to the shape of the spectrum; all peaks retain their relative amplitudes and
no peaks appear or disappear from the bc facet emission spectrum. This shows that
the energy levels involved in radiative transitions are not changed as a function of
temperature, and the atmospheric PL enhancement must be from changes in the
excitonic dynamics of rubrene. While we see a constant spectral shape for the bc
facet crystal, the same is not true for ‘altered’ rubrene samples, which are explored
next.
Figure 3.3 shows a similar measurement of PL emission as a function of temper-
ature performed using an ‘altered’ rubrene crystal, which has a strong PL emission
band at 1.9 eV. Similar to the intrinsic rubrene crystal, ‘altered’ rubrene shows an
enhancement factor of about 2 between 295 K and the measurement at a nominal
temperature of 12 K. Additionally, this crystal shows a similar atmospheric PL en-
hancement as for the ‘pristine’ bc crystal described above during the ‘warm up’
cycle. Further, the atmospheric PL enhancement is about twice as large as that of
the bc crystal used for data shown in Fig. 3.2. However, we note that the atmo-
spheric PL peak is not consistent between crystals, or even measurements with the
same crystal. An extra emission band appears at 2.1 eV during the atmospheric PL
enhancement, although there are no radiative emission bands at 2.1 eV in rubrene
single crystals. This 2.1 eV emission falls between the first-dipole transition at 2.2 eV
and the first vibrionic emission band at 2.0 eV [38]. As mentioned in the background
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Figure 3.3: Measurements of spectra in an altered rubrene sample heating through a
range of temperatures. Normalized to peak at 295 K. Inset: integrated PL
vs. temperature (heating).
chapter, some literature sources assign the origin of extra PL emission band in ‘al-
tered’ rubrene to the oxidation of rubrene molecules [42, 43], while another source
assigns it to defects in the crystal lattice of rubrene [41].
What is consistent between data runs is the increase in PL yield as the temper-
ature is lowered. This observation shows that the number of singlet excitons that
undergo radiative emission must increase as the temperature drops. This can be due
to a decrease in the singlet fission rate, or to a decrease in any other non radiative
process. Experiments in tetracene that test the temperature dependence of fission
see a factor of 100 decrease in the fission rate when cooling to 80 K [56]. This re-
moves the energy required for tetracene to complete singlet fission, so more excitons
undergo radiative emission. If singlet fission is changed in our rubrene samples, the
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increase in PL we report here is indicative of a small activation energy, on the order
of 0.05 eV, as was reported by Ref. [30].
Two other research groups have published data on the temperature dependence
of rubrene, although both use altered rubrene crystals, with the 1.9 eV band domi-
nating their spectra. In one of the studies, Ma et al. [30] show an increase in PL of
about a factor of 20 from room temperature to 125 K. The other literature source,
Wen et al. [44], shows a temperature dependence with a factor of about 6 increase
of PL at 77 K when compared to room temperature. The temperature dependence
of Wen et al.’s spectral plots are more evenly-spaced than those published by Ma et
al. through a similar temperature interval.
As for the spectral intensity distribution of measurements described in the liter-
ature, both sources show a strongly ‘altered’ rubrene emission spectrum. However,
Ma et al.’s figure contains several extra spectral bands between 2.07 eV and 2.25 eV.
Some bands they show are known rubrene emissions, but their spectra at 2.25 eV
quickly approach zero which means they likely used a filter that blocks higher en-
ergy photons, complicating a detailed analysis of relative peak heights in that energy
region. However, we can still extract that their data shows the appearance of an
emission band at ∼ 2.1 eV in the two largest PL curves (at 100 K and 80 K), which
may be the same band that we observe in Fig. 3.3 during the atmospheric PL tran-
sit. We will show below that the atmospheric PL transient actually corresponds to a
further reduction of the sample temperature, which increases the PL yield in a way
that roughly matches the results of Ma et al. [30] Our cryostat system is designed
to go down to liquid helium temperatures with pressures below 10−4 Torr, whereas
Ma et al. use a cryostat designed for liquid nitrogen temperatures at pressures up
to 5 Torr (though they may have used a pressure anywhere lower than that) which
removes any possibility of an atmospheric effect similar to that reported here. To
fully characterize how the Cryostation leads to an atmospheric transient, we mea-
sure the PL yield as a function of both pressure and temperature as described in
the next subsection. We then use variability of PL yield with the observed spec-
tral narrowing to prove that the temperature of the sample is reduced during the
atmospheric enhancement.
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Characterizing the PL Atmospheric Enhancement
The PL transient as a function of temperature and pressure is measured using the
‘warm up’ function of the Cryostation in the three trajectory cases shown in Fig. 3.4.
Nominal temperature and chamber pressure trajectories are mapped out to show
the PL transit in the same bc facet crystal. For each of these cases, a black arrow
shows the direction of the path taken.
Trajectory case 1, shown in Fig. 3.4 a), shows that an increase in temperature up
to 200 K while maintaining a high vacuum does not exhibit the PL enhancement; this
is consistent with our earlier measurements while cooling the sample. We then cooled
the cryostat back down to 100 K, then initiated the ‘warm up’ sequence. Following
the path shown by the arrow, the cryostat increased both nominal temperature and
pressure of the cryostat. This time, the photoluminescence transient appears when
the pressure goes above 10−1 Torr. The PL enhancement from room temperature
to the highest PL measurement is about a factor of 8. Case 1 is a very important
measurement for later establishing the sample temperature. The data collected while
heating under high vacuum does not show any enhancement up to 200 K, which is
consistent with the reproducible PL temperature changes.
Trajectory case 2, shown in Fig. 3.4 b), shows that keeping the sample above
220 K still exhibits the transient, although the amplitude is not as dramatic with an
increase of less than a factor of 2.
Trajectory case 3, shown in Fig. 3.4 c), shows that the transient is reproducible
by toggling the cooling pump during a ‘warm up’ cycle. We started the experiment
at nominally 12 K, initiated the ‘warm up’ process, then waited for the transient
to begin. When we saw the transient, we turned the cryo-pumping system back on
until the system reached high vacuum again; we saw the transient disappear as it
approached high vacuum. Once in high vacuum again we initiated another ‘warm up’
cycle, which exhibited the transient again, although the second pass shows slightly
lower PL intensity. This shows that whatever is causing this increase can be reset
by returning the system to high vacuum.
Figure 3.4 d) summarizes the perceived pressure-dependence of PL by excluding
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Figure 3.4: Three pressure-temperature trajectories (follow arrows and data point
shapes) traced out to show photoluminescence enhancement when pressure
increases. a) shows PL increase only occurs with increase in pressure because
data first goes through 200 K in high vacuum. b) shows the presence of this
enhancement is not tied uniquely to ∼130 K, although the effect is weaker
at higher temperatures. c) shows reproducibility of enhancement when ap-
proaching from high vacuum (less than 0.1 mTorr). Lower right plot shows
PL yield vs. pressure for a), b), and c) with directional arrows in the lines.
(color online)
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Figure 3.5: Peak PL enhancement vs. emission band FWHM for bc facet rubrene crystal
and ‘altered’ rubrene crystal. Nominal temperatures displayed.
the temperature considerations. In this way, it becomes more evident that the
atmospheric PL transit begins just after 10−2 Torr in all three cases.
Temperature Dependence of the Rubrene Photoluminescence
While it might be tempting to seek a chemical cause for the PL variations when
changing the atmospheric pressure that we observed in the previous section, this
cannot be easily reconciled with the approximate consistency of the intrinsic PL
spectral intensity distribution and with the fact that surface modifications should not
easily alter emission processes that happens several micrometers below the surface
of the crystal. Instead, a closer evaluation of how the increase in PL is accompanied
by an increasing sharpness of the individual emission peaks in the PL spectra leads
to another, simpler, conclusion.
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Figure 3.5 shows the PL enhancement as a function of full width at half maximum
of the primary peak in a pristine crystal, and of the 1.9 eV band in an ‘altered’
crystal. It is clear from this figure that peak-width is strongly correlated with PL
yield in both types of crystals. It is also well-known that the width of the spectral
peaks in rubrene is expected to be strongly temperature dependent [57]. From this
we conclude that the increase in PL yield caused by an increase in the atmospheric
pressure inside the sample chamber must be caused by a further reduction of the
sample temperature.
Combining the information in the previous section and the result in Fig. 3.5 we
arrive at the following interpretation: When first cooling the Cryostation chamber
to a nominal temperature of 12 K, the pressure in the sample chamber reached
10−4 Torr when the sample temperature was above 220 K. The sample never reached
the temperature reported by the temperature sensor on the platform of the cryostat
because of the high vacuum, bad thermal contact between the sample and sample
mount. This led to only a small change in PL yield, on the order of only a factor of
2. When using the Cryostation’s ‘heat up’ function, the increase in the atmospheric
pressure in the chamber allowed for faster and better cooling of the sample compared
to in high vacuum because the cold gas molecules efficiently removed heat from the
sample. It then follows that the sample temperature initially decreased strongly
before returning to a higher temperature as the heat up function progressed. After
the atmospheric enhancement of the PL yield quickly reached its maximum (within
a few minutes), the enhancement’s disappearance correlated well with the increasing
platform temperature through the automatic heat up function of the Cryostation
(over some tens of minutes). Because of the slow disappearance, and because of the
presence of an atmospheric pressure in the sample chamber, we can then assume that
the reported nominal temperature at which the peak PL enhancement was observed
at a pressure of ∼0.1 Torr is close to the actual temperature of the sample. When
cooling in high vacuum, the sample temperature was always significantly higher
than the nominal temperature reported by the platform sensor.
This interpretation is supported by the clear correlation of peak widths and PL
yield shown in Figure 3.5, as well as by the correspondence between our observations
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and the temperature dependence of the PL spectra reported by Ref.[30]. Ma et al.
[30] report an increase in PL by a factor of ∼20 when cooling an ‘altered’ rubrene
crystal to 80 K. They show in increase of ∼9 at temperatures near 140 K (compared
to 295 K), which we can use to roughly calibrate our data in ‘altered rubrene’. This
means that our nominal temperature was off by about 15◦K when the sample is out
of the Cryostation’s high vacuum state. The appearance of the extra band at 2.1 eV
during this crystal cooling is also found in Ma et al.’s data below 150 K, which is
another confirmation of the temperature reached by the sample during atmospheric
cooling.
Our bc facet pristine rubrene sample, used in the three cases of Fig. 3.4, does
not have a thermally-calibrated reference to compare with because this is the first
measurement of PL spectra vs temperature without a strongly ‘altered’ rubrene
sample. This measurement, when calibrated to the temperatures described above,
are consistent with the activation energy of 0.05 eV reported by Ma et al.. From
the measurements we show here, we find a uniform change of the PL spectra across
all temperatures accessed. This means that all increases to the total PL must come
from decreases in the singlet fission rate due to the removal of its thermal activation
energy. Ma et al. [30] found a ∼0.05 eV activation energy in the intrinsic rubrene
spectral bands (with their altered rubrene crystal). Our experiments here correlate
well with their conclusions.
3.2.2 Magnetic Field Changes of Photoluminescence
In the late 1960’s, it was discovered that applying a magnetic field to anthracene
and tetracene, with excitonic fission, decreases the photoluminescence yield of the
system [58–60]. Rumyantesev et al. tested the magnetic field dependence of PL
from rubrene single crystals and found that the singlet fission rate is affected by the
presence of a magnetic field [61]. Their experiments show first a decrease, and then
a larger increase in the PL yield with increasing magnetic field strength, which they
attribute to an increase and subsequent larger decrease in the singlet fission rate of
the crystal. Further, Ref. [61] reports that changing excitation power has no effect
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on the magnitude of the magnetic effect.
The amount of active triplet fusion occurring in a crystal with fission and fusion
can be modified using the excitation power (as detailed in the polyacenes section of
chapter 2). This enables us to probe the physics of our excitonic system without
active triplet fusion, at low intensity, or with active triplet fusion, at high intensity
[31, 32]. Rumyantesev et al. collected data between 1018 - 1020 excitations cm−3 s−1
and describe it as showing no change in the magnetic field effect on PL; however,
that range of excitation densities falls almost completely within the regime of low
excitation power in rubrene as presented by Biaggio and Irkhin [31]. This means
that all of Rumyantesev et al.’s data actually tests the low fusion rate regime in
rubrene, and does not necessarily apply to data with a high triplet fusion rates; our
work here completes their data set to test whether their conclusions are still valid
at high fusion rates.
The current work studies an applied magnetic field’s effect on photoluminescence
yield through both high and low excitation powers to understand how singlet fission
and triplet fusion are altered by a magnetic field. We excited singlet excitons in
rubrene using a 450 nm continuous wave diode laser, which we coupled into a confo-
cal microscope to give a FWHM spatial profile of 40µm to minimize diffusion effects.
With the FWHM of the excitation beam and the excitation powers at the sample of
50 nW for low powers and 50µW for high power, we used Eq. A.9 to calculate the
excitation density at the surface of the sample to be 3×1019 − 3 × 1022 cm−3 s−1.
Excitation beams were polarized along the a and c axes for the ab and bc crystallo-
graphic facets, respectively. The b axis of the rubrene crystals was aligned parallel
to the applied magnetic field. We applied a magnetic field to our rubrene sam-
ples using a Montana Instruments Cryostation magneto-optical module which was
calibrated using a Hall sensor to apply up to 1 Tesla along a single axis with mT
precision.
Photoluminescence from the sample passed through a 490 nm longpass dichroic
mirror and a 500 nm longpass filter, which was focused into a multimode fiber for
measurement. Spectrally-integrated photoluminescence measurements utilized the
single-photon counting module, while spectral measurements of photoluminescence
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were taken at higher powers using an Ocean Optics 4000 USB spectrometer coupled
to the signal collection fiber.
The top graph of Fig. 3.6 plots our spectrally-integrated measurements of pho-
toluminescence power from a bc facet crystal as a function of excitation density with
and without an applied magnetic field. Comparing the data from these two mag-
netic field strengths, we see that high excitation density measurements (greater than
∼ 1020 cm−3s−1) shows little change in PL power upon application of a 1 T magnetic
field, whereas measurements at lower excitation densities show a significantly larger
PL power enhancement. This is made more clear in the bottom graph of Fig. 3.6
which plots the increase in PL yield by dividing PL power by the excitation density.
This result contains a lot of information. First, the increase in PL power with the
application of a magnetic field means that non-radiative energy pathways are less
likely to occur with the application of a magnetic field. Each data point in the 1 T
data set of Fig. 3.6 has the same singlet fission rate since that is constant through all
excitation powers; what changes with excitation density is the triplet exciton density
which directly controls the amount of triplet fusion occurring in the sample. At high
excitation powers, the PL measured is both from initial singlets radiatively decaying
and triplets undergoing fusion, with more than 90% of the detected PL coming from
triplet fusion [47]. In contrast, at low excitation rates the PL is only from initial
singlets radiatively decaying and triplet excitons are not likely to fuse so their energy
is then lost to heat. Because of this, an increase in PL at low excitation densities
is a direct measurement of a decrease in the fission rate since there is little extra
contribution to PL from triplet recovery to affect the enhancement factor. However,
an increase in PL at high excitation densities is a more complicated function of the
singlet fission rate because PL is the sum of contributions from the radiative decay
of initially excited singlet excitons and from triplets that undergo fusion; this means
that PL from recovered singlets makes PL from changes to the initially decaying
singlets appear smaller.
To better understand the magnetic field effects on PL, we measured photolumi-
nescence spectra as a function of increasing magnetic field for both high and low
excitation densities. We normalized the spectra by dividing by the 0 mT curve peak
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Figure 3.6: Photoluminescence enhancement with and without a 1 Tesla magnetic field
applied along the b-axis of the crystal. Measurements conducted in the low
triplet density regime, in the presence of a magnetic field, are consistently
larger than those without a magnetic field; However, the two sets of measure-
ments overlap well at high excitation densities. Dashed lines show power-law
slope of 1.
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value so that we present a magnetic field effect enhancement factor, defined as:
magnetic field enhancement factor(B) =
PL(B)
PL(0)
where PL(B) is the amount of photoluminescence at a magnetic field strength B,
and PL(0) is the PL strength with no applied magnetic field.
Figure 3.7 shows a spectrally resolved measurement of rubrene’s PL at high
excitation power. We find no changes in peak position or width as a function
of magnetic field, only changes in the overall amplitude. This result means that
the singlet energy levels and spectral broadening processes involved in rubrene’s
radiative energy pathway are unaffected by the presence of a magnetic field. We
note that only triplet excitons can be affected by an applied magnetic field, so
changes to the singlet fission or triplet fusion rate must come from the involvement
of a state with triplet exciton character. The measurement in Fig. 3.7 shows the
magnetic field enhancement factor at low magnetic field strength (up to 60 mT) is
slightly less than one (as low as 0.98). This corresponds to a slight increase in fission
or decrease in fusion, with magnetic field present, which is supported by observations
in Refs. [62, 63]. Conversely, the enhancement factor at high magnetic field strengths
(200 mT and higher) is slightly more than one (up to 1.05); we see a slight increase in
the PL enhancement factor because stronger magnetic field reduces the singlet fission
rate. The experiments of Ref. [61] agree qualitatively with our measurements–a
slight decrease in photoluminescence yield upon application of a weak magnetic field
and an increase in PL for higher magnetic field strengths. However, our enhancement
of 1.05 at high powers is 5× weaker than what is reported in Ref. [61].
To investigate this discrepancy, we collected spectrally-resolved photolumines-
cence spectra that determine the magnetic field enhancement factor for a variety of
excitation powers, excitation facets, and crystal temperatures. Because we found
no changes in the spectral intensity distribution with application of a magnetic field
in any of these spectra, we extracted the amplitude of each spectrum from a fit of
rubrene’s known spectrum as a measurement of the PL(B) to make presentation
of the PL enhancement easier to visualize. Again, we normalized the amplitudes
with the zero-field photoluminescence measurement (PL(0)) to show a magnetic field
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Figure 3.7: Magnetic field effect on photoluminescence spectrum in an ab facet of rubrene
single crystal at high excitation power. The 0 mT curve peak can be seen
between peaks of 10 mT and 100 mT. All curves are normalized to maximum
PL emission of the 0 mT peak.
enhancement factor; we present these data in Fig. 3.8. Each point represented in
Fig. 3.8 is the average of two measurements over the magnetic field range indicated
by the horizontal bars.
Figure 3.8 shows the PL enhancement factor dependence on magnetic field in a
variety of crystal and environmental cases. Low excitation powers (left graphs of
the figure with blue plotted points, 3 × 1019 cm−3 s−1 excitation density) show an
enhancement factor of up to 1.2 for high magnetic fields. In contrast, high excitation
powers (right side of the figure with red plotted points, 3× 1022 cm−3 s−1 excitation
density) show an enhancement factor of up to 1.04. The plots of the enhancement
factor in Fig. 3.8 agree well with observations in the excitation power dependence
experiment (Fig. 3.6), as well as with the older measurements by Ref. [61] that used
a low excitation density and found a PL enhancement of 25%. As described in the
excitation-power dependence experiment, the apparent change in the PL enhance-
ment factor stems from whether or not triplet fusion recreates singlet excitons that
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contribute additional PL.
While the amplitude of the magnetic field enhancement factor is determined by
the excitation power, the general shape of the PL dependence on magnetic field
is qualitatively the same for all excitation powers: an initial decrease in PL for
low magnetic field values (below 60 mT) then an increase of photoluminescence for
high-magnetic field values (100 mT and above). The small-field decrease in PL is ex-
plained by Refs. [62, 63] as a slight increase in singlet fission, whereas the high-field’s
larger enhancement of PL is described by Ref. [61] as a larger decrease in singlet fis-
sion. The PL vs magnetic field relationship we show is similar in shape to what has
been published by Rumyantesev et al. [61] for rubrene single crystals. Connecting
the constant spectral intensity distribution of the PL enhancement while changing
magnetic field with our description of PL changes at high and low excitation powers
we see that the magnetic field’s effect on singlet fission is independent of excitation
density, and thus, triplet population of the sample.
The plots with open data points in Fig. 3.8 show the enhancement factor mea-
surement is unaffected by changing the excitation polarization between the a and c
axes. The main difference between the a and c axes is that there is much greater
absorption and emission along the c axis than along the a axis because the c axis is
parallel to the first dipole transition of the rubrene molecules. We note that reso-
nances in the enhancement factor have been found in single crystal tetracene when
varying the crystallographic orientation [64, 65], with a 30% enhancement in PL
on-resonance compared to a 10% enhancement in PL off-resonance. In our setup, it
was not possible to continuously change the relative orientation of the crystal and
magnetic field. In the absence of such a study for rubrene, we held a consistent
magnetic field orientation, parallel to the crystal’s b axis, between experiments to
ensure comparability between our data sets.
Finally, we tested the temperature dependence of the magnetic field enhance-
ment. Data in the top four graphs of Fig. 3.8 were all collected at room temperature,
while data in the bottom four graphs were collected at a nominal temperature of
12 K, which corresponds to a sample temperature around 225 K. We find no consis-
tent difference or pattern in the magnitude of the PL enhancement between high
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and low temperatures. The complexity of these measurements has made it chal-
lenging to obtain data that are consistent between measurements that test both
temperature and magnetic field effects simultaneously. Reference [61] does report a
temperature dependence of the magnetic field induced PL enhancement, below the
resolution of our experiment, which they attribute to a change in the singlet fission
rate. They find a larger magnetic field effect at lower temperatures, which they use
to determine the activation energy of rubrene.
In conclusion, we show the importance of measuring through a range of excitation
powers to see the smaller magnetic PL enhancement due to a change in the fission
efficiency. We report that the slight decrease in the number of excitons that undergo
fission from an applied magnetic field is independent of excitation power, excitation
polarization, and sample temperature.
3.3 Triplet Exciton Diffusion Measurements
Exciton diffusion in rubrene single crystals is an important part of the story of triplet
excitons in the fission/fusion processes. The story begins with the initially excited
singlet exciton, which undergoes singlet fission within 10 ps; this lifetime is far too
short for the singlet exciton to diffuse very far. The products of singlet fission,
two independent triplet excitons, each have a lifetime of 100µs; this is 7 orders
of magnitude larger than the singlet exciton lifetime providing ample time for the
triplet excitons to diffuse through the crystal. One reason why the triplet exciton
lifetime is so long is that the triplet exciton cannot radiatively decay; the main two
decay mechanisms available to the triplet exciton are nonradiative decay (the 100µs
lifetime) and triplet fusion (whose rate is determined by triplet population density).
Direct imaging experiments of the triplet exciton diffusion length are possible in
rubrene because triplet excitons can diffuse through the crystal, undergo triplet
fusion, and then emit a photon outside the excitation spot.
Organic molecular crystals allow for long-range diffusion of excitons. Initial esti-
mates put diffusion lengths in molecular crystals in the range of a few micrometers
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[66]. This was first directly measured in images obtained by Irkhin et al. for exci-
tons in rubrene single crystals with the observation of a 4µm triplet exciton diffusion
length [37, 51]. Similar results were obtained more recently by Akselrod et al. and
Wan et al. in tetracene [67, 68].
Triplet exciton diffusion in rubrene single crystals is anisotropic; it is only known
to occur along the b crystallographic axis [37]. This is likely linked to the closely-
packed arrangement of molecules, with its pi-orbital overlap, along the b crys-
tallographic axis [40, 69]. The strong anisotropy sets up an approximately one-
dimensional diffusion system where the probability of collisions between triplets is
greater compared to the 3-D random walker. The singlet and triplet populations of
the excitonic system were modeled by Irkhin et al. [37] using two equations that
describe singlet fission and triplet fusion. The solution of these equations outside the
excitation beam is an exponentially-decaying spatial distribution of triplet excitons,
similar to the 1-D random walker model [37]. The random walker model is parame-
terized by a diffusion constant Db and the triplet lifetime τT which can describe the
diffusion length by L =
√
DbτT . It is not known what material factors are important
in determining Db and τT for rubrene. Recent work using proton-beam irradiation
proves that defect sites can play a role in determining exciton diffusion lengths in
rubrene single crystals [51], though it is not clear whether that is what determines
the 4µm length. In this section we test temperature and magnetic field effects on
the triplet exciton diffusion length in rubrene single crystals to help identify the
origin of the 4µm diffusion length seen in rubrene single crystals.
We used the confocal microscope described in section 3.1 on page 30 with the
imaging module to image PL with 3.6 pixels/µm resolution. We excited singlet ex-
citons in rubrene using a 450 nm continuous wave diode laser and used the Mitutoyo
50× objective to create excitation spots with 1 ± 0.1µm FWHM. The Montana
Instruments Cryostation magneto-optical module allowed us to change our sample’s
temperature down to a nominal temperature of 12 K and apply a magnetic field up
to 1 T. We aligned the b axis of the rubrene crystals with the applied magnetic field
for all experiments to enable comparison of between our experiments.
As a reference, we first present the diffusion pattern from a room temperature
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Figure 3.9: Spatially-resolved photoluminescence from rubrene single crystals at room
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rubrene single crystal in the top graphs of Fig. 3.9. The contours shown in the top
graphs represent the 1
e
(thick) and 1
e2
(thin) contours for both the excitation beam
(black) and the photoluminescence (red). With these contours, it is obvious that
PL is being emitted outside the excitation spot, preferentially along the b crystal
axis. The top right graph plots the full PL emission distribution as an intensity
map from high intensity (yellow) to low intensity (blue). The red and blue lines on
the intensity map show the lines used to extract the b and a PL intensity profiles
(respectively) for the bottom graph. In that plot, we see an exponential decay of
photoluminescence along the b axis, as expected by the random walker model. We
add that there is no exponential decay along the a axis, although it doesn’t mimic
the excitation profile exactly.
For small displacements from the excitation center (< 4µm in Fig. 3.9) there is
an increasing deviation of the b axis PL profile to PL higher than the exponential
decay. This deviation could be an effect of triplet fusion, but is still an area of
active research (see Appx B after reading about our model of the time dynamics of
rubrene in section 4.2.2). At small displacements from the excitation beam’s center,
there’s a high triplet exciton population, so triplets are more likely to interact with
each other and fuse than what is expected from the diffusion model alone. This
effect scales with excitation intensity, so higher powers have larger deviations from
the exponential decay [37]. Our experiments used excitation powers of 20 nW to
minimize this enhancement, while still retaining a good signal to noise ratio, so
that we can measure the exponential decay of photoluminescence as accurately as
possible.
3.3.1 Temperature Dependence of Triplet Diffusion
Our first diffusion experiment used spatially resolved PL imaging to investigate how
triplet exciton diffusion is affected by the crystal temperature. Unfortunately, we
could only collect data that were strongly affected by reflections from the glass
window of the cryostat, which we tried to account for during the analysis of these
data. PL images collected through this window have a faint halo that is 2% of the
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peak PL starting at about 4 µm. This can be seen in the upper plot of Fig. 3.10 by
noticing how the a axis PL signal of the upper graph levels off at 2% of the maximum
PL. We worked around this halo in two ways. The first is that we used low excitation
powers so that we reached the exponential decay portion of the PL profile as quickly
as possible, where there is no halo. The second way we worked around the halo is by
approximating this halo as angularly symmetric, so that it is equal in amplitude and
position for PL measurements along the a and b axes. Using this approximation,
we attempted to remove the reflection’s effects and extract diffusion information by
taking the ratio of the b to a PL profiles.
The top graph of Fig. 3.10 shows our b axis diffusion measurement at three dif-
ferent temperatures, whereas the lower graph shows the b axis/a axis ratio for three
temperatures with the cryostat window, and b axis/a axis ratio at room temper-
ature without the glass window for reference. We note that these graphs use a
differently-scaled displacement-axis than other diffusion plots in this dissertation.
The direct profile measurements plotted in the top graph show a definite differ-
ence between the b and a crystal axes for all three temperatures; this shows that
the experiment is sensitive to the effects of diffusion. The PL deviation at small
displacements seems weaker in this experiment than in other experiments with the
same power. For larger displacements, we see the region of exponential diffusion
along the b axis between 2 – 4µm, although the halo introduces an offset that curves
our profile upwards and makes it difficult to extract the portion of the PL data that
is affected by diffusion. We show an exponential decay of 2µm, corresponding to a 4
micron diffusion length, only as a guide to the eyes. Based on the PL-spot profiles,
we see no discernible change in the decay constant for these three temperatures.
Again, these temperatures are the nominal temperatures given by the Cryostation,
where the nominal 10 K and 150 K measurements are closer to an actual tempera-
ture around 225 K. The temperature independence in this experiment is echoed by
the bottom plot, where the b/a profiles ratio is essentially identical for each tem-
perature measured. Although these data cannot conclusively rule out any changes
in diffusion length as a function of temperature, the data in Fig. 3.10 show that any
possible temperature-induced change in diffusion length variation between 295 and
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225 K is less than 25%.
3.3.2 Magnetic Field Dependence of Triplet Diffusion
Our next experiment used spatially-resolved PL imaging to investigate how an ap-
plied magnetic field influences triplet exciton creation and diffusion. Figure 3.11
shows the effect of a magnetic field on the spatial distribution of PL. The magnetic
field has two distinct effects: first, at small displacements we find a uniform increase
of the PL intensity that approximately scales with the relative applied magnetic
field, resulting in an increase by a factor of 1.25 between 0 mT and 1000 mT. This
can be seen by the consistent order and relative spacing of the four magnetic field
strengths at each displacement up to 5µm. This uniform increase of PL with an
applied magnetic field may be present through the entire profile, but is hard to see
far from the excitation beam because of the low PL signal. This enhancement is
made clearer by the bottom graph of Fig. 3.10, which presents the PL profile at
1000 mT divided by the PL profile at 0 mT and shows an enhancement factor of at
least 1.25 through the entire profile.
In addition to the uniform enhancement of PL at short displacements, we find a
slight increase in the exponential decay lifetime at larger displacements for higher
magnetic field strengths. This can be seen after the initial deviation from the ex-
ponential decay, between 6 – 13µm as a change in the slope on the log-linear plot.
The grey and black exponential lines in Fig. 3.10 help show the change in exponen-
tial decay constant; the grey line is an exponential fit to the black 0 mT data with
a decay constant of 2.1± 0.2µm, while the black line is an exponential fit to the
red 1000 mT data with an exponential decay constant of 2.7± 0.2µm. Intermediate
field strengths fill in the decay constants between those of the two magnetic field
limits. The PL intensity we measure from the decay of singlet excitons is propor-
tional to the square of the triplet density since two triplets are required for fusion
[10]. From this, we calculate triplet exciton diffusion lengths of 4.0 ± 0.4µm with-
out a magnetic field and 5.4 ± 0.4µm at 1000 mT. The bottom graph of Fig. 3.10
also shows this change in the decay constant, as an increase in the magnetic field
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enhancement factor starting at 5µm. We recognize that these data are very noisy
when the exponential decay begins, which stems from the low PL signal far from
the excitation center, but we see an increasing PL yield at large displacements from
the excitation center with application of a magnetic field.
We attribute the increase by 25% in peak PL intensity at the center of the
illumination and the modification of the diffusion length along the b-axis of the
58
crystal to different origins.
The PL enhancement by a factor of 1.25 in the center of the illumination comes
from a decreased rate of singlet fission, matching the observations presented earlier,
in section 3.2.2, which show such a PL enhancement at low excitation densities.
In the PL measurements described in section 3.2.2, singlet fission into independent
triplets resulted in a net loss to the PL yield because the triplets would not have
much chance to fuse because of the low excitation density. Similarly, singlet fission
into independent triplets in the present experiment is also a net loss, despite the fact
that the excitation density is larger. This loss is due to the fact that diffusion causes
a net flow of independent triplets, generated via fission, away from the center of the
excitation. The triplet exciton diffusion length of 4 micrometers is almost an order
of magnitude larger than the beam waist of the illumination, which means that
triplet excitons created in the center of the illumination have a large probability
of leaving the illumination spot before they can undergo fusion. It is important
to remember that we use singlet fission to mean the completed process from one
singlet into two independent triplets. Only the generation of independent triplets
that have low probability of interacting with each other can result in a decrease in
PL quantum yield.
The second change we see in the PL profiles of Fig. 3.11 is the modification of the
spatial exponential decay observed along the b-axis of the crystal with application of
a magnetic field which corresponds to a change in the diffusion length. The change
in the triplet exciton diffusion lengths from 4.0 ± 0.4µm without a magnetic field
to 5.4 ± 0.4µm at 1000 mT can be interpreted with our diffusion model. Contin-
uing with our 1-D diffusion model, the typical solution for any diffusion process of
particles with a limited lifetime describes the diffusion length as Lb =
√
DbτT where
Lb is the triplet diffusion length, Db is the diffusivity of triplet excitons, and τT is
the triplet lifetime. This means that the applied magnetic field increases either the
diffusivity, or the triplet exciton lifetime. An increase in the diffusivity means that
the exciton transport mechanism of rubrene is changing with the application of a
magnetic field to make diffusion more efficient; this is different from an increase in
the triplet exciton lifetime, which could be a change to the triplet exciton state or its
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lifetime. We are unable to disentangle these two possibilities with this experiment.
The observed changes in the diffusion length have another significance. Irkhin
et al. [51] contemplate the possibility that the triplet lifetime in nominally pristine
rubrene could be determined by an intrinsic defect density. This would be consistent
with the 4µm diffusion length being found in numerous rubrene single crystals and
observations of a decreased diffusion rate when introducing defect sites [51]. Our
observation of a changing diffusion length complicates the idea of a defect-limited
intrinsic diffusion length because the applied magnetic field would then have to alter
the triplet’s interaction with these intrinsic defects to show a change in decay length
which we do not know to be true.
To reiterate, we confirmed that an applied magnetic field reduces the singlet
fission rate in rubrene, and we have shown that a magnetic field increases the triplet
diffusion length from 4.0 ± 0.4µm without a magnetic field to 5.4 ± 0.4µm at
1000 mT.
In summary of these two subsections on triplet diffusion, we have shown that
an applied magnetic field has two effects: reducing the singlet fission rate, which
results in an increase of PL by up to a factor of 1.25, and changing the triplet ex-
citon diffusion length from 4 ± 0.4µm with no magnetic field to 5.7 ± 0.4µm at
1000 mT. In contrast, we found no changes in the PL diffusion pattern as a func-
tion of temperature within our setup’s temperature capabilities and measurement
sensitivity.
3.4 Steady-State Photoluminescence Results
To summarize this chapter, we report a reproducible increase in PL due to the de-
activation of singlet fission when cooling rubrene. With the exception of a small
2.1 eV band appearing at low temperatures in ‘altered’ rubrene crystals, we report
no changes in the intensity distribution of the PL spectrum when adjusting the
sample temperature or applying a magnetic field. We’ve found that a magnetic
field applied to rubrene enhances the PL yield, and attribute this to a reduction
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in the singlet fission rate of up to 20% at 1000 mT. We confirmed this observa-
tion with both low-excitation density studies, and localized-excitation studies with
triplet exciton diffusion. We have determined that this enhancement is present at
all excitation densities, although the effect at high excitation densities is smaller due
to contributions from triplets that undergo fusion.
In the second part of this chapter we looked at changes to the triplet exciton
diffusion length when cooling rubrene single crystals. We saw that changes are
limited to less than 25%. However, we report in the triplet exciton diffusion length
in the presence of a 1000 mT magnetic field to be 5.4 ± 0.4µm, an increase of 25%
compared to measurements with no field.
Our work fills in several gaps in the literature we have come across. First,
we add to the available spectral measurements by documenting temperature and
magnetic field changes using ‘pristine’ rubrene crystals that show no changes in
spectral intensity distribution. This is in contrast to measurements that use ‘altered’
rubrene crystals where there are extra bands in the spectrum. We confirm literature
results that show a decrease in singlet fission with the application of a magnetic
field at low excitation density, and extend the measurements to higher excitation
densities which can be explained by accounting for triplet fusion effects on PL.
Finally, the change in triplet exciton diffusion we report with an applied magnetic
field challenges the idea that the diffusion length of triplet excitons in rubrene is
determined by triplet interactions with an intrinsic density of defects sites.
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Chapter 4
Time Dynamics of Rubrene
Photoluminescence
One of the easiest ways to learn about energetic pathways in a material is to intro-
duce a lot of energy, then observe how the that energy dissipates in the material.
If radiative emission is an allowed energy pathway, measuring the time dynamics of
the material’s photoluminescence gives insight into how energy is transformed and
dissipated over time.
Since singlet fission and triplet fusion directly change the number of excitons
that radiatively decay in rubrene, we can obtain information about these physical
processes by observing how the amount of energy that is being converted to light
changes as a function of time. To do this, we measure the time dynamics of pho-
toluminescence from rubrene single crystals; we also study amorphous rubrene to
provide a reference where these excitonic processes play a relatively small role.
We analyze the time dependence of the photoluminescence on a nanosecond and
sub-nanosecond time scale using a femtosecond laser pulse to excite excitons in our
sample and a time-correlated single photon counting apparatus to measure the PL.
This apparatus measures the amount of time between an excitation laser pulse and
the detection of a photoluminescence photon from the sample. Counting this time
through tens of millions of laser pulses creates a complete data set that describes the
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Figure 4.1: Experimental setup used for time-correlated single photon counting mea-
surements.
time evolution of the sample’s PL. By analyzing the PL time dynamics, we can use
our knowledge of exciton decay lifetimes and species conversions to draw conclusions
about the exciton species that emitted the photons we measured.
We analyze this PL time dynamics, using the fact that the time evolution of
photoluminescence will correspond to the time evolution of the radiative excitonic
species created either by the initial pulsed illumination, or by fusion of triplet exci-
tons that were created by fission of a singlet exciton.
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4.1 Experimental Details
Time-correlated single photon counting for this study was done using a Light Con-
version Ltd. Pharos laser emitting 190 femtosecond pulses at the frequency-doubled
wavelength of 512 nm (2.41 eV) with an adjustable repetition rate up to 200 kHz.
These laser pulses were directed into a confocal microscope and focused onto a
rubrene sample, as depicted in Fig. 4.1. Photoluminescence emitted by our sample
was collected through the microscope where we filtered out the excitation beam
using a 550 nm long pass filter. This allowed the collection of only rubrene’s photo-
luminescence, which peaks at 610 nm for an ab facet. The photoluminescence was
measured using a Micro Photon Devices PDM series photon counting detector with
a 50µm active area diameter and a dark count rate of less than 50 cps. This signal
is carried to a PicoQuant PicoHarp 300, which is triggered by the laser sync line
via 4 ns square-wave with a 0.5 V-amplitude created by a Stanford Pulse Generator.
We obtained time dynamics measurements from 4 ps− 5µs by combining two data
acquisitions, one using 4 ps time bins and one using 512 ps time bins; each using up
to 216 bins. We then combined these acquisitions into a single data set that can
be analyzed with appropriate resolution from the instrument’s lower measurement
limit of 4 ps to the beginning of the next laser pulse at 5µs.
If multiple photons arrive at the detector within the same laser pulse, only the
first is measured, which will weight the data towards earlier times and skew the
time dynamics at later times; this is known as a pileup error [70]. To ensure that
we do not introduce errors from the timing electronics of the PicoHarp, we adjusted
the strength of PL before our PDM detecter so that only one photon would be
counted for each cycle of the laser. This was done by using ND filters before the
photodetector to keep the PL count rate at less than 5% of the signal sync rate of
200kHz.
Excitation density at the surface of the sample was calculated from measurements
of beam power and beam diameter at the sample. We used a Newport silicon power
meter to measure the average power of our free beam, then accounted for power
lost through the confocal setup between the free beam and the sample. The average
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number of singlet excitations at the surface of the crystal created by one laser pulse,
S1Pulse was then calculated using the equation
S1Pulse =
S0
f
=
(
PL
λ
hc
1
f
)(
4 ln(2)
piFWHM2
)(
1
d
)
, (4.1)
which we derive in appendix A on page 104. PL is the power of the laser with
wavelength λ, f is the repetition rate of the pulsed laser, the factor of 4 ln(2) is
introduced to relate the Gaussian geometry to the full width at half maximum
(FWHM) of the beam intensity, and d is the absorption length of rubrene (which
has a value of 4µm along the b axis of rubrene at 513 nm [38]). Equation 4.1 is
presented as three distinct fractions to highlight that the output of the laser, the
spatial geometry of the laser pulse from the microscope’s optics, and the crystal’s
absorption properties (respectively); all influence the total excitation density.
For this study we collect photoluminescence from the ab facet of rubrene single
crystals (unless otherwise specified). Preliminary experiments showed no significant
differences in the time dynamics observed with different excitation axes when ac-
counting for different excitation densities due to anisotropic absorption coefficients.
For comparability, all measurements presented in this work were measured with ex-
citation polarization parallel to the b axis. We present data on both ‘intrinsic’ and
‘altered’ rubrene crystals (the meanings of which are discussed in the background
chapter on page 20). A particular aspect of interest is the time evolution of the
1.9 eV emission band in ‘altered’ rubrene. All samples used were carefully chosen to
be free of surface defects in order to avoid encountering PL artifacts, also described
in the background information chapter on page 19.
4.2 Rubrene Single Crystal Studies
Exciton fission and fusion processes in rubrene single crystals can be studied with
optical experimental methods which up to now have focused on a specific time
scale. Short time scale experiments (shorter than 0.1 ns [30, 44, 48, 71]) study
the radiative emission and fission of singlet excitons, while long time scales (longer
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than 1µs [45, 47]) study triplet exciton lifetimes and the recombination of triplet
excitons. We find that literature sources between these two limits, on the nanosecond
timescale, draw conclusions about the system without considering the full effect that
triplet excitons can have on the PL time dynamics they report.
The nanosecond time scale of PL time dynamics in rubrene has been studied by
two research groups [12, 24, 30]. Both groups observed highly non-exponential decay
curves, and fit nanosecond-scale exponential time constants by looking at only part
of their data sets and their linear tangents in semi-log plots.
The first group fit an exponential decay of photoluminescence with a lifetime of
1.8 ns. They also report that they do not observe this decay in samples measured
under vacuum at photon energies between 2 eV and 2.38 eV (which excludes PL
from the 1.9 eV emission band [30]). They assign their 1.8 ns decay to fluorescence
from an oxidized form of rubrene, based on research which suggests the 1.9 eV band
of rubrene is explained by an oxidation effect [42, 43]. Additionally, the photolu-
minescence spectrum of the crystal used in in Ref. [30] is an extreme example of
an ‘altered’ rubrene crystal and has little resemblance to the spectrum known for
intrinsic rubrene [38]. We recognize from the spectrum they present that when they
filter the 1.9 eV band from their sample they remove most of the PL emitted by
their sample. For this reason, and without data reporting the spectrally resolved
time dynamics, we treat their 1.8 ns decay time as a report of the time dynamics of
‘altered’ rubrene. Additionally, the use of an 80 MHz pulsed laser in Ref. [30] allows
time for less than 0.02% of triplet excitons to relax before the next pulse which im-
plies that their experiments must have a very large steady state triplet population.
The effect of such a large background triplet population cannot be neglected when
triplet excitons contribute to PL.
The second group reporting on PL time dynamics in the literature, with pub-
lications by Piland et al. [12] and Burdett et al. [24], also present data on the
nanosecond time scale. Piland et al. use an exponential decay of 2.22 ns in de-
scribing the fluorescence decay of their amorphous sample at room temperature,
although the data they present has a steadily-curving decay through the nanosec-
ond timescale. They find that the 2.2 ns lifetime increases for lower temperatures
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[12]. However, Piland et al. use a sample they describe as ‘amorphous’ even though
the time dynamics data they present show evidence that singlet fission may still
be occurring which is a sign of the presence of crystalline regions, probably on the
nanometer scale (see section 4.3 on page 92 for a discussion of amorphous rubrene).
In this work, we will perform an investigation of the PL dynamics on the 0.1
to 100 ns time scale and for different excitation densities, which account for effects
introduced by triplet excitons. In particular, we know from our previous measure-
ments that excitation density must play a very important role in modifying PL
kinetics on the nanosecond scale and shorter. We also make sure that the repeti-
tion rate of the laser is low enough that we minimize the accumulation of long-lived
triplet exciton states between pulses, and take them into account when analyzing
the data. In addition, we use single crystals that allow for triplet exciton diffusion
in the crystal. Observable effects of triplet excitons depend on the triplet exciton
density; we test these effects by varying the excitation power to create more singlet
excitons which will undergo singlet fission to create more triplet excitons.
4.2.1 Results & Discussion
The power-dependence of the time dynamics of photoluminescence from a ‘pristine’
rubrene single crystal is shown in Fig. 4.2. Each color in Fig. 4.2 represents a different
excitation power, spaced with factors of ∼ 2. The figure presents data through the
transition region from low to high triplet population densities. We used a ‘pristine’
crystal for this measurement which shows very little contribution from the 1.9 eV
emission band (see Fig.4.3 and the discussion on types of rubrene in section 2.2.2
on page 20).
PL time dynamic plots in this dissertation can be analyzed by keeping in mind
that they represent the decay of states that are able to emit PL. The radiative
lifetime of singlet states in rubrene molecules is 16 ns [45, 46], which sets a limit to
how long we can observe initially-excited singlets. However, singlet fission occurs on
a timescale much shorter than the radiative decay lifetime, with a reported singlet
lifetime on the order of 10 ps [30, 48, 49], which means that our measurements only
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Figure 4.2: Measurement of time-correlated single photon counting of a ‘pristine’
rubrene single crystal photoluminescence at multiple excitation powers. The
dashed line on the right highlights the position of the next pulse in the
200 kHz pulse train. (color online, order preserved)
capture PL from the initially photo excited singlets in a first transient that is limited
by the time resolution of the apparatus.
The initial decay of the PL time dynamics, up to ∼ 3 × 10−10, contains infor-
mation about the initial, pure singlet state decay, although timescales shorter than
∼ 500 ps overlap with our Picoharp’s instrument response which alters the shape
of the measured time dynamics and complicates a detailed analysis. However, the
Picoharp’s instrument response does not change as a function of our sample’s exci-
tation power, and we can still assign the integral of the detected signal during the
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Figure 4.3: Comparison of PL spectra of our ‘altered’ and ‘pristine’ rubrene single crys-
tals to published data on emission from b-polarized emission (‘intrinsic’).
Normalized to 2.03 eV height.
first few 100 ps to the PL arising from the initially excited singlet states before they
undergo fission. Our time dynamics measurements show a fast initial decay of PL
at times shorter than 1 ns that does not change shape as a function of power.
In Fig. 4.2 we see that PL curves representing measurements performed at high
excitation densities begin to bend downwards towards the end of the measured range
(at 5µs), approaching a power-law decay (depicted by a straight line on log-log plot),
while the slope of the curves representing measurements at low excitation powers
appear to decrease at these times. These observations are both explained well by
differences in triplet exciton densities between the curves. The beginning of the
power-law decay at high excitation densities appears because the triplet fusion rate
is dependent on the square of the triplet density [47]. The less steep region at low
excitation densities is then explained by a reduced amount of triplets which are less
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likely to undergo fusion. For a given laser power, the slope of the line in the PL time
dynamics measurement at the end of this plot is an indicator of the triplet exciton
density of the system before the next laser pulse arrives.
We find these short and long timescales are well-described by the current un-
derstanding of singlet fission and triplet fusion. However, between these times the
photoluminescence shows an additional feature that resembles an exponential decay.
This exponential decay appears as a bump through the nanosecond decade on the
log-log scale in Fig. 4.2 which appears at lower excitation powers. This decay is
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more easily visualized in Fig. 4.4 on a log-linear scale to showcase the exponential
nature of the low power data between 2 and 12 ns and its disappearance when using
higher excitation powers. At the lowest excitation density, we find an exponential
decay with a decay time constant of 4.3± 0.5 ns. We note that the black lines in
this figure represent a 4.3 ns decay, and are offset to the other plots as a a visual
aid. The 4.3 ns exponential decay was observed in several crystals and with the light
polarized along both a and b crystal axes. We dedicate a majority of the remainder
of this dissertation to characterizing and identifying the origin of this decay.
We start by comparing our results with those found in existing literature. The
general shape of the time dynamics from our time-resolved photoluminescence mea-
surements are similar to those shown by Ma et al. [30], Piland et al. [12], and
Burdett et al [24] at specific powers. Our high excitation density data plots are sim-
ilar in shape to curves published by Ma et al., though we measure an exponential
decay time that is longer than their reported value of 1.8 ns. We note that their
excitation density of 1-2% of molecules in the crystal corresponds to an excitation
density of 1.4×1019 excitations/cm3; this is comparable to the highest excitation
densities in our data set. An important experimental detail they report is that
they use an 80 MHz laser system for their time-resolved photoluminescence mea-
surements, which affords the excitons only 12.5 ns between pulses and implies a
very large triplet accumulation over many pulses in their experiment. This leads to
deformations of the nanosecond scale PL response at singlet excitation populations
lower than what is expected from the system if it had relaxed completely before
excitation.
In contrast to Ma et al.’s high triplet population density, Piland et al.’s use a
40 kHz laser with which they find an exponential decay time of 2.22 ns. They test the
excitation power-dependence of PL between 1.8×1015 and 19×1015 excitationsµm−3,
but find no changes in the shape of the time dynamics. This is interesting for two
reasons: First, they do not see any changes in the visibility of their nanosecond-
lifetime exponential decay as we have show above, and second, we find that their
data does not show any PL modifications due to effects of triplet fusion in their
system. Piland et al. probably do not observe changes in the time dependence of
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their time dynamics with different excitation densities because of the fragmented
nature of their sample. Their sample’s molecular arrangement limits triplet diffusion
so that all triplets could only recombine with their sibling triplet (created from the
same singlet exciton); triplet fusion then becomes independent of triplet density
because the triplets are already neighbors. In addition, even if triplet diffusion was
normal, their excitation densities remain in the regime with little triplet fusion,
which leads to an independence from the excitation density.
A 2008 measurement of PL time dynamics in rubrene single crystals by Mamedov
and Becker published in Ref. [45] has a 4 ns exponential decay that matches the
results we present here.
We conclude that most of the existing PL dynamics results presented in the
literature have been obtained under circumstances that affect the triplet excitons in
the system and have mostly been taken in ‘altered’ rubrene which includes the 4.3 ns
exponential decay. We now proceed to discuss the possible origins of this decay.
In the background section 2.1.2 on page 8, we introduced the two processes
involved in singlet fission: state mixing (which creates the intermediate state exci-
ton) and triplet-pair dissociation (which creates two independent excitons.) Within
10 ps after excitation, most singlet excitons undergo the state mixing process and
are transformed into the intermediate state exciton. The intermediate state is a
superposition of the singlet exciton and correlated pair of triplet excitons, giving it
both singlet and triplet character simultaneously. Because it has singlet character,
the intermediate state may radiatively decay to contribute to the photolumines-
cence of the system; however, if the correlated pair of triplet excitons dissociates
first, then no photoluminescence is emitted by those excitons unless they can recre-
ate the intermediate state through triplet fusion. We assign the 4.3 ns decay to the
intermediate state exciton’s lifetime determined by triplet-pair dissociation.To test
our assignment of the 4.3 ns exponential decay to the intermediate state, we use dif-
ferent types of rubrene samples, spectrally filter the emitted PL, apply a magnetic
field while observing the exponential decay.
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Figure 4.5: Time-dynamics measurement of photoluminescence from four types of
rubrene. The ‘altered’ type of rubrene shows the 4.3 ns decay very clearly,
while the ‘pristine’ and molten rubrene samples show only slight hints of
it. All curves are normalized to initial PL, and the ‘pristine’ and ‘altered’
curves meeting at 10−5 was not forced by data manipulation.
Types of Rubrene
We examined 4 types of rubrene: molecular-beam deposited amorphous film, molten
film, ‘pristine’ single crystal, and ‘altered’ single crystal. The PL time dynamics
of these samples are shown in Fig. 4.5. We used the same excitation powers of
1018 excitations cm−3 for the molten film, ‘pristine’, and ‘altered’ rubrene samples.
Each curve is normalized to the peak PL emission to make comparisons easier. A
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detailed analysis of the amorphous rubrene film is presented at the end of this chapter
on page 92, but for now we simply present it as a film with minimal intermolecular
interactions; singlet fission is essentially turned off, and the time dynamics show the
singlet exciton’s radiative decay.
The molten sample was created by melting rubrene between two glass micro-
scope slides, then allowing it to cool (details of this process are discussed at the end
of chapter 2). This sample has three nucleation sites from which molecules have
approximately arranged themselves with their molecular L axis oriented radially.
This was determined by placing the sample over a light source in-between crossed
polarizers to see absorption effects of the radial orientation of rubrene molecules
around the nucleation sites with centimeter-scale domains. The molecular ordering
in this sample means that singlet fission can occur, as confirmed by the time dy-
namics which overlaps that of the ‘pristine’ single crystal PL dynamics, including a
slight 4.3 ns decay, up to 10 ns. After that time, the PL continues to decrease and
may approach a power law regime of triplet fusion with with a power-law exponent
of 1. We interpret this measurement as identifying a sample that allows for singlet
fission and triplet fusion (which is required to see PL after the singlet lifetime), but
the triplets are likely confined by the irregular arrangement of molecules. Without
triplet diffusion, triplet fusion is not dependent on the square of the triplet popu-
lation density. These trapped triplets are likely to undergo triplet fusion only with
their sibling triplet excited in the same nanocrystal. Because of the similarity of
triplet exciton effects in the PL time dynamics data, we propose that our molten
sample as similar to the evaporative spin-coated film created by Piland et al. [12],
except we have much larger crystalline domains.
The ‘altered’ rubrene crystal is characterized by a strong 1.9 eV emission band,
as seen by comparing the emission band in Fig. 4.3 for the ‘altered’ and ‘pristine’
samples where the curves are normalized to the 2.0 eV signal height. The origin of
the enhanced 1.9 eV emission band in ‘altered’ rubrene single crystals is still debated
in the literature. Many sources assign it to the oxidation of rubrene molecules
[42, 43], though changes in the crystal lattice of rubrene have also been proposed
[41] as the cause. Regardless of which is correct, both of these explanations suggest
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g a distribution of defect sites throughout the crystal.
The black and red curves in Fig. 4.5 represent the time dynamics of ‘pristine’
and ‘altered’ rubrene single crystals, respectively. There is a large enhancement of
PL through the nanosecond timescale for the ‘altered’ rubrene measurement, which
increases the contrast of the 4.3 ns exponential decay with respect to the ‘pristine’
crystal’s PL. At time scales approaching 1µs, the delayed PL emission from triplet
fusion is diminished in ‘altered’ rubrene and doesn’t yet show the power-law decay.
This is indicative of a lower triplet exciton population in the ‘altered’ rubrene sample,
possibly because the increase in PL at 4.3 ns decreased the concentration of available
excitons.
The 1.9 eV band can dominate the emission spectrum of ‘altered’ crystals, and
can be in many cases even stronger than the intrinsic rubrene emission in some
crystals. It has been argued [31] that diffusing triplet excitons can interact with
defect states, undergoing fusion at a defect site with lower excitation energy. As the
triplets at defect sites radiatively recombine, they emit 1.9 eV photons [31, 51]. In
this way, even a low concentration of defect states can make a dominant contribution
to the PL in rubrene because the sites harvest the energy from the dominant triplet
population created by fission.
References [31, 51] propose a model for triplet exciton diffusion where the triplet
state excitons diffuse through the crystal and interact with defect sites. Applying
that idea to our measurements in altered rubrene, the 1.9 eV emission then may
correspond to radiation of excitons with an altered singlet component. Our exper-
iments on triplet exciton diffusion have verified that triplets diffuse up to 4 µm in
their lifetime, allowing them to interact with over 10,000 molecular sites. With a de-
fect density of less than 1%, the altered PL would be extremely visible since only 1 in
more than 10,000 molecules would need to be a defect. A triplet exciton would have
to become trapped at a defect site until another occupies a neighboring molecule
and the pair undergoes triplet fusion to recreate the intermediate state. The energy
of the intermediate state is slightly altered by the trapped triplet exciton’s energy
state at the defect site, so it radiates PL at 1.9 eV instead of its first electronic tran-
sition at 2.2 eV. However, this mechanism involving independent triplet excitons
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Figure 4.6: Plots showing the light transmitted through each of the filters for measure-
ments in ‘altered’ and ‘pristine’ rubrene. Dashed lines show filter trans-
missions. Each of these graphs is normalized to the peak of its unfiltered
emission spectrum (black spectrum). A comparison of the relative heights
of bands between ‘altered’ and ‘pristine’ rubrene is seen in Fig. 4.3.
being trapped at a defect site, while it can explain the dominance of the 1.9 eV PL
band, cannot explain the 4.3 ns decay we observed. This is because triplet excitons
live a long time and would keep getting trapped at defect sites throughout their
lifetime.
Next, we spectrally filter the PL of rubrene to isolate the effects of the 1.9 eV
emission band.
In the absence of a streak camera or other fast spectroscopy methods, we used
dichroic filters in our time dynamics setup to extract information about the time
dynamics of the 1.9 eV emission band. To do this, we use a filter that either transmits
the 1.9 eV band, or blocks it. It’s important to remember that transmitting the
1.9 eV band also transmits a significant portion of the intrinsic rubrene PL, especially
in the ‘pristine’ rubrene sample. Figure 4.6 shows the transmitted light that is
measured by our photodetector using each of our dichroic filters (filter transmissions
are shown by the dashed lines). The red spectral regions are observed using a filter
which transmits PL with energies lower than 2.0 eV, including the 1.9 eV band. The
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Figure 4.7: PL time-dynamics measurement of ‘altered’ rubrene single crystal with spec-
tral filters inserted before PL detection. The 4.3 ns decay is enhanced with
the inclusion of the 1.9 eV emission band. The inset shows the same data on
a log-linear scale to highlight the exponential nature of the decay associated
with the 1.9 eV emission band.
spectral regions in blue use a filter that transmits PL with energies higher than
2.0 eV, blocking the 1.9 eV band. We use these filtered spectra to learn about the
evolution of the 1.9 eV band.
Figure 4.7 shows how spectral filtering of the PL from an ‘altered’ rubrene crys-
tal creates two different time dynamics. The blue plot, representing counted pho-
tons with energies greater than 2.0 eV corresponds to the intrinsic PL spectrum of
rubrene; it includes no effects of the 1.9 eV emission band. However, the red curve,
corresponding to energies smaller than 2.03 eV, includes photoluminescence from
both the pristine rubrene spectrum and the 1.9 eV emission band. These plots were
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Figure 4.8: Percentage of light transmitted by the spectral filter (that includes the 1.9 eV
band emission) compared to the total PL emitted at each time.
created by scaling each spectral filter’s transmission to the PL spectrum we mea-
sured in a steady-state PL experiment; because of this, the relative scaling between
the two curves is directly comparable.
In Figure 4.7, we see that the intrinsic PL is initially the dominant source of PL.
Its time dynamics show no exponential decay in the nanosecond scale until the triplet
exciton population come to an equilibrium state at longer time scales (around 1µs).
The emission containing the 1.9 eV band, on the other hand, is weaker initially,
but then comes to dominate the decay with a clear 4.3 ns exponential component.
We see this same pattern, where the 4.3 ns decay is enhanced when measuring only
the lower energy photons, in the PL time dynamics of ‘pristine’ rubrene crystals,
however, the contrast of the 4.3 ns decay in ‘pristine’ rubene is not as large as in
‘altered’ rubrene.
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The data in Fig. 4.7, and similar data measured in an ‘intrinsic’ crystal, imply
that the 1.9 eV band increases with time relative to the intrinsic rubrene spectrum
after the initial excitation. Fig. 4.8 shows the percentage of total light detected from
photons with energies less than 1.9 eV at each time:
% =
PL counts(spectrum including 1.9 eV band)
PL counts(total)
for both ‘intrinsic’ and an ‘altered’ single crystals. If all the spectral bands emitted
by these rubrene samples had the same time dynamics, both curves in this plot
would show a constant value for all times. The ‘intrinsic’ rubrene plot only shows a
20% change in the ratio with maximum centered at 4.3 ns, while the ‘altered’ rubrene
plot shows a much larger change in the ratio. Because much of ‘altered’ rubrene’s
PL comes from the 1.9 eV band, we see a maximum at 4.3 ns. Additionally, both
percentages of low photon energy from ‘intrinsic’ and of ‘altered’ rubrene are larger
after the 4.3 ns decay than they were initially (seen by comparing PL at 10−7 vs.
10−10). From these facts, we draw the conclusion that the emissive state responsible
for the 1.9 eV band is not directly excited by the laser pulse. This is consistent
with a triplet exciton diffusion model where the excitons require time to reach the
impurities that cause the 1.9 eV emission.
Since triplet excitons are responsible for most diffusion effects, we worked to
learn more about the excitation process responsible for the 4.3 ns decay’s excita-
tion mechanism by measuring changes in the PL it emits with the application of a
magnetic field.
We measure the PL time dynamics with an applied magnetic field at both high
and low excitation powers; knowing that magnetic field effects are small we chose to
use an ‘altered rubrene single crystal here to maximize the changes from the 4.3 ns
exponential decay’s PL. We measured the PL time dynamics with the magnetic
field parallel to each of the a, b, and c crystal axis and note no significant change
in the magnetic field effect between crystallographic orientations on the nanosecond
time-scale. The top graph of Fig. 4.9 shows our measurement of the PL dynamics
with and without a magnetic field of a few hundred mT parallel to the b axis. It
shows a clear enhancement with magnetic field of the PL decay we attribute to the
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1.9 eV emission band. We analyzed these decays and found that the decay constant
does not change with the applied magnetic field; only the amplitude of the emission
changes, indicating an increase in PL contributions from the intermediate state
excitons with the application of a magnetic field. This experiment shows that the
4.3 ns decay must somehow interact with an exciton of triplet character.
Discussion
Above we argued that the intensity of the 1.9 eV emission band requires that the
defects interact with excitons, which is consistent with the observation that the
relative importance of the 1.9 eV band grows with time. Our conclusion that the
source of the 1.9 eV emission band cannot be from an impurity state directly excited
by the laser that then decays away with a lifetime of 4.3 ns is very important. The
later increase of the 1.9 eV band means that the defect states responsible for emitting
the 1.9 eV photons is able to do so only after the initial excitation of excitons intrinsic
to rubrene is transferred to the defects responsible for the lower energy emission.
This transfer of energy could happen thanks to the large diffusion length of triplet
excitons, which allows them to interact with even a relatively small density of defect
states.
However, we know that diffusing excitons exist for a long time after photoexci-
tation, which implies that they interact with impurities all the time. The consistent
interactions means that the impurity emission would be stimulated equally as long
as the density of triplet excitons remains approximately the same. If independent
triplets are created by fission in less than 100 ps, then the resulting triplet exciton
density would interact with defect states at all times after excitation, which would
make it impossible that a 4.3 ns exponential decay would emerge because of this.
On the other hand, we know that the initial pure singlets created by the laser
pulse rapidly undergo state mixing into the intermediate quantum superposition
state. It is therefore possible that the 4.3 ns exponential component that we have
observed in the PL dynamics may be a direct observation of the intermediate exciton
state’s lifetime. We see it as a sharp decrease, rather than a washed out continuous
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process, because most of the population of intermediate state excitons (from singlet
excitons created by the laser pulse) dissociate after 4.3 ns into independent triplet
excitons.
However, it is also possible that the 4.3 ns exponential decay we are seeing is
only related to the 1.9 eV band, and corresponds to an impurity lifetime, as argued
in Ref [30] describing similar work where the authors found a shorter exponential
decay of 1.8 ns. But in this work we have shown that the impurities must be excited
via interactions with the intermediate state. In this case, the intermediate state
lifetime needs to be very short and to match the rise time of the 1.9 eV band as seen
in Fig. 4.8.
To summarize this section, we tentatively assign the 4.3 ns decay time that we
have observed to the lifetime of the intermediate state. During its lifetime, the
intermediate state can radiate a photon, causing an exponential decay of PL in the
time dynamics measurements. In addition to this, we assume that the intermediate
state can also diffuse and interact with defect states. When this happens, the
radiative recombination happens at a defect site, and a lower energy photon is
emitted. If we assume that photon emission from a defect occurs on a faster timescale
than the intermediate state lifetime, it then follows that in ‘altered’ crystals there
will be an enhanced emission at 1.9 eV as long as the intermediate state is still
around to populate it. After 4.3 nanoseconds the intermediate state dissociates
into independent triplet excitons, which can still interact with the defect states.
Therefore the capture of two triplet states by the defect states would still lead to
1.9 eV emission. This would occur at lower probability and lower efficiency than
when there is still a very large density of intermediate states during the first 4.3
ns after excitation. In this description, the additional defect states in the ‘altered’
crystals only serves as a sensitizer (observation mechanism) for the intermediate
quantum superposition state.
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4.2.2 Model
The PL time dynamics of rubrene tell a complicated story of exciton transformations.
Our assignment in the last section of the 4.3 ns exponential decay to the intermediate
state’s triplet-pair dissociation lifetime adds a specific nonlinear step to the processes
of singlet fission and triplet fusion. In this section, we add the intermediate state to
a rate equation model of singlet and triplet populations, and analyze how the time
dynamics are affected by it, we hope to better model experimental data by adding
intermediate state.
Literature sources on excitonic singlet and triplet dynamics through fission and
fusion have used a two-state model to consider the interaction of singlet and triplet
excitons. Generally, these sources use limiting cases to understand triplet diffusion
[37] or exciton species populations [12, 31]. Biaggio et al. [45] and Lyu et al. [72]
present more-complete modeling on the time dynamics of the two-state system using
rate equations for the singlet and triplet state populations to show how the triplet
population is affected by singlet fission, triplet fusion, and triplet decay. We use the
equations of Refs. [45, 72] as a starting point, and include the intermediate state
exciton to create a more complete model of rubrene’s time dynamics. Piland et al.
[12] and Burdett et al. [24] perform a detailed study using a rate equation model
to describe how magnetic fields perturb the number of triplet pair product states
with singlet character and how this affects the singlet state kinetics. The conversion
processes of the singlet, intermediate, and triplet excitonic states can be described
using quantum theory as is done by Piland et al. and Bardeen et al.. Here, we only
consider that these species conversions occur and do not go into the complex theory
behind how such transitions happen.
Figure 4.10 describes our model exciton system by showing the energy levels for
each state along the vertical energy axis. The left side of the graph considers a single
excitonic state in the dimer picture (over two molecules simultaneously), while the
right side of the figure uses the crystal model (excitations are localized to a single
molecule). This is done to more accurately represent the quantum mechanical nature
of the singlet and intermediate states, with an excitation which extends over two
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Figure 4.10: Energy level diagram showing excitonic fission and fusion processes with
inclusion of an intermediate exciton state
molecules simultaneously, and the triplet states which may involve many molecules
during triplet diffusion through the crystal.
Our model begins with excitation of the singlet exciton (S0+S1). This state may
either radiatively decay with a lifetime τSrad, or undergo the state mixing process
with a lifetime τStoM to become an intermediate state exciton. The intermediate
state may either radiatively decay with a lifetime τMrad, or undergo triplet-pair
dissociation with a lifetime τMtoT to create two independent triplet excitons. As
discussed in the background chapter on exciton fusion, the singlet character in the
quantum superposition of the intermediate state is an excited singlet state, so the
intermediate and singlet states must have the same energy. This means that, in our
model, an exciton in the intermediate state is functionally equivalent to an exciton
in the singlet state. For this reason, our model does not include a mechanism back
to the initially excited singlet state from the intermediate state. Any photolumines-
cence that would be modeled from singlets recovered from the intermediate state is
equally-well modeled as being emitted by the intermediate state.
Independent triplet excitons can decay non-radiatively with a lifetime τT , diffuse
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through the system to neighboring ground state molecules, or interact with another
independent triplet exciton to recreate the intermediate state through triplet fusion.
The bimolecular recombination rate, γ, accounts for the triplet fusion time, triplet
density considerations, and the requirement that triplet excitons have opposite spin
to undergo triplet fusion as measured in experiment.
Taking into account all the effects mentioned above, we obtain three coupled
rate equations; one each for the singlet (S), intermediate (M), and triplet (T ) state
populations. A fourth equation is used to evaluate the excitons lost to photolumi-
nescence (PL). These equations are:
dS
dt
= − S
τSRad
− S
τStoM
(4.2)
dM
dt
= − M
τMRad
− M
τMtoT
+
S
τStoM
+
1
2
fTtoMγT
2 (4.3)
dT
dt
= − T
τT
+ 2
M
τMtoT
− γT 2 (4.4)
PL =
S
τSRad
+
M
τMRad
(4.5)
where S, M , and T are the populations of singlets, intermediate state, and indepen-
dent triplets, τX is the decay lifetime of the process X, fTtoM is the probability that
the triplet fusion process is successful, and γ is the bimolecular recombination rate.
fTtoM accounts for T exciton interactions that do not contribute to the creation of
M excitons.
We describe each of these equations term by term to relate it to the energy-
levels diagram in Fig. 4.10. Equation 4.2 describes the the rate of change of singlet
population by accounting for losses of singlets through both radiative emission and
state mixing (respectively). Equation 4.3 accounts for changes in the intermediate
state population with losses due to radiative decay and triplet-pair dissociation, and
gains from state mixing and triplet fusion. The third equation, 4.4, accounts for
changes in the triplet population through losses from its non-radiative decay, gains
from triplet-pair dissociation, and losses from triplet fusion. The last equation,
4.5, counts excitons that undergo radiative decay from the singlet and intermediate
states to simulate the photoluminescence emitted by the system.
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4.2.3 Simulation of Time Dynamics
Equations 4.2 - 4.5 were numerically solved in Mathematica using the numerical
differential equation solver NDsolve. This function can use several different solving
algorithms in an evaluation and will change algorithms based on equation linearity,
initial conditions, and point stiffness in order to provide the most accurate numerical
solution possible.
The parameters we used in this model were chosen mostly from values found
in the literature. The radiative singlet lifetime τSrad was determined to be 16 ns by
lifetime fluorescence measurements on rubrene dissolved in solution [45, 46, 73]. The
state mixing time, τStoM , was determined to be 10 ps through pump and probe mea-
surements [30, 48, 49]. The triplet lifetime, τT , is 100µs as determined in Ref. [47].
The bimolecular recombination rate γ is on the order of 1× 10−12 Hz as determined
by pump-and-probe measurements [48, 49, 74–76]. The triplet-pair dissociation
time, τMtoT , is 4.3 ns from PL time dynamics measurements described earlier in this
chapter [me!]. The last lifetime required, τMrad, represents the intermediate state
radiative lifetime, which has never been measured. We deduce its lifetime from
the fact that at least 95% of the PL emitted from the system can be emitted via
triplet fusion [31, 47]; this was used, in conjunction with all the other constants, in
Equations 4.2 - 4.5 to solve for a calculated intermediate state radiative lifetime of
∼ 40 ns. Table 4.1 summarizes the input parameters and initial conditions used to
obtain the simulated time dynamics of excitonic populations for the three exciton
species.
Simulations presented here use the same conditions as our time-dynamics mea-
surements in the last section, with a 190 fs laser pulsed at a 200 kHz repetition rate.
We assume all incident photons create singlet excitations; and, each pulse is fully
absorbed by the crystal (appendix A shows how S can be calculated from exper-
imental measurements of power and excitation beam FWHM). Intermediate and
triplet state excitons are not excited directly by the laser, so the M and T states
begin with no population for the first laser pulse. However, the laser has only 5µs
between pulses which is significantly shorter than the triplet decay time in rubrene
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Table 4.1: Summary of parameter inputs and initial conditions used for numerical sim-
ulations of exciton populations. Variable n in the initial condition S0 runs
from 0 to 29 to create the initial singlet population dependence seen in figure
4.12. Variable m represents the pulse number, so that S0,M0, and T0 at pulse
m− 1 account for the exciton population at the end of the previous pulse.
S0 2
n × 1015 + Sm−1(5µs) τSrad 1× 10−12 s τStoM 15× 10−9 s
M0 Mm−1(5µs) τMrad ∼ 40× 10−9 s τMtoT 4.3× 10−9 s
T0 Tm−1(5µs) τT 100× 10−6 s fTtoM 0.98
flaser 200 kHz γ 1× 10−12 s−1
of 100µs [47]; triplet excitons haven’t finished decaying away by the next laser pulse.
This means that the M and T populations at 5µs following one pulse are used as
initial conditions for evaluation of populations during the next pulse cycle. In our
experiments, the crystal experienced millions of laser pulses for each measurement.
Therefore the time dynamics of photoluminescence reached an equilibrium between
pulses and the exciton dynamics between each pulse was identical. We ‘pulsed’
our simulation 150 times, which was sufficient to ensure that changes in excitonic
population was less than 0.001% between pulses.
We evaluate our simulation of the time dynamics of rubrene’s PL through a
range of excitation powers as shown in Fig 4.11. The scaling of the y-axis does not
represent the excitation S0 population. Instead, the y axis is an unscaled emission
axis that represents the PL emitted by the S and M states as given by Eq. 4.5. The
initial singlet excitations used in our experimental simulations are listed in Fig 4.11
and are identical to what was used in our PL time dynamics experiments. This
full time dynamics can be seen with the more-complete power dependent curves of
Fig. 4.12, which extrapolates past the next laser pulse at 5µs to the triplet decay.
The initial singlet excitations in Fig 4.12 range from 1.0×1017 − 3.5× 1024 and are
spaced by factors of 2.
We identify features of our experiment that are captured well by our simulation
through comparison of our experimental simulation in Fig. 4.11 with measured data
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Figure 4.11: Simulation of time dynamics of singlet exciton state population using the
parameters given in table 4.1 and laser powers used in experiments of
Fig 4.2.
of from rubrene single crystals in Fig. 4.2 on page 68. First, the downward bending
of the plots around 10−6 s shows strong bimolecular recombination for the highest
excitation power measurements with a much weaker effect at the lower excitation
powers. Second, and more importantly, the simulations show the disappearance
of the exponential decay due to the intermediate state for higher excitation pow-
ers. This can be seen by comparing the simulated PL signal amplitude at 10−9 s
to 10−7 s; the 4.1 e+19 singlets curve decays by one order of magnitude, while the
3.5 e+17 singlets curve decays by two orders of magnitude in that time range. We
have identified this difference to be due to a large population of triplet excitons at
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Figure 4.12: Simulation of time dynamics of singlet exciton state population using pa-
rameters given in table 4.1. Each curve represents a different simulated
laser power. Red trace and line are guides to show power-law exponent of
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high initial singlet excitations. Triplet excitons have a nonradiative lifetime 20×
longer than the period between pulses of our laser. This means that only 5% of
triplets can decay before the next pulse and the remaining 95% carry into the next
pulse cycle. At low singlet excitations, the triplet population undergoes triplet fu-
sion at a sufficiently low rate to not effect the PL very much when compared to
the radiative decay of singlet and intermediate exciton states. However, for higher
singlet excitation the high triplet population undergoes a large amount of triplet
fusion, which creates PL comparable to the PL from newly excited singlets and
intermediate states that undergo radiative decay. We attribute the disappearance
of the 4.3 ns intermediate state’s triplet-pair dissociation lifetime from the PL time
dynamics to an equilibrium, at high excitation densities, reached between the inter-
mediate states dissociating into triplet excitons and triplet excitons recreating the
intermediate state.
This full transition can be seen with the more-complete power dependent curves
of Fig. 4.12, where the 4.3 ns decay completely disappears at high singlet excitation
values. Also in that plot, a red line highlights that the solution to the time dynamics
(the red solution curve) becomes a power-law with exponent of 2 from triplet fusion
at later times, which is observed in experiment.
4.2.4 Single Crystal Conclusions
To summarize this chapter’s results on rubrene single crystals, we reported the
observation of an exponential decay of 4.3 ± 0.5 ns in the PL time dynamics of
rubrene single crystals. We find this decay is present in ‘pristine’, ‘altered’ and a
polycrystalline ‘molten’ samples. We used spectral filters to identify that this decay
is strongly present in the 1.9 eV emission band we associate with an ‘altered’ rubrene
spectrum. Spectral filtering of the time dynamics allowed us to show that this
emission band appears after the initial laser excitation pulse. The state responsible
for this decay must be associated with an exciton of singlet-character, since triplet-
state excitons do not hold enough energy to radiate at 1.9 eV, the magnetic field
enhancement of PL shows that this emission is effected by an interaction involving
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Figure 4.13: Spatial view of excitonic conversion processes.
a state with triplet character. So clearly, the state we’re observing must have both
singlet and triplet characters. We used these observations to assign the exponential
decay of 4.3 ± 0.5 ns to the decay of the intermediate exciton state.
With this assignment, we created a three-state model of exciton dynamics in
rubrene single crystals that helps describe our power-dependent PL time dynamics
experiment. This model is summarized again in Fig. 4.13 with a spatial, molecular
view. We created the model that used rate equations to simulate the PL emitted by
our sample. This model is able to predict our experiment’s proportional offset of PL
time dynamics for times shorter than 10−8 s, can model triplet fusion effects after
10−7 s, and supports the disappearance of the intermediate state’s contributions to
PL time dynamics.
Our work using PL time dynamics measurements fills in several gaps in the litera-
ture. First, previous PL time dynamics measurements used either a ‘polycrystalline’
or ‘altered’ rubrene sample; we present the only full-scale time dynamics measure-
ment in ‘pristine’ rubrene single crystals. Further, our detailed measurements can
be represented on a log-log scale to provide more information, and allows for consid-
eration of all parts of the system simultaneously. We assign our 4.3 ns decay to the
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triplet-pair dissociation rate of the intermediate state by using the 1.9 eV emission
band as a sensitizer, which confirms a similar observation by Ma et al. [30], though
they measure a decay time of 1.8 ns. We build upon our assignment by showing that
the appearance of this decay is dependent on triplet exciton population and is less
visible at the high excitation powers.
Finally, many experiments described in the literature use rubrene samples that
the authors call amorphous but still exhibit signatures of exciton fission. In the next
section we present the first time-dynamics study on an amorphous film proving that
singlet fission has been minimized to exhibit a PL decay equivalent to preparations
in solution.
4.3 Amorphous Rubrene Studies
So far, this dissertation has focused on rubrene single crystals for their efficient sin-
glet fission. We now shift our efforts to learning about the singlet exciton state by
stopping singlet fission completely in a solid-state amorphous sample of rubrene. In
general, long-range molecular order should be absent in an amorphous molecular
solid sample [77]. For rubrene, breaking the molecular ordering found in crystals
should eliminate the possibility that singlet excitons can undergo fission [3, 78].
Elimination of singlet fission can clearly also be obtained by dissolving rubrene
powder in a solvent to separate the rubrene molecules. Solid-state preparations of
rubrene, from methods such as spin-coating and vapor deposition, have been used
in Refs [12, 24, 30, 71] to study the time dynamics of photoluminescence from an
amorphous sample, although some of those preparations may create polycrystalline
rubrene instead. In general, a polycrystalline sample is similar to an amorphous
sample but contains clusters of nanocrystals with random shapes, grain sizes, and
orientational packing [77]. This may include a small crystal or dimer-like arrange-
ment of molecules which can restore excitonic fission. The small region of molecular
order could confine the resulting triplet excitons, which may affect the fusion pro-
cess considerably. In the present work we prepared vapor-deposited thin films of
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rubrene that are stable under ambient conditions, and which exhibit time dynamics
very similar to preparations in solution.
We learn about singlet fission in amorphous samples by measuring the time dy-
namics of photoluminescence. The time dynamics of rubrene without the ultra-fast
fission process should show only the initially-excited singlet exciton’s exponential
decay lifetime of 16 ns [45, 46]. Some groups working on rubrene have found a 10 ns
exponential decay lifetime for the singlet lifetime. We point out that this is the de-
cay lifetime of rubrene when dissolved in a polar solvent, like alcohol or chloroform
[46, 73]. The molecules that make up a polar solvent have a net dipole moment,
which is able to interact with the excited states of rubrene and can shorten the
relaxation lifetime of excited molecules [79]. Changes in the dynamics of photolumi-
nescence from this monoexponential decay, such as a steeper initial decay of PL or
delayed photoluminescence emission, indicate that singlet fission and triplet fusion
may still be occur in the sample.
We have found that previous works that claimed to have carried out measure-
ments in amorphous rubrene, such as those in Refs [12, 24], must have actually been
carried out in samples consisting of assemblies of randomly oriented nanocrystals;
the PL decay dynamics reported in those samples still show signatures of fission
and fusion. Piland et al. [12] and Burdett et al. [24] use a spin coating evapo-
rative method to create a sample they declared amorphous based on its emission
spectrum and absence of x-ray diffraction peaks. The PL time dynamics they re-
ported have time-dependences that points to fission and fusion effects, similar to
our results in section 4.2. They report three exponential time constants: one that
is sub-nanosecond, one that is 2.2 ns, and a third that is 50 ns. Piland et al. [12]
and Burdett et al. [24] note that creating a reproducible spin-coated amorphous
sample is challenging, and that optical inspection of their early samples showed
micro-crystal domains. In response, they developed a method to create optically
defect-free samples, but still reason that their method may produce nanometer-sized
domains below the optical resolution of their system. Piecing together the complex
PL time dynamics with the possibility of nano-sized domains we conclude their spin-
coated samples are likely polycrystalline, where singlets may undergo fission, rather
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than amorphous.
Jankus et al. thermally evaporated rubrene onto a sapphire substrate and also
report no crystal structure using x-ray diffraction [74]. The PL time dynamics
of Jankus et al’s sample exhibit an initial exponential decay of photoluminescence
(which they call prompt fluorescence), with a time constant of 2 ns at 295 K that
is dependent on temperature, which they attribute to a temperature dependence
of singlet fission. Additionally, their data shows a power-law decay of PL after
100 ns (they call it delayed fluorescence) which can be attributed to bimolecular
recombination of triplet excitons [47, 74]. Similar to the work of Piland et al.,
Jankus et al’s sample exhibits complicated PL time dynamics which clearly shows
signatures of singlet exciton fission.
Gieseking et al. [71] present work that shows a vapor-deposited sample of amor-
phous rubrene, but are unable to follow their PL time dynamics measurement into
the nanosecond time scale due to a limited measurement window. The possible
beginning of a mono exponential shows that their film may effectively limit singlet
fission.
Physical vapor deposition is also used in work described in other publications to
create amorphous rubrene, similar to the samples of Jankus et al. and Gieseking et
al., although those studies are more interested in understanding the processes that
allow for crystallization of the amorphous material than exciton dynamics [80–83].
One of those publications, by Park et al., presents AFM and optical measurements
that show that immediately after deposition, most of their rubrene sample can be
classified as amorphous [80]. They then focus on the processes that allow amor-
phous rubrene to slowly form crystalline regions, which they call spherulitic disks.
These disks are a type of polymer-link crystal, with radially-oriented long chains of
aligned molecules called llamelae [84]. The coexistence of the two sample regions,
amorphous and spherulitic disks, present an interesting sample for our PL time
dynamics studies.
We successfully prepared thermally vapor-deposited amorphous films that are
stable at room conditions, and characterized them by studying signatures of fission
using time correlated single photon counting methods.
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We created our amorphous rubrene films via molecular beam deposition, where
rubrene molecules were sublimated at 150◦C in high vacuum (10−5 Torr). The sub-
strate was washed using ultrasound baths in alcohol and acetone, then heated to
100 ◦C in the vacuum chamber at 10−5 Torr to remove water molecules from the sur-
face. The substrate was then allowed to cool to room temperature. Next, a small
amount of Acros Organics 99% Rubrene was heated in a glass crucible to 150 ◦C
with a shutter covering the substrate where the film was to be deposited to prevent
volatile impurities from depositing onto the substrate while the powder was heated.
Once the powder reached 150 ◦C, we waited 15 minutes before moving the shutter
out of the way of the substrate to allow molecular deposition to begin. We deposited
for 8 hours at 0.05–0.2 A˚/s, with which we created a 600 nm film for our thick sample
and less than 150 nm film for our thin sample, as measured using optical interference
and absorption techniques. We varied the thicknesses of our final films by adjusting
the amount of initial rubrene powder in the glass crucible; 2 mg of rubrene powder
was used for the thin amorphous film and 10 mg for the thick film.
Macroscopically, the films appear to have a very uniform orange-pink color, which
are slightly different for the two film thicknesses and show no visible anisotropic
behavior when viewed between crossed polarizers. After exposure to ambient con-
ditions for a few days, the sample’s color had faded slightly; however, no changes
in the shape of the photoluminescence spectrum, absorption spectrum, or time dy-
namics were found between measurements just after initial exposure to air and after
a period of 72 hours of atmospheric and ambient light conditions. These results are
consistent with those reported in Ref. [41]. The most noticeable change in the amor-
phous regions of our samples was a photobleaching effect left by a 450 nm (3.1 eV)
continuous wave excitation beam. We saw no changes in spectral shape of photo-
luminescence during photobleaching, except at very high excitation intensities that
burned the molecular film and created a broad-band PL spectrum that was void
of any known rubrene peaks (see the burn trail in Fig. 4.14). Without burning,
photobleaching attenuated the strength of emitted PL by more than a factor of two
within a few seconds for both film thicknesses at high-excitation powers ( > 1018
excitations s−1cm−2), and the color of the rubrene changed from reddish-orange to
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transparent at the excitation site. The rate of this bleaching effect slowed at lower
excitation rates. For this reason, we collected PL measurements immediately af-
ter translating the amorphous film to a new spot to maximize signal and avoid
measurements at photobleached rubrene.
The intensity dependence of the photobleaching effect may be explained by an
oxidation of the rubrene molecules [85]. Interestingly, the appearance of the 1.9 eV
emission band from ‘altered’ rubrene’s photoluminescence is linked to an oxidation
of rubrene, but isn’t observed in these samples.
Our vapor-deposited samples are very similar to those reported by Park et al.
[80], with large regions of amorphous rubrene and spherulitic disks. However, our
samples have smaller spherulitic disks (an example can be seen in Fig. 4.14) which
are stable under atmospheric conditions; we found no single disk larger than ∼
200µm in diameter. We hypothesize that this is because we used a much higher
deposition temperature than Park et al.. Our deposition was carried out at a higher
temperature than even their annealing process. The micro-crystal domains are rare
on our thin amorphous film, but are quite common on the thick film and can grow
in large quantities as part of a colony of domains where edges of the domains touch.
For our measurements testing amorphous regions, we avoided these spherulitic disks
by imaging the sample first to select an amorphous sample site.
Figure 4.14 shows the photoluminescence and absorption spectra of rubrene in
three different forms: our amorphous film, rubrene dissolved in a hexane solvent,
and a rubrene single crystal (for reference).
First, we note the amorphous film’s absorption spectrum displays many of the
same absorption bands as the single crystal, though in different relative amplitudes.
Our think film measurements agree well with measurements made by Park et al.
[80] in their samples without annealing, and with the prediction from the molecu-
lar absorption and emission properties derived from the analysis of rubrene single
crystals.
Comparing the photoluminescence emitted by the thin amorphous film to rubrene
in hexane shows a practically identical PL spectrum except for the extra bump at
2.45 eV in the thin film spectrum which we cannot explain. The photoluminescence
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Figure 4.14: Normalized photoluminescence spectra for the thick and thin amorphous
films and a bc facet of rubrene single crystals (top). Image of a microcrystal
domain on thick amorphous crystal (bottom). Red photobleached/burned
line made with translation of sample under high-power laser illumination.
of the thick amorphous film (solid black curve) is shifted towards longer wavelengths
compared to the PL spectrum of the thin amorphous film. This can explained by
a greater amount of reabsorption of PL by the thicker sample, which gives the ap-
pearance of shifting the emission bands that overlap the absorption curve to lower
energies, similar to reabsorption found in the photoluminescence of single crystals
[38]. The double peak shape of the thin film and hexane solution is hidden by an
extra peak at 2.14 eV for the thick film; unfortunately, we do not know what causes
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Figure 4.15: PL time dynamics for an amorphous rubrene film showing an exponential
decay of 15 ± 1 ns, equivalent to the singlet exciton lifetime found in non-
polar solutions. Curves normalized to y-intercept from fit of exponential
decay of 15 ns; offset by factors of 10 for clarity.
this extra band in the PL of the thick film.
Figure 4.15 shows that the exponential decay of PL from our amorphous thin
films has a lifetime of 15± 1 ns. This decay lifetime is slightly shorter than the known
fluorescence lifetime of 16.5 ns for rubrene in a nonpolar solvent [45, 46]. However,
we still assign this as an observation of the singlet exciton’s radiative lifetime. This
experiment was performed with excitation light that avoided the spherulitic disks.
We measured the decay at both high and low excitation powers and saw no change
in the singlet exciton lifetime, as shown in Fig. 4.15. We do find a small deviation
of the PL time dynamics from an exponential decay at times shorter than 10 ns
in our high excitation power measurements which can be attributed to a small
amount of singlet fission. Because molecules in the amorphous film are randomly
oriented, it is probable that there are some regions with ordered molecules, allowing
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Figure 4.16: PL time dynamics using an excitation beam which includes some spherulitic
disks on the rubrene thin film showing an exponential decay of 15 ns, equiv-
alent to the singlet exciton lifetime found in non-polar solution, as well as
an enhanced initial decay for times less than 10 ns. Curves normalized to
y-intercept from fit of exponential decay of 15 ns; offset by factors of 10 for
clarity.
for singlet fission and triplet fusion. This presents us with an understanding of how
an amorphous rubrene film is different than rubrene in solution; in an amorphous
film rubrene molecules are isolated by other rubrene molecules, whereas in solution,
rubrene molecules are isolated by solvent molecules. Rubrene molecules surrounded
by other rubrene molecules are able to create the geometry required to allow for
singlet fission. However, we reason that the geometry that allows for singlet fission
is in a minority of molecular arrangements among molecules which explains the
relatively small amplitude of the initial non-exponential decay. We also observed
that the randomly-oriented film does not show any significant diffusion length for
triplet excitons. This means that any triplets created have to recombine with their
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sibling triplet exciton and contribute to delayed florescence, although this PL would
be relatively weak.
In summary, we have shown the amorphous character of our samples by showing
that their PL time dynamics exhibit rubrene’s intrinsic singlet lifetime, with a small
amount of fission as predicted for an amorphous rubrene film.
Figure 4.16 shows similar PL time dynamics measurements of our film, but for
these data the excitation region includes spherulitic disks in addition to regions of
amorphous film. These data show an initial decrease of photoluminescence for times
less than 10 ns that is much larger than what was seen for the amorphous region
alone. We also see contributions to PL from triplet excitons undergoing triplet
fusion at timescales approaching 75 ns. The early time decay in PL and the long-
time scale increase in PL show that these spherulitic disks allow for singlet fission
and triplet fusion, which confirms that they contain some molecular ordering and
could be used to make a polycrystalline sample. The fission/fusion contributions we
see here are also evident in the time dynamics of the spin-coated sample created by
Piland, Burdett et al [12, 24], from which we conclude that their sample is better
described as polycrystalline than as amorphous.
In conclusion, we’ve created a vapor-deposited thin film and show that it enables
us to determine a lower limit to the exciton fission rate in solid-state rubrene samples.
The amorphous regions of the film show a 15± 1 ns exponential decay of PL which
we attribute to the singlet exciton’s radiative decay lifetime. Inclusion of spherulitic
disks in our time dynamics measurements proved that singlet fission and triplet
fusion occur in those disks, although a more accurate measurement of the fast and
slow components of the PL time dynamics could lead to more insights.
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Chapter 5
Conclusions and Outlook
We combined steady-state photoluminescence (PL) with PL time-dynamic measure-
ments to tell the story of singlet, intermediate, and triplet state excitons. This was
possible through use of detail-oriented measurement techniques and an understand-
ing of how to isolate the phenomena that we measure which allowed us to reliably
determine even relatively weak effects.
We have contributed to the understanding of singlet fission by identifying how
environmental factors can change the rate at which singlet fission occurs. We saw
no changes in the PL spectrum when applying magnetic fields with strengths up
to 1 T, nor when changing the sample’s temperature between 295 K and well below
50 K. Our experiments showed that a 1 T magnetic field applied to rubrene enhances
the PL yield by 20% at low excitation rates which we attribute to a reduction in the
singlet fission rate of up to 20%. The increase in PL with a 1 T field was only 5%
at high excitation rates, because the contributions to PL from triplet fusion mask
the effects of the 20% lower singlet fission rate.
More generally, our temperature-dependent experiments showed an enhancement
of PL by up to a factor of 9 between room temperature and temperatures on the
order of 150 K. This change in the fission efficiency while changing temperature is
due to the removal of thermal energy from the sample which was able to reduce the
probability of fission and/or fusion.
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For the first time in rubrene we were also able to identify a 4.3± 0.5 ns exponen-
tial decay in the PL time dynamics and assign it to the intermediate state exciton’s
dissociation into two independent triplet excitons. We hypothesize that this was
made more clearly visible by using defect sites linked to the 1.9 eV emission band
as sensitizers which efficiently interact with the intermediate state to emit lower en-
ergy photons that we spectrally isolated. Spectral filtering of the PL time dynamics
showed that the species emitting lower energy photons must be excited after the
laser pulse, and are caused by the later interaction of photoinduced excitons with
defect states. With an understanding of the intermediate state lifetime, we were able
to model the time dynamics of singlet and triplet excitons in a three-state system.
From that, we extracted the equilibrium condition between triplet-pair dissociation
and triplet fusion as a mechanism that can, at higher excitation densities, wash-out
the intermediate state effects from the PL time dynamics measurements. We also
gathered more information about the PL enhancement caused by an applied mag-
netic field using PL time dynamics measurements in ‘altered’ rubrene in which we
measured an enhancement of the exponential transient related to the intermediate
exciton state.
Through careful experiment design and data collection, we were able to observe
effects of the triplet state in many of our experiments; even though it is effectively
a ‘dark’ state that cannot radiatively decay. Most notably, we observed a 25%
increase in the triplet exciton’s diffusion length, from 4± 0.4µm to 5.4± 0.4µm,
with the application of a 1 T magnetic field.
Finally, we used PL time dynamics methods to measure a mono-exponential
decay of PL with lifetime 15± 1 ns in a film of rubrene that we synthesized, showing
that it was consistent with material that is amorphous at a molecular level.
An important point we stressed throughout this dissertation is that these exper-
iments require a very high level of attention to details, which allowed us to identify
and control artifacts that have affected previous results in the literature. This ended
up playing a key role in leading us to collect the data and preform the analysis pre-
sented here. We note that this is still an evolving field and that most changes we
observed are relatively small. The conclusions we draw here are based on our best
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evaluations of current literature sources and our own work.
Future work on the excitonic states of rubrene should build on this work’s con-
clusions to design new experiments to determine the properties of the intermedi-
ate state. The most obvious next experiment in line with this work would be a
temperature-dependence of the PL time dynamics in both ‘intrinsic’ and ‘altered’
rubrene single crystals. We also note that a temperature-dependence measurement
of PL diffusion may be possible with better control of optical reflections from cryostat
windows. Combining these two experimental setups, precise control over spatially-
resolved collection methods could allow for time-dependent diffusion measurements;
despite the long triplet lifetime in rubrene. That experiment would require the use
of low repetition rate to allow time for triplet excitons to relax between pulses which
would make it difficult to accumulate a signal with a good signal to noise ratio.
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Appendix A
Derivation of Excitation Density
In order to compare results in experiments which include singlet exciton recovery
from triplet excitons (fusion), it’s necessary to know the excitation density during
each measurement. This appendix provides an explicit derivation of the singlet
excitation density per laser pulse at the surface of a material, S1pulse, which is based
on parameters of the the excitation source and the crystal. In each experiment,
the average laser power, PL of the beam is measured, along with the full width at
half maximum (FWHM.) The absorption length in the crystal is known from other
experiments.
The two dimensional spatial distribution of the beam intensity is modeled with
a gaussian profile, symmetric in θ, as
I(r, θ) = I0e
− 2r2
w2 (A.1)
where w describes the gaussian beam waist and I0 is the average excitation intensity.
w is related to the FWHM by FWHM =
√
2 ln(2)w.
Optical absorption through a uniform material can be described by the Beer-
Lambert law, where the intensity of an excitation beam decreases as it propagates
through the depth of the sample along z,
I(z) = I0e
− z
d , . (A.2)
Here z is the distance from the medium interface, and d is the optical absorption
length (often represented with λ, or in terms of the absorption coefficient α = 1
d
).
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The intensity of the excitation beam in the the bulk of the crystal is then given by
I(r, θ, z) = I0e
− 2r2
w2 e−
z
d . (A.3)
We relate the laser power to the laser intensity parameters using P = IA by
integrating the laser intensity over polar coordinates r and θ:
PL =
∫ 2pi
0
∫ ∞
0
I(r, θ)rdrdθ (A.4)
PL =
∫ 2pi
0
∫ ∞
0
I0e
−2r2
w2 rdrdθ
PL =2piI0
∫ ∞
0
e
−2r2
w2 rdr
substituting: u = r2 → du = 2rdr
PL =piI0
∫ ∞
0
e
−2u
w2 du
PL =− piI0w
2
2
e
−2u
w2
∣∣∣∞
0
PL =− piI0w
2
2
[0− 1]
PL =piI0
w2
2
. (A.5)
We then recall that: FWHM = w
√
2 ln(2)→w2 = FWHM
2
2 ln(2)
PL =piI0
1
2
(
FWHM2
2 ln(2)
)
PL =piI0
FWHM2
4 ln(2)
PL =I0(piFWHM
2)
(
1
4 ln(2)
)
(A.6)
Equation A.6 is shown as being grouped into terms that present the peak intensity
I0 of the laser, the circular beam area, and a geometric factor that spreads the
intensity as a gaussian function. Recall that PL and FWHM are directly measured
in each experiment. Solving for the peak beam intensity:
I0 = PL
4 ln(2)
(piFWHM2)
. (A.7)
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Each layer deeper into the crystal is reached by a different excitation beam inten-
sity reach it because of absorption in layers closer to the surface; this is described by
Eq. A.2. The change in beam intensity due to absorption for one layer is described
by:
I(z + dz)− I(z)
dz
=
dI
dz
I(z + dz)− I(z) = dzdI
dz
Using this result with the Beer Lambert law in Eq. A.2 yields,
dI
dz
= −I0
d
e−
z
d . (A.8)
Excitation density is calculated directly from equation A.8 with the identification
that excitations are created from a change in beam intensity. In rubrene, each photon
from the laser beam creates one excitation. To convert the intensity to a flux of
photons, we divide both sides of the equation by the energy of one photon, E = hc
λ
.
This yields:
dI
dz
λ
hc
= −I0
d
λ
hc
e−
z
d ,
where λ describes the wavelength of the incident photons and h and c are the
fundamental constants. We are interested in the excitation density at the surface of
the crystal, which is the limit of small layer thickness (z → 0) where the exponential
term approaches 1, leaving
dI
dz
λ
hc
= −I0
d
λ
hc
.
The left hand side of this equation is the number of photons the beam loses per
unit volume to create singlet excitations in the crystal per unit time. The singlet
excitation density rate at the surface of the crystal, S0, has the opposite sign to
account for the gain of excitations by the crystal:
S0 = −dI
dz
λ
hc
S0 =
I0
d
λ
hc
.
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Plugging in I0 from Eq. A.7 results in an excitation density rate in terms of
measurable quantities,
S0 = PL
4 ln(2)
piFWHM2d
(
λ
hc
)
. (A.9)
Equation A.9 gives the excitation density in a crystal created by a continuous beam
laser. To get the number of singlet excitations in one pulse of a pulsed laser, the
frequency f is used to cancel time components in PL and S0, leaving:
S1Pulse =
S0
f
= PL
λ
hc
(
4 ln(2)
piFWHM2d
)
1
f
. (A.10)
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Appendix B
Derivation of Triplet Population
Density Spatial Distribution
As part of a bonus round on triplet diffusion, we introduce work we have done
on modeling the diffusion profile using rate equations to describe the three exciton
species. As described earlier, the 1-D diffusion model above is based on the large-
diffusion lengths solution to a two-state exciton system [37]. Chapter 4 of this thesis
introduces evidence of an intermediate exciton state, which we include in the exciton
system by modifying the two-state rate equations in our model presented in that
chapter.
This is a derivation of a second-order nonlinear differential equation that can
describe the spatial diffusion of triplets in equilibrium with any source function G(x)
to describe the spatial distribution of excitations added to the system. Beginning
with our model for singlets, triplets, and the intermediate state as described in Ch 4,
we account for exciton diffusion terms and obtain:
108
dS(x, t)
dt
= −S(x, t)
τSRad
− S(x, t)
τStoM
− S(x, t)
τSnonRad
+DS
d2
dx2
S(x, t) +G(x, t) (B.1)
dM(x, t)
dt
= −M(x, t)
τMRad
− M(x, t)
τMtoT
+
S(x, t)
τStoM
+
1
2
fTtoMγT
2(x, t) +DM
d2
dx2
M(x, t)
(B.2)
dT (x, t)
dt
= −T (x, t)
τT
+ 2
M(x, t)
τMtoT
− γT 2(x, t) +DT d
2
dx2
T (x, t) (B.3)
PL(x, t) =
S(x, t)
τSRad
+
M(x, t)
τMRad
(B.4)
Diffusion experiments are performed using a continuous source function, so d
dt
= 0,
and all time dependencies (x, t) reduce to only a spatial dependence (x). Also, for
crystal rubrene, the lifetimes of the singlet and intermediate states are short, so no
diffusion of those species occurs. This means DS and DM = 0 and our equations
reduce to:
0 = − S(x)
τSRad
− S(x)
τStoM
− S(x)
τSnonRad
+G(x) (B.5)
0 = −M(x)
τMRad
− M(x)
τMtoT
+
S(x)
τStoM
+
1
2
fTtoMγT
2(x) (B.6)
0 = −T (x)
τT
+ 2
M(x)
τMtoT
− γT 2(x) +DT d
2
dx2
T (x) (B.7)
PL(x) =
S(x)
τSRad
+
M(x)
τMRad
. (B.8)
The first equation can be solved to describe the singlet dynamics as
S(x) =
G(x)(
1
τSRad
+ 1
τStoM
+ 1
τSnonRad
) (B.9)
which can be plugged into Eq. B.6 that describes the intermediate state. Solving
this equation for M(x), we reach:
M(x) =
S(x)
τStoM
+ 1
2
fTtoMγT
2(x)(
1
τMRad
+ 1
τMtoT
) (B.10)
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which can be plugged into the triplet equation, this allows us to solve for the diffusion
term,
DT
d2
dx2
T (x) =
T (x)
τT
− 2M(x)
τMtoT
+ γT 2(x) (B.11)
Plugging in Eq. B.10 for M(x) gives:
DT
d2
dx2
T (x) =
T (x)
τT
− 2
S(x)
τStoM
+ 1
2
fTtoMγT
2(x)
τMtoT
(
1
τMRad
+ 1
τMtoT
) + γT 2(x), (B.12)
which can be simplified by collecting T 2 terms:
DT
d2
dx2
T (x) =
T (x)
τT
+
1− fTtoM(
τMtoT
τMRad
+ 1
)
 γT 2(x)− 2S(x)
τStoM
(
τMtoT
τMRad
+ 1
) . (B.13)
Plugging in Eq. B.9 for S(x), we reach:
DT
d2
dx2
T (x) =
T (x)
τT
+
(
1− fTtoMτMtoT
τMRad
+ 1
)
γT 2(x)− 2G(x)(
τStoM
τSRad
+ 1 + τStoM
τSnonRad
)(
τMtoT
τMRad
+ 1
) .
(B.14)
Finally, we use DT = L
2/τT and τSnonRad =∞, leaving:
L2
τT
d2
dx2
T (x) =
T (x)
τT
+
(
1− fTtoMτMtoT
τMRad
+ 1
)
γT 2(x)− 2G(x)(
τStoM
τSRad
+ 1
)(
τMtoT
τMRad
+ 1
) .
(B.15)
We give a term-by-term intuitive sense to what this equation means: in the
steady state, the number of triplet excitons diffusing into a region of space is equal
to the number of triplets that decay away plus the triplets that undergo fusion to the
intermediate state minus the triplets that are created from the intermediate state
by triplet-pair dissociation at that location.
This cannot be analytically solved for T (x), but plugging in all constants for
rubrene (given in chapter 4) we get an idea of the order of magnitude for each term:
(1.6× 10−7) d
2
dx2
T (x) = (1× 10−4)T (x) + (6.9× 10−14)T 2(x)− (1.90)G(x).
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We’ve attempted several numerical and analytical methods to use this equation
to predict the profiles seen in our experiments, but have trouble solving the equation
because of its second-order nonlinear character. This is an area of ongoing research.
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Excitonic Processes, Energy Transport,
and Excited States in Organic Materials
PhD thesis defense of V. Zoutenbier
Monday, 18 July 2016
2:10 pm
Lewis Lab 316
- Do you like lasers?
- Do you want to learn about how we use lasers to investigate material processes?
If you said yes to either of these questions, then this is a thesis defense you won't want to miss! 
In this thesis, we use lasers as an excitation mechanism to investigate the creation of singlet 
and triplet excitons in organic molecular crystals, how one species can convert into the others 
by excitonic fission and fusion, and how triplet excitons can travel comparatively long distances. 
I show this in the context of how we measure photoluminescence from rubrene crystals using 
both continuous-wave lasers, for spectral and spatial measurements, and pulsed lasers, for 
time-dynamics measurements.
singlet intermediate state triplets
2T1
fusion fission
triplet diffusion
state mixing
(S0 + S1)  + 1(TT)S0 + S1
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