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We deal with the 'accelerated' version (Bilde and Krarup, 1969) of the 'all shortest distances' 
Cascade Algorithm (Farbey et al., 1967). A set of weakest possible conditions on the processing- 
order for distance-matrix entries, under which the Bilde-Krarup acceleration remains valid, is 
determined. These conditions are weaker than those of Hu (1967) for the original algorithm, and 
in particular imply that the simple processing order of the original algorithm remains admissible 
for the accelerated version. 
1. Introduction 
We deal with finding shortest paths between all pairs of distinct nodes in a 
directed network with node-set N= {1, 2,.. . ,  n}, where n > 1. Since most algorithms 
for finding shortest-path lengths are readily converted into algorithms for deter- 
mining the shortest paths themselves - one simply carries along information identi- 
fying the node immediately following i or preceding j on a 'shortest so far' path 
from i to j - we shall restrict attention to path-lengths. The problem's data are 
assumed given as the initial contents of an n-by-n matrix D = (dij), whose original 
off-diagonal entry dij >-0 gives the length of a shortest arc from i to j (dij = 0o if no 
such arc exists); the diagonal terms are immaterial for our purposes here. The algor- 
ithms to be discussed proceed by successive modification of matrix D; at termina- 
tion, entry dij is to contain the length of a shortest path from i to j, and at every 
stage that entry contains the length of some path (the 'shortest so far') from i to 
j, or else 0o. It will be convenient o abbreviate the frequently-used functions 
min(i, j )  and max(i, j )  to re(i, j) and M(i,j), respectively. 
The 'Cascade Algorithm' of Farbey, Land and Murchland [4] repeatedly applies 
the replacement operations Oij defined by 
dij := min{mink(dik +dkj),dij} (1) 
to successive off-diagonal positions (i, j) of D; here the range of 'min k' is 
k~N-{ i , j} .  (2) 
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In a forward process, (1) is applied to the positions in the order 
rows 1,2, .. . ,n; entries (i,j) in order of increasing j. (3) 
The resulting matrix is then subjected to a backward process in which (1) is applied 
to the off-diagonal entries in the order 
rows n,n-1,  ..., 1; entries (i,j) in order of decreasing j. (4) 
The authors prove the (non-obvious) fact that at the end of these two processes, the 
matrix contains the correct shortest-path lengths. They also give a 6-node counter- 
example to the assertion (attributed with essential accuracy to Pandit [11]) that a 
successive pair of forward processes would yield the correct results. 
In a somewhat neglected paper, Bilde and Krarup [1] further illuminated the 
theory of the Cascade Algorithm. Their results, to be described later, provided the 
basis for a more efficient version of the algorithm in which the range of 'min k' in 
(1) could be reduced from (2) to 
1 < k < m(i, j )  (5) 
during the forward process, and to the complementary subset of (3), namely 
m(i, j) < k < n; k ~ M(i , j )  (6) 
during the backward process. As they noted, these 'accelerating' reductions cut the 
algorithm's computations roughly in half, to essentially the same number as for the 
methods of Dantzig [3] and Floyd [5]; the minimality of this number for algorithms 
based on (1) is asserted by several authors including Nakamori [10], while Kerr [8] 
has established the minimality of O(n 3) for all straight-line algorithms limited to 
the arithmetic operations in (1). However, the processing orders proposed in [1] for 
the forward and backward processes are somewhat more complicated than the 
original (3) and (4). Our original motivation for the work reported here was to verify 
that the calculation-reductions given by (5) and (6) can be validly combined with the 
simple processing orders (3) and (4). As will be seen, our final results go consider- 
ably further than this. 
Hu [7] gave an alternative analysis of the Cascade Algorithm (yielding as corol- 
lary the fact that three forward processes would suffice), which permitted genera- 
lizing the particular orders (3) and (4) for the forward and backward processes. Con- 
sider a first process which applies (1) and (2) to the n(n-1)  off-diagonal entries of 
D in some order (F), followed by a second process which applies (1) and (2) to the 
off-diagonal entries of the resulting matrix in some order (S). Let us write (i, j)F(r, t) 
if Oij precedes Ort (not immediately, in general) in the first process, and write 
(i, j)S(r,t) if Oij precedes Ort in the second process. Then Hu's result (also an- 
nounced by Tomescu [13]) asserts that such a two-process algorithm will yield the 
correct results if the two processing orders satisfy the following conditions: 
if j < k and i #: k, then (i, j)F(i, k) and (j, i)F(k, i); (7) 
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if j<  k and iS  k, then (i,k)S(i,j) and (k,i)S(j,i). (8) 
Our results below will imply that the calculation-reducing replacement of (2) by (5) 
and (6) remains valid for any processing orders (F) and (S) satisfying (7) and (8). 
This integrates the contributions of Hu [7] with those of Bilde and Krarup [1]. 
It turns out, however, that conditions (7) and (8) are unnecessarily restrictive for 
the purposes at hand. We shall see that (7) can be replaced by the weaker 
if l<  k< m(i,j), then (i,k)F(i,j) and (k,j)F(i,j). (9) 
A similar line of argument (for brevity, we must refer the reader to [6]), shows that 
(8) can be replaced by the weaker 
if k>M(i, j)  and m(i , j )<n-2,  then (i,k)S(i,j) and (k,j)S(i,j), (lOa) 
if i<k<j  and k<n-1 ,  then (k,j)S(i,j), (10b) 
if j < k < i and k < n - 1, then (i, k) S(i, j ) .  (10c) 
A more.refined analysis, however, will show that (10) can in turn be replaced by the 
following still weaker conditions, which involve the inclusive 'either-or' connective 
and assume k~l:  
if M(i, j)  < m (k, l), then either (i, l) S(i, j)  or (k, j )  S(i, j); 
if i<m(k, l )<j  and M(k,l):/:j, 
then either (i, M(k, l))S(i, j) or (m(k, l), j)S(i, j ) ;  
" i f  i<m(k, l )<j  and M(k,l):/:j, 
then either (j, re(k, l))S(j, i) or (M(k, l), i)S(j, i). 
(1 la) 
(1 lb) 
( l lc) 
Sections 3 and 4 are the heart of the paper. In the first of these, we show that 
if the first and second proceses using the calculation-reducing (5) and (6) are carried 
out with any orders (F) and (S) obeying (9) and (11) respectively, then the two- 
process algorithm will indeed produce the correct shortest-path distances. And in 
Section 4 we show that (9) and (11) are also necessary to assure this correctness for 
all networks, and are therefore a weakest possible set of conditions under which the 
computation-halving split of (2) into (5) (for the first process) and (6) (for the second 
process) is valid. 
In Section 2 below, we clear the ground for the main analyses by considering the 
logical relations among the sequence of conditions (3), (7), (9) on the order (F) of 
the first process, and ~similarly for the sequence (4), (8), (10), (11) of conditions on 
the order (S) for the second process. We also consider the possible redundancy (and 
hence, reducibility) of the respective sets of conditions (7), (8), (9), (10). 
Since the Cascade Algorithm is a 'classical' part of the shortest-path literature, 
and in its accelerated form remains competitive with alternative algorithms, we hope 
that rounding out this aspect of its theory with a 'best possible result' will be found 
attractive. Section 5 contains ome concluding remarks on possible xtensions, im- 
plications and motivations. 
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2. Relations and reductions of the conditions 
Clearly the specific process-orders given by (3) and (4) satisfy (7) and (8) respec- 
tively, and are reversals of each other. It is also evident hat reversing any order 
satisfying (7) produces one that satisfies (8), and vice versa. To prove (7) strictly 
weaker than (3) - and thus, via reversal, (8) strictly weaker than (4) - it suffices 
to exhibit an order (F0) other than (3) that satisfies (7). Such an order is given by: 
for i=1,2, ...,n, first operate on (i, j) fo r j= i+ l , i+2 ,  ...,n; then operate on (j , i)  
for j = i ÷ l, i + 2,..., n. That (F0) indeed satisfies (7) is readily verified by checking 
the cases i < j < k, j < i < k and j < k < i separately. Considering (F0) and (4) together 
shows that a pair of orders that satisfy (7) and (8) respectively need not be reverses 
of each other. The reversal (So) of (F0) has a desirable property noted by Hu [7]; 
if only shortest paths between some m of the n nodes are required, then numbering 
these nodes to be the last m causes the second process based on (So) to determine 
the desired m(m-  1) distances first, at which point the calculations can be ter- 
minated. 
In the same vein, we list the following assertions, referring the reader to [6] for 
the pedestrian but somewhat lengthy proofs: 
(a) Condition (7) implies (9), but not conversely. Reversing an order satisfying 
(9) does not always yield one obeying (10). 
(b) Condition (8) implies (10), but not conversely. Reversing an order satisfying 
(10) does not always yield one obeying (8). 
(c) Condition (10) implies (11), but not conversely. Reversing an order satisfying 
(9) does not always yield one obeying (11). 
Next we turn to a different opic, that of reducing redundancy within the various 
sets of conditions given in Section 1. As a trivial initial example, note that the unique 
order (3) can be specified as a linear order obeying the n 2 -  r / -  1 conditions de- 
fining the 'immediate predecessor' relation defined by (3), and similarly for (4). 
It can in fact be shown that each of the sets of O(n 3) conditions (7), (8), (9), (10) 
can be replaced by a logically equivalent subset of size only O(r/2). Specific subsets 
with this property, and proofs that none of them can be reduced further, are given 
in [6]. An analogous reduction for the O(r/4) conditions (11) has not been found. 
3. Sufficiency proofs 
Let sij(a) denote the length of a shortest path from i to j (where i~ j ) ,  and let 
sij (fl) denote the shortest of the lengths of those paths ( 't-paths') from i to j which 
contain no intermediate node k with k> min(i, j ) .  (Either of these quantities will be 
oo if the corresponding class of paths is empty.) Consider any 'two-process' algor- 
ithm consisting of a first process in which the operations Oij given by (1) and (5) 
are applied to the off-diagonal positions of the original data-matrix D in an order 
(F) satisfying (9), followed by a second process in which the off-diagonal positions 
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of the resultant version of D are subjected to the operations Oij given by (1) and 
(6) in an order (S) satisfying (11). We will show that the final matrix consists of the 
desired entries ij(ot). 
An initial observation is that the first process must begin with a position (i, j) 
which has m(i,j)<_2. For, if m(i, j)>2, then (9) implies (2,j)F(i, j).  
A next observation is that the first step of the first process leaves the value sij(fl) 
in the position (i,j) to which (1) and (5) are applied. For, if rn(i,j)= 1, this follows 
from the consequences  sij(f l)=dlj,Si l(f l)=dil of the definition Of Srt(fl ). If 2= i<j, 
then (1) and (5) yield 
dEj := min(d21 + dlj,dEj) 
as the output of the first step of the process, and this coincides with the definition 
of s2j(fl); similarly if 2=j< i .  
The preceding observation provides the base for a proof by perfect induction that 
as (1) and (5) are applied to successive positions (i, j )  during the first process, they 
yield the result sij(fl). The demonstration will use Lemma 1 of Bilde and Krarup 
[1 ], which asserts that 
Sij(fl ) : min {mink(Sik(fl) + Skj(fl)), dij} , (12) 
with the range of 'mink' given by (5). Consider any k satisfying (5). If k> 1, then 
by (9), Oik and Okj have already been applied prior to Oij, and so (by the induc- 
tion hypothesis) the sum dik+dkj on the right-hand side of (1) currently reads 
Sik(fl)+skj(fl). And if k= l, then since the definition of fl-path implies sik(fl)=dik 
and since Skj(fl)= dkj, it follows that the sum dik + dkj will have the value 
sik(fl) +skj(fl) whether or not Oik and/or Okj have previously been applied. Thus 
when Oij is applied, the right-hand side of (1) will coincide with that of (12), and 
so the application will yield the left-hand side of (12), i.e., the desired result sij(fl). 
At this point we know that the first process replaces the original data dij with the 
quantities sij(fl). Turning now to the second process, we make the initial observa- 
tion that this process must begin with one of the 6 off-diagonal positions (i, j )  which 
have m(i,j)>_n - 2. For, if M(i , j )<n - 2, then applying (l la) with (k, 1) = (n - 1, n) 
shows that (i, j )  has a predecessor in (S). And if m(i, j)  < n - 2 < M(i, j), then choose 
(I,J) =(m(i, j ) ,M(i , j )) ,  and choose (K ,L )=(n -2 ,n )  or (n - l ,n )  according as 
J=n - 1 or n; subjecting (I,J,K,L) to ( l lb) or (llc), according as i< j  or j< i ,  shows 
that (i, j )  has a predecessor in (S). 
A next observation is that the first step of the second process places the value 
sij(ct) in the position (i,j) to which (1) and (6) are applied. For, if m(i , j )=n-1  
this follows from the consequences sn, n_ l(a) = Sn, n-l(fi) and s n_ l,n(a) = sn-l,n(fi) 
of the definitions of s,.t(a) and s,.t(fl). If (i,j) = (n - 2, n), note that our result for 
the first process hows that (1) and (6) yield 
dn-2,n := min(s._2,n_l(fl) + S._l,.(fl),s._2,.(fl)), 
which is easily seen to coincide with sn_2,.(a) since any simple path from n-  2 to 
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n which is not a fl-path has n -  1 as highest-numbered intermediate node. If (i, j )  = 
(n -  2, n -  1), we note that (1) and (6) yield 
dn_2,n_l = min(sn_2,~(fl) +sn,~-l(fl),s~-2,~-l(fl)), 
which is easily seen to coincide with sn-2,n-~(a) since any simple path from n-2  
to n -  1 which is not a fl-path has n as an intermediate node. The remaining cases, 
(i,j) = (n, n - 2) or (n - 1, n - 2), are mirror-images of those just treated. 
The preceding observation provides the base for a proof by perfect induction that 
as (1) and (6) are applied to successive positions (i, j )  during the second process, the 
corresponding entry sij(fl) is replaced by the desired sij(a). The proof of the induc- 
tion step will use the fact ('monotonicity') that the second process cannot increase 
any entry drt beyond its value Srt(fl) at the beginning of that process. It will also 
use the fact, itself easily proved by induction, that at every stage drt, if finite, is the 
length of some path from r to t, and is therefore no less than Srt(a). 
If we wished to establish the sufficiency of conditions (10) on (S), to support such 
an induction proof, we could use an argument analogous to the one given above for 
the sufficiency of (9), but this time based on Lemma 2 of Bilde and Krarup [1] rather 
than that paper's Lemma 1. (See [6] for details.) But our aim is to establish the suffi- 
ciency of the weaker conditions (11); here appeal to the results of [1] is no longer 
adequate. Again we consider the inductive step, for the application of Oij using (1) 
and (6) at some stage in the second process. If the network contains no path from 
i to j ,  the output of Oij will be oo, the correct result for Sij(a ). So we assume from 
now on that j is reachable from i, and let Pij denote a simple shortest path from 
i to j. For the time being, assume i<j. There are several cases to consider. 
First suppose Pij contains at least one intermediate node >j. Let I denote the last 
along Pij of such nodes, and let k be the first intermediate node >i along Pij. Then 
subpaths Pik and Ptj of Pij (with endpoints indicated by the subscripts) are both 
fl-paths, while as subpaths of shortest-path PO they must have respective lengths 
sik(a) and so(a). It follows that matrix-entries (i,k) and (/,j) retain the respective 
values Sik(a ) = Sik(fl ) and Slj (a) = Stj (fl) throughout the second process. 
If k=l, then the term di~+dkj appears on the right-hand side of (1); its value is 
the sum of the lengths of complementary subpaths Pik and Pgj o f  shortest-path P0, 
and is therefore so(a). So (1) yields the desired result so(a ). Now assume k:/:l. If 
j = M(i, j )< m(k, l), then by (1 la) and the induction hypothesis we have in (1) either 
dit =sit(a) or dkj =sk/(a); in the first instance the right-hand side of (1) includes the 
term sit (a) + s O (a) which gives the sum sii (a) of the lengths of complementary sub- 
paths Pit and Ptj of Pij, while in the second instance the term Sik(a ) +Skj(a ) plays 
the same role. I f j  > m (k, 1), then the definition of I implies k < 1, and (1 l b) plus the 
induction hypothesis assures that in (1) either dit=sit(a) or d~j=skj(a); it follows 
as above that (1) yields the desired result sq(a). 
Next, suppose PO contains no intermediate node >j. If it contains no inter- 
mediate node >i, then Pij is itself a fl-path and so dij = so (a) throughout the second 
process. Therefore assume Po contains at least one intermediate node >i; let k be 
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the first such node along Pij and let l be the largest intermediate node. Then 
i<k<_l<j; as above, subpaths Pi, and PO are both fl-paths, and throughout the 
second process we have dik=sik(a) and d 0 =do(a). That (1) gives the desired result 
sij(a) now follows, if k= 1, as in the preceding paragraph's first sentence, and if 
k<l, as in that paragraph's last sentence. 
This completes the proof of the induction step, for operation Oij during the 
second process, under the assumption i<j. If instead j< i ,  then in the preceding 
arguments leave all subscripts unaltered but otherwise interchange i with j,  k with 
/, and 'first' with 'last'; also, instead of applying ( l ib) to (i,j), apply (l lc) to 
(/, J )=  (j, i). With these changes, the proof carries over. 
A trivial corollary of the preceding material is that the first process can omit the 
operations Oij for which m(i,j) = 1, since then the range for k in (5) is empty, and 
that the second process can omit the operations Oq for which m(i,j)= n-  1, since 
then the range for k in (6) is empty. This is in fact done in the processing orders 
shown in Figs. 1 and 3 of Bilde and Krarup [1]. 
4. Necessity proofs 
Again we consider a 'two-process' algorithm, consisting of a first process in which 
the operations Oij given by (1) and (5) are applied to the off-diagonal positions of 
D in some order (F), followed by a second process in which the operations given 
by (1) and (6) are applied to the off-diagonal positions in some order (S). In the last 
section we showed that the conditions (9) on (F) and (11) on (S) are sufficient for 
such an algorithm to yield the correct shortest-path distances for all n-node net- 
works. Now we will show that these are weakest possible sufficient conditions, i.e., 
that they are also necessary for the validity of the algorithm. 
Suppose first that (F) exhibits a failure of (9), for some triple (i, j, k) with 
1 < k < m(i, j). (This implies n > 3.) Specifically, assume (i, j)F(i, k). Consider the 
n-node network whose only arcs, all of unit length, are (i, 1), (1,k) and (k,j). The 
unique finite-length path from 1 to j is not a ]/-path, since k> m(1,j), and so posi- 
tion (1, j )  will contain oo throughout the first process. The unique finite-length path 
from i to k will not be 'recognized' by the first process until Oik is applied, which 
by hypothesis occurs only after 0 0 is applied; thus application of 0 0 during the 
first process will leave oo in position (i, j). Since the only finite-length path from i 
to j has all intermediate nodes <m(i, j), the restriction (6) during the second process 
implies that Oij during that process will leave the (i, j)  entry unchanged at the 
incorrect value oo. 
If, instead, the failure of (9) takes the form (i,j)F(k,j) then the preceding con- 
struction can be altered to have the three unit-length arcs (i,k), (k, 1) and (1,j). 
Essentially the same analysis applies. So condition (9) on (F) has been shown neces- 
sary for the correctness of the two-process algorithm. 
Second, suppose that (S) exhibits a failure of (l la) for some quadruple (i, j, k,/); 
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from the symmetries of (l la), we may assume without loss of generality that 
i< j<k<l .  Consider the n-node network whose only arcs, all of unit length, are 
(i, k), (k,/) and (l, j ) .  There are no fl-paths from i to l, i to j or k to j ;  at the end 
of the first process, assumed to satisfy (9) and therefore nding with all drt = Srt(fl), 
we will have dit = dij = dkj---co. By hypothesis, during the second process Oij will be 
applied before either of Oit or Ok/ have changed it or dkj from oo to 2; thus this 
application will leave the (i, j )  entry unchanged at the incorrect value oo. So the 
necessity of ( l la) has been verified. 
Third, suppose that (S) exhibits a failure of ( l ib) for some quadruple (i, j, k, /) ;  
we may assume without loss of generality that k < l. Then the construction in the 
last paragraph again yields an error by the algorithm in the final entry in position 
( i , j ) ,  confirming the necessity of ( l ib). 
Fourth, suppose that (S) exhibits a failure of (llc) for some quadruple (i,j, k, / ) ;  
we may assume without loss of generality that k < l. Then reversing the orientations 
on the three arcs of the previous network yields an example in which djk--dti = 
dji = oo at the end of the first process, while the second process has Oji occurring 
before either Ojk or Oti, and therefore nds with the incorrect value d.i = oo. So 
(11 c) is also necessary. 
5. Concluding remarks 
An initial comment concerns the mathematical setting of the preceding analysis. 
For our purposes it was sufficient o confine attention, as the locale of (1), to the 
system (IR+ 13 {m},/z, +, m), where IR + denotes the set of nonnegative r al numbers, 
/z is the 2-argument 'min' operator on ~+ 13 {~}, and oo has the distinguishing pro- 
perty that #(x, oo)=x for all x. The 'all shortest paths' problem has, however, been 
generalized in setting to a number of abstract algebraic structures in a way illumi- 
nating its close relationship with other interesting problems uch as that of transi- 
tive-closure calculation (cf. Brucker [2] and Lehmann [9]). It appears that our 
results will typically also extend to these settings, the critical factor being that the 
algebraic structure admit a suitable analog of the property, used in Section 3, that 
an initial or terminal subpath of a shortest path is itself a shortest path. 
In particular, with appropriate conventions about diagonal matrix-entries the 
fundamental operation (1) of the Cascade Algorithm bears an evident relation to 
the 'min-algebra' nalog of matrix-squaring. The potential usefulness of such rela- 
tions with ordinary matrix operations is well illustrated by the references and con- 
tent of Shier [12], which in the context of the 'k shortest paths for all node-pairs' 
problem - suggestive of extensions for the present paper - profitably explores 
analogs of the usual Gauss-Seidel, Jacobi and Aitken double-sweep methods for 
solving systems of linear equations. The closeness of (1) to matrix multiplication 
suggests that the Cascade Algorithm may prove better able than other 'all shortest 
paths' algorithms ([3], [5]) to benefit from analogizing the varied and powerful tech- 
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niques arising in the literature of numerical linear algebra, for large-scale data- 
handling as well as 'algorithmics per se'. 
A second remark bears on why, apart from intellectual curiosity, one might be 
interested in processing orders other than the 'natural' (3) and (4). A specific 
instance is given at the end of Section 2's first paragraph. Also, one can envisage 
applications in which arc-length data become available in real-time, in an order not 
known at the outset. More speculatively, results like those in this paper appear rele- 
vant to the design of 'all shortest paths' algorithms for a parallel-processing com- 
puting environment. 
A final observation is prompted by the special role played by the function re(i, j )  
in (5) and (6), in partitioning the range (2) of the 'mink' operator in (1) into sub- 
ranges for the first and second processes respectively. It would appear interesting 
to investigate other families of ordered bipartitions 7r(i, j )  of the sets N-  {i, j} ,  and 
the consistency relations that would permit them to play a role similar to (5) and 
(6) in the type of two-process algorithm considered here. (This would lead to a more 
general notion of 'fl-path'.) Such analyses might prove helpful in extending and uni- 
fying the refinements of these algorithms to exploit 'decomposable' network struc- 
ture (cf. the final chapters and associated references of Yen [14]). Analogs from 
numerical linear algebra seem likely, but have not as yet been sought. 
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