Abstract-Techniques exploiting the sparsity of signals in a transform domain or dictionary have been popular in signal processing. Adaptive synthesis dictionaries have been shown to be useful in applications such as signal denoising, and medical image reconstruction. More recently, the learning of sparsifying transforms for data has received interest. The sparsifying transform model allows for cheap and exact computations. In this paper, we develop a methodology for online learning of square sparsifying transforms. Such online learning can be particularly useful when dealing with big data, and for signal processing applications such as real-time sparse representation and denoising. The proposed transform learning algorithms are shown to have a much lower computational cost than online synthesis dictionary learning. In practice, the sequential learning of a sparsifying transform typically converges faster than batch mode transform learning. Preliminary experiments show the usefulness of the proposed schemes for sparse representation, and denoising.
I. INTRODUCTION
T HE sparsity of natural signals in a certain transform domain or dictionary has been widely exploited in various applications in recent years. Various sparse models have been studied such as the synthesis model [1] , analysis model [1] , [2] , and transform model [3] , [4] . The adaptation of these models to a class of signals, known as data-driven learning, or learning in short, has also been studied [4] - [8] , and shown to be useful in applications. In particular, the learning of the transform model has been shown to be highly efficient compared to the other models [4] , [9] . In this work, we develop a methodology for online learning of square sparsifying transforms. Such online learning can be particularly useful when dealing with big data, and for signal processing applications such as real-time sparse representation and denoising. In the following, we briefly discuss the various sparse signal models and their learning, and then present the main contributions of this work. 
A. Sparse Models and Their Learning
The popular synthesis model suggests that a signal can be sparsely represented in a dictionary as , where is sparse, i.e., . The "norm" counts the number of non-zeros in . Natural signals usually satisfy , where is an approximation error in the signal domain [10] . Given a signal and dictionary , the synthesis sparse coding problem finds that minimizes subject to , where is the required synthesis sparsity level. This sparse coding problem is in general, however, NP-hard (Non-deterministic Polynomial-time hard) [11] , [12] . Various algorithms [13] - [20] have been proposed to solve this problem. While some of these algorithms are guaranteed [15] , [18] , [21] - [24] to provide the correct solution under certain conditions, these conditions are often violated in applications. Moreover, these algorithms are typically computationally expensive for large-scale problems.
The alternative analysis model [1] for a signal says that is sparse , where is an analysis dictionary [25] . A more general noisy signal analysis model [25] , [26] models the signal as , with sparse, and a (small) noise term in the signal domain. Given the analysis dictionary , the problem of recovering the clean signal from the noisy involves minimizing subject to , where is referred to as the co-sparsity level (number of zeros) [25] . This problem is known as the analysis sparse coding problem [25] , and is also NP-hard, just like synthesis sparse coding. Approximate algorithms have been proposed for solving the analysis sparse coding problem [2] , [8] , [25] , [27] , [28] , which similar to the synthesis case are computationally expensive.
In this work, we focus our attention on the classical transform model, which suggests that a signal is approximately sparsifiable using a transform , that is where is sparse in some sense, and is a small residual in the transform rather than in the signal domain. When , the transform is called a square transform. Otherwise, it is considered overcomplete. Natural signals are known to be approximately sparse in various transform domains such as the discrete cosine transform (DCT), Wavelets [29] , and Curvelets [30] .
The transform model is more general than the analysis model. Importantly, it allows for much faster computations than the synthesis and noisy signal analysis models. Given a signal and sparsifying transform , the process of obtaining a sparse code of sparsity involves minimizing subject to . The solution here is obtained exactly and cheaply by zeroing out all but the coefficients of largest magnitude in . In contrast, sparse coding with synthesis or analysis dictionaries involves solving NP-hard problems approximately. Given the transform and sparse code , we can also obtain a (simple) least squares estimate of the signal by minimizing over . The recovered signal is , where is the pseudo-inverse of . Recently, the adaptation of sparse models to data has received much attention [4] - [8] , [25] , [31] - [39] . Various applications such as denoising, and compressed sensing benefit from an adaptive sparse model. Importantly, the learning of transform models has been shown to be much cheaper than synthesis, or analysis dictionary learning [4] , [40] . Adaptive transforms also provide competitive, or useful signal reconstruction quality in applications [4] , [40] - [44] .
B. Online Learning and Big Data
Prior work on transform learning focused on batch learning [4] , [9] , where the sparsifying transform is adapted using all the training data simultaneously. However, for big data, the dimensions of the training data set are typically very large. Hence, batch learning of a sparsifying transform using existing alternating algorithms [9] is computationally expensive in both time and memory, and may be even infeasible. Moreover, in real-time applications, the data arrives sequentially, and must also be processed sequentially to limit latency. Thus, this setting renders batch learning infeasible, since in real-time applications, one does not have access to all the data at once. To address these problems, we introduce in this work a scheme for online, or sequential learning of a square sparsifying transform.
Our framework adapts sequentially the sparsifying transform and sparse codes (and/or signal estimates) for signals (or, measurements) that arrive, or are processed sequentially. Such online/sequential transform learning is amenable to big data, and applications such as real-time sparse representation (compression), denoising, and compressed sensing. As we show in this work, online transform learning involves cheap computations and modest memory requirements. Moreover, in Part II of this work [45] , convergence guarantees are provided for online transform learning. Our numerical experiments illustrate the usefulness of our schemes for big data processing (online sparse representation and denoising). As we show, the sequential transform learning scheme can also converge faster than the batch transform learning scheme [4] , [9] , [46] in practice.
While the online learning of synthesis dictionaries has been studied previously [36] , [47] - [50] , the online adaptation of the transform model allows for much cheaper computations. Furthermore, the proof by Mairal et al. [47] of the convergence of online synthesis dictionary learning requires various restrictive assumptions. In contrast, the analysis in Part II (see [45] for details) relies on only a few simple assumptions. Another feature distinguishing our formulation is that in the previous work [47] , the objective is biconvex, so that the non-convexity in the problem vanishes when a particular variable is kept fixed. This is not the case in our formulation, in which the non-convexity is due to the "norm" and the log determinant terms. Our formulation remains non-convex even when one of the variables is fixed.
Other very recent works consider synthesis dictionary learning for big data. Wang et al. [51] proposed a scheme to incrementally add new columns to the learned dictionary for every new block of signals (sequentially) processed. However, the dictionary size in this method grows continuously (as more blocks of signals are processed), which is undesirable. Another recent work on synthesis dictionary learning for big data is a split and merge learning algorithm [52] , which however, is not an online algorithm. The big dataset is split into subsets, and dictionaries are learnt in parallel for each subset, before being merged to a single smaller dictionary. However, as the size of the big dataset increases, either the size of each subset increases monotonically, or the final merging step becomes more complex, requiring increasing time and memory. Although faster than conventional dictionary learning, the dictionary learned by this method [52] is worse.
We organize the rest of this paper as follows. Section II describes the prior work on batch transform learning, and then presents our proposed problem formulations for online and mini-batch (that handles blocks of signals sequentially) transform learning and denoising. In Section III, we present efficient algorithms to solve our proposed problem formulations, and discuss our algorithms' computational, latency, and memory advantages. Section IV provides experimental results demonstrating the convergence and computational properties of the proposed schemes. We also show results for sparse representation and denoising. In Section V, we conclude.
II. TRANSFORM LEARNING PROBLEM FORMULATIONS

A. Batch Learning
In batch learning, the sparsifying transform is adapted to all the training data simultaneously. Given a matrix , whose columns represent all the training signals, the problem of learning an adaptive square sparsifying transform (in batch mode) is formulated as follows [4] , [9] where denotes the th column of the sparse code matrix is a given sparsity level, and . The term in (P0) is the sparsification error for the data in the transform . The sparsification error is the modeling error in the transform model, and hence we minimize it in order to learn the best possible transform model. Problem (P0) also has as a regularizer in the objective to prevent trivial solutions [4] . Specifically, the log determinant penalty enforces full rank on the transform , and eliminates degenerate solutions such as those with zero, or repeated rows. The penalty helps remove a 'scale ambiguity' [4] in the solution (the scale ambiguity occurs when the data admits an exactly sparse representation). Together, the log determinant and Frobenius norm penalty terms fully control the condition number of the learnt transform [4] . This eliminates badly conditioned transforms, which typically convey little information and may degrade performance in applications. As shown in [4] , the condition number of the transform can be upper bounded by a monotonically increasing function of .
Hence, minimizing encourages reduction of the condition number. In the limit , the condition number of the optimal transform(s) in (P0) tends to 1. In practice, the transforms learnt via (P0) have condition numbers close to 1 even for finite [9] , [46] . The specific choice of depends on the application and desired condition number. The regularizer also penalizes bad scalings. Given a transform and a scalar as the scaling or . To make the two terms in the cost of (P0) scale similarly, we set with constant . We have shown that the cost function in (P0) is lower bounded [4] by . The minimum objective value for Problem (P0) equals this lower bound if and only if there exists a pair with whose columns have sparsity and whose (non-zero) singular values are all equal, such that . Problem (P0) admits an equivalence class of solutions/minimizers. Given a particular minimizer , we can form equivalent minimizers by simultaneously permuting the rows of and , or by pre-multiplying them by a diagonal sign matrix [4] . More generally, because the objective in (P0) is unitarily invariant, then given a minimizer , the pair Ξ Ξ is another equivalent minimizer for all sparsity-preserving orthonormal matrices Ξ, i.e., orthonormal Ξ satisfying Ξ .
B. Online Learning
We now introduce our problem formulation for online sparsifying transform learning. The goal here is to adapt the transform and sparse code to data that arrive, or are processed sequentially. For time , the optimization problem to update the sparsifying transform and sparse code based on new data is as follows:
where is the optimal transform at time , and is the optimal sparse code for . Note that only the latest sparse code is updated at time . The condition , is therefore assumed. For brevity, we will not explicitly restate this condition (or, its appropriate variant) in the formulations in the rest of this paper. On the other hand, at each time the transform is optimized using all the data and sparse codes up to time . Problem (P1) is simply an online version of the batch problem (P0), and hence it shares some properties with (P0). Specifically, the constant controls the condition number of the learned transform.
Although Problem (P1) outputs an optimal for each , it is typically impractical to store (in memory) for all . In our experiments, we store only the latest , and use it as an initialization for the algorithm that solves for . At any time instant , one can obtain a least squares estimate of the signals from their sparse codes as (i.e., 'decompressing' the signals from stored sparse codes).
For small values of , Problem (P1) may highly overfit the transform to the data. This is typically undesirable. In order to overcome this problem, for small values of , we only perform an update of the sparse codes (with a fixed -set to a reasonable initialization).
Problem (P1) can be further modified, or improved in certain scenarios. For example, for non-stationary data, it may not be possible to fit a single transform to for all . In this case, one can introduce a forgetting factor (with a constant ), that scales the terms in (P1). Such a forgetting factor would diminish the influence of "old" data. The objective function (within the minimization) in (P1) is then modified as (1) Note that this is only one form of the forgetting factor (cf. [47] for another form).
For fixed size data sets, Problem (P1) can be used as an effective sequential learning and sparse coding (compression) strategy. In this case, it is typically useful to make multiple passes through the data set to overcome the causality restriction on the update of the sparse codes. In this case, the same training signals are used, or examined multiple times by (P1), which crucially allows to better update the sparse code using a transform determined by the entire data. Similar strategies have been proposed for online synthesis dictionary learning [47] .
C. Mini-Batch Learning
A useful variation of online learning is mini-batch learning [47] , where we process more than one signal at a time. Mini-batch learning may provide potential reduction in operation count over online learning. However, the processing of blocks of signals leads to increased latency, and memory requirements.
Assuming a fixed block size (or, mini-batch size) of , the th block of signals (in terms of the time sequence ) is . For , the mini-batch sparsifying transform learning problem is formulated as follows:
where the weight , and the matrix contains the block of sparse codes corresponding to the block .
Note that both Problems (P1) and (P2) handle signals sequentially, or involve sequential learning. However, (P1) handles one signal at a time, whereas (P2) uses blocks of signals at a time. In order to clearly distinguish between these two cases in the rest of this paper, we will use the terminology 'online learning' to refer to only the case where one signal is processed at a time instant, and we use 'mini-batch learning' to explicitly refer to the case .
D. Online Denoising Formulation
Online (and mini-batch) transform learning could be used for various applications such as sparse representation (compression), denoising, compressed sensing, etc. Here, we consider an extension of (P1) and (P2) (which by themselves, can be used for sparse representation of signals) to denoising. Denoising aims to recover an estimate of the signal from its measurement , corrupted by noise . Here, we consider a time sequence of measurements , with , and being the noise. We assume whose entries are independent identically distributed (i.i.d.) Gaussian with zero mean and variance . The goal of online denoising is to recover estimates of . We model the underlying noiseless signals as approximately sparse in a (unknown) transform domain.
Previous work [4] , [40] presented a formulation for adaptive sparsifying transform-based batch denoising. Here, we instead present a simple denoising formulation that is a modification of the online learning Problem (P1). For , we solve where the weights . Problem (P3) is to estimate , and , and the denoised signal is computed simply as . Similar to the extension of (P1) to (P2), we can also extend (P3) to its mini-batch version. The different variations of (P1) suggested in Section II-B (such as forgetting factor, and multiple passes) can also be applied here.
Problem (P3) can also be used for patch-based denoising of large images [6] , [40] , or image sequences. The overlapping patches of the noisy images are processed sequentially, and the denoised image is obtained by averaging the denoised patches at their respective image locations.
III. ALGORITHMS AND PROPERTIES
A. Batch Transform Learning
Previous work [4] , [9] , [46] proposed an alternating algorithm for solving Problem (P0) that alternates between solving for (sparse coding step) and (transform update step), with the other variable kept fixed. The sparse coding step is as follows (2) The above problem is to project each column of onto the (non-convex) set of vectors with sparsity . An optimal solution [4] , [40] to (2) is computed exactly as , where the operator zeros out all but the coefficients of largest magnitude in a vector. If there is more than one choice for the indices of the coefficients of largest magnitude in a vector , which can occur when multiple entries in have identical magnitude, then we choose as the projection of for which the indices of the largest magnitude elements in are the lowest possible.
The transform update step of (P0) involves the following unconstrained non-convex minimization.
The solution to (3) is also computed in closed-form [9] , [46] . Let us factorize (where is the identity matrix) as (e.g., the Cholesky factor, or the positive definite square root 1 ), with . Further, let be a full singular value decomposition (SVD), where , and are matrices. Then, a global minimizer of (3) is given as (4) where the in (4) denotes the positive definite square root. The solution above is unique if and only if is non-singular [46] . Furthermore, the solution is invariant to the choice of factor .
We now discuss the computational cost, and memory requirements of this batch transform learning algorithm. The total cost per iteration (of sparse coding and transform update) of the batch transform learning algorithm scales (assuming ) as . This is much lower than the per-iteration cost of learning an overcomplete synthesis dictionary using K-SVD [5] , which scales (assuming that the synthesis sparsity level , and ) as . Previous work [4] , [9] , [46] has demonstrated that batch transform learning also converges quickly (in a small number of iterations) in practice 2 . The memory requirement of batch transform, or dictionary learning scales as . This cost becomes prohibitive for large .
B. Online Transform Learning
Here, we solve Problem (P1) at each time instant by alternating minimization (similar to (P0)).
1) Sparse Coding:
In the sparse coding step, we solve (P1) for with fixed (warm start) as follows:
The sparse coding solution is given as , with defined as in Section III-A.
2) Exact Transform Update:
In the transform update step, we solve (P1) with fixed , as follows:
This problem has a closed-form solution (similar to (4)). Let (e.g., the positive definite or eigenvalue decomposition (EVD) square root ). We compute the full SVD of , where
1 This is nothing but the well-known eigenvalue decomposition square root.
Then, a closed-form solution 3 to (6) is given as (8) We can compute , and sequentially over time. However, computing the inverse square root , the matrix-matrix product , and its full SVD would all cost computations. Instead, we propose a computationally cheaper transform update algorithm as follows.
3) Efficient Approximate Transform Update: The following algorithm involves efficient SVD computations, and eliminates matrix-matrix multiplications. To compute the transform update solution, we first efficiently factorize as (i.e., take square root), with . Here, we work with the eigenvalue decomposition (EVD) square root. Denoting the full EVD of as , or alternatively as the triplet , the full EVD of can be found via a rank-1 update to the (scaled) EVD of [53] , [54] . We denote this as , where is a rank-1 matrix. Here, denotes the rank-1 SVD (in the aforementioned case, this is just the EVD) update operation that produces the full SVD of matrix , where is a rank-1 term and is a known SVD [53] , [54] . Next, let . Then, . The EVD square root of is then computed as and its inverse is . The matrix-matrix products in the formula for are not explicitly computed. Instead, we will only need the application of to a vector, which can be performed efficiently with computation by applying , the diagonal matrix , and in succession. In order to compute the closed-form solution to (6), we need to also compute the full SVD of . In order to simplify this computation, we perform the following approximation:
With the above approximation, and the fact that is a rank-1 matrix, the estimate of the full SVD of can be obtained by performing a rank-1 update (similar to that for ) to the scaled (by ) SVD estimate of . Denoting the SVD estimate of as , we have that , where is a rank-1 matrix. Now, once the full SVD estimate of is computed as (compute only the matrices in this decomposition, not the products), the (estimate of) closed-form solution for Problem (6) is simply (11) Again, we do not perform any of the matrix-matrix multiplications in (11) . Instead, we store the individual matrices, and apply them one by one on vectors, at a computational cost of . Note that the only approximation in the above algorithm arises in (10) . Otherwise all rank-1 updates above can be performed up to machine precision accuracy. The net error in the approximation in (10) at time (i.e., the difference between and its SVD estimate at time 4 ) is given as , where . The proof of this result is in Appendix A. In the formula of , the for smaller values gets scaled by smaller numbers (i.e., ). It follows from results in Part II [45] (based on the bound for the rightmost term in (24) of [45] ) that decays (in norm) as , for some constant . Based on that result, it is easy to show that the approximation error is bounded by for all .
In order to prevent undesirable error accumulations over time, one may monitor the relative error , and reset the computation as shown below. The relative error can be shown to be upper bounded (up to a scale factor 5 ) by . Since we only store the eigenvectors and eigenvalues of rather than itself, we further easily bound the term in the preceding expression by , where the matrix was defined previously 6 and . We thus have a simple upper bound for the relative error that is cheap to compute (can be computed sequentially over time) at cost, and can be monitored. If it rises above a threshold , we compute the SVD of directly, in which case any possible accumulated error is wiped out. In our experiments, we observed that converges quickly 7 over for data consisting of natural signals. In such cases, the exact SVD of can be obtained for some initial time instances, after which the approximation (10) is observed to work very well.
An alternative way to perform the transform update (6) would be to use the stochastic gradient descent method. However, the gradient computation requires computing the inverse of a matrix (a term like [4] ). This computation scales worse than the computation (see Section III-B5) for the proposed method. 4 SVD estimates computed at time are further used in the rank-1 update at time . 5 The factor is , where is the smallest singular value of a matrix, and the norm denotes the spectral norm. The factor is finite for that is full rank. 6 Since the eigenvectors of a matrix can always be multiplied by to yield equally valid alternative eigenvectors, we may flip the sign of any row of so that the row is a closer match to the corresponding row of in the bound. 7 For example, when are independent and identically distributed, converges (as ) with probability 1 to a covariance matrix, and would also converge. Fig. 1 . Algorithm A1 to solve (P1) by alternating minimization with efficient approximate transform update. 8 While one could alternate multiple times (for each ) between the sparse coding and transform update steps of (P1), we perform only a single alternation to save computations, and to prevent overfitting to the current data. Our overall algorithm for (P1) is shown in Fig. 1 .
4) Handling Variations to (P1):
Our algorithm can be easily modified to accommodate the various modifications to Problem (P1) suggested in Section II-B for non-stationary data, and for fixed data sets. For example, when making multiple passes over a fixed data set of size , the update formula (10) would not involve any approximation since after the first pass, where is the square root of (the set of training data remains the same when making multiple passes over the data set), and the term in (10) is replaced by , where is the 'older' version of the sparse code of , which is removed from the formula (and the objective). When the sparse codes are not themselves stored, one can adopt a similar technique as in [47] , or use a forgetting factor (1) when making multiple passes over the data set, in order to forget the 'older' bad sparse codes.
When using the forgetting factor (as in (1)) in online transform learning, the various operations for the transform update step of (P1) are modified as follows. We find the SVD square root of , and compute the full SVD of . The methodology of transform update remains the same as before, except that we work with the modified matrices/scalars , and , in the steps in Sec. III-B3, with and .
5) Computational and Memory Costs:
We now discuss the computational cost and memory requirements of the online transform learning algorithm. The computational cost of the sparse coding step is dominated [4] by the computation of the product , and therefore scales as . In contrast, the 8 If transform update isn't performed for some initial (Section II-B), then all SVDs are computed exactly for the first transform update. For simplicity, the monitoring of the relative error for (10) is not shown in Fig. 1 . projection operation in (5) requires only operations [4] , when employing sorting. The computational cost of the transform update step is dominated by for the rank-1 SVD updates [53] , [54] . Thus, the total cost per signal (or, per time instant) of our algorithm (sparse coding and transform update) scales as . This is better (especially for large ) than the computational cost per signal for online learning of an overcomplete synthesis dictionary , which scales (assuming synthesis sparsity , and ) as at least [47] . The (local) memory requirement of our algorithm scales modestly as , since we need to store matrices.
C. Mini-Batch Transform Learning
Here, we solve Problem (P2), that processes blocks of signals, by (a single iteration of) alternating minimization. In the sparse coding step, we solve for in (P2), with fixed ( , i.e., warm start) as follows: (12) The optimal solution to (12) is obtained as . The transform update step solves (P2) with fixed , as
When the block size is small , we can use the same approximate transform update procedure as in Section III-B3, but with the rank-1 updates replaced by rank-M updates. The rank-M updates can be performed as rank-1 updates for small . For larger ( , or larger), (13) is solved using an exact transform update procedure (similar to the one for Problem (6)). Fig. 2 shows the overall algorithm for the case of large .
We now discuss the computational cost and memory requirements of the mini-batch version of online transform learning. The computational cost of the sparse coding step scales as . For small , the cost of the transform update step scales as . For large , since the transform update is performed as in Fig. 2 (i. e., matrix inverses, matrix-matrix multiplications, and SVDs are computed directly, but scalars/matrices are accumulated over time wherever possible), the cost of transform update (Steps 2 and 3 in Fig. 2 ) scales as , where and are constants. Assuming that (large ), the transform update cost scales as . Thus, the total computation per iteration (or, per block) of our mini-batch algorithm (sparse coding and transform update) scales as for large , and for small . In each of these cases, the cost is better than the cost per block (of size ) for mini-batch learning of an synthesis dictionary , which scales (assuming synthesis sparsity , and ) as [47] . The memory requirement of mini-batch transform learning scales as for large , and for small . 
D. Comparison of Transform Learning Schemes
We now compare and contrast the online, mini-batch, and batch transform learning schemes in terms of their computational costs, memory requirements, and latency. We measure latency as the time duration (the inter-arrival time between two signals is taken as 1 time unit) between the arrival of the first signal, and the generation of its corresponding output (e.g., sparse code) 9 . Table I summarizes the various costs for the transform-based schemes. We show the computational cost per sample, i.e., the total cost normalized by the number of samples processed. For a given number of samples, the batch scheme typically requires several iterations, their number denoted by , to converge to a good transform. Thus, the batch scheme has a total computational cost of . In practice, depends on , and algorithm initialization, and is typically larger for bigger, or more complex problems. On the other hand, as shown in Part II [45] , and in the experiments of Section IV, the online and mini-batch schemes produce good transforms for (total number of signals processed sequentially) large. Therefore, the net computational cost for processing signals (and converging) for the online scheme is . Thus, assuming (which is typically observed in practice), the online scheme is computationally more effective (in order) than the batch scheme for big data (large ). The computational cost of processing signals (and thus converging, in the case of large ) for the mini-batch scheme for large (and blocks) is , which is even lower in order (by factor ) than the cost for the (one signal at a time) online scheme. Importantly, assuming , the online and mini-batch transform learning schemes have far lower memory requirements and latency compared to the batch scheme. The minibatch scheme itself has higher memory and latency costs than the online scheme.
As discussed in the preceding subsections, the dictionary learning schemes [5] , [47] have computational cost per sample (not shown in Table I ) proportional to . For large signals (i.e., large ), the cost of dictionary learning is much larger than the cost of the transform-based methods.
E. Denoising
Problem (P3) is identical to (P1), except for the fact that it uses a sparsity penalty function, rather than constraints. Therefore, when solving (P3) at each by alternating minimization, the sparse coding step (with fixed ) is (14) A solution [46] of (14) is , where the hard thresholding operator is defined as (15) where , and the subscript indexes vector entries. Therefore, the sparse coding solution is simply obtained by hard thresholding, with a threshold proportional to the noise level (similar to traditional techniques involving analytical transforms [55] ). The transform update step of (P3) is identical to (P1). The denoised signal is computed as . By, (11), we have (16) Assuming that the various matrices (or their EVDs) in the above decomposition are stored in memory, can be computed using matrix-vector multiplications at a cost of . The net computational cost of denoising per signal (i.e., for sparse coding, transform update, and denoised signal computation) then scales as (same cost as for the online learning algorithm for (P1)). For mini-batch transform learning based denoising, the net computational cost of denoising a block is similar to the costs mentioned in Section III-C.
IV. NUMERICAL EXPERIMENTS
A. Framework
In Part II [45] , it is shown that online transform learning converges asymptotically, and produces a good transform. Here, we present numerical results illustrating the practical convergence behavior of online (and mini-batch) transform learning, as well as the usefulness of the proposed schemes for image representation and denoising. First, we consider synthetic data generated sequentially using a particular transform model, and study the ability of our online schemes to converge to a good model. Second, we study the usefulness of online/sequential transform learning for sparse representation of images. Finally, we present results for online denoising using Problem (P3). We consider the patch-based denoising of some standard (regular sized) images as well as some very large images (where batch learning was observed to be infeasible on the particular computing platform used for our experiment). The latter case is a candidate big data problem, since it involves a large number of patches, which can be potentially denoised efficiently and sequentially using online transform learning.
All transform learning implementations were coded in Matlab version R2013b. Similarly, the Matlab implementation of K-SVD denoising [6] (a popular batch synthesis dictionary-based denoising scheme) available from Michael Elad's website [56] was used in our comparisons. For K-SVD denoising, we used the built-in parameter settings of the author's implementation. All computations were performed with an Intel Core i7 CPU at 2.9 GHz and 4 GB memory, employing a 64-bit Windows 7 operating system.
We define the normalized reconstruction error as , where is a matrix whose columns are the data vectors, is a transform, and is the corresponding sparse code matrix. The normalized reconstruction error metric is used to measure the performance of learnt transforms for signal/image representation. It can be thought of as a simple surrogate for the compression performance of a transform. For image denoising, similar to prior work, we measure the peak-signal-to-noise ratio (PSNR) computed between the true noiseless reference, and the noisy or denoised images.
B. Convergence and Sparse Representation 1)
Convergence: First, we illustrate the convergence behavior of the proposed algorithms. We generate the input data sequentially as using a random orthonormal 20 20 matrix , and sparse codes obtained by thresholding i.i.d. Gaussian vectors at sparsity level . We then use our online and mini-batch transform learning algorithms for (P1) and (P2), to sequentially learn the transform and sparse codes for the data . The parameter , and the size of the mini-batch . We test (and compare) both the exact (see Section III-B2) and approximate (see Section III-B3) versions of the online transform learning algorithm. As discussed in Section III-B3, we monitor the upper bound on the relative approximation error. If it rises above a threshold , we compute the SVD of directly in the transform update step of the algorithm. Our algorithms are initialized with the 20 20 DCT matrix.
Figs. 3(a) and (b) show the objective functions of Problems (P1), (P2), and sparsification errors (i.e., the objectives without the regularizers) as a function of the number of signals processed, for our online and mini-batch schemes. Both the objective and sparsification error converge quickly for our schemes. The exact and approximate online schemes behave identically. Moreover, for the approximate version, we observed that the error threshold is violated (i.e., an exact SVD is performed) only 0.2% of the time. This indicates that the faster approximate online scheme works equally well as the exact version. The online schemes converge slightly faster than the mini-batch scheme as a function of the number of signals processed. This is because the transform update step is performed more frequently for the (one signal at a time) online schemes. However, the proposed approximate online transform learning scheme typically has a higher run time (due to the factor in computations-see Section III-D) than the mini-batch scheme.
As shown in Fig. 3(c) , the difference between successive iterates, i.e., converges close to zero for the mini-batch scheme. A similar behavior is observed for the online schemes. The learned transforms using our exact online, approximate online, and mini-batch algorithms have condition numbers of 1.02, 1.02, and 1.04 respectively. By Fig. 3(b) , they provide a sparsification error close to zero. The normalized reconstruction error computed using the learned and the sparse codes generated sequentially is for our schemes, indicating that they have learned a good model for the data .
2) Sparse Representation of Images:
Here, we learn a sparsifying transform for natural image patches. We extract all nonoverlapping patches of size 8 8 (about patches) from the images in the USC-SIPI database [57] (the color images are converted to gray-scale images). We use our (approximate) online transform learning algorithm, and the mini-batch learning algorithm to learn a transform and sparse codes sequentially on the (mean-subtracted) patches. The parameters are set as , and . Table II shows the improvements in the normalized reconstruction error achieved by the online, mini-batch and batch [4] transform learning schemes over the fixed 2D DCT for the image patches. For the online and mini-batch schemes, we also show results with multiple passes through the same data (each time a particular signal is repeated, its old sparse code is replaced with the latest one-see Section III-B4). Both the online and mini-batch schemes (with either a single pass through the data, or with multiple passes) provide better reconstruction quality compared to the DCT. The proposed schemes also perform similar to the batch scheme (and about 1.3 dB better than the DCT) at the end of 30 passes. Importantly, even with 30 passes, the mini-batch scheme runs faster than the batch algorithm in achieving similar reconstruction quality. The learned transforms were all well-conditioned in this experiment.
C. Online Image Denoising 1) Regular-Size Image Denoising:
Here, we present some results for our simple denoising framework (P3). We consider image denoising, where the overlapping image patches are processed and denoised sequentially. We work with the images Couple (512 512) and Man (768 768) 10 , and simulate i.i.d. additive Gaussian noise at three different noise levels (standard deviation ) for the images. We denoise the 8 8 overlapping image patches (the mean is subtracted during learning, and added back in the reconstruction step) sequentially (we make only one pass through the set of patches) using adaptive mini-batch denoising. Once the denoised patches in each mini-batch are computed, we immediately put them back at their corresponding locations in the denoised image. Note that the denoised image is computed by averaging the denoised patches at their respective 2D locations. Our scheme requires minimal memory (we only store data required for computations at a particular time instant ) and mimics a real-time denoising setup.
The parameters are set to , and . We work with a forgetting factor (corresponding to an extension of (1) for the mini-batch case), which was found to provide a slight improvement. The best choice of depends on the size of the mini-batch, patch size (signal size), and noise level, and was set empirically to , and 0.99, for , and 20, respectively. Our denoising results are compared to K-SVD denoising [5] , [6] , [56] , and to batch square transform learning-based denoising [9] (with parameters set as in [40] ). The images in this experiment have sizes compatible (i.e., small enough to avoid memory overflows) with the batch denoising schemes. The goal of the comparison to the batch dictionary/transform schemes is not to show the state-of-the-art performance of our method in a general denoising application. Rather, we focus on 10 These are standard images that have been used in prior work (e.g., [6] , [40] ). the sequential aspect of our method, and aim to demonstrate that the proposed mini-batch transform learning-based denoising algorithm with smaller latency, memory and computational requirements, can be used as an efficient and effective alternative to adaptive batch mode dictionary/transform denoising. Table III lists the denoising PSNRs and run times (including the time for generating the denoised image) for the various methods. The mini-batch transform learning-based denoising method provides comparable, or better denoising performance compared to the batch-based methods, while being much faster. We compute the average speedup provided by our mini-batch denoising scheme over the adaptive batch-based methods. For each image and noise level, the ratio of the run times of batch denoising and mini-batch denoising is computed, and this speedup is averaged over the images and noise levels in Table III . The mini-batch transform learning-based denoising scheme provides an average speedup of and respectively, over the batch K-SVD and batch transform denoising schemes.
2) Large-Scale Image Denoising: In the context of big data, batch learning is typically infeasible due to the strict practical limits on computational and memory resources. However, we can potentially use the proposed online, or mini-batch transform learning schemes to denoise large images, and image sequences. Here, we present preliminary results for patch-based mini-batch denoising of large-scale images (both gray-scale and color images). We work with the gray-scale images in Fig. 4(a)-(c) , and the color image in Fig. 4(d) . The largest of these images has about 11 Megapixels (when it is processed by a patch-based scheme, there are about 11 million overlapping patches in total). We simulate i.i.d. additive Gaussian noise at 3 different noise levels for these images. In the case of the color image, noise is added to each of the red (R), green (G), and blue (B) color channels.
The size of the mini-batch is set to . The forgetting factor is set to , 0.92, and 0.95, for , 50, and 100 respectively, for gray-scale images, and for the color image. Other parameters in our algorithm are set as in the regular-size image denoising experiment described earlier. To apply the transform, we vectorize all image patches. For color image denoising, we form a patch vector by stacking the patch's vectorized red, green, and blue components [33] . We therefore learn a larger 192 192 transform for the patches of the color image. Table IV lists the denoising PSNRs and run times (the latter are averaged over the noise levels for each image) obtained using the proposed simple mini-batch transform learning-based denoising algorithm, as well as with a similar scheme but involving the fixed patch-based 2D DCT (no learning). For the DCT-based algorithm, we use , which was found to be empirically optimal in our experiments. As evidenced from Table IV , the mini-batch transform learning-based denoising algorithm provides better PSNRs than the DCT for all images and noise levels 11 . To denoise the large-scale images, the adaptive mini-batch algorithm takes up to 23% longer for 1024 1024 images (with roughly 1 million patches) or for the 2048 2048 image (roughly 4 million patches), and about 40% longer for the 3264 3264 color image (roughly 11 million patches) respectively, than the 2D DCT method. Therefore, although there is no learning involved in the latter case, our adaptive scheme typically denoises about as fast as the fixed transform. Fig. 5 shows a zoom-in of the denoised Man image, obtained using the proposed mini-batch transform learning-based denoising algorithm at
. The zoom-in shows reasonable reconstruction of the image features from the noisy measurements. Thus, the results here demonstrate the potential of our scheme for limited latency (or, real-time) denoising of large-scale data.
A feasible alternative method for large-scale image denoising is to break the large image into smaller "mini-images", and perform batch denoising on each of the mini-images. To test the effectiveness of this alternative, we divided each of our large noisy images into 256 256 overlapping (an overlap of 7 pixels) mini-images, and performed batch transform learningbased denoising on the mini-images [9] . The mini-images were denoised one-by-one. This allows us to use the transform learnt by the batch denoising algorithm in the current mini-image as an initialization (for the first mini-image, the initialization used is the 2D DCT) for the batch denoising scheme [9] in the next nearest mini-image. Once all the mini-images are denoised by the batch method, they are averaged together at their corresponding 2D locations in the large image. We observed that this alternative denoising scheme performs (on the noisy images in Table IV ) comparably, or worse (by 0.1-0.3 dB) compared to our proposed mini-batch transform learning-based denoising scheme. Importantly, the alternative mini-image-based batch method is slower on the average. As we have emphasized, the proposed adaptive online and mini-batch schemes are capable of being applied to realistic tasks such as real-time sparse coding (compression), and denoising. The idea of image inpainting using mini-batch synthesis dictionary learning has been discussed in [47] . However, the scheme therein does not solve a real-time adaptive inpainting problem. Rather, a dictionary is first learnt over all the data, and then later used to reconstruct (with fixed dictionary) the patches. Therefore, we do not directly compare to that work here.
V. CONCLUSION
In this paper, we presented a novel problem formulation for online learning of square sparsifying transforms. The formulation is to sequentially update the sparsifying transform and sparse code for signals that arrive or, are processed sequentially. The proposed algorithm involves a sparse coding step and a transform update step per signal. Each of these steps is implemented efficiently. We also presented a mini-batch version of our online algorithm that can handle blocks of signals at a time. The proposed schemes were shown to be computationally much cheaper (in terms of cost per signal) than online synthesis dictionary learning. In practice, the online/mini-batch sparsifying transform learning converges quickly. We presented experiments demonstrating the usefulness of online transform learning in sparse signal representation, and denoising. The topics of online learning of an overcomplete transform, and online video denoising will be considered in future work.
APPENDIX A APPROXIMATION ERROR IN ONLINE ALGORITHM
Here, we calculate the error introduced by the approximation (10) in the transform update step of our online learning algorithm. Let us denote , and by , and , respectively. Then, by (9), we have (17) Equation (10) introduces an approximation to , and then computes the SVD of the approximate matrix. Let us denote the approximate matrix as . The SVD of is computed via a rank-1 update to the SVD of . Thus, we have by (10) that (18) Subtracting (18) from (17) and denoting by , yields
Assuming , (19) implies that .
