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Abstract
In a very recent paper, Baker and Buckwar [Exponential stability in pth mean of solutions, and of convergent Euler-type solutions,
of stochastic delay differential equations, J. Comput. Appl. Math. 184 (2005) 404–427] investigated the exponential stability in pth
mean of solutions of stochastic delay differential equations with multiplicative noise, and of stochastic difference equations which
are Euler–Maruyama discretization of stochastic delay differential equations. The Dini derivative of the expectation of V (t,X(t))
“along” X(t) is taken in their stability analysis. Unfortunately, the main results derived by them are somewhat restrictive to be
applied for practical purposes. In this note we shall improve the corresponding results. An example is given to illustrate our theory.
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1. Introduction
For the reader’s convenience, throughout this note we shall make use of the same notions and notations as in
Baker and Buckwar [1]. Let {,A, P } be a complete probability space equipped with a ﬁltration (At )t t0 that is
right-continuous, and eachAt , t t0, contains all P -null sets inA, and we write E(X) =
∫
 X dP . Suppose F,G :[0, T ] × R × R → R, where T may be taken arbitrarily large, and 0 ( is non-random). We consider, for t t0, the
Itô equation
X(t) = X(t0) +
∫ t
t0
F(s,X(s),X(s − )) ds +
∫ t
t0
G(s,X(s),X(s − )) dW(s), (1.1)
where W = {W(t), t t0} is a standard Wiener process, the stochastic integral is deﬁned in the Itô sense, and
X(t) = (t) for t ∈ J := [t0 − , t0]. (1.2)
Deﬁnition 1.1. An R-valued stochastic process X ={X(t), t ∈ [t0,∞)} is called a strong solution of Eqs. (1.1)–(1.2),
if it is measurable, continuous process such that, for every T  t0, X|[t0, T ] is (At )t0 tT -adapted, and X satisﬁes,
almost surely, Eq. (1.1) for t t0, and the initial condition (1.2) for t ∈ [t0 − , t0].
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For a continuous real-valued function y(t) of a real variable, the Dini-derivatives D+y(t) and D−y(t) are deﬁned as
D+y(t) = lim
↘0
sup
y(t + ) − y(t)

and D−y(t) = lim
↗0
inf
y(t + ) − y(t)

.
In order to obtain the stability of solutions of Eqs. (1.1)–(1.2), the following conditions are made in Baker and
Buckwar [1].
(C0) For some p > 1, : J ×  → R satisﬁes E(supt∈J |(t)|p)<∞; almost all sample paths are continuous and
(t) (t ∈ J ) is independent of the -algebra generated by W(t ′) (t ′ t0).
(C1) There exists a path-wise unique strong solution X of (1.1)–(1.2) (with X(t) = X(t; t0;)) and
E(supt0 s t |X(s; t0;)|p)<∞, for all t t0.(C2) F and G satisfy F(t, 0, 0) = 0 and G(t, 0, 0) = 0, for t t0.
The following theorem is the main result of Baker and Buckwar [1].
Theorem 1.1 (Baker and Buckwar, [1, Theorem 8]). Assume
(a) Conditions C0–C2 hold and that X is a solution of (1.1)–(1.2) where 0.
(b) There exists a positive, continuous function V (t, x) (for t t0 −  and x ∈ R) for which there exist a positive
constants c1, c2, and p > 1, such that
c1|x|pV (t, x)c2|x|p, (1.3)
when t t0 −  and x ∈ R.
(c) For some values 0< ,
D+E(V (t, X(t))) − E(V (t, X(t))) + E(V (t − , X(t − ))), (1.4)
when t t0.
Then
E(|X(t; t0,)|p) c2
c1
E
(
sup
s∈[t0−,t0]
|(s)|p
)
exp(−v+(t − t0)) (1.5)
with v+ ∈ (0, − ] the positive zero ofL(v; , , ) deﬁned as
L(v) ≡L(v; , , ) = v − + ev; (1.6)
the null solution of (1.1)–(1.2) is therefore globally exponentially stable in pth mean.
We mention here that the above result has been applied to stochastic delay difference equations and totally sim-
ilar result for stochastic delay difference equations has been obtained in Baker and Buckwar [1]. In order to save
more space, we do not state it and its improvement in the following. Now we state our theorem which improves
Theorem 1.1.
Theorem 1.2. Assume that
(a) Conditions C0–C2 hold and that X is a solution of (1.1)–(1.2) where 0.
(b) There exists a positive, continuous function V (t, x) (for t t0 −  and x ∈ R) for which there exist a positive
constants c1, c2, and p > 1, such that
c1|x|pV (t, x)c2|x|p, (1.7)
when t t0 −  and x ∈ R.
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(c) For t t0,
D+E(V (t, X(t))) − (t)E(V (t, X(t))) + (t)E(V (t − , X(t − ))), (1.8)
here, (t) and (t) are continuous with (t)0 > 0 and 0< (t)q(t) with 0q < 1.
Then
E(|X(t; t0,)|p) c2
c1
E
(
sup
s∈[t0−,t0]
|(s)|p
)
exp(−v(t − t0)) (1.9)
with v > 0 is deﬁned as
v = inf
t t0
{v(t) : v(t) − (t) + (t)ev(t) = 0}; (1.10)
the null solution of (1.1)–(1.2) is therefore globally exponentially stable in pth mean.
We remark here that the autonomous condition (1.4) is replaced by the non-autonomous condition (1.8), it is more
useful for practical purpose, please see an example in Section 3.1.
2. Proof of Theorem 1.2
In order to prove Theorem 1.2, we need the following lemma,which is meaningful for itself.
Lemma 2.1. Let 0 be a given real constant. Assume that (t) and (t) are two continuous functions on [t0,∞),
and v(t) is a continuous positive-valued function on [t0 − ,∞). Moreover, assume that, for all t t0,
0< 0a(t), 0< (t)q(t), (2.1)
with 0q < 1, and
D+v(t) − (t) + (t) sup
s∈[t−,t]
v(s). (2.2)
Then
v(t)
(
sup
s∈[t0−, t0]
v(s)
)
exp{−v(t − t0)} (2.3)
for all t t0, where v is deﬁned in (1.10).
Proof. The case when = 0 is trivial, so let > 0. Denote
H(v) = v − (t) + (t)ev. (2.4)
By assumption (t)0 > 0, 0< (t)q(t) for all t t0; then for any given ﬁxed t t0, we see that H(0)=−(t)+
(t) − (1− q)(t) − (1− q)0 < 0, limv→∞ H(v)=∞, H ′(v)= 1+(t)ev > 0. Therefore for any t t0, there
is a unique positive v(t) such that v(t) − (t) + (t)ev(t) = 0. From the deﬁnition, one has v0. We have to prove
v > 0. Suppose this is not true. Fix q˜ satisfying 0q < q˜ < 1 and choose <min{(1 − q/q˜)0, (1/) ln(1/q˜)}. Then
there is t t0 such that v˜(t)<  and
v˜(t) − (t) + (t)ev˜(t) = 0.
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Hence we have
0 = v˜(t) − (t) + (t)ev˜(t) < − (t) + (t)e
< − (t) + 1
q˜
(t)− (t) + q
q˜
(t)
= −
(
1 − q
q˜
)
(t)−
(
1 − q
q˜
)
0 < 0, (2.5)
which is a contradiction.
From condition (2.2) and the result of Lakshmikantham and Leela [2, p. 9], we have
D−v(t) − (t) + (t) sup
s∈[t−,t]
v(s). (2.6)
Set K = sups∈[t0−,t0] v(s). Then K > 0. It is easy to show that
wK(t) = K exp{−v(t − t0)} (2.7)
satisﬁes
w′K(t) = −(t)wK(t) + (t)wK(t − ), t t0. (2.8)
Choose any T  t0 and let l > 1 be arbitrary. We claim that
v(t)< lwK(t) for t0 −  t < T . (2.9)
In fact, it is obvious that v(t)< lwK(t) for t0 −  t t0. Assume that (2.9) does not hold. Then there exists some
t ∈ (t0, T ) such that v(t) = lwK(t). Since v(t) and wK(t) are continuous, there must exists some least value
t1 ∈ (t0, T ) such that
v(t)< lwK(t) for t0 −  t < t1 and v(t1) = lwK(t1). (2.10)
The above and (2.7) imply that
sup
s∈[t1−,t1]
v(s)< lwK(t1 − ). (2.11)
From (2.10), we get for small < 0
v(t1 + ) − v(t1)

>
lwK(t1 + ) − lwK(t1)

,
which in turn implies
D−v(t1) lw′K(t1).
On the other hand, by (2.8)–(2.10), we have
D−v(t1) − (t1)v(t1) + (t1) sup
s∈[t1−,t1]
v(s)< − (t1)lwK(t1) + (t1)lwK(t1 − ) = lw′K(t1).
This is a contradiction and thus (2.9) is true. Letting l → 1, we conclude that v(t)w′K(t). Since T is arbitrary, (2.3)
follows. 
Now we are in a position to prove our main result, i.e., Theorem 1.2.
Proof of Theorem 1.2. Denote
v(t) := E(V (t, X(t)) ≡ E(V (t, X(t; t0,	))).
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Then from (1.8), we have
D+v(t) − (t) + (t) sup
s∈[t−,t]
v(s).
Hence, from Lemma 2.1, we have
v(t)
(
sup
s∈[t0−, t0]
v(s)
)
exp{−v(t − t0)} for t0 t <∞.
On the other hand, by condition (1.7), we get
sup
s∈[t0−,t0]
v(s) ≡ sup
s∈[t0−,t0]
E(V (s,	(s)))c2 sup
s∈[t0−,t0]
E(‖	(s)‖p)
c2E
(
sup
s∈[t0−,t0]
‖	(s)‖p
)
(2.12)
and
E(‖X(t)‖p) 1
c1
v(t). (2.13)
Thus (1.9) follows. 
3. Conclusion and an example
Baker and Buckwar [1] recently took the Dini derivative of the expectation of V (t,X(t)) “along” X(t) to investigate
the exponential stability in pth mean of solutions of stochastic delay differential equations with multiplicative noise, and
of stochastic difference equations which are Euler–Maruyama discretization of stochastic delay differential equations.
However, it isworth pointing out that, under some circumstances, themain results derived by themare too restrictive to be
applied. In this short note, based on paper [1], we make some changes which improve and generalize the corresponding
results. The key contribution is Lemma 2.1. We only focus on stochastic delay differential equations, and the similar
result about stochastic difference equations can be obtained and omitted.
Example 3.1. Consider the following stochastic delay differential equation{
dX(t) = [−(t)X(t) + (t)X(t − )] dt + 
(t)X(t) dw(t), t > 0,
X(t) = 	(t), t ∈ [−, 0] (0< <∞), (3.1)
where (t), (t) and 
(t) are continuous functions on (0,∞), (t)> 0 for all t > 0. If we take V (t, x) = |x|2, using
the approach in Theorem 18 of paper [1], by Theorem 1.2 we can get the following result.
Theorem 3.1. If there exists a positive constants c and 0q < 1 such that
2(t) − 
2(t) − |(t)|c > 0, (3.2)
|(t)|< q
1 − q (2(t) − 

2(t)). (3.3)
Then the trivial solution of (3.1) is globally exponentially mean-square stable.
We note that the result of paper [1] fails to apply to Eq. (3.1). In particular, from Theorem 3.1, we can easily see that
the trivial solution of the following equation
dX(t) = [−(2 + t)X(t) + (1 + t)X(t − )] dt + X(t) dw(t), t > 0 (3.4)
is globally exponentially mean-square stable.
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