For knowledge management purposes, it would be interesting to classify and tag documents automatically based on their content. Concept extraction is one way of achieving this automatically by using statistical or semantic methods. Whereas index-based keyphrase extraction can extract relevant concepts for documents, the inverse document index grows exponentially with the number of words that candidate concpets can have.
INTRODUCTION
The research project Cross-Platform Mediation, Association and Search Engine (XMAS) is aimed at creating a knowledge management tool based on automated document tagging by recognition of N-gram concepts represented by sequences of one or more words. In an earlier project stage, XMAS combined TF-IDF approaches with POS-based natural language processing (NLP) methods to extract concepts with N-gram keyword extraction. The goal of this combined approach is to build an index-based model for automatic N-gram keyword extraction (Siegfried and Waldis, 2017) by indexing all N-grams, filtering them by relevant POS-patterns, and then ranking the relevance of N-grams for documents using TF-IDF. However this model needs to index all combinations of N-grams, which inflates over-linearly the index size as N increases. To adress this issue, the purpose of this research is to evaluate a neural network based algorithm to decide whether N-grams (i.e., consecutive sequence of N words) are concepts. In this context, a concept is an idiomatic construction that conveys a meaning for humans. We use the English Wikipedia as labeled training corpus, We know that all Wikipedia entry titles are ceratinly concepts, and our algorithm uses the existence of a Wikipedia entry for a given word cominbation as training signal. The trained neural network should be able to recognize N-gram concepts in a given text. Those concepts can be be used for entity extraction and automatic tagging without building a huge N-gram-based inverse document index. Such an algorithm that delivers proper N-gram concepts, regardless of the category and the size of the corpus, can increase the value of the XMAS project.
for concepts extraction. The use case described by (Zhang et al., 2016) is an example for the usage of traditional neural networks, and (Das et al., 2013) for the statistical approach. More recently, deep learning (an extension of neural networks with multiples hidden layers) is gaining relevance for all aspects of NLP as mentioned by (Lopez and Kalita, 2017) .
Automated Concept Extraction
Concepts extraction as a field of concept mining divides phrases into sequences of consecutive words classified as concepts and non-concepts. According to (Parameswaran et al., 2010) concepts are useful by providing standalone information, in contrast to any random non-concepts. This information, as in (Dalvi et al., 2009) , can be categorized as object, entity, event, or topic. This additional classification takes the name of named entity recognition(NER). For instance, the string "the Guardian newspaper was founded in 1821" contains 28 N-grams with the length of one to seven. The concept "Guardian newspaper" is one of them and has a significantly higher information level than the non-oncept "newspaper was founded in".
There are several different approaches for deciding whether a phrase is a concept. (Parameswaran et al., 2010) showed a combination of linguistic rules and statistical methods. They defined these rules to characterize possible concepts and filter out nonconcepts. For example, a candidate has to contain a minimum of one noun and is not allowed to start or end with a verb, a conjunction, or a pronoun. After filtering out non-candidates, the remaining ones are judged by their relative confidence. This is a metric to help decide if a sub-/super-concept of the candidate actually fits better as a concept. For example, "Guardian newspaper" is a better choice than "Guardian newspaper was founded in 1821" because of the higher relative confidence.
Another method is shown in (Liu et al., 2016 ) with regards to Chinese bi-grams. Like (Parameswaran et al., 2010) they combine statistical methods with linguistic rules as well, but in contrast, they first calculate the statistical metric and then filter out the results with linguistic rules. For measurement, they used the mutual information (MI) and document frequency (DF) metrics. MI represents the joint probability with respect to the product of the individual probabilities for two words in a bi-gram. Since MI tends to prefer rare words, they used the DF value to reduce the influence of low-frequency words, as it takes into account the number of documents containing a bi-gram, normalized by the total number of documents.
Word Embeddings
Embeddings f : X → Y maps an object from a space X to another object of the space Y . One of the usages of embeddings in the field of NLP is, for example, to map a word (an item of the space of all words) to a vector in a high-dimensional space. Since these vectors have numerical nature, a wide range of algorithms can use them. The three mainly used embedding algorithms are Word2Vec (Rong, 2014) , GloVe (Westphal and Pei, 2009) , and fastText (Joulin et al., 2016) . While GloVe uses statistical information of a word, Word2Vec and fastText adopt cooccurrence information to build a model. They calculate word embeddings based on either the continuous bag of words (CBOW) model or the skip-gram model of (Mikolov et al., 2013) . Those latter models predict respectively (CBOW) a word based on surrounding words or skip-gram surrounding words based on one word. CBOW and skip-gram rely on an input matrix (W I) and an output matrix (WO) as weight matrices. Those randomly initialized matrices are updated after each training iteration. The purpose of these matrices is to connect the neural network input layer to the hidden layer through W I and the hidden layer to the output layer through WO. In both methods W I has the dimensions V × N and WO the dimensions N ×V , where V represents the size of the vocabulary and N the size of the hidden layer. After optimizing these weight matrices, they can be used as a dictionary to obtain a vector for a specific word h = x * W I, as discussed in (Rong, 2014) . Nevertheless, Word2Vec is only able to compute vectors for trained words, as it uses the vector of the whole word. One main advantage of fastText is the possibility of getting a word vector of an unknown word. To achieve this, it uses the vector's sum of sequences of included characters of one word, instead of one word as a whole. For example, where, enriched by the padding symbols < and >, is represented by <wh, whe, her, ere, and er>.
Convolutional Neural Networks
As a variation of neural networks (NNs), convolution neural networks (CNNs) are often used in computer vision for tasks such as image classification and object recognition. Usually, they use a matrix representation of an image as an input and a combination of different hidden layers to transform the input into a certain category or object. These layers are used to analyze specific aspects of the image or to reduce its dimensionality. Word embedding enables the numeric representation of words, and the representation of N-grams as a matrix. Furthermore, they can serve as an input for CNNs. (Hughes et al., 2017) , (Kalchbrenner et al., 2014) and (Kim, 2014) have shown various use cases for the usage of CNNs in language modeling and text classification. All of them use the word vectors as a matrix input. Inside the network, they combine different layers to analyze the input data and reduce the dimensionality. Two main processes are used in the network to learn:
Forward propagation represents the calculation process throughout the whole NN to predict the output data for given input data. Each layer of the network takes the output of the previous layer and produces its updated output. The next layer uses this output as a new input. This process continues until it reaches the last layer. A majority of the layers use a weight matrix to process this transformation. This weight matrix controls the connection; that is, the strength between the input neurons and the output neurons. Finally, the update of these weight matrices represents the learning process over the time of the entire network.
Back propagation allows the adaption of the neuron's connections weight based on the error between the output label and the resulting prediction. The metric mean squared error is shown in Equation 1, with y p as the predicted value and the truth as t p :
The goal of the back propagation process is to adjust the network's weights to minimize the difference y p − t p and eventually nullify it. This is done by propagating the error value layer by layer through the network by calculating the partial derivative of the path from the output to every weight. Equation 2 shows how the error of a network can be back propagated to the weight w b 3 ,c :
After distributing the output error over all weights, the actual learning takes place. Equation 3 shows that the new weight is the difference between the actual weight and the error multiplied by the learning rate:
The kind of transformation and the connections inside the network are defined by the different kinds of layers used. The following layers are the mostly used ones:
Convolution layers are used to analyze parts of or reduce the dimensionality of the input by applying a linear filter to the input matrix. This is done by iterating a kernel matrix (K) of the dimension k 1 * k 2 through the whole input matrix (K). The kernel matrix represents the weights and is updated through backward propagation. Figure 1 shows an example of convolution operation based on the formula:
After applying the convolution operation to the input matrix, the bias value adds the possibility of moving the curve of the activation function in the x-direction and improve the prediction of the input data. Sub- Figure 1 : Example of a convolution operation (Veličković, 2017) .
sequently, the non-linear function adds some nonlinearity. Without that, the output would be a linear combination of the input, and the network could only be as powerful as the linear regression. Doing that allows the network to learn functions with higher complexity than linear ones (Nair and Hinton, 2010) .
Pooling layers reduce the complexity and computation demands of the network, without involving any learning. The layer uses the given input matrix and creates a more compact representation of the matrix by summarizing it. It typically works with a 2 * 2 window matrix iterating over the input matrix without overlapping. There are different kinds of pooling layers such as max-pooling or average-pooling. Using max-pooling, the highest value of the four cells serves as the representation of those cells instead of an average value.
Dropout layers randomly ignore a percentage of the input neurons. This process only happens during the network training, for validation and prediction. As (Srivastava et al., 2014) showed, applying the dropout mechanism in a network increases the training duration but also increases the generality and prevents overfitting the network to the training set. The dropout procedure changes for each training sequence, as it is dependent on the input data.
Flatten layers reduce the dimensionality of the input. For example, they convert a tri-dimensional input (12x4x3) into a bi-dimensional ones (1x144).
Dense layers are used to change the size of the given input vector. This dimensionality change is pro-duced by connecting each row of the input vector to an element of the output vector. This linear transformation uses a weight matrix to control the strength of the connection between one input neuron and the output neurons. Like convolutional layers, a bias value is added after the transformation, and an activation function adds some non-linearity. Dense layers are often used as the last layer of the network to reduce the dimensionality to usable dimension to get the prediction value, for example, with the softmax activation function, mostly used to get the predicted category in a classification task.
The choice of using CNNs in this work is derived from the traditional way this architecture is used in NLP applications: to extract position-invariant features from each input data set, for example in image processing. Conversely, RNNs (and their variant LSTM) are good at modeling units in sequence, which are usually temporally controlled (Yin et al., 2017 ).
As we did not model our input data being temporally dependent, but rather segmented the raw text into chunks of predefined length, we adopted a nonrecursive approach,to benefit from the better performances of a pure feed-forward networks, such as the convolutional ones.
CONCEPTUAL MODEL
The experimental setup has the following characteristics: The input of the neural network is represented by a list of all N-grams extracted from the English Wikipedia corpus, with a length of 7, encoded into a fixed 300-dimensional matrix by the word embedding model. The neural network is trained by using the set of Wikipedia page titles as the gold standard for deciding whether a sequence of words represents a concept: if an N-gram corresponds to a Wikipedia entry title, the training signal to the neural network is 1; else 0. The output of the neural network, for each N-gram, is a prediction of whether it represents a concept or not, together with the probability. The goal is to maximize the precision of the concept list, to obtain a high hit rate. The objective is to support automatic document tagging with N-gram concept extraction. Evaluation of the neural network's output success, again, uses Wikipedia page titles. If the neural network classifies a word sequence as a concept, then this is a true positive (TP) if there is a Wikipedia page with this title; otherwise, it is a false positive (FP). If the network classifies an N-gram as a non-concept, then this is a true negative (TN) if there is no Wikipedia entry with that name, or else it is a false negative (FN). Figure 2 shows the NN network architecture. The input matrix is fixed to the dimensions 7×300 and contains the vector representation of the N-grams. Since the network needs a fixed input size, the matrix will be filled up with zero vectors. After specifying the input of the network, the convolution layers start analyzing the given data. For this purpose, two separate network paths analyzing the data in the horizontal and vertical directions are built. Each of those two paths includes multiple convolution layers with different dimensions to gather different perspective of the data. All layers use a one-dimensional convolution layer that maps the two-dimensional inputs to a one-dimensional output. As shown in Figure 3 vertical convolution layers use filters with a fixed width of 300 and a dynamic height (here 2, 3, 4). On the other hand horizontal convolution Layers (shown in Figure 4 ) are using a fixed height of 7 and a dynamic width (with typical values 30, 50, 70). The rectified linear unit (ReLU), f (x) = max(0, x), serves as activation function for all filters, to add non-linearity to the output. Since the output dimension of the convolution layers is related to the filter size, the outputs of the filters are not balanced. For example, a vertical filter of size 2 × 300 produces an output vector of size 6 while an output vector for a filte size of 4 × 300 has length of 4. To deal with this aspect, after the pooling layers have reduced the complexity, some dense layers decrease the length of the output vector of each horizontal and vertical filter to 2. They also use the ReLU function as their activation function.
Network Architecture
After reducing the dimensions, a merge layer joins all vectors of the horizontal and vertical paths. Then, the dimensionality of both resulting vectors will be reduced again to 2 by the usage of a dense layer. This eventually results in two vectors of length 2, 1 for the horizontal path and 1 for the vertical path.
To get the final prediction for the input, a merge layer joins both vectors of the two paths into one vector with length 4. Subsequently, a final dense layer uses the softmax function (as seen in Equation 4) to reduce the dimensions to 2. It squashes all values of the result vector between 0 and 1 in a way that the sum of these elements equals 1. The processed result represents the probability of one input N-gram being marked as concept.
Word Embedding as N-Gram Features
For NLP applications, the choice of a word embedding plays a fundamental role, while also holding some contextual information about the surrounding words. This information could enable an NN to recognize N-grams that it has never seen in this sequence, thanks to a previously seen similar combination. For example, the training on the term "University of Applied Science" could also enable the recognition of "University of Theoretical Science", thanks to the commonalities within the N-gram structure and despite their semantic differences.
The following two models generate the vector representation of a word: Word2Vec is a pre-trained 300-dimensional model without additional information hosted by (Google, 2013) . Word2Vec-plus is our extended version of the pre-trained model from (Google, 2013) . It uses words with a minimum frequency of 50, extracted from a data set with 5.5 million Wikipedia articles. To get a vector representation v u for an unknown word, the approach uses the average vector representation of the surrounding four words, if they have a valid vector, or the zero vector, if they are also unknown (shown in Equation 5).
After averaging the unknown vector for one occurrence, the overall average v n will be recalculated. As shown in Equation 6, the existing average v n−1 will be multiplied by the previous occurrences w n−1 of the word and added to the vector calculated in Equation 5. This value will be divided by the number of previous occurrences plus 1, to get a updated overall average for the unknown word. This variant of the average calculation prevents large memory consumption for an expanding collections of vectors.
EXPERIMENTAL EVALUATION
Different network configurations were tested to find the best model for classifying concepts and nonconcepts in our test case, according to the concpetual model described in the previous section. Figure 5 shows the iterative training pipeline: 1. Initially, the features of all N-grams found in the English Wikipedia corpus were calculated by extracting the corresponding word vectors from the embedding model. 2. Afterwards, the data set was separated into the training set (80%) and the test set (20%). 3. The training process used the training set to generate the extraction network. In this phase, the network was trained to recognize n-grams that are likely to represent a Wikipedia page title, based on their structure.
4. The prediction of the resulting network was based on the test set. During this process, all items of the test set were classified either as concepts or non-concepts.
5. The verification of the network was based on precision, recall, and f1 metrics calculated during the previous evaluation.
6. Based on the performance comparison of a run with the previous ones, either the pipeline was finished or another round was started with an updated network structure.
Data Encoding
The encoding used for presenting the data to the networks influences their performance, especially its ability for generalization. A good generalization depends mainly on the following three aspects:
• Data balancing: the input data is well-balanced by containing a similar amount of concept and non-concept examples. The final data set contains one million concepts and one million selected non-concepts. These two million samples do not fit completely into memory; thus dividing them into 40 parts avoids a memory overflow. The training process loads all of these parts, one by one for each epoch.
• Data separating: existing samples are separated into the training part (80%) and the test part (20%) to prevent overfitting of the networks. Cross-validation gives information about the level of generalization and mean performance. First of all, it separates the training part into four parts (25% of the original 80% set). Each of them is used once as validation part, while the remaining three parts serve as training data for the network. The precision, recall, and f1 score give a weight to each run of the cross-validation process of each network. Further changes to the network structure are based on these values to improve the performance. Also, those metrics are used to select the better performing and most stable networks. A final training run on these network uses the whole training part as input data and the quality part to produce a final measurement of the best networks.
• Shuffling of the input data helps to get early convergence and to achieve better generalization, as also mentioned by (Bengio, 2012) . For this purpose, the training environment loads all training parts in each epoch in a new random order. Furthermore, it shuffles all examples inside each part before generating the batches to send as network inputs. Table 1 specifies the different network configurations adopted to investigate how vertical (v-filters) and horizontal (h-filters) filters can affect the performance of the resulting network. (1) V6H3 (2, 3, 4, 5, 6, 7) (100, 200, 300) V6H6 (2, 3, 4, 5, 6, 7) (10, 20, 30, 40, 50, 60) 
Selected Architectures

Hyperparametrization
The intervals of the parameters shown in Table 2 are considered during the training. The actual combination differs by use case or experiment and is based on well-performing sets experienced during the whole project. 
Integrated Evaluation
The evaluation was performed in two steps, based on different degrees of integration and heterogeneous networks configurations. We firstly relied on the output of the already existing solution based on the part of speech (POS). This was performed by using a restricted labeled data set, evaluating 20,000 N-grams for each of the networks. This is considered as a baseline comprehension measurement. For this purpose, the data set contains examples that have already been labeled by the different networks. This means the results produced by the existing solution were used as inputs. For each network the balanced data set contains, respectively, 5,000 true positive, true negative, false positive, and false negative examples.
Eventually, by replacing the existing approach completely with the NN solution, we achieved a fully integrated pipeline. For this purpose the prototype extracts for all 130,000 N-grams -with the highest quality -the top five keyphrases. These are chosen out of a list of extracted concepts.
To limit the human effort in classifying the results, we relied on the assumptions that valid concepts are statistically present as page names (titles) into Wikipedia, and that non-concepts are likely to not appear as page titles in this source, despite the known limits of this approach.
RESULTS
The evaluation of the different experiments yielded the following observed results:
Generality
One way to measure the generality of a network is through a k-fold evaluation. As this process is normally computationally expensive, we reduced the time required to do the cross-evaluation by limiting k to the value 4 and by considering just the usage of 100 epochs, for the training. The validity of the last simplification is also supported by the observation that during all observed experiments, the learning curve never changed significantly after that iteration, but only continued in the identified direction towards the optimal value. The 4-fold evaluation was run twice to gather eight runs per network. The resulting values from the training phase were then used to calculate the precision, recall, and f1 for all runs. Figure 6 shows a summary of these training executions metrics for all networks. The majority of them observed very close measures (limited to differences of 0.05). This suggests that they were all stable in training and were producing relatively general models. However, some outliers were detected in almost all of the models. Comparing a single set of 4-folds curves (such as on Figure 7 ) reveals one of those outliers. The existence of these outliers indicates that there is still a lack of generality within the network. 
Word Embedding Comprehension
After evaluating the generality, both embedding models Word2Vec and the extended version Word2Vec-plus were compared. For this purpose, Figure 8 shows the different performance metrics of both models for all network architectures. It seems that there were no significant differences between these two models. Nevertheless, Word2Vec-plus in combination with the V6H6 architecture gained the best performance among the tested combinations. Additio- nally, as shown in Figure 9 , the mean learning curves of the networks based on Word2Vec-plus were much smoother than those of the base version. One of the purposes of the Word2Vec algorithm is to identify words that appear in a similar context (and thus have some similarity). Looking at the additionally generated vectors in Word2Vec-plus, it appears that is only partly true. In fact, for words with a high frequency in the text, these surroundings can degenerate into random entries. For example, the pronoun a has just random similar words, but the word "Husuni" has a high similarity with "Kubwa" and "Palace". This correct similarity indication is justified by the facts that a palace in Tanzania exists named Husuni Kubwa, and that the word itself is not frequent.
Vertical and Horizontal Filters
During the experiment different vertical and horizontal filters were used in different models, giving the following indications:
• By considering precision and f1, it looks like the performance increased with the number of filters (vertical and horizontal). On the other hand, recall revealed fewer peculiarities between the different networks but a greater variance and also the appearance of some outliers.
• The horizontal filters show that the performance of the model in which H = 0 is almost as good as H = 6, but with a greater dispersion. Thus, a larger number of vertical filters may support the generality of the network. Figure 10 shows the resulting precision, recall, and f1 values for all vertical and horizontal filter combinations, after the 400 training epochs. Here, some differences emerge:
Overall Performance
• Based on precision, the V3H1 network had slightly better performance than V6H6 and V3H3, with a score of 0.8875.
• Considering the recall, on the other hand, the V0H3 (0.9625) architecture outperformed V6H3 and V6H6.
• Using the f1 score, V0H3, V6H3, and V6H6 networks outperformed all others. However, among them, none has a significantly better performance, with all in the range from 0.91 to 0.9175.
As the N-gram length can play a role in the performances, their total count and distribution between valid and non-valid concepts in the test data set are reported in Table 3 . The unbalanced distribution is clearly evident. In fact the performances of all net- works decrease as the N-gram length increases. Other than evaluating the whole test data set at once, the performance gaps of the different networks increased until some networks fell below 0.5. As before, V6H6, V6H3, and V0H3 outperformed their competitors; additionally, V3H0 performed almost equivalently. This suggests that they are more robust against unbalanced data and can achieve a more stable training process. By looking at the precision and the loss curve (shown in Figure 11 ), it seems that some of the networks still have the potential to improve, especially since the loss curve did not converge completely after 400 epochs. V6H3 and V3H3 might achieve better performance as the number of epochs increases. In contrast to those two, V6H6 seemed to reach its optimum at the end. V6H6 ran, in contrast to the others, with a learning rate of 0.005 instead of 0.001. The higher structural complexity and the correspondingly higher computational complexity supports the increased learning rate. Table 4 lists some classification examples, separated by their membership in the confusion matrix. True positive (TP) and true negative (TN) contain meaningful examples. The phrase "carry out" is an example of a concept that does not make sense out of context, but there is a Wikipedia page about it. Similar phrases can be found from among the FP examples, such as "University of Theoretical Science" and "Mexican State Senate": they look like proper concepts but there is no Wikipedia entry with that title. They were probably selected because of the similar structure to some concepts. This also happened in the opposite direction; for example the phrase "in conversation with" is classified as non-concept based on the similarity with actual nonconcepts; yet there is a TV series on BBC with the same name.
Integration and Validation
An evaluation of each network against our initial POS-and TF-IDF-based approach should give a feeling on how well they behave, on top of the statistical evaluation. The CNN approach was integrated into the TF-IDF keyword extraction, using it as a concept candidate filter in comparision to POS-based filtering. For this purpose, separate data sets were used to compute the labels given by the NN and then used as sources for the POS/TF-IDF performance comparison. Eight data sets (one for each NN configuration) were initialized with a precision and recall of 0.5. Table 5 shows the general performance of CNN base concept extraction on these validation data sets. As can be seen, the precision and recall values were significantly lower than those obtained from the training phase. Figure 12 lists the resulting precision and recall of evaluating only the top five keywords for different Ngram lengths. In general, all of the networks performed slightly better regarding the f1 score. Considering recall, they all outperformed the POS approach, but they obtained lower values regarding precision. Looking at the N-Gram length level reveals additional differences (Figure 12 ) when comparing the mean performance of the initial approach (POS) to those of various networks. Especially in consideration of the recall value, the POS-based concept extraction almost missed all concepts with greater length. On the contrary, the different networks could catch them but at the price of lower precision. Overall the different networks had better f1 values than the POS approach. Table 6 shows the total precision metrics for diferent NN configurations, compared to the best, the worst and the average configuration of POS-based concept filtering. Over all, the POS approach can reach a higher maximal precision. 
DISCUSSION
The above experiments present a way to recognize word sequences as candidate concepts for key-phrase extraction.
For the application of concept extraction to automatic tagging of documents, we are interested in high precision because false positives decrease user acceptance of the system. Regarding the recall and f1, CNN solutions performed well on the classification task, but none of the tested configurations was able to achieve a precision scores as high as the recall. This behavior is a disadvantage, especially for preventing false positives, which is important for user acceptance of automatic tagging.
In the training phase, the outcome demonstrated a precision of between 80 and 90 perent. However, integrating the CNN concept extraction into the initial prototype and thus applying it to a different validation dataset only showed a precision of between 60% and 80%, on average. So there was an overfitting taking place when training the CNN.
Anyhow, combined with a TF-IDF based relevance ranking, the top five n-gram concepts calculated for wikipedia articles showed a greater precision of up to 94%. This means that on average, out of four documents, each with five automatically extracted top keywords, only one document contained an N-gram that is not a Wikipedia entry title.
Yet, the precision of the best performing POS concept filtering together with TF-IDF relevance ranking and top five cutoff was even better with 98%. However, this precision decreased drastically with increasing number of words in the N-grams. The POS approach filtered out many N-grams with greater N. The CNN-based approach recognized much more N-gram concepts, which can be seen in the recall curves in Table 6 by comparing the blue straight line representing CNN-recall) with the blue dotted line representing POS-recall.
Using Wikipedia as gold standard, there is a general acknowledgment that each page certainly represents a concept. Of course, the opposite is not true: if there is no Wikipedia entry for a phrase, it could still be valid concept. Although we did not run analyses in this respect, (Parameswaran et al., 2010) provided contributions through crowd-sourced effort, demonstrating that the percentage of valid concepts not existing as Wikipedia pages is less than 3% of all the n-grams in the FN category.
As seen, the networks had weaknesses regarding generality. They were able to perform on unseen data as well as they did on the validation set during the training. However, when repeating the training for the same network, they revealed outliers. Too much dropout overall or in the wrong position could have been one of the sources for this behavior. Thereby, the networks may have received too much randomness and were unable to learn the small essential differences between the word vectors. Furthermore, some dropout could have been replaced by the usage of L1 and L2 regularization. This would polarize the connections by manipulating the weights (Ng, 2004) towards a simpler network with either heavy weights or no weights between neurons.
There are several aspects to be considered for further research projects: a) Experimenting with different word features could increase the performance significantly. b) Instead of using a balanced list of concepts and non-concepts, the training data could be generated by going through the text copus word by word. Thus, the network would be trained with n-grams in the sequence they appear in the text. Thus, frequent N-grams would be getting more weight. c) Changing the input consideratiosn and using a recurrent neural network instead of a CNN could improve the results. Compared to the latter, RNNs do not require a fixed input and was found to somehow outperforms it in some NLP tasks. d) One network could be trained per N-gram length, so that the network does not need to take all the different distributions into account at once.
