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Abstract
The sharply rising productivity of exoplanet searches over the past two decades has delivered
profound statistical insights into the prevalence and diversity of worlds around other stars. The
frontier for astronomers has now expanded into the new era of exoplanet characterisation. Major
progress here will only be achieved with new instrumental advances. Most highly sought-after
is the capability to separate the faint light from a planet from the glare of the host star. The
direct detection of planetary photons will enable unique spatial and spectral studies, revealing
intrinsic properties of atmospheres and surfaces. In this project, a prototype instrument GLINT
South (Guided Light Interferometric Nulling Technology) was developed. It employs nulling
interferometry in which the light from the host star is actively rejected though destructive
interference. Such advanced control and processing of starlight is accomplished by way of
photonic technology fabricated into integrated optical chips. A monochromatic null depth of
10−3 was measured in the laboratory with a precision of 10−4. The instrument was tested at
the Anglo Australian Telescope, and a sample of infrared-bright stars were observed retrieving
uniform disk diameters in close agreement to the literature values, despite the stellar diameters
being beyond the telescopes formal diffraction limit. Furthermore, an algorithm was created
to optimise the design of integrated optics waveguides for pupil remapping chips leading to
the design of a 4-input remapping chip which will significantly expand capabilities and deliver
multi-channel nulling as well as complex visibility data. The photonic nulling devices, inscribed
within miniature, robust and environmentally stable monolithic chips are a promising avenue to
one of astronomy’s grandest challenges of characterising the chemical and physical environments
of exoplanets.
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In this project a prototype instrument GLINT South was built to demonstrate the potential
and practical application of integrated optics for nulling interferometry with the long term goal
of high contrast direct imaging of exoplanets.
Chapter 1 first sets the context for GLINT, from observing the cosmos as a human endeav-
our, to the the discoveries of thousands of exoplanets and the technical difficulties involved in
their observation. Instrumental solutions to achieve this goal are identified, and in particular
the rise of new photonic technologies is emphasised. Our integrated optics nulling solution:
GLINT, is then presented, and the goals of this PhD project are broken down.
In Chapter 2 the theory of stellar interferometry is introduced, starting from the wave and
coherence formalism followed by a brief historical perspective. The technique is discussed to-
gether with its challenges. The Chapter then delves into the specific techniques of aperture
masking and nulling interferometry relevant to GLINT.
The instrument GLINT South is described in Chapter 3, starting from the photonic chip and a
small introduction to the Anglo Australian Telescope. The system of Adaptive Injection to feed
the starlight into the chip is then described before diving into the optical design details of the
whole instrument. A simple blackbody model to estimate the throughput of the instrument,
used for selecting the beam splitter filters is also presented.
Chapter 4 is dedicated to the analysis of the GLINT data. An analytic expression of the
statistical distribution of the null depth is first derived and implemented numerically to fit the
data. The data reduction is explained and the results of of the analytic model are compared to
an alternative Monte Carlo approach.
Chapter 5 presents the laboratory tests performed with GLINT. A stability issue was char-
acterised, and the photonic chip coefficients measured. The chromatic and polarisation were
investigated.
Chapter 6 reports the on-sky results. First the seeing induced error was characterised. Sub-
sequently the Adaptive Injection systems were tested. A pointing error of the telescope was
discovered and remedied with a manual offsetting procedure. The observing procedure is de-
tailed and finally the results of the observation of 6 stars is presented.
An algorithm was created using Bezier curves to optimise the design of the waveguides in-
side the integrated optics chip in Chapter 7. The design constraints are first laid out, and
the mathematical Bezier curves solution presented. The implementation of the algorithm is
discussed, and the solution for a 4-inputs remapper chip presented. Finally its preliminary
implementation at the telescope is discussed.
Chapter 8 summarises the major points of the present work, offering perspective on avenues for
continued development of these promising technologies.
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Chapter 1
Technological advances for exploring
new worlds
1.1 Observing the cosmos: a human endeavour
Astronomical observations have been part of the human journey since antiquity. For example,
the oldest continuing human civilization, Aboriginal Australians, used the night sky as a map
to navigate themselves in space and time, allowing them to travel long distances and outline
seasons to manage the land resources efficiently and sustainably. All around the world, different
cultures had similar relationships with the celestial bodies, recognizing and analysing patterns
to keep track of time, changes and make predictions. Through the patterns, they made sense of
the cosmic order, both practically and metaphysically. Just as our ancestors did, today we still
look up for answers to questions of our own genesis and place in the universe. Between then
and now, extraordinary technological progress has been made, especially driven by the rise of
modern scientific methods which have compounded the rate of discovery at an accelerated pace,
and ultimately changed our perception of the world.
For thousands of years, the knowledge of the cosmos came from direct naked eye observa-
tions. In 1609, Galileo Galilei was the first to turn the newly invented telescope to the sky. His
telescope was limited by optical aberrations, however despite these he made detailed observa-
tions of various planets and moons of the solar system. This pivotal moment gave a first clear
view into worlds beyond Earth. From then on, the race for larger telescope apertures to increase
both the faint reach and the image quality began. In 1835, George Biddell Huygens used wave
theory of light to explore image formation for the case of perfect optics, arriving at the func-
tion now known as Airy disk. This finding immediately led to the concept of resolving power
embodied by the Rayleigh criterion: θ ≈ 1.22 λD , with λ the wavelength of light observed, D the
diameter of the telescope pupil and θ the minimum angular separation observable between two
points (Airy, 1835). From this, it was possible to establish theoretically that telescopes with
larger apertures also yield greater resolving power as well as collecting more light. However it
soon became apparent that the standard designs, so-called refracting telescopes based on lenses,
rapidly approached limits in their practical size. The issue was resolved with the creation of a
reflecting telescope in 1668 by Isaac Newton. From the time of the first telescope to today, tele-
scopes have grown up to 10 m apertures, and the next generation of extremely large telescopes
has begun construction, with the largest, the European Extremely Large Telescope (E-ELT) at
a staggering 39.3 m diameter. Figure 1.1 illustrates the aperture size of few notable telescopes,
some obsolete and some in construction. These new coming sets of giant eyes on the sky will
undoubtedly bring about significantly more inspiring knowledge about the universe.
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Figure 1.1: Comparison of the primary aperture size for some of the most notable telescopes of
the past, present and future. Image credit: Cmglee (https://commons.wikimedia.org/wiki/
File:Comparison_optical_telescope_primary_mirrors.svg), “Comparison optical tele-
scope primary mirrors”, https://creativecommons.org/licenses/by-sa/3.0/legalcode
1.2 The dawn of exoplanetary science
The last 25 years in astronomy have witnessed a revolution with the discovery and confirmation
of thousands of planets orbiting stars outside the solar system. The vast majority of discoveries
of such objects, now universally known as exoplanets, have been delivered by indirect tech-
niques. These witness perturbations in the environment (usually in the form of some signal
from the host star) rather than attempting the difficult task of capturing the direct light from
the exoplanet itself. The most productive indirect technique is the transit method whereby a
tiny decrease in starlight flux is observed when a planet happens to transit in front of its host
star in the plane of observation. This technique has been prolific, most notably with the Kepler
Space Telescope launched in 2009 to observe the brightness as a function of time of about
150 000 stars (Figure 1.2 [Left]). Another technique, the radial velocity method, detects small
wobbles in the motion of a star due to the gravitational perturbations induced by orbiting ex-
oplanet(s).
Not only have these discoveries proven what many had suspected for centuries – that other
worlds exist beyond the solar system – but also yielded many insights into their distributions
and diversity. It is now estimated that there are likely to be billions of exoplanets in the milky
way alone and that one in five solar-type stars should host an Earth-like planet. While this
knowledge already represents a new step in human exploration, astronomers and dreamers alike
are impatient to start characterizing those other worlds and maybe take the next leap in the
search for the existence of life elsewhere. In this task, isolating the direct light from the exo-
planet is critical. This would allow determination of fundamental properties such as their mass,
3
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orbit, and (most importantly) their atmospheric and surface conditions. Such data would shed
light into their current conditions as well as formation processes, opening a window onto truly
exotic new worlds. Further, if direct planetary light could be fed into a spectrograph separat-
ing it into different wavelength constituents, the prospect for uncovering biosignatures is opened.
However, separating the faint planetary light from the glare of its host star represents a
formidable challenge driving the development of new extreme technologies. To start with,
these distant worlds are tiny viewed from Earth, requiring high angular resolution. For ex-
ample, a solar system at one parsec away would subtend a Sun-Earth angular separation of 1
arcsecond. Only our nearest neighbor star (α Cen at 1.3 parsecs away) offers such a favorable,
yet still challenging, configuration. Larger populations of target stars require observations over
10 parsec distances or more, consequently the angular resolution challenge becomes even more
acute.
Compounding an already difficult problem into a severe technical challenge, exoplanets are
also orders of magnitude fainter than their host star. Direct observation requires instruments
to deliver imagery over scales of around 106 to 109 in contrast ratio. At visible wavelengths
the main sources of flux from planets is reflected light from the host star (conditioned by the
planetary albedo), while in the infrared direct thermal emission will eventually dominate. The
detailed way this plays out depends on many factors such as the age of the planet, its surface
temperature, the nature and composition of the atmosphere and may even implicate time-
varying details such as weather associated with clouds, hazes or illumination effects. From the
point of view of flux ratio, the mid-infrared seems to be the most suited waveband to directly
observe exoplanets. This is illustrated in Figure 1.2 which shows a sweet spot of star-planet
contrast at around 3 µm where the instrumental contrast requirements relax to 105 - 106. Ad-
ditionally, the mid-infrared region is scientifically compelling, containing a list of biomarkers to
look for in exoplanets between 6 and 18µm as detailed by Traub et al. (2000).
Figure 1.2: [Left] Number of exoplanets discovered per year showing two large peaks in 2014
and 2016 from the Kepler data releases (credits: NASA). [Right] Simulated flux of a star and
exoplanet showing a ‘sweet spot’ at around 3 µm where the flux of the planet is high due to
thermal emission and the competing flux from the star as well as the background noise are low.
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1.3 Instrumental techniques for imaging exoplanets
Direct detection of exoplanets requires very high angular resolution at scales of of tenths or hun-
dredths of an arcsecond. Such resolutions can be achieved by the largest telescopes equipped
with modern adaptive optics systems to compensate for the effect of the turbulent atmosphere.
Further gains in resolving power will be made by the new generation of extremely large tele-
scopes on Earth (apertures in excess of 20 m) and also the new James Webb Space Telescope
which will have programs dedicated to the characterisation of exoplanets. However, ground-
based long-baseline interferometers are the true forefront of high angular resolution, combining
the light of several telescopes to create a virtual aperture of size equivalent to the telescope
separation (up to few hundred meters for the largest optical arrays). Lacour et al. recently
achieved the first detection of an exoplanet by optical interferometry (Gravity Collaboration
et al., 2019). While this exploit represents a special case of contrast between the star and the
planet, other techniques, combined with high resolution are needed for typical contrast star-
planet ratios.
A few methods already exist to image exoplanets directly against the overwhelming glare of
their host stars. The most widely developed of these, coronagraphy, uses an occulting mask
in the path of the telescope beam to block the light of the star. Despite due care with so-
phisticated optical arrangements, diffraction at the edges of the mask combined with imperfect
wavefront correction results in significant stray light that can wash out fainter planetary light.
To combat this problem, masks can be oversized to block more starlight but at the expense
of the inner working angle, that is the distance from a star at which a faint source can be
imaged. Coronagraphic instruments have already produced direct images for the few most
favorable exoplanets (Kalas et al., 2008; Lagrange et al., 2010; Marois et al., 2010), but such
results are intrinsically biased towards large planets with very wide orbits around their host star.
Another approach first suggested by Bracewell (1978) is nulling interferometry, where the light
of a star is cancelled out by means of destructive interference arranged to occur on the instru-
ment optical axis, while the off-axis light of any surrounding object is unaffected. Nulling is
regarded as complementary to coronagraphy as it is capable of working very close to the host
star and often within the inner working angle of a coronagraph, making it well suited for observ-
ing planets in relatively close (AU-scale) orbits. Nulling interferometry has been proposed as a
technology for space with the Darwin mission from ESA and the Terrestrial Planet Finder from
NASA. Both missions planned space interferometric arrays, but both were eventually cancelled
due to the premature state of the required technologies such as formation flying of satellites.
However, NASA founded several pathfinder programs, the Keck Interferometric Nuller (KIN)
and the Large Binocular Telescope Interferometer (LBTI) to characterize the degree to which
exozodiacal light acts to contaminate signals from exoplanets. LBTI has demonstrated null
depth as low as 5×10−4 (Defre`re et al., 2015). Another nuller instrument is the Palomar Fiber
Nuller which demonstrated null depth of few 10−4 and recently the detection of a faint com-
panion (Serabyn et al., 2019).
While the presence of a circumstellar disk may well hamper the direct detection of exoplanets,
nulling interferometry also proves to be a high contrast tool for direct observation of those
disks, which are significant to the construction of a coherent theory for planetary formation.
The Hunt for Observable Signatures of Terrestrial planetary Systems (HOSTS) is the program
at the LBTI to characterize exozodiacal light for about 50 candidate main sequence stars for
exoplanetary detection by nulling interferometry (Weinberger et al. (2015). The survey should
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give important statistical insights into the presence of remnant disks and their accompanying
level of contamination which will be important in determining future prospects for nulling in-
terferometry in exoplanetary science.
In addition to astrophysical noise by contamination with disk light, nulling interferometry also
suffers from intrinsic noise. The predominant technical challenge is the level of extinction
required for exoplanetary detection which mandates extreme control of the wavefront in the in-
strument to successfully and destructively interfere the starlight. Not only does the mid-infrared
window require less stringent instrumental contrast and involve many important biosignatures,
but the longer wavelength relaxes the requirements for wavefront control and so it is easier to
create the required null fringe in the interference pattern.
1.4 Photonics empowering a new generation of astronomical
instruments
The field now known as photonics started around the 1960s and boomed rapidly following the
invention of the laser, the laser diode, optical fibers and later, fiber amplifiers. When brought
together, these new technologies can be miniaturized into robust light circuitry, analogous to
electronics, allowing very fine control of the light with unprecedented accuracy and efficiency.
Some of the functionalities offered are the modulation, filtering, transportation, dispersion,
combination and detection of light. This led to the telecommunication revolution and laid the
foundations for the infrastructure of the modern internet. Further, it helped advance quantum
optics and quantum information.
Today, photonic technologies have very wide applications in many different fields of science
and technology, but they tend to work mostly in the visible and near-infrared because of the
extensive investment by the telecommunication industry which employs this spectral range.
Already in 1981, the use of optical fibers was suggested for transportation and combination of
light beams in astronomy (Froehly, 1981). A large range of photonics are now finding concrete
astronomical implementation under the name of astrophotonics (Bland-Hawthorn and Kern,
2009). It has demonstrated excellent outcomes notably for spectroscopy and interferometry
both of which require control of the starlight’s spatial and spectral properties. These successes
are motivating new instrumental research to push photonics devices technology to broader spec-
tral ranges and more applications and operations within astronomy which in turn spin off into
new applications in other fields.
In 1997, the FLUOR instrument demonstrated a signal-to-noise improvement of ≈ 100 in re-
covery of interferometric data from the star Arcturus using optical fibers as a modal filter
(Coude´ du Foresto et al., 1997). One shortcoming of fibers is that they are very sensitive to
environmental factors such as the temperature and pressure which degrades the phase informa-
tion used in interferometry. Integrated optics are photonic devices where the waveguides are
inscribed in a substrate, considerably more robust against such environmental issues. Addition-
ally, integrated optics can combine several components such as directional couplers, where two
single-mode waveguides on, or inside the bulk optical slab, come to close proximity allowing the
combination of their beams through evanescent coupling. These devices are tiny, mechanically
and thermally stable and can simultaneously interfere the light from several pairs of telescopes,
simplifying the alignment and design of instruments.
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Two types of photonic beam combiners are discussed here. The first employs the photolitho-
graphic process to print planar waveguides onto a substrate according to a mask using chemical
reagents and often with several cycles of coating and etching. Lithography is a mature tech-
nique that provides reliable results and while mid-infrared guides can be designed this way, it is
a long, expensive and delicate process with the finished product only offering two-dimensional
design freedom as well as presenting polarisation dependence. Long baseline interferometry al-
ready employs beam combiners of this design, such as GRAVITY, combining four of the VLTI
in Chile (Gravity Collaboration et al., 2017). This is a state of the art instruments, with high
profile physics outcomes such as illustrating the effects of general relativity by observing the
acceleration of the bright star S2 as it orbited the black hole at the centre of the galaxy (Gravity
Collaboration et al., 2018). Another avenue for fabrication of integrated optics components not
yet fully exploited in astronomy is the direct write method, where a pulsed laser beam is focused
inside a glass substrate, inducing local permanent changes to the refractive index (Gattass and
Mazur, 2008). As the modification occurs, the sample may be translated in three dimensions on
precision computer-controlled stages resulting in the potential to sculpt arbitrary waveguides
inside the chip. Such optical chips can be fabricated quickly and relatively cheaply compared to
the lithography. This three-dimensional design freedom inherent to the process allows flexible
waveguide geometries, ideal for combining the light from many different telescope apertures
compared to lithography that only allows two-dimensional waveguide geometries. Furthermore,
the direct-write technique should offer no polarisation dependence of the coupling which is
highly desirable for nulling interferometry. The fabrication of low-loss direct-write waveguides
has been demonstrated (Arriola et al., 2013). This technology is readily available at λ = 1550
nm while ongoing research to characterize new materials suitable for the direct-write in the
mid-infrared is showing promise for example in Gretzinger et al. (2019).
1.5 GLINT: Guided Light Interferometric Nulling Technology
GLINT is a prototype instrument developed at the Sydney Astrophotonic Instrumentation
Laboratory (SAIL) to harness photonics for direct imaging of exoplanets through nulling inter-
ferometry. The genesis of GLINT arose from an earlier technology; that of aperture masking
interferometry. This technique fragments the pupil of a single large telescope into sub-apertures
with the use of an opaque mask, rejecting most of the starlight but allowing a selected subset to
pass through onto the image plane of a camera. Here each pair of sub-apertures from the pupil
plane generates interference fringes. After appropriate processing, sufficient spatial information
about the target can be retrieved for image reconstruction. A key strength of masking inter-
ferometry is its resiliance against “seeing noise” induced by the turbulent atmosphere. This
advantageous signal-to-noise performance is a consequence of the non redundant mask design
in which every pair of sub-apertures is configured to have a unique vector separation. Under
favorable conditions, masking can be extremely cost-effective compared to adaptive optics and
has demonstrated high resolution and high contrast imaging of bright sources, with the discov-
ery of the enchanting pinwheel nebula for example in Tuthill et al. (2008). However, due to the
requirement for non-redundancy, much of the starlight is rejected by the mask making it very
insensitive to faint sources.
One solution to the problem of low throughput at the mask is pupil remapping, a technique
enabled by photonics, whereby the whole pupil is segmented and re-arranged (non-redundantly
if need be) using optical fibers (Chang and Buscher, 1998; Perrin et al., 2006; Tuthill et al.,
2010). This concept works best behind an adaptive optics system in order to ensure efficient
injection of the starlight into the single-mode fibers, as well as stable fringes so to exploit longer
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integration times precipitating higher signal-to-noise ratio. This concept led to the FIRST in-
strument (Huby et al., 2012; Kotani et al., 2008) where each fiber has to be carefully tailored to
exactly match the optical pathlength of its companions to within microns: an intensive process
that is difficult to scale and very sensitive to environmental changes.
Here, an approach using integrated optics, implemented with the direct-write technique, to
sculpt a pupil remapper inside a photonic chip where issues of tolerancing and alignment are
minimised, has many advantages as listed in the previous section. A collaboration between
the University of Sydney and Macquarie University launched the Guided Light Interferometry
Nulling Technology (GLINT) program to develop and implement direct-write integrated optics
technologies for pupil remapping as well as nulling beam recombination in one device, address-
ing both high angular resolution and high contrast for observing exoplanets. The concept is
illustrated in Figure 1.3. A telescope pupil is fragmented with the use of a segmented actu-
ated mirror into several sub-apertures, all of which are focused with micrometre accuracy into a
Figure 1.3: The pupil of a large telescope (upper left) is re-imaged onto a segmented mirror
which fragments it into sub-apertures and feeds them into a pupil remapping photonic chip.
The starlight injected into waveguides is then rearranged from a 2-D into a 1-D linear array.
Next the light is processed by the nuller which performs the beam combination for different sub-
apertures pairs. The light is combined by way of evanescent couplers configured as x-junctions,
while y-junction splitters are used to provide photometric taps that monitor the incoming fluxes.
The phase difference is controlled by pistoning the appropriate segments on the mirror. The
nulling capability is invoked by selecting a phase delay of pi between given waveguide pairs, and
so causing destructive interference of the starlight. As the faint planetary light arrives slightly
off the optical axis of the instrument, it carries with it an additional phase delay and so the
condition for destructive interference is not met. The resulting signals are carried by loose fibers
arranged on a V-groove and collimated by a microlens array before being dispersed by a prism
and observed on a detector.
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pupil remapping chip using a microlens array. The chip remaps the pupil into a one-dimensional
array allowing pairs to be combined together with integrated-optic directional couplers. The
final output is then spectrally dispersed and recorded on an array detector. An early prototype
involved a direct write 3-D pupil remapping integrated optics coupled with a 2-D lithographic
coupling chip (Jovanovic et al., 2012), demonstrated on sky under the name of the Dragon-
fly instrument. Following this demonstration, 3D integrated couplers were designed with the
direct-write process, opening prospects for a more integrated instrument where the coupling
and the pupil remapping functions all occur on the same chip, minimizing losses and producing
a more robust and stable instrument. These newest-generation integrated coupler/nullers have
been installed behind the SCExAO extreme adaptive optics system at the Subaru telescope
(Norris et al., 2020, Appendix A.2) to demonstrate their full operational capability.
The goal of this doctoral project has been to design, fabricate and commission a comprehensive
instrument to test integrated optics devices as they evolve through generations, with real-world
sources of noise and practical difficulty associated with true on-sky operation. Currently, the
direct-write technique produces devices that operate in the telecommunication wavelength of
1550 nm, but research is actively underway to identify new material suitable for the mid-infrared
(Gretzinger et al., 2019; Labadie et al., 2018). Therefore, the design of GLINT must be agile
to translation into the mid-infrared observing band. In its first incarnation, GLINT accommo-
dates a dual remapper/nulling chips. The instrument design allows a straightforward swapping
of the chip at the heart of the instrument enabling rapid turnaround as new designs are tested.
This project was performed in collaboration with Macquarie University where the chips are
fabricated. The test bench was designed particularly for the Anglo Australian Telescope (AAT)
in Australia where generous allocations of observing time were available to support the devel-
opment of this innovative project. This AAT specific instrument is hereafter referred to as the
GLINT South platform with a sister chip deployed at at the Subaru telescope referred to as
GLINT North. Because the AAT has no adaptive optics system, GLINT South also serves
as a demonstration of the starlight injection into single-mode waveguides from large telescope
apertures with no adaptive optics. In order to perform this feat, GLINT South instead uses
a novel system of optics under active control that performs some, but not all of the functions
of a full adaptive optics instrument. The term ‘adaptive injection’ was coined for this system
in which aberrations from the atmosphere (tip and tilt only) are compensated over exactly the
sub-pupils relevant to optimise waveguide injection. This system provides efficient and reliable
starlight injection into the photonic chip, with subsequent propagation within the waveguides
providing higher-order filtering of residual spatial aberrations.
The goals of the projects are broken down as follows:
• Design and build an instrument as a platform to test integrated optics chip devices.
• Characterize the nulling chip in the laboratory (this includes the stability of the nulling,
a protocol for alignment and fully exploring the performance envelope).
• Demonstrate seeing limited starlight injection into the photonic chip.
• Subsequently demonstrate the nulling of starlight.
• Advance the technology by providing new chip design for more baselines and pupil remap-
ping.
• Understand and interpret laboratory and on-sky nulling data by way of mathematical
codes and statistical models.
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GLINT aims at directly imaging exoplanetary light using a hybrid of two diffraction-limited
techniques: nulling interferometry to cancel out the bright glare of the starlight through de-
structive interference, and pupil remapping to harness the full spatial information of a telescope’s
aperture eventually leading to image reconstruction. Interferometric techniques rely on opti-
cal coherence, which is a fundamental aspect of the wave nature of light, as demonstrated by
Thomas Young’s double-slit experiment in the early 1800s. The relationship between inter-
ference and image formation was developed in a comprehensive mathematical formalism more
than a century later in the 1930s with Zernike and Van Cittert. In this chapter, the theory of
interference and optical coherence is first laid out using the formalism of wave optics and statis-
tical optics in Section 2.1. A brief historical perspective is offered in Section 2.2. Applications
to astronomical interferometry, as well as practical challenges in implementation are discussed
in Section 2.3. In particular, the technique of aperture masking, from which pupil remapping is
derived, is explained as this gives an illustration of the recovery of image information from pupil
plane samples. The additional technique of nulling interferometry, as implemented by GLINT,
can be thought of as an extension to these imaging methods into high regimes of high contrast
science. The effect of the atmosphere is also considered and discussed together with adaptive
optics. It is implied throughout the chapter that stellar interferometry refers to optical and
near-infrared wavelengths unless otherwise specified.
Herein, the adopted theoretical nomenclature comes from a number of standard texts in the
field: Principle of Optics (Born and Wolf, 2013), Fundamentals of Photonics (Saleh and Teich,
2019), Principles of Stellar Interferometry (Glindemann, 2011) , Introduction to Optical Stellar
Interferometry (Labeyrie et al., 2006) and Adaptive Optics for Astronomical Telescopes (Hardy,
1998).
2.1 Interference and coherence of light
Light is an electromagnetic wave described by two oscillating coupled vectors, the electric
−→
E and
magnetic
−→
H vectors. It propagates perpendicularly to
−→
E and
−→
H carrying spatial and spectral
information about the source, oscillating at a period of the order of 10−15 s for visible light. By
ignoring the orientation of the vectors (polarisation), the wave can be described as a complex
scalar function U(r, t) proportional in amplitude to E and H:
U(r, t) = a(r)ejφ(r)ej2piνt, (2.1)
so that A(r) = a(r)ejφ(r) is the complex amplitude, j the complex number, φ(r) = 2pirλ the
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phase, λ the wavelength, r the position in space, t the moment in time, ν = cλ the frequency
of oscillation and c the speed of light. U(r, t) is a harmonic function of time and space. The
wavefronts are defined as the surfaces of equal phase φ(r) propagating away from the source
and separated by λ in space and 1ν in time. The wavefronts emitted by a star are approximately
planar when they reach Earth due to the large interstellar distances as illustrated in Figure 2.1.
Because U(r, t) oscillates so rapidly, its instantaneous value is never measured, but rather its
average value over time much longer than 1ν . For instance, the intensity (which is the power
transferred by unit area per unit time), commonly measured by a camera, is defined as the
square of the modulus of the wavefunction for t >> 1ν :
I = |U(r)|2 = U(r)U∗(r), (2.2)
where U∗(r) is the complex conjuguate of U(r).
Figure 2.1: Light as an electromagnetic wave. The electric and magnetic vectors oscillate
coupled to each other in planes perpendicular to the direction of propagation. Light propagates
in every direction and the wavefronts are defined as the surfaces of constant phase and are
separated by the wavelength λ. As the wavefronts propagate away from the source the spherical
curvature diminishes and they appear increasingly locally planar.
One of the founding postulates of the wave formalism of light is that the wavefunction U(r, t)
(Equation 2.1) obeys the wave equation:
∇2U − 1
c2
∂2U
∂t2
= 0. (2.3)
The principle of superposition emerges as a consequence of the linearity of the wave equation.
That is, at a position r and time t, the wavefunction is the sum of all wavefunctions present.
This principle applies to the amplitudes a(r) but not to the intensities, as the intensity is not
a linear function of U(r) as seen in Equation 2.2. For two wavefunctions U1(r, t) and U2(r, t)
generated by a monochromatic point source of wavelength λ the resulting intensity is:
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I = |U1(r, t) + U2(r, t)|2 = I1 + I2 + 2
√
I1I2 cos (φ2(r)− φ1(r) ) , (2.4)
modulated by the phase difference ∆φ = φ2(r) − φ1(r). I(∆φ) displays bright and dark inter-
laced fringes known as the interference pattern. Therefore interference is a direct manifestation
of the wave nature of light and the principle of superposition. These phenomena were all simul-
taneously demonstrated in 1800 by Thomas Young’s double-slit experiment which isolated two
parts of a wavefront and observed the resulting interference pattern, as depicted in Figure 2.2.
Figure 2.2: Schematic representation of a double-slit experiment. A spherical wavefront is
created by passing light through a pinhole. The light is then split by two slits in an opaque
screen. Interference between the two wavefronts generated by the slits cause the famous beat
pattern which can be readily observed on a screen. Figure modified from Stannered (https:
//commons.wikimedia.org/wiki/File:Ebohr1_IP.svg, “Ebohr1 IP ”, annotated, https://
creativecommons.org/licenses/by-sa/3.0/legalcode.
Equation 2.4 is valid for an idealised monochromatic and coherent light source measured by
a perfect interferometric setup. Real light sources are however not coherent. For example,
stars constantly emit thermal light at random wavelength, polarisation and phase at each point
on their surface independently. The resulting wavefront is the superposition of all the different
processes. It results in wavefronts that are irregular but not completely unpredictable, especially
further away from the source where the fluctuations smooth out. There exists a length lc
(equivalently a time tc =
lc
c ) where the properties of the wavefunction are maintained and can
be predicted, this is known as the coherence length lc (equivalently the coherence time tc). While
a simple wave formalism is enough to interpret interference of idealised light sources such as man-
made lasers in a laboratory environment, a statistical approach of the wavefunction becomes
useful to interpret the chaotic starlight. This falls under the theory of optical coherence, which
was first developed notably by Pieter Hendrik van Cittert (van Cittert, 1934) and Frits Zernike
(Zernike, 1938) , and is now a fundamental aspect of quantum optics and modern physics. The
coherence function of a source is defined by calculating the correlation of the wavefunction in
space and time with itself:
G(r, t, dr, dt) = 〈U(r, t)U∗(r + dr, t+ dt)〉. (2.5)
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G quantifies how predictable the wavefunction is at a distance dr and time dt. As G depends
on the intensity it is convenient to define the normalised coherence:
γ =
G(r, t, dr, dt)
I
(2.6)
with I the total intensity from Equation 2.2. Similarly, the mutual coherence between two
wavefunctions U1 and U2 is defined by their correlation:
G(r1, r2, t, dt) = 〈U(r1, t)U∗(r2, t+ dt)〉. (2.7)
and normalised as the complex degree of coherence:
γ12 =
〈U(r1, t)U∗(r2, t+ dt)〉√
I1I2
. (2.8)
γ relates to the complex contrast of the fringe, or visibility V , as:
V =
2
√
I1I2
I1 + I2
γ12. (2.9)
By rewriting Equation 2.4 as:
I = I1 + I2 + 2
√
I1I2|γ12| cos(Φ), (2.10)
with Φ the phase of γ12. Therefore, the interference serves as a measure of the degree of co-
herence. A fully coherent source, |γ12| = 1, displays maximum fringe contrast, while a non
coherent source |γ12| = 0 results in no intereference with I = I1 + I2.
The temporal coherence of light is measured at dr = 0:
G(t, dt) = 〈U(r, t)U∗(r, t+ dt)〉. (2.11)
The coherence times tc is often defined as the interval dt were G has decreased by
1
2 . It can be
shown that the coherence time is directly proportional to the bandwidth of the source:
∆ν =
1
tc
, (2.12)
such that a large coherence G corresponds to a narrow bandwidth source and a short coherence
corresponds to a wide spectral width. In fact, the wavefunction from a polychromatic source
is the sum of all the different wavefunctions. All frequency components oscillate slightly out of
phase from each others resulting a loss of coherence. The wavefunction is decomposed in its
individual frequency components:
V (ν) =
∫ ∞
−∞
U(t)e−j2piνtdt. (2.13)
V (ν) is the Fourier transform of U(t) and it is defined such as it is zero for negative frequencies.
The energy per unit frequency and unit area is:
S(ν) = 〈|V (ν)|2〉, (2.14)
known as the power spectrum of the source. It can be shown that:
S(ν) =
∫ ∞
−∞
G(τ)e−j2piντdτ, (2.15)
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which is the Wiener-Khinchin theorem. Practically, this means that interferometry can be used
to measure the power spectra of a source. In the context of stellar interferometry, it is important
to understand how observing a star at a finite bandwidth will decrease the contrast of the fringe
as a function of phase delay ∆φ as illustrated in Figure 2.3.
Figure 2.3: For a polychromatic light source, each frequency component produces its own
interference. At zero pathlength delay ∆φ = 0 all the wavefunctions superpose, but as the
pathlength delay increases the individual interference patterns becomes more and more out
of phase from each other resulting in a global washed-out interference pattern. The contrast
between the fringes decreases rapidly with ∆φ as the number of spectral bandwidth increases.
In close analogy to temporal coherence, the spatial coherence is a measure of the predictability of
the wave function in space. The light emitted by an extended source results in the superposition
of the waves emitted by all points on the source, so that larger sources have shorter spatial
coherence and smaller sources have larger spatial coherence. The Zernike van Cittert theorem
states that the mutual coherence G(u, v, dr = 0) is the Fourier transform of the intensity of the
source I(x, y) :
G(u, v, dr = 0) =
∫ ∫
I(x, y)e−2pij(ux+vy)dxdy, (2.16)
where the baseline B is expressed as coordinates (u, v) by projection into the plane of observa-
tion relative to the plane of the source (x, y) which are both perpendicular to the direction of
light propagation (Figure 2.4). By measuring the mutual coherence at several positions (u, v) it
is possible to reconstruct an image (two-dimensional brightness map) of the source, a technique
known as aperture synthesis. For example if separate telescopes are arrayed at fixed locations
on the ground, then due to the Earth’s rotation the observing baselines will rotate relative
to the orientation of the celestial target throughout the observation. An observing sequence
of such new measurements G(u, v, dr = 0) accumulates information in a procedure known as
super-synthesis.
For a uniform disk of angular extent θs observed with an interferometer consisting of two
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Figure 2.4: Intensities in the image plane I(x, y) are related to mutual coherence G12(u, v, 0)
in the uv-plane through a Fourier transform. One baseline corresponds to one u,v sample at a
location obtained by projecting the baseline vector ~B onto the sky-plane. As the Earth rotates
the baseline is rotated with respect to the target, providing more distinct samples and hence
more image information.
apertures separated by B the complex coherence is calculated to be:
|γ12| =
∣∣∣∣∣2J1
(
piBθs
λ
)
piBθs
λ
∣∣∣∣∣ (2.17)
with J1 the first order of a Bessel function (of the first kind). γ12 is plotted for few examples
of angular diameter in Figure 2.5 and is zero at B = 1.22 λθs , so that the resolving power of an
interferometer is defined as:
R =
λ
B
, (2.18)
compared to the Rayleigh criteria which express the resolving power of a telescope of diameter
D as limited by the diffraction:
R = 1.22
λ
D
(2.19)
However, the arbitrary criteria:
R =
λ
2B
, (2.20)
is often adopted (Monnier, 2003) as it is still possible to extrapolate visibility curves (such as
seen on Figure 2.5) with a few visibility measurements, which is further aided with clever data
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processing. With very long baseline interferometry, the complex degree of coherence can be
measured with very high angular resolution.
Figure 2.5: |γ12| as a function of the baseline B for three uniform disk resolved stars of diameters
20, 40 and 100 mas.
Although in term of resolution, an interferometer acts as a virtual telescope of diameter equal
to the baseline, it does not match the sensitivity of a telescope of that size as the sensitivity is
proportional to the total collecting area. On the other hand, for interferometers with baselines
measured in hundreds of meters, such a filled aperture is neither practical nor affordable. Often
times interferometry is limited to bright sources, and in most cases sensitive, low noise detectors
have to be used.
2.2 A short history of stellar interferometry
While the coherence formalism offers a deeper interpretation of the interference phenomenon,
the relationship between the source size and the contrast of the fringe can be derived with wave
optics and geometry only. The first astronomical application for interferometery came in 1867
when Fizeau envisioned to use a double slit apparatus on a telescope to measure stellar angular
diameters (Fizeau, 1868). The starlight would be collected at the two sub-apertures created by
the mask and the resulting wavefronts would interfere in the image plane at the telescope focus.
The experiment was attempted by Ste´phan shortly afterwards on the 80 cm Marseille observa-
tory telescope, which was at the time the largest in the world, but he soon realised that this
was not sufficient to resolve the diameter of a star. In 1890, Michelson developed a thourough
mathematical theory of stellar interferometry and used it for the first time to measure the size
of Jupiter’s satellites on a 30 cm telescope (Michelson, 1890, 1891). Moreover, he realised that
the angular resolution could be improved by increasing the baseline between the apertures,
rather than the diameter of the telescope. With Pease, he made a new design to collect the
light using two independent mirrors at an adjustable separation on top of the primary mirror of
the Hooker telescope on Mount Wilson providing a baseline of up to 6 m (Michelson and Pease,
1921). The two outer mirrors collected the star light and reflected it back onto the telescope
using secondary mirrors. With this apparatus he was able to successfully measure the angular
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diameter of several Red Giants: stars with the largest apparent size in the sky. In order to
adjust the instrument to obtain interference fringes, a wedge of glass in one of the beams was
adjusted to provide fine tuning of the path delay. The accurate measurement and control of this
path delay was the main challenge of the technique, and efforts to up-scale to a large dedicated
instrument with still longer baselines found practical difficulties that technology of the day was
unable to solve.
Following Michelson and Pease’s unsuccessful attempts at a large interferometer, the field lay
dormant for two decades. The idea was principally revived with the postwar advent of radio
astronomy, where the challenges of maintaining stability of the fringe phase are significantly
relaxed, mainly due to the very long wavelength of the radiation. With such successes spark-
ing new interest, in 1954 radio astronomers Hanbury Brown and Twiss returned to the optical
problem, inventing a new technique of intensity interferometry, for the first time using two sepa-
rate telescopes and detectors to measure stellar intensity fluctuations independently. Then they
correlated the signals measuring the second order stellar mutual coherence (Hanbury Brown,
1956). They subsequently built an interferometer in Narrabri in Australia in 1974 with a 188 m
maximum baseline (Hanbury Brown, 1991). This was possible because intensity interferometry
does not require the same high degree of optical precison that prevented Michelson and Pease
since it deals with the second order mutual coherence function. However intensity interferom-
etry suffers from very low signal to noise ratio and could only observe the thermally brightest
stars. Their work is also regarded as the foundational experiment in the modern field of optical
coherence and statistical optics.
At around the time of the Narrabri Intensity Interferometer, Antoine Labeyrie developed the
technique of speckle interferometry, which studies the statistical properties of speckles gener-
ated by the turbulent atmosphere on starlight. He also demonstrated the first physical fringe of
starlight between two independent telescopes in 1974 (Labeyrie, 1975) which marked the genesis
of the modern architecture for stellar interferometry. This was achieved by bringing the light
from two telescopes into a common beam recombination laboratory. Here the starlight could
be compensated for any differential optical pathlength delays before being combined forming
an interference pattern. The underlying principles were essentially those of Michelson, however
progress with the technical hurdles was now made possible by the advent of new technologies
such as electronic detectors, computers and control systems now available partly as a legacy of
the second world war and the cold war. In 1974, Ryle received the Nobel Prize for the devel-
opment of aperture synthesis in radio interferometry (Ryle et al., 1959) and Shao and Staelin
(1980) achieved optical fringe tracking enabling larger baselines and longer exposure times.
Optical stellar interferometry has since been a very active field of astronomy, with many more
techniques flourishing. In the late 80’s the technique of aperture masking was developed (Bald-
win et al., 1986) as a revival to Fizeau’s original idea to use a mask on a single telescope,
together with the new aperture synthesis framework, which lead to the first ever image of the
surface of a star other than the Sun (Buscher et al., 1990). Shortly after, the Cambridge Opti-
cal Aperture Synthesis Telescope (COAST), developped by the same group, saw its first light.
COAST combines light from four 0.4 m telescopes with baselines up to 100 m (Cox, 1994).
In California, the Palomar Testbed Interferometer (Colavita et al., 1999) was constructed with
three 0.4 m telescopes separated by up to 110 m as a tesbed for the Keck Interferometer. It
used fringe tracking and performed the first on-sky nulling interferometry measurements. Also
worth mentioning is the Navy Prototype Optical Interferometer (NPOI) (Benson et al., 1996),
a joint project between the Naval Research Laboratory and the US Naval Observatory with the
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participation of the Lowell Observatory near Arizona operational since 1996. It can combine up
to six mobile 0.5 m telescopes with a baseline up to 80 m. The Keck Interferometer (Colavita
et al., 2004) linked the two 10 m Keck telescopes in Mauna Kea in Hawaii providing high sen-
sitivity, but stopped receiving funding in 2012. The Large Binocular Telescope Interferometer
(Wagner, 2010) in Arizona can combine two fixed telescopes of 8.4 m at 14.4 m since 2008.
The Very Large Telescope Array Interferometer (VLTI) array in Chile, is the European large
interferometer operational since 2001 with currently four beam combiners. MATISSE (Lopez
et al., 2014) combines telescopes in the L, M and N bands, GRAVITY (Blind et al., 2015) in the
K band with spectroscopic and tracking capabilities and PIONIER (Le Bouquin et al., 2011)
in the H band. Four movable 1.8 m and four fixed 8.2 m telescopes can be combined with a
baseline up to 200 m. The Center for High Angular Resolution (CHARA) (ten Brummelaar
et al., 2005) in California and operational since 2004 consists of six telescopes with a maximum
baseline of 330 m. It also possesses several instruments to combine and disperse the light from
the telescopes at different band and resolution. MIRC-X (Monnier et al., 2006) can combine
and disperse the beams from all six telescopes in the J- and H-bands. VEGA (Stee et al., 2006)
operates in the visible with a minimum resolution of 0.3 mas. PAVO (Ireland et al., 2008) oper-
ates from 630 to 950 nm combining two to three telescopes with a resolution down to 0.2 mas.
JouFLU (Scott et al., 2013) combines two telescopes light in the K band. To this day those
two last facilities are revealing the finest details of the universe at unprecedented resolutions
and are both undergoing the process of installing adaptive optics on their telescopes as well as
commissioning powerful new beam combiners based on integrated optics.
2.3 Interferometric techniques
The elements of a modern stellar interferometer
With wavelengths of the order of one micron, the main challenge confronting optical inter-
ferometry is to coherently superimpose the segments of the wavefront collected over a sparse
array. The difficulty generally increases as the separation between the interferometric apertures
increases, driving design complexity and imposing some instrumental constraints. Below, a list
and short explanations of the different elements comprising modern interferometers are given,
with reference to Figure 2.6 which provides an illustration of the principles and requirements.
Apertures: The starlight is collected at individual apertures of location ri. They can be
independent telescopes or sub-apertures on a single telescope discriminated by a mask.
Baseline(s): The separation and orientation between a pair of apertures determines the
mutual coherence between the wavefunctions. If the interferometer array is composed of
N telescopes then the number of baselines is N(N−1)2 .
Beam transportation: The collected light needs to be transported from the apertures
to mutually interfere. This is achieved by sets of relay optics and mirrors. The wavefronts
need to be controlled to a fraction of a micrometer for visible starlight to preserve the
coherence. This is the main challenge, especially for long baseline interferometry. Typi-
cally light is propagated through evacuated pipes to avoid turbulence and dispersion from
extra air path.
Delay lines: These usually consist of a movable mirror (often on rails) to compensate
for differential pathlength introduced by the baseline and array/target geometry. Larger
baselines require correspondingly larger delay lines.
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Atmospheric compensation: For smaller interferometer apertures, sufficient perfor-
mance can be obtained by removing the first-order tip and tilt of the wavefronts with an
actuated mirror. Large apertures need to additionally deal with the higher order distor-
tions of the wavefunction by the atmosphere. This can be done with the installation of a
dedicated adaptive optics system for each aperture.
Optical delay control: A very fine control of the path delay – to within a few wave-
lengths – is necessary to obtain the interference. This can be achieved using high precision
actuated mirrors. One example is to use piezo transducers which undergo nanometer dis-
placements in response to an imposed electric field.
Beam combination: All else being functional, once the beams are superpimosed an
interference pattern will be created. This can be done by physically superpimosing the
beams in either the image plane or the pupil plane. A lot of interferometers are now using
integrated optics beam combiners, where the beams are fed into waveguides on a small
optical chip. The beams interfere with each other inside the chip. The waveguides allow for
reliable and sturdy transportation and superposition of the beams. By using single-mode
waveguides, the wavefronts are cleansed of residual phase corrugations and distortions
allowing for a more pure coherent interference term (the loss of mutual coherence is greatly
reduced). Furthermore, this combination method allows beams from several apertures to
be simultaneously combined within a very small and effective component.
Detector: A device on which the fringes are projected to be recorded is required. Ideal
detectors have high efficiency and can be read out at high speed with low noise.
Computing and processing: Computing capabilities are used to control the many
active subsystems within the interferometer, as well as to perform the final data acquisition
and archiving. A large interferometric array generates a significant volume of data so that
efficient staging and storage capabilities are required. Finally, specific algorithms are used
to process the data, ultimately delivering retrieval of physically meaningful properties
associated with the target being observed.
The atmospheric perturbation
One very important limitation of ground-based observations, already touched upon, is the in-
convenient disordering effect the atmosphere has on the wavefronts. The atmosphere can be
conceptualised as a turbulent and inhomogeneous medium composed of air pockets of different
density, hence differing refractive indexes. As the light passes through, it undergoes phase de-
lays which render the overall wavefront distorted as illustrated in Figure 2.7. This process is
characterised by the coherence length of the atmosphere r0 which corresponds to the distance
over which the wavefronts become de-correlated (Chromey, 2010). r0 depends on numerous
atmospheric parameters such as the air pressure, wind and temperature. In some astronomical
facilities, r0 can be measured to characterise the quality of the observations. The smaller r0,
the more distorted the incoming wavefronts. This limits the resolution of any telescope which
becomes:
R = 1.22
λ
r0
, (2.21)
independent of the telescope diameter D. While the effect is extremely cumbersome to as-
tronomers, it does not completely destroy the information contained in the incoming wavefronts,
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but it severely mixes it up, so that to retrieve the information the wavefront must be ‘disentan-
gled’.
Figure 2.6: Principle elements comprising an interferometer. The wavefront from a stellar source
is collected at two (or more) apertures, here two individual telescopes separated by baseline B.
The observing geometry introduces a pathlength delay between the two telescopes which is
compensated by a delay line. The beams are carried to combine and interfere at the detector,
with the resulting interference pattern recorded electronically.
One way to get rid of the atmospheric disturbance is to get rid of the atmosphere by sending
telescopes into space. This is the most expensive, risky and limited solution. In fact, the instru-
ments and technology have to be space compliant and it is not yet possible to put very large
telescope in orbit. Back on Earth, interferometry has been the forerunner of diffraction-limited
astronomy, as it is diffraction limited (Equation 2.18) rather than seeing limited (Equation 2.21).
For the case where sub-apertures are of order the seeing coherence length of r0, the primary
effects of the atmosphere are to introduce a tip-tilt term (controlled with a steerable mirror)
and an additional and dynamical pathlength delay between the two interferometric arms. For
an interferometric array with large apertures, higher order wavefront correction is required or
else the contrast of the resulting fringes will be seriously degraded.
Babcock (1953) imagined that the atmospheric disturbance could be measured and compensated
for with the use of a deformable mirror. This idea was heavily developed by the military in the
1960s and ’70s for various applications including imaging spy satellites through the atmosphere.
When the research was declassified, astronomy was able to benefit from the technology and con-
tinue to mature and perfect it the intervening decades. The principle of adaptive optics (AO),
is shown in Figure 2.7, and entails part of the starlight split to a wavefront sensor to measure
the phase disturbance from the atmosphere. Many of the earliest AO systems achieved this
with a Shack-Hartman sensor, in which a grid of lenslets focus different parts of the wavefront
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on a detector. The result is a grid of focussed points, one from each lenslet. The exact position
of one point depends on the phase tilt of the incoming wavefront across that lenslet. The ideal
flat wavefront would then produce a regular grid of equidistant spots. A deformable mirror,
placed in the path of the starlight in the instrument, then applies the inverse of the measured
disturbance to compensate for it. This process must be performed faster than the atmospheric
coherence time t0, which corresponds to the time-scale of changes on the wavefronts. Most
often, the wavefront sensor does not measure the raw incident wavefronts but rather the beam
after correction applied by the deformable mirror (the scenario depicted in Figure 2.7). This is
called closed-loop operation and is the most common type of arrangement. Most large telescopes
now possess adaptive optics system(s), however it remains a complex and expensive solution
to the problem of atmospheric distortion. The fully-corrected field of view is also limited (usu-
ally of order arcseconds) because the phase errors become de-correlated over larger field angles.
Specific problems such as this have caused adaptive optics to split into several sub-fields each
developing separate technologies to address issues of field-of-view (GLAO, MCAO, MOAO), of
obtaining the best possible correction over narrow fields (ExAO), and of extending faint reach
of imaging (LGS-AO). For a recent review, see Guyon (2018).
Figure 2.7: The effect of the atmosphere on an incoming wavefront and correction with adaptive
optics systems. The plane wavefronts from a distant star pass through the Earth’s atmosphere
composed of different turbulent air pockets of varying refractive index. As a result, the wave-
fronts are distorted. A deformable mirror reflects the light into an instrument where a beam
splitter redirects some of the beam onto a wavefront sensor, here a Shack-Hartman sensor. The
sensor uses a set of micro-lens array to focus parts of the wavefronts in a grid pattern. The
displacements of the focussed spots on the sensor describe the distortion of the wavefronts. An
inverse distortion is applied to the actuated mirror that compensates for the atmosphere. The
sensor and mirror operate in a closed-loop to correct instantaneously. The instrument can then
be used to promote the correction into the diffraction-limited regime.
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Aperture masking
In 1986, after modern interferometry took off, two separate groups in the UK and Australia
(Baldwin et al., 1986; Frater et al., 1987) proposed to revive Fizeau’s original idea to use a mask
in front of a telescope to mitigate the atmospheric seeing. This was influenced by progress made
in coherence theory, as well as the availability of new detectors and computing capabilities.
Aperture masking interferometers work by placing a mask directly onto the telescope’s pupil
plane (or a conjugate plane in the path of the telescope’s light). Holes in the mask create sub-
apertures from which the starlight interferes directly in the telescope’s image plane. The result
is the superposition of fringes from every aperture pair (baseline). A Fourier transform applied
to the image creates a two-dimensional power spectrum where each point corresponds to the
square visibility of one baseline. Figure 2.8 shows some examples of masks (top row) with the
resulting power spectrum (bottom row). To produce high signal to noise ratio data that rejects
seeing noise, the mask deploys a so-called non-redundant hole pattern. That is, each baseline
(vector length and orientation of B) exists only once. Indeed, if a baseline is replicated, the
resulting point in the power spectrum will be the average of both baselines, and the visibility of
that point will then decrease due to the random phase between the apertures introduced by the
atmosphere. Because any convenient number of non-redundant pair of holes can be used, the
uv plane can be heavily sampled and measured simultaneously allowing straightforward image
reconstruction. Normally, a trade-off has to be made between throughput (few large holes) and
better Fourier coverage (many small holes) when choosing an appropriate mask. This technique
is rather inexpensive and simple to install on a large telescope, allowing it to reach diffraction
limit and high contrast imaging capability. When combined with AO, aperture masking al-
lows both high angular resolution and moderate sensitivity. However, one of the drawbacks of
aperture masking is the loss of starlight by the mask, so it is not suitable for faint targets.
Figure 2.8: Example of aperture masks in the aperture plane (top rows) and their resulting
power spectra in the uv-plane (bottom row). Each pair of holes produces a unique visibility in
the interferometric plane.
An emerging approach that attempts the best of both worlds – excellent calibration properties of
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non-redundant interferometry together with full utilisation of the telescope pupil – is the idea of
pupil remapping. The whole telescope pupil is fragmented and re-arranged into a non-redundant
configuration using photonic components – a procedure also known as spatial multiplexing. This
can be done by feeding each sub-aperture into individual optical fibers then re-arranged as a
non-redundant array, or into waveguides of an integrated optics. This has not yet been achieved
but is technically possible however challenging as it requires the phase control of the individual
baselines. The aim is to simultaneously obtain both high throughput and full uv-plane coverage.
Nulling interferometry
Nulling interferometers manipulate the phase in one of the interferometric arms to be delayed
by ∆φ = pi so that the central fringe corresponds to a deep minimum (destructive interfer-
ence). This can be used to extinguish starlight and directly observe faint companions such as
exoplanets, as suggested by Bracewell (1978). Indeed, the light of a nearby companion enters
the interferometer at a slightly skewed angle θ, so that its phase is delayed additionally by
B sin(θ) ≈ Bθ (Figure 2.9). The light of the (on-axis) star is suppressed by destructive in-
terference, allowing the observation of the much fainter companion whose off-axis phase is not
similarly suppressed. When several baseline lengths and orientations are used, all the while
keeping the primary star centred on the optical axis so that it always lies within the central null
(dark fringe), the net signal passing through the device becomes modulated by the compan-
ion as the changing observing geometry carries it through minima and maxima of the nuller’s
transmission. This signal varies with the baseline projected on sky, as seen on Figure 2.10.
From this, the companion’s luminosity and separation can be inferred. In the best scenario of
very deep nulling (high contrast), with extensive uv-coverage comprising large baselines (high
angular resolution) images of objects as faint as an exoplanet can theoretically be recovered.
However, because of the level of extinction of the light from the stellar core required, nulling
meets several practical challenges. The destructive cancellation must apply to both polarisations
of light, and over all the wavelengths over the bandwidth observed. Extremely precise control
of the optical pathlength difference is essential to maintain a stable null: a challenging task in
the presence of atmospheric turbulence. Effects such as birefringence or wavelength dispersion
in the instrument, even if quite minor and negligible for most purposes, may become critical
error terms for a nuller. As a general design principle, balancing the symmetry between the
interferometric arms to a very high degree is a major driver. Even if instrumentation could be
designed to work perfectly, the degree of extinction provided by nulling interferometry would
still be limited by fundamental issues such as the non-zero angular size of the star. Only a
perfect mathematical point source can be nulled absolutely, and so the star’s angular extent on
the sky will decrease the contrast obtainable. Nulling interferometry defines the null depth N
as:
N =
Imin
Imax
, (2.22)
which relates to the visibility as:
N =
1− V
1 + V
. (2.23)
And a star of angular extend θs, modelled as a uniform disk, produces a null depth of (Absil
et al., 2006, 2011):
N =
pi2
16
(
θsB
λ
)2
(2.24)
23
Chapter 2. Principles of stellar interferometry
Figure 2.9: The principle of nulling interferometry. The light of a star is collected by two
apertures separated by a distance B. A phase delay of pi is introduced into one of the arms to
produce a deep central minimum in the interference of the beams. If a planet orbits the star at
an angular separation of θ, its light enters the instrument off-axis introducing a further delay
of B sin(θ). As a consequence, planets photons are not suppressed by destructive interference
as is the starlight, which as been highly extinguished.
Figure 2.10: Null depth modulation as planet(s) rotate about a centrally nulled star in the plane
of observation. The fringe spacing depends on the baseline. Modulation occurs as the position
of the planet traverses the projected fringe pattern.
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2.4 Summary
Historically, stellar interferometry was developed as a tool to measure the angular diameters
of stars and separations of binaries. As coherence theory matured, interferometry evolved into
more powerful forms, retrieving spectral and spatial information sufficient for polychromatic
imaging, and at the same time developed methodologies that are quite robust against noise
arising from atmospheric seeing. Furthermore new detector and computing technologies avail-
able from the last half century have facilitated the advance of more elaborate and capable
techniques. Above all, interferometry provides the highest angular resolution available to as-
tronomy as it can exploit individual telescopes at large separations. By observing the cosmos at
incomparable scales of detail, interferometry has revealed new astronomical processes otherwise
unknown or unobtainable by humankind. Combining the technique of pupil remapping with
nulling interferometry could allow the discrimination of the faint light of a planet from that
of its host star to measure the orbital separation and flux ratio. Ultimately the technology of
nulling will permit to go well beyond the making of an image, isolating and separating plan-
etary light for subsequent dispersion in a spectrograph to reveal atmospheric abundances and
surface compositions – with the eventual visionary goal of obtaining signatures of an active
extra-terrestrial biosphere.
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The GLINT South Instrument
GLINT South is a pilot instrument built to demonstrate the potential of pupil remapping nulling
interferometry with direct-write integrated optics. At the heart of the instrument is a photonics
chip featuring 3D inscribed waveguides that provide the pupil remapping, the interferomet-
ric beam combination and photometric monitoring. It has been developed and designed in a
collaboration between the University of Sydney and Macquarie University (MQ). A generous
allocation of observing time was made available for this project at the 3.9 m Anglo Australian
Telescope (AAT) at Siding Springs by the Australian Astronomical Observatory. Therefore
GLINT South was designed to interface specifically with this telescope. As the AAT does not
possess any atmospheric correction system, a large part of GLINT South instrument is dedi-
cated to the control of the aberrated starlight in order to optimise the injection into the chip.
This was done with a system called Adaptive Injection (AI). Somewhat simpler than a full AO
system, AI requires only the tip and tilt of the incident light to be corrected as the single-mode
waveguides provide direct filtering of the higher modes of the atmospheric disturbance. This
was achieved with a segmented actuated mirror, with each segment individually and actively
correcting the injection into each associated waveguide in a closed-loop operation. The actuated
segments were further used to accomplish fine piston control of individual beam pathlengths
to produce destructive interference inside the chip. As a first step, the instrument employs
a nulling chip with one directional coupler at λ = 1550 nm yielding a single baseline. Two
outermost segments of the segmented mirror have been selected to create an effective baseline
of 2.7 m. The outputs of the chip are coupled directly into loose single-mode fibers feeding
photodiodes.
In this Chapter, the instrument is described in detail, starting with the photonic chip in section
3.1, a brief introduction to the AAT in 3.2, a description of the AI system in 3.3, then the
outline of the whole instrument layout with the various optical components and their design in
3.4. Section 3.5 details an alignment procedure of the instrument. Finally section 3.6 presents
an analysis of the expected throughput.
3.1 The photonic nulling chip
The heart of GLINT is the photonic nulling chip. The chip was fabricated using the direct-
write technique described by Arriola et al. (2013) and Gross et al. (2014). In this process,
a high repetition (5.1 MHz) pulsed laser of 90 nJ pulse energy is tightly focussed inside the
chip generating a highly localised permanent change of refractive index. The chip is held on a
3-axis air bearing stage translated at a smooth speed of 500 mm/min such that the focussed
laser beam can engrave 3D waveguides inside the chip. Such pulsed energy results in large
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multimode waveguides so the chip was subsequently heated in two steps to 750° C and then
cooled down to 18°C over 120h, a novel technique which allowed the efficient annealing of the
outer cladding, resulting in ≈ 10µm single-mode waveguides while also removing birefringence.
As a consequence, a refractive index contrast of 8.4×10−3 was achieved providing very low loss
waveguides with a measured throughput of > 80% (corresponding to less than 0.029 dB/cm
for the chip length of 3 cm). Images of one of the resulting waveguides is shown in Figure 3.1
before and after annealing, together with the measured mode profile.
Figure 3.1: Images of one of the waveguides in cross section (a) before and (b) after the annealing
process. The measured mode profile is given in (c), corresponding to a single-mode guide at
1550 nm. Figure from Arriola et al. (2013)
Figure 3.2: Illustration of the integrated optics nulling chip (not to scale). Input beams couple
into two inscribed waveguides which then undergo a smooth sidestep to avoid interference with
the cone of stray non-coupled light from the injection (yellow). Two y-splitters provide taps
to monitor the photometry of the inputs. The waveguides come very close to each other in
the directional coupler where the modes are mixed through evanescent coupling of the fields
producing the interference.
The first nulling chip fabricated contains two waveguides that carry the interferometric beams,
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while maintaining their pathlength difference, into the x-junction where the beams interfere. A
schematic of the waveguide architecture inside the chip is displayed in Figure 3.2. The waveg-
uides first undergo a side-step to avoid any interference of the outputs with stray light in the
bulk – a strategy that has been characterised in Gross et al. (2014) and in Norris et al. (2014).
Each waveguide goes through a y-splitter, where 1/3 of the light is used for photometric mon-
itoring of the incoming beams. The second branches of the y-splitter bring the waveguides into
close proximity forming the x-junction or directional coupler where the beams superpose via
evanescent coupling.
Figure 3.3: Pictures of the chip with its microlens array (mounted on the square bracket struc-
ture) held by a gloved hand (left) and mounted in a metal bracket and back-illuminated with a
red laser.
After fabrication, a microlens array (MLA) was permanently mounted on the chip to inject the
light into the waveguides. The MLA used is from Suss1, it has a pitch of 30 µm, thickness
of 0.9 mm and radius of curvature of 42 µm. To mount it, the chip was back-illuminated
and the outgoing beams were focused on a camera with a lens. The position of the MLA was
fine-adjusted so that the resulting beams on the camera displayed the best focus and the MLA
was permanently positioned using a UV-cured glue. The alignment of the MLA to the chip is
critical to ensure the best performance. In the event of the MLA not being perfectly parallel
to the chip, the coupling wouldn’t be optimal and an additional phase delay between the two
waveguides would be introduced. Finally, loose single-mode fibres were butt coupled to the
waveguide outputs on the chip to carry the fluxes for downstream use. Pictures of the chip are
shown in Figure 3.3.
3.2 The Anglo Australian Telescope
The Anglo Australian Telescope is a 3.9 m telescope located at the Siding Spring Observatory
in Coonabarabran, Australia. It started its operation in 1974 and is currently one of the most
productive 4 m class telescopes in the world, with excellent optical quality and access to the
Southern Sky in Australia’s only dark sky park (Warrumbungle National Park). A picture of
the observatory and the telescope is shown in Figure 3.4. It was one of the last large equatorial
telescopes built; its horseshoe mount requiring motion only in one axis to track the stars as the
sky turns due to the rotation of the Earth. GLINT was installed at the Coude´ focus of the
telescope which is shown in Figure 3.5. The light from the telescope enters the room from the
bottom of the figure and hits the so-called Coude´ 5 mirror (the fifth reflection from the AAT)
which is motorised and slaved to the telescope hour angle drive. The light is hence tracked and
redirected to the Coude´ room 1 (on the right) where GLINT was installed. A simple two inch
1https://www.suss-microoptics.com/en
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planar mirror was used on GLINT bench to pick off the telescope light and inject it directly
into the instrument, as described in the following sections.
Figure 3.4: Pictures of the Siding Springs Observatory in the Warrumbungle National Park in
New South Wales, Sydney. The large dome encloses the 3.9 m Anglo Australian Telescope (left
picture). Image credits from Wikipedia (https://en.wikipedia.org/wiki/Siding_Spring_
Observatory) and the Australian Astronomical Optics (https://www.aao.gov.au/).
Figure 3.5: A diagram of the AAT Coude´ focus room. The light from the telescope enters
the room from the bottom of the figure, it hits the Coude´ 5 mirror motorised and slaved to
the telescope hour angle drive so that the light is maintained horizontally on the path of the
telescope focus. The mirror is oriented to feed a smaller room, Coude´ room 1 on the right-hand
side where GLINT South was installed. Drawing from the Australian Astronomical Optics
(https://www.aao.gov.au/).
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3.3 The adaptive injection
A major task of GLINT South is to manage the injection of the seeing limited starlight into the
chip. Without active compensation to stabilize the beams, this task is made almost impossible
by the single-mode nature of the waveguides and their numerical aperture. To solve this prob-
lem, a system of active injection was designed to optimize the injection of the interferometric
apertures individually into the chip.
The principle is shown in Figure 3.6. GLINT uses a mask to select apertures on the tele-
scope pupil, at the AAT, those sub-apertures are D = 0.63 m, of the same range of the typical
turbulence coherence length of 1 m. For this regime, the wavefront errors are mostly dominated
by tip and tilt errors. The idea of the active injection is to compensate for the first order errors
on the sub-apertures individually and in real time. The residual higher order errors are handled
by the single mode nature of the in-chip waveguides. The correction is done in two steps. First,
Figure 3.6: An illustration of the principles of the active injection system. First, the light from
the telescope (top left) is collimated. A tip/tilt mirror in a closed loop with a camera stabilises
the incoming beam onto the optical axis of the instrument. A set of lenses re-image the telescope
pupil onto a segmented actuated mirror. Two of the segments are selected with a mask to act
as sub-apertures of the telescope feeding the nulling chip. The sub-aperture beams are focused
individually by a micro lens array onto a camera which is in a closed loop with the segmented
mirror. Finally, the two beams travel through a beam reducing telescope that matches them to
a microlens array focussing into the chip’s waveguides.
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as the telescope beam enters the instrument and passes a set of collimating lenses, a tip-tilt
mirror from Optics in Motion (stroke ± 1.5°, resolution < 2 µrad and speed > 750 Hz) is used
at the pupil plane in a closed loop with a fast CMOS camera to correct the global tilt-tilt and
stabilize the starlight on the instrument optical axis. After this first correction, the telescope’s
pupil is re-imaged again onto a segmented Iris AO mirror (MEMS), with three actuators per
segment providing the tip, tilt and piston of the segments individually (stroke of 5 µm and
4 mrad and speed of 2 kHz). A picture of the MEMS is shown in Figure 3.7 (left) where the
segments can be seen. Figure 3.7 (right) shows an example of the flux modulation in the null
channel of the chip as a function of piston for one of the segments. Two outer segments were
selected as sub-apertures to form a nulling baseline of 2.7 m. After reflection off the MEMS
mirror, a beam splitter separates the light at λ = 1200 nm into two arms. Light at λ <1200 nm
is re-imaged with the segments matched onto a microlens array that focuses onto an EMCCD
detector. The longer wavelengths transmitted by the dichroic are also re-imaged and matched
onto a chip microlens array which focusses the light into the chip’s waveguides. With a cali-
bration source, a scan in tip and tilt of each of the utilised MEMS segments is performed while
measuring the chip’s corresponding photometric response. An example of such scan is shown in
Figure 3.7 (center), showing the location of best coupling (at the red cross). In parallel, during
the scan, the EMCCD measures the deflection of the beams as a function of the mirror position,
used to calibrate the correction loop. The positions of maximum coupling are then used for the
reference position on the sensor. With this technique, it is possible to optimally inject the beams
into the chip. This can be done using adjacent mirror segments at two widely opposing angles,
which isn’t possible with a monolitic deformable mirror in a general adaptive optics system. In
fact, due to inevitable tiny error in the mounting of the chip with its microlens array, small
manipulations of the incoming beam angles are required. Therefore, a single planar incoming
wavefront provided by a more expensive and complex adaptive optics (AO) system would not
provide an optimal injection and the active injection with the segmented mirror would still be
required, even at an AO-corrected focus. When observing, the control loop is closed between
the MEMS and the detectors so that the tip and tilt errors from the atmosphere are corrected
in real time for each sub-aperture individually with stable, optimised light injection into the
chip.
Figure 3.7: [Left] A picture of the segmented MEMS mirror. Photo from Iris Ao (http:
//www.irisao.com/. [Middle] Example sensitivity raster scan of segment used for the injection
of the sub-aperture into the chip. The scan shows the throughput (photometric signal) as
function of tip and tilt. The red cross shows the position of highest throughput. [Right]
Example of scan of one segment in piston. The scan shows the modulation of the light in the
null channel as a function of the piston (optical path difference).
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3.4 The instrument layout and optical design
Figure 3.8 illustrates the layout of GLINT South and Table 3.1 summarises the different optical
elements with their relative distances.
Figure 3.8: GLINT South schematic diagram. The whole instrument fits on a optical board
of 890 mm by 590 mm. Although the optical elements have not been drawn to scale (for
clarity), the distances are accurate. A flip mirror is used to easily switch between the light
coming from the telescope (bottom) to the light from the calibration source (lower right). The
shortest wavelengths are sent to the telescope guiding camera via a dichroic filter. A set of
lenses collimate the light. A tip/tilt mirror works together with a point grey camera in a close
loop to maintain the beam on the optical axis from the seeing. A set of re-imaging optics relay
the beam light onto the segmented mirror where the pupil is re-imaged. A mask selects two
sub-apertures for the interferometry. The remaining visible light is sent to an EMCCD camera
where to the sub-apertures are focused by a microlens array. The MEMS- EMCCD camera
system works in a close loop to optimize the injection of the beams into the chip. The infrared
beams transmitted off the last dichroic are reduced by a factor of 20 after passing through
a bandpass filter. Finally the beams are focused into the chip with a microlens array. The
differential phase between the beam is controlled by pistoning the MEMS segment to add a
path delay of pi, creating destructive interference at the coupler. The resulting optical signals
are carried to photodiode detectors through single mode loose fibers.
32
Chapter 3. The GLINT South Instrument
The instrument features several control systems to guide the telescope, and optimize the light
injection as described in the previous section. The whole visible spectral range is used for the
different control systems, while the science channel in the near infrared (at 1550 nm) goes to
the nulling chip. Custom made lenses of focal lengths 112 mm and 300 mm have been designed
to transmit uniformly from 600 nm to 1600 nm and are used throughout the instrument. Their
PSFs, simulated in the ray tracing sofatware Zemax, are shown in Figure 3.9.
Figure 3.9: Zemax simulation of the Huygens PSF of the two custom made achromatic lenses
(f = 112 mm and f = 300 mm) optimised for λ= 600 nm to λ=1600 nm. Both PSF are well
within the diffraction limit with the Rayleigh radius R = 16 µm at λ = 1550 nm.
Starlight exits the standard AAT telescope’s optical train after the Coude´ 5 mirror with an
f-number of 36. The first GLINT optic is a flip mirror of diameter D = 5.8 cm that allows
easy switching between the telescope and the calibration sources. The calibration sources are
fed into the system from a single mode fiber into a diaphragm lens system set to reproduce
the f-number and focus position of the telescope. Different sources can be used for alignment,
calibration or measurement purposes. Typically, a laser-driven broadband source is used for
most measurements, a superluminescent diode of λ = 1550 ± 50 nm and a tunable laser of λ
= [1510 - 1600] nm are also used while a red laser is employed for visual alignment purposes.
The Zemax design for the telescope simulator lens system is shown in Figure 3.10. The design
was made in two steps. The first lens of focal length f = 112 mm collimates the light from
the fiber. This collimated light is useful for check the alignment of the elements positioned at
re-imaged pupil planes in the instrument. A second lens of focal length f = 300 mm focuses the
light at the same position as the telescope. The combination of the beam stop diameter and
focal length provides the same f-number as the telescope.
Figure 3.10: Zemax model of the telescope simulator lens system. Resulting Huygens PSF for
λ = [600− 1550] nm, the Rayleigh radius for λ = 1550 nm is shown as the white dashed circle.
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A longpass dichroic of cutoff wavelength λ = 450 nm sends the shortest wavelengths to the
telescope guiding camera. The camera is connected to the telescope control system and used
in a closed loop by the night operator to guide the telescope on the observed target. The rest
of the light passes through a pair of collimating lenses that re-image the telescope pupil onto
an actuated tip/tilt mirror. The Zemax design of the collimater is shown in Figure 3.11. The
collimating system uses two of the f = 300 mm lenses to create an effective focal length of f
= 163 mm resulting in an output beam of diameter D = 4.2 mm matching the pupil to the
segmented mirror MEMS diameter. The reflection off the tip/tilt mirror is split by a second
dichroic of λ = 550 nm cutoff, where the ‘green’ components are focussed onto a fast CMOS
camera. The actuated mirror and camera are operated in a closed loop to correct for the two
first orders aberration from the atmosphere (tip and tilt) so that the beam undergoes minimal
angular deviation to the instrument optical axis.
Figure 3.11: Zemax model of the lens system to collimate the incoming telescope beam. Re-
sulting Huygens PSF for λ = [600 − 1550] nm, the Rayleigh radius for λ = 1550 nm is shown
as the white dashed circle.
The beam then goes through a 4-f system of relay optics (Zemax design in Figure 3.12), again
using the custom made lenses, to re-image the pupil onto the segmented MEMS mirror while
preserving the beam diameter. The MEMS is a core component of the GLINT instrument, each
of the 37 segments ideally acts as a sub-aperture, with tip, tilt (± 4 mrad) and piston(5 µm),
allowing the modulation of the phase between the sub-apertures. A mask is placed right before
the MEMS, approximately in the pupil plane, to select the sub-apertures and avoid stray light
from adjacent segments. In order to achieve a faithful re-imaging of the pupil onto the MEMS,
the light should hit the surface as close to perpendicular as possible. A so-called “D-mirror” (a
halved mirror with a knife edge) is used to catch the reflection off the MEMS without blocking
the incoming beam. The reflected light hits a last dichroic with cutoff λ = 1180 nm where the
last remaining visible light is reflected to a microlens array focusing each sub-aperture onto an
EMCCD Andor camera. The microlens array was designed especially for GLINT with a focal
Figure 3.12: Zemax model of the 4f lens system to re-image the telescope pupil onto the MEMS.
Resulting Huygens PSF for λ = [600− 1550] nm, the Rayleigh radius for λ = 1550 nm is shown
as the white dashed circle.
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lenght of f = 43 mm. The optical system focussing the beams on the detector are shown in
Figure 3.13 and the microlens array in Figure 3.14 (top left). The camera works in closed loop
with the MEMS to optimise the injection of the light into the chip, combating the distortion
imposed by the seeing.
Figure 3.13: Zemax model of the lens system to re-image the telescope pupil onto the Andor’s
MLA. Resulting Huygens PSF for λ =1200 nm. The Rayleigh radius for λ = 1200 nm is shown
as the white dashed circle.
Figure 3.14: Four microlens arrays were fabricated on the same substrate. The different array
are shown in the x and y-direction, with the depth as a colour scale to represent the depth
of the material (larger depth means faster focussing).Top left microlens array was chosen to
focus the individual apertures on the Andor wavefront sensor camera. It has the smallest pitch
(separation between the different micro-lenses).
The remaining light transmitted through the last dichroic travels through an infrared coated
beam reducing telescope, reducing the beam diameter by a factor of 20, as shown in Figure
3.15. A bandpass filter of λ = 1550 ± 50 nm matching the optimum bandpass of the nuller
coupler is placed in the collimated light. The beams from individual sub-apertures are focussed
by a micro lens array, directly mounted on the chip, focussing each beam onto its respective
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waveguide. Outputs of the nulling chip are carried through optical fibres into 4 independent
photodiode detectors. A DAC transforms the resulting voltage digitally to a computer. The
data are acquired at a rate of 64 Ksamples/s. The control systems are run on the same com-
puter with a matlab GUI interface.
A flip-mirror is placed in the path of the EMCCD camera to send the light to a pair of CMOS
cameras for alignment purposes. The pupil is focussed onto one of the cameras to align the
mask to the MEMS.
Figure 3.15: Zemax model of the beam reducing telescope system to re-image the telescope
pupil onto the nuller’s MLA. Resulting Huygens PSF for λ =1550nm, the Rayleigh radius for
λ = 1550 nm is shown as the white dashed circle.
3.5 Alignment procedure
The steps taken to align GLINT are described as follows. Before starting any alignment it is
very important to always make sure that the tip/tilt mirror and the MEMS are at their flat
position.
1 The beam height was adjusted to the adaptive injection camera (Andor) since its mount
has no vertical freedom. The beam height at the Andor was found to be 9.4 mm. An
optical post mounted with an optical target was used and locked at this height as reference
to check the beam height throughout the system.
2 The beam is centered on the optical axis in the whole instrument. A lens mounted on a
camera is used to checked the different places of beam collimation.
3 Using the calibration source, the MEMS can be observed with the pupil camera. The
segments used for the sub-apertures are tilted manually to identify them on the camera.
The mask can then be aligned to the sub-apertures.
4 The MEMS is re-flattened. When the mask is positioned and the system is well aligned,
fringes are observed on the image viewing camera.
5 A red laser is used to back illuminate the chip by injecting the light directly into the chip
fibers.
6 The chip stage is adjusted in tip, tilt, horizontal and vertical translation to center the
back illumination beam inside the BRT.
7 With the naked eye, the back illumination beams are observed on the back of the mask.
This is made easy by the high reflectivity of the mask. The chip is translated to make
sure the beams pass through the apertures of the mask. At this point the tip and tilt of
the stage should not be adjusted anymore!
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8 The chip fibers are plugged to the photodiode, and the calibration source is used with a
visible and infrared light. (This can be achieved by connecting the different sources in a
fiber splitter then connected in a single mode fiber to feed the telescope simulator).
9 The fluxes in the chip are observed, and a finer manual translation adjustment is performed
to optimise the fluxes. If the setup is well aligned, the flux in both photometric outputs
should be correlated; if they are de-corrolated this implies there is a residual angular error
in the system.
10 A fine automatic scan of the of each segment is performed as in Figure 3.7. If the alignment
is good, the optimised flux position should be well centered.
11 The null depth optimisation is performed by pistoning the segments to find the position
of minimum flux in the null output. To perform this optimisation a broadband source
should be used to best discriminate the darkest fringe.
Despite the best alignment efforts, the white light fringe could not be reached. We suspect that
the GLINT South chip’s MLA was misaligned introducing a phase ramp accross the surface.
Table 3.1: Summary of the different main optical elements of GLINT South with their relative
distances to each others.
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To compensate for this problem, the tip/tilt mirror was slightly tilted to a position to reach the
white light fringe. This was done at the expense of a small decrease of coupling efficiency in
the waveguides.
3.6 Throughput analysis
As seen in the previous section, GLINT uses three control loops to successfully inject light into
the nuller chip. In order to minimize the losses in the nulling band (1550 nm), the control loops
are operated in the visible at different bands. Figure 3.16 shows a schematic of how the light is
split between the different systems. The dichroic filters have been carefully chosen to minimize
the total losses in the near infrared and maximize the photon counts for each system detector.
Figure 3.16: The subsystems of GLINT (name of the cameras in parenthesis) together with the
different light splits. The light enters from the left, it is split using longpass dichroic filters.
During the data acquisition, the telescope guiding, tip/tilt control and adaptive injection must
be running. During alignment, a flip mirror is used to send the light to two alignment cameras
which allow checks of the alignment of the telescope pupil and the image.
In order to estimate the number of photons available for each sub-system, as well as the total
losses, a simple blackbody model was made which estimates the radiation from a star as a
function of the wavelength. This model was not created to predict the performance of the in-
strument, but merely to select the best dichroic filter combination in order to minimise the losses.
Starting with the Planck’s law, describing the spectral radiance (energy emitted per surface
area element, per steradian, per unit time, per wavelength) of a blackbody of temperature T at
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thermal equilibrium:
Iλ =
2pihc2
λ5(e
hc
λkT − 1)
, (3.1)
with h the Planck constant, c the light speed, λ the wavelength and k the Boltzman’s constant.
The total radiance of the star is obtained by multiplying by the surface area and integrating
over all wavelength:
Istar = 4piR
2
∫ ∞
0
2pihc2
λ5(e
hc
λkT − 1)
dλ, (3.2)
with R the stellar radius. The radiance decreases proportionally to the distance (d) squared of
the observer. Further, to obtain the total energy collected, Equation 3.2 must be multiplied by
the telescope collecting area (A = pi(D2 )
2) and the integration time of the detector (τ):
Istar/collected =
R2
d2
D2
2
τ
∫ ∞
0
pi2hc2
λ5(e
hc
λkT − 1)
dλ. (3.3)
The number of total photons detected Nphoton is obtained by dividing by the photon energy:
Ephoton =
hc
λ
, (3.4)
so that:
Nphoton =
Istar/collected
Ephoton
=
R2
d2
D2
2
τ
∫ ∞
0
pi2c
λ4(e
hc
λkT − 1)
dλ, (3.5)
Finally, the number of photons for each sub-system is obtained by multiplying by the transmis-
sion function T (λ) of the applicable filter and integrating over the corresponding band. The
transmission T (λ) of the dichroic filters chosen is shown in Figure 3.17 (data obtained from the
manufacturers). T450(λ), T550(λ) and T1180(λ) are the transmission functions for the dichroics of
cutoff, 450, 550 and 1180 nm respectively. A global transmission function Ttot(λ) is constructed:
Ttot(λ) =

1 for λ ≤ 450 nm
T450(λ) for 450 < λ ≤ 550 nm
T450(λ) ∗ T550(λ) for 5540 < λ ≤ 1180 nm
T450(λ) ∗ T550(λ) ∗ T1180(λ) for λ > 1180 nm
(3.6)
To get the photons in the nuller an integration time of 1 h was chosen and the losses in the
chip were taken into account as measured in Arriola et al. (2013). The model doesn’t take into
account the other losses induced by the other lenses which should be very small since they have
received an infrared coating.
The number of photons collected by the telescope is then obtained by multiplying by the tele-
scope area A = pi ∗ (D2 )2 = 11.95m2 (A = 2 ∗ pi ∗ ( .632 )2 = .31m2 for the two sub-apertures)
and integrating over the wavelengths of interrest. The atmospheric absorption is ignored in this
model.
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Figure 3.17: The transmission as function of wavelength of the different dichroic filters selected.
Figure 3.18: Losses impeded by each dichroic filter on a simple black body model emission.
The number of photons available for each sub-system is calculated by integrated under the loss
curves between the corresponding cut-off wavelength. Watec (blue) is the telescope guiding
camera, Grasshopper (green) the tip-tilt camera, Andor the AI camera, Blackfly 1 and 2 the
image and viewing camera (red) and purple the nuller chip.
40
Chapter 3. The GLINT South Instrument
Figure 3.18 shows the the blackbody for a star of T = 5778 K (Sun-like star), and the resulting
losses through the transmission function Ttot(λ). The colored areas, show the integrated radi-
ance for each detector.
To calculate the number of photons, the star is estimated to be a replica of the Sun (R =
6.96 ×105 km) at a distance d = 100 parsecs. Further the quantum efficiency (QE) for the cen-
tral wavelentgh of the band of each detector is taken into account. For the nuller, the quantum
efficiency is replaced by the throughput of the chip. An integration time of 100 ms is assumed
for each sub-system detector and 1 h for the nuller and the total number of photons for the
BlackFLy cameras is divided by two from the beam splitter. Table 3.2 shows the resulting
photon counts for each detector. The estimated total losses in the chip are 13%:
Ltot =
∫ 1550nm
1525nm
Nphoton(λ)dλ
Nphoton(λ) ∗ T (λ)dλ = .13 (3.7)
Further improvement to this analysis could include the effects of atmospheric absorption, the
reflectance of the dichroics (towards the relevant detector), the losses from each reflective surface
and also integrate the quantum efficiency as function of wavelength QE(λ).
Detector λ (nm) A (m2) QE τ Nphotons
Watec [300, 450] pi(3.92 )
2 .6 100 ms 3.2×106
Grasshopper [450, 550] pi(3.92 )
2 .75 100 ms 9.0×106
Andor [550, 1180] pi( .632 )
2 .6 100 ms 2.0×106
BlackFly 1 & 2 [550, 1180] pi( .632 )
2 .2 100 ms 3.3×105
Nuller [1525, 1575] pi( .632 )
2 .8 1h 1.6×1010
Table 3.2: Number of photons estimated for each detector per second. λ the integration band-
width, A the collecting area, QE the quantum efficiency (for the nuller chip it is the throughput),
Nphotons the estimated number of photons.
3.7 Summary
This chapter has been dedicated to a comprehensive overview of the GLINT South instrument
which was designed and built at the University of Sydney. The heart of GLINT, the photonic
chip, was fabricated by MQ photonics and is the product of many years of collaboration and
iteration. The fabricated chip has an excellent measured throughput of more than 80%. The
beam combination takes place inside the x-junction of the chip. The key instrumentation
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challenge for Glint South revolves around the control of the distorted starlight for injection into
the chip. A solution in the form of active control of the tip and tilt of the beams was made using
a tip and tilt mirror and an actuated segmented mirror. This allowed the efficient injection of
the sub-apertures into the photonic chip waveguides individually, corrected in real time against
the atmosphere. This solution means the starlight has to be divided by waveband several times,
each utilised by various control systems, ultimately inducing light losses. A blackbody model
was made to characterise the best dichroic filter combination to deploy in order to split the light
with minimal losses in the nulling spectral band, while preserving sufficient fluxes for the control
system cameras to run at high speeds during observation. A meticulous alignment procedure
was developed and incorporated as a documented procedure to insure the optimum performance
of the instrument.
Figure 3.19: A picture of GLINT South at the University of Sydney.
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Modelling and fitting to GLINT data
Nulling interferometry needs precise control of wavefronts to achieve a deep null and thereby
reject the on-axis stellar flux: a technically challenging requirement. Furthermore, the turbulent
atmosphere degrades the depth of the null by introducing dynamical and random phase errors.
This effect results in the null depth fluctuating in and out of its optimised position. One estab-
lished way to handle this problem is to observe a known calibrator star finding the statistical
distributions of the instrumental and phase errors, with estimators then subtracted from the
averaged null depth measured on an unknown science target (Colavita et al., 2009). Even with
this approach implemented, residual errors persist. Hanot et al. (2011) instead developed a
statistical model of the measured null depth based on the distributions of the individual sources
of error, and fitted this to the data to determine the null depth. They report an improvement
in fitting accuracy of one order of magnitude in respect to conventional analysis. Additionally,
their method presents the advantage of so-called “self-calibration”, so that there is no need for
a separate stellar calibrator in the vicinity of the science target. In this chapter, an analytic
statistical model to fit the GLINT nulling data is developed starting from the basic interfero-
metric equations and following Hanot et al.’s methodology. The numerical implementation of
the model is described and evaluated in terms of computing efficiency and fitting accuracy. It is
found that this analytic model fitting is time-efficient and well suited for comparative analysis
undertaken in the laboratory where bright sources can be used to produce high signal to noise
ratio (SNR) data. However, infinite boundaries appear in the analytical expressions derived,
posing a problem when implementing the model numerically by limiting the accuracy of the re-
sults. Furthermore, the model makes several assumptions that are not always met, in particular
for on-sky data where phase errors can be quite large. This can be overcome by using a Monte
Carlo algorithm to generate the statistical distributions purely numerically. This last approach
is more computationally demanding and is reserved for the on-sky data, where the dark noise
dominates, the phase errors are large, or a higher fitting accuracy is desired.
4.1 Statistical model of the null depth
Null depth definition
The first step in making a model to fit the GLINT data, is to derive an analytic expression of
the null depth. From the interferometric equation 2.10 in Chapter 2, the interference intensity
is:
I = 2I0
[
1 + cos(∆φ)
√
1− δI2
]
, (4.1)
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with ∆φ the phase difference, the total intensity:
I0 =
1
2
(I1 + I2) , (4.2)
and the intensity deviation:
δI =
I1 − I2
I1 + I2
. (4.3)
Combining this with equation 2.9, the visibility V is then expressed as:
V = cos(∆φ)
√
1− δI2 (4.4)
This is valid for a monochromatic and spatially coherent point source. Here δI corresponds
to the instrumental error with δI 6= 0 representing a breaking of the symmetry between the
interferometric beams. ∆φ corresponds to the phase error introduced by the atmosphere. The
next step is to make the assumption that the errors ∆φ and δI are small in order to perform a
Taylor expansion at 0 of cos(∆φ) and
√
1− δI2 so that:
cos(∆φ)∆φ→0 ≈ 1− ∆φ
2
2
, (4.5)
and
√
1− δI2δI→0 ≈ 1−
δI2
2
. (4.6)
Hence, V can be approximated by
V ≈
∣∣∣∣(1− δI22
)(
1− ∆φ
2
2
)∣∣∣∣ = ∣∣∣∣1− ∆φ22 − δI22 + ∆φ2δI24
∣∣∣∣ :≈ 1−X, (4.7)
with X := ∆φ
2
2 +
δI2
2 , by further ignoring
∆φ2δI2
4 since ∆φ and δI  1.
The prime metric for a nulling interferometry is not visibility V , but rather the null depth N
(eq. 2.23) which quantifies the degree of rejection of on-axis starlight:
N =
1− V
1 + V
≈ X
2−X . (4.8)
A new Taylor expansion of N at X → 0 is performed providing:
N ≈ ∆φ
2
4
+
δI2
4
. (4.9)
For a partially coherent source, for instance a resolved star, an additional term has to be added,
often described as the ‘leakage’ or astronomical null depth Na which is the quantity of interest
encoding physically relevant spatial properties of the source (for the example of a uniform
circular disk Na is found using equation 2.24). The null depth becomes:
N ≈ 1
4
[
∆φ2 + δI2
]
+Na. (4.10)
Furthermore, the intensities measured are affected by detector dark noise. In GLINT, I1, I2,
I− and I+ (the intensity measured in the two photometric taps, the null channel and bright
channel respectively) are measured individually and simultaneously. An independent noise term
IB is added to each one of them respectively:
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Iˆ1 = I1 + IB1
Iˆ2 = I2 + IB2
Iˆ+ = I+ + IB+
Iˆ− = I− + IB− (4.11)
with Iˆi (i = 1, 2,−,+) the intensities measured.
For the data acquired in the laboratory, high intensities are available in I1, I2 and I+. It is
assumed that the dark noise level at the nulled intensity dominates the degradation of the null
depth. This gives:
Nˆ =
I− + IB−
I+
. (4.12)
with Nˆ the null depth measured, producing a final expression of Nˆ :
Nˆ ≈ Na + 1
4
[
∆φ2 + δI2
]
+ I˜B−, (4.13)
with
I˜B− =
IB−
I+
(4.14)
the normalised background noise at the nulled intensity.
A more rigorous treatment of Nˆ should include all the dark noise contributions, as well as
any errors accumulated due to imperfect instrumental response to polarisation polychromatic
light. In this analytical work, such error contributions are neglected, but further investigation
is experimentally attempted in Chapter 5 for both polarisation and chromaticity.
Statistical distribution of the null depth
Once the expression for the measured null depth has been established, its statistical distri-
butions is derived. It is assumed that ∆φ, δI and I˜B− follow normal distributions. δI and I˜B−
were measured as a function of time with GLINT in the laboratory (more details about the
measurements come in the next section), so their distribution can be plotted and fitted showing
a good agreement with a normal distribution in Figure 4.1. ∆φ is not measured, but it is known
to fluctuate randomly due to the atmosphere, and also well fitted by a normal distribution. The
probability distribution function (PDF) of a normal variable X is given by:
fX(x) =
1√
2piσX
e
−(µX−x)2
2σ2
X , (4.15)
with µX the mean and σX the standard deviation of the variable X. By applying a change of
variable Y = X
2
4 , the probability distribution of
∆φ2
4 and
δI2
4 is derived as:
gY (y) =
2√
2piyσX
exp
[
−(4y + µ
2
X)
2σ2X
]
cosh
[√
4yµX
σ2X
]
. (4.16)
The PDF of the sum of two random variables X and Y, is the convolution of their individual
PDFs:
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fX+Y (x) = (fX ⊗ fY ) (x)
=
∫ +∞
−∞
fX(x1)fY (x− x1)dx1, (4.17)
and the convolution with a constant term C corresponds to a shift in the probability density
function:
fX+C(x) = fX(x− C). (4.18)
So that, the distribution of Nˆ is fitted by
fNˆ (x) = f∆φ2
4
(x−Na)⊗ f δI2
4
(x)⊗ f
I˜B−
(x) (4.19)
with f∆φ2
4
and f δI2
4
calculated with equation 4.16 and f
I˜B−
with equation 4.15.
Figure 4.1: Normal distribution fitted to data distribution (histogram) acquired in the labora-
tory (details in the following sections) of δI (Left) and I˜B− (Right) showing good agreement
between model and data.
4.2 Numerical implementation of the model
The model is implemented in Matlab and the individual PDFs of the phase, intensity deviation
and dark current (f∆φ2
4
(x), f δI2
4
(x) and f
I˜B−
(x)) are calculated using the analytic expressions
in equations 4.15 and 4.16. Unfortunately f∆φ2
4
(x) and f δI2
4
(x) present a singularity at x = 0
which poses a problem as this is the region most critical to extraction of the astrophysical null
Na science signal. As the analytic derivation of the convolution between the two quadratic
normal distributions is beyond the scope of this work, the computation is instead performed
numerically. This can be done in two ways. The first computes a numerical convolution of two
vectorised functions with the resulting accuracy dependent on the vector sampling step size.
The second uses the integral of Equation 4.17, with the Matlab’s native integral function which
uses a global adaptive quadrature algorithm to a certain error tolerance. Figure 4.2 shows the
convolution f∆φ2
4
⊗ f δI2
4
using the integral compared to the numerical convolution with differ-
ent sampling step sizes. The convolutions computed using the numerical convolution method
present a rounded peak of the distribution which is a numerical artefact. For large sampling step
sizes, the rounding is exaggerated, and the results do not represent the distribution accurately.
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As the sampling step size is decreased the distribution approximates the integral convolution
while still retaining some small rounding at the peak.
Figure 4.2: Comparison of the convolution computation using the integral or the numerical
convolution with different sampling step sizes. The rounded top of the distribution is an artifact
that comes from the numerical computation of the convolution.
To investigate the effect of the sampling step size on the fitted astrophysical null Na, null
depth data were generated by drawing multiple random variables δI, ∆φ and I˜B− from normal
distributions of known means and standard deviations. For each draw, the random variables
are then plugged into Equation 4.13 with a constant chosen value for Na = 0.0136. This is an
expected value for null depths measured in the laboratory. Four decimal numbers are chosen to
test the accuracy of the fitting. The total distribution is produced by creating a histogram of
the generated data. The three parameters Na, µ∆φ and σ∆φ (will be unknown for the case of
real data) are then fitted with a least-square minimum algorithm to the histogram using both
the integral and the numerical convolution. The methods are then characterised by how well
they match the chosen parameters as well as their computing time which is illustrated for the
fitted parameter Na in logarithmic scales in Figure 4.3. The true Na is shown as the dashed
line and as the plot shows, the accuracy of the fitted value of Na increases by decreasing the
convolution sampling step size before reaching a plateau where large reduction in sampling step
size produces little accuracy improvement. On the other hand, the computing time increases
significantly with decreasing the sampling step. Similarly, accuracy improvement with the in-
tegral procedure comes at the cost of large computation time. The case of best accuracy versus
computing time is depicted in dotted linetype to compare with the convolution method. The
trade-off made here is to choose the convolution computation with a sampling step size of 10−5
corresponding to a fitted null depth accuracy of 10−4, sufficient for fitting the laboratory data,
at a cost of about 20 s computation time. A conservative error bar of 1×10−3 is hereafter
attributed to data fitted with this model.
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An example of the variable’s PDF and their convolutions building the final null depth distri-
bution are shown in Figure 4.4 with their given means and standard deviations in the adjacent
table.
Figure 4.3: Performance comparison for methods to fit to the astrophysical null. Fitted Na and
computation time are plotted against the sampling step size for the convolution and integral
method. Null depth data have been generated using a known Na value displayed as the blue
dashed line. The null depth model computed using the convolution with several sampling step
sizes yields fitted Na values plotted with the blue asterisks against the left vertical axis, while
corresponding computation times are plotted with red asterisks against the right vertical axis.
As a comparison, the best results from the integral method are shown with the dotted lines, in
blue for the fitted Na and red for computation time.
µ σ
Na 0.01
∆φ 0 0.3
δI 0 0.15
I˜B− 0 0.005
Figure 4.4: The theoretical distribution of the null depth N (solid black line) is obtained by
convolving the distributions of the different parameters as discussed in the text. The value of
the mean (µ) and standard deviation (σ) of each parameter is shown on the table to the right.
48
Chapter 4. Modelling and fitting to GLINT data
4.3 Data reduction
GLINT measures 4 instantaneous intensities at the output channels of the chip Iˆ1(t), Iˆ2(t),
Iˆ−(t), Iˆ+(t), interlaced with dark noise measurements IˆB1(t), IˆB2(t), IˆB−(t), IˆB+(t). The mean
dark noise intensity is calculated and subtracted off as a bias from each signal channel. The
intensities are then coadded with n data points summed into a new single sample. This is
equivalent to making longer integration times with the detector, averaging out some noise and
increasing the SNR. δI and I˜B− are calculated with Equation 4.3 and 4.14 while their mean and
standard deviation are calculated by fitting a normal distribution to their histogram (Figure
4.1). The measured distribution of the null depth is calculated by taking the ratio of the nulled
intensity over the intensity measured in the bright channel where the corresponding dark noise
bias is subtracted:
Nˆ(t) =
Iˆ−(t)−mean(IˆB−)
Iˆ+(t)−mean(IˆB+)
(4.20)
When no binning is applied to the data, the shape of the histogram Nˆ(t) is dominated by the
distribution of the noise f
I˜B−
as can be seen in Figure 4.5 for data acquired with a low intensity
broadband laser-driven light source. For comparison, the same data is plotted with binning of n
= 100 revealing the true asymmetric shape of the null depth PDF. When no binning is present
the unknown parameters Na, µ∆φ and σ∆φ are ambiguous and cannot be extracted from the
noise-dominated histogram profile. The procedure used to fit the unknown parameter values to
the data histogram employed a least square minimisation algorithm. An example of a fit is plot-
ted in Figure 4.6 for a superluminescent diode (SLD) source with a bandwidth of λ = 1550±50
nm where a binning of n = 150 is used. The background distribution is overplotted to illustrate
its contribution to the overall shape of the data distribution.
Figure 4.5: A comparison of the null depth distributions for data with no binning and with
binning of n = 100. Data were obtained with illumination from the broadband source with
measurements taken in our laboratory testbed.
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Figure 4.6: Fitted laboratory data of a laser source λ = 1550± 50 nm using a data binning of
n = 150. The dark noise distribution is overplotted for comparison.
Figure 4.7: Power spectrum of the raw unbinned data in the null channel. During data analysis
150 data points are coadded, giving an effective sampling rate of 0.43 kHz, shown by the black
dashed line. It can be seen that all significant power is at much lower frequencies, indicating
that important information is not being smoothed out by the binning.
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If significant phase or intensity variations occur on timescales faster than the temporal resolu-
tion of the measurements, these variations would be effectively smoothed out, resulting in an
artificially changed fitted null depth. The effective sample rate must be chosen with this in
mind. To check if fast variations could potentially contribute problems, a power spectrum of
the un-binned raw data in the null channel (I−) has been computed and plotted in Figure 4.7.
The peak in the power spectrum corresponds to vibrations and the clean nature of the spectrum
to high frequencies implies that no physically significant temporal information is destroyed with
binning (binning of 150 data point shown with the black dashed line).
4.4 Benchmarking models: Analytic vs. Monte Carlo
For data acquired on-sky, neither the small phase error approximation nor the noise contribution
simplification are valid due to the large residual phases induced by seeing (even after tip/tilt
correction) and the faintness of starlight recorded by GLINT South’s (relatively insensitive)
detectors. Without such simplifications, a full generative forward model is required and so
a Monte Carlo approach was chosen to fit the data. Firstly, equation 4.12 is modified to
accommodate the contribution of the noise distribution from the bright output intensity:
Nˆ =
I− + IB−
I+ + IB+
, (4.21)
Equation 4.1 is used with
δI =
I1 + IB1 − I2 + IB2
I1 + IB1 + I2 + IB2
. (4.22)
The algorithm creates a synthetic Nˆ distribution by drawing random samples from the mea-
sured distribution of δI and I˜B−. The phase ∆φ is drawn from a normal distribution for
which the mean and standard deviation are randomly taken from a prior. Similarly, Na is ran-
domly selected over a prior space. The goodness-of-fit of the simulated distribution against the
measured distribution of Equation 4.21 is evaluated. A gradient descent algorithm is used to
optimise the goodness of fit. To avoid stranding the solution in a local minimum, the numerical
optimisation strategy known as “basin hopping” (Wales and Doye, 1997) is used to repeatedly
re-run the fit using new (randomly selected) guesses. When the algorithm has run through all
the iterations, the global best fit is chosen to model the data. Because the analytic expressions
are not used in this model – the generation of the distribution is purely numerical – the final
result is not affected by the singularity found in the analytic expression. This algorithm is
also able to generate a fit when the errors in the null depth distributions are large, making it
well suited for fitting the on-sky data where large ∆φ errors are generated by the atmosphere.
For comparison, the analytical model did not converge to a solution for the on-sky data with
large phase errors. However, the extra utility of the algorithm comes at a cost: Monte Carlo is
computationally demanding. It is estimated that one single fit takes about 15 min to compute,
and a basin hoping run of 100 iterations extends the computing time to beyond 24 h. This can
be contrasted against the analytical model which takes less than a minute to run a fit.
Null data were produced using the GLINT instrument in the laboratory with the (relatively
faint) broadband laser-driven source, and the SLD. The two fitting methods were compared
for both data sets. Table 4.1 shows a good agreement between the two fitting methods (with
the fitted null depth matching to a precision of 1×10−3) for data taken with the bright SLD
source. The fitted phase difference does not match so closely between the models (with a mean
difference of ≈ 0.06 rad), however although these parameters are required for the fit they are
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not used for scientific measurements. It is fitted to the same order of magnitudes with both
models. Table 4.2 however shows a poor agreement between the two methods for the noisier
data taken with the much fainter laser-driven light source. We believe that the analytic model
does not perform well on such dark-noise dominated data since (as described above) it does not
accurately represent the dark noise components. Evaluation of the Monte Carlo fit also led to
an estimated precision of 1 ×10−3.
Analytic Fit Monte Carlo Fit
Na 0.0137 0.0135
µ∆φ (rad) -0.0807 0.0242
σ∆φ (rad) 0.1325 0.1663
Table 4.1: Comparison of the fitted parameters between the analytic and Monte Carlo fit of the
SLD laser source.
Analytic Fit Monte Carlo Fit
Na 0.0027 0.0163
µ∆φ (rad) 0.0001 0.0261
σ∆φ (rad) 0.2045 0.2359
Table 4.2: Comparison of the fitted parameters between the analytic and Monte Carlo fit of the
broadband laser-driven light source.
4.5 Conclusion
A robust analysis method is very important in retrieving accurate null depths from data taken
with nulling interferometers. A statistical model was developed to fit GLINT null data. In
this approach, rather than trying to completely remove the errors or calibrate them out, their
contribution is used to build the statistical model. Fitting models to the statistical distribution
of the null depths over the full diversity of parameters, rather than taking the average of
its optimal value, allows a much more robust data analysis. However, the derivation of an
analytical model with a closed-form solution proved difficult, requiring many simplifications
and assumptions to be made. Alternatively, a forward generative model combined with a
Monte Carlo approach provides a more flexible fitting of the data, especially in the large phase
errors, low SNR limit. The two approaches compare well under bright source measurements
in the laboratory, however they diverge significantly when fitting faint light source. With the
analytical method, the low computational cost allows numerous data sets to be analysed in a
practical amount of time. However for the on-sky data where the errors are larger and the
SNR lower, the Monte Carlo approach is needed to provide reliable fits. Both approach have
an estimated precision of 10−3.
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Laboratory characterisation
The components making up the GLINT South were assembled in the Sydney Astrophotonic
Instrumentation Laboratory (SAIL) within the School of Physics. Tests to characterise various
aspects of the performance and obtain calibrations to be applied in subsequent on-sky testing
were performed. A problem arose during this series of experiments that was traced to the
stability of the thermal environment in the laboratory, ultimately linked to the air conditioning
system which is further discussed in section 5.1. The coefficients characterising the photonic
chip, necessary to interpret the photometry in the data analysis were measured as discussed
in section 5.2. The polychromaticity and polarisation dependence of the nulling chip were
investigated and are presented in section 5.3 and 5.4 respectively. Additional experimental
tests were planned but unable to be performed due to the failure of the MEMS segmented
mirror. Since the manufacturer (IrisAO) had ceased trading, no straightforward replacement
was available. Future work will involve re-engineering the instrument to use a different MEMS
mirror from a different manufacturer.
5.1 Environmental stability of the optical laboratory
GLINT was built in a standard optical laboratory within the larger SAIL labs. During the con-
struction and assembly phases, ongoing system testing revealed that the data being obtained
were not reliable, with some measurements displaying significant variations from day to day. To
investigate the origin of the problem, testing was conducted with the light source and full data
acquisition system left to record overnight. Figure 5.1 shows an example of the raw intensities
in the four channels of the chip measured over a single night in the laboratory, displaying clear
periodic oscillations with about a ∼ 1 h period. These data are consistent with those from every
other night similarly investigated. By a process of elimination, we determined that the cyclic
behavior corresponds to the period of modulation of the air conditioning system. The temper-
ature of the room was set to 21.5°C, and the temperature of each room in the laboratory is
monitored and recorded. It was possible to download the temperature logs of the same nights as
our experiment, and overplot them with the intensities measured in our optical testbed (Figure
5.1). The plot shows a very strong correlation between the temperature and the modulation of
the intensities.
We suspect that one or more optical elements within the system were expanding and con-
tracting under thermal cycling of the ambient environment by a degree or so. We do not know
exactly what part of the setup was affected and dedicated tests, beyond the scope of this thesis,
would be needed to find out. Ideally it would be useful knowledge to identify whether the
induced errors are internal to the chip, or arising from the many external mirrors and mounts.
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Potential progress in answering this question could be made by controlling the temperatures of
the chip and the rest of the setup independently in order to check if the fluctuations mainly
come from the chip or the external setup.
To remedy this problem and enable the tests to be performed reliably with reproducible out-
comes, GLINT was moved to the controlled environment laboratory of SAIL where the temper-
ature is stabilised at 18°C controlled to ± 0.1°C with low humidity. The raw intensities were
monitored as in the previous room, recording data over several nights and were found to be
very stable. As a result GLINT remained in the environmentally controlled room to perform all
laboratory tests discussed here. It was also found that the temperature took about 10 min to
stabilise upon exiting the room: the apparatus are sufficiently sensitive that the body heat of
a researcher and the movement of air with entry and exit are enough to affect the data. Given
this state of affairs, the experimental setup was arranged so that every part could be operated
under remote control from a nearby room so that the environment would remain undisturbed
during measurements.
While the temperature stability was critical for the laboratory experiments in order to produce
reliable references, it is not critical for the on-sky data. In fact the model fitting of the on-sky
data takes into account small (random) fluctuations including those generated by temperature
changes. These fluctuations are contained in ∆φ2 of equation 4.13.
Figure 5.1: The raw intensities in the 4 output channels of the chip measured overnight and
overplotted with the recorded temperature. The GLINT data and the temperature modulation
are strongly correlated.
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5.2 The splitting coefficients of the photometric taps
The first core task for the laboratory characterisation was the measurement of the splitting
coefficients between the coupler and the photometric taps: largely an intrinsic property of the
geometry of the waveguide fabrication around the location of the Y-junction. Although the
splitting ratio is theoretically determined by the waveguide design, in practice small, unpre-
dictable variations in the manufacturing process mean that empirical measurements are needed
to obtain a precise splitting ratio value. Accurate knowledge of the splitting ratio allows cal-
culation of the intensities of the beams within the coupler from the measured intensities in
the photometric taps. This is a critical input to the model fitting and extraction of scientific
outcomes. Note that the splitting ratio are wavelength dependent. To measure this ratio, the
laboratory superluminescent diode (SLD) light source was injected into one waveguide at a time
by masking the unused corresponding MEMS segment and measuring the resulting throughput
of the chip, as illustrated schematically in Figure 5.2. The time-averaged intensities measured
are recorded in Table 5.1.
Figure 5.2: The waveguides of the chip are illuminated one at a time (indicated in orange, with
dark guides in black) in order to measure the splitting ratios of the couplers engraved within
the photonic chip.
waveguide 1 waveguide 2
channel 1 5.9×10−1V -2.1×10−4V
channel 2 3.8×10−1V 6.3×10−2V
channel 3 6.4×10−1V 4.8×10−2V
channel 4 2.7×10−4V 8.6×10−2V
Table 5.1: Averaged raw voltages (bias subtracted) measured in the four channels of the nulling
chip for illuminating waveguide 1 and 2 independently.
Ignoring all losses in the (short lightpath through the) chip, the splitting ratio A for the photo-
metric channel 1 is the ratio of the intensity measured in channel 1 over the intensity injected
in waveguide 1:
A =
Ichannel 1
Iwaveguide 1
=
Ichannel 1
Ichannel 1 + Ichannel 2 + Ichannel 3
. (5.1)
Hence if Ichannel 1 is monitoring the photometry, then intensity I1 into the coupler is:
I1 = Ichannel 1
(
1
A
− 1
)
. (5.2)
Similarly, if B is the splitting coefficient of the y-splitter of waveguide 2, and the intensity in
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channel 4 measures the photometry then:
I2 = Ichannel 4
(
1
B
− 1
)
. (5.3)
From Table 5.1, it is found that A = 0.37 and B = 0.43. These coefficients are used in the
model fitting to estimate I1 and I2 from the photometric outputs, and they have to be mea-
sured carefully for each chip. A and B were designed to be the same and equal to 13 for both
photometric Y-junction splitters (as specified at the design stage in manufacture, this number
is arbitrary and has not yet been optimised). Waveguide 1 (coefficient A) lies fairly close to
this target, although less so for waveguide 2 (B). Additionally, it should be noted that the raw
intensities from waveguide 2 are significantly lower than from waveguide 1. This was observed
consistently through all measurements of this chip. We suspect that a misalignment of GLINT
South microlens array (MLA) in respect to the chip preferentially degrades the coupling into
waveguide 2. This idea is further supported by the difficulty in reaching the white light fringe
without introducing a global tip/tilt offset in the system, as was described in section 3.5 of
Chapter 3.
5.3 Chromaticity of the null depth
A critical aspect to performing high contrast nulling of starlight to image exoplanets is the abil-
ity to achieve a broadband deep null. This significantly increases the photon fluxes available
hence the signal to noise ratio, which is important in the faint-signal regime of exoplanets. Due
in part to the fact that the substrate of the chip is a dispersive material, and even more to
the physics of evanescent coupling (which is determined by the length of the x-coupler and the
wavelength), the coupling is chromatic (Okamoto, 2006). This was experimentally investigated
by using a tunable laser together with a wavemeter to accurately calibrate the wavelength. For
this experiment, the bandpass filter (λ = 1550 nm, ∆λ = 50 nm) was removed. The null depth
was measured for wavelengths between 1511.4 nm and 1628.7 nm in steps of 10 nm. The Na was
fitted to the data for each wavelength and is plotted in Figure 5.3 with error bars of 1×10−3 as
λ (nm) Na
1511.4 0.022
1521.8 0.012
1531.6 0.002
1541.4 0.001
1551.1 0.002
1560.8 0.006
1570.6 0.016
1580.3 0.045
1590.0 0.048
1599.7 0.076
1609.3 0.089
1619.0 0.125
1628.7 0.174
Figure 5.3: Fitted null depth Na as a function of wavelength. Plot data are tabulated to the
right.
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characterised in Chapter 4. It is found that the best null depth is obtained at 1541.4 nm with
a fittedNa = 0.001± 0.001, slightly off the theoretical value targeted at manufacture of 1550 nm.
The null depth of the (broader band) SLD source was measured to Na = 0.014 ± 0.001 in
the previous chapter, hence it can now be estimated that the null leakage arises from chromatic
effect within our measurement precision. For each wavelength, a scan in piston of the MEMS
segment was also performed, and the intensity in the null channel was measured. The different
scans are shown on Figure 5.4 where the broad black line is the sum of all scans similar to Figure
2.3. Here the amplitude changes in function of wavelength as the coupler is only optimised for
one wavelength.
Figure 5.4: Raw intensity in the null channel as a function of piston (optical path difference)
for the different wavelengths. The actual signal measured for a broadband light source across
the bandpass filter is the incoherent sum of these signals.
5.4 Polarisation
An investigation of the effects of polarisation on the nulling performance of the chip was per-
formed, meeting with some limited success. The SLD source used in the previous measurement
is linearly polarised so it could not be used for this experiment; a broadband laser driven source
(significantly fainter than the SLD) had to be used instead. A linear polariser was placed into
the collimated beam path in GLINT and rotated between 0° and 360° with increments of 10°.
The polariser was placed in a rotating mount controlled by the GLINT computer. Due to the
large number of measurements in the recovered data sets, available computational resources
dictated the analytical model fitting method be used, although it produced unreliable results
on the faint broadband source as discussed in Section 4.4 of Chapter 4. Indeed, the estimation
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of the absolute value of the null depth for this regime with the analytical model is understood
to be biased, but here we only focus on the relative variation of performance with respect to
the polarization angle.
The fitted null depth Na as a function of polarisation angle is plotted in Figure 5.5. The
data show some slow variation over the whole range of angles. However because the variation is
modulated by 360° rather than the 180° that would arise from a polarisation-dependent effect,
we find that the null depth is not polarization-dependent at this level of accuracy. Indeed, due to
the 360° period we suspect that imperfect alignment of the longitudinal polariser was producing
a slight deflection of the beam, which in turn changed the coupling into the waveguides, and
thus the null depth. Dis-entangling such multiple pathways by which testing data may reflect
the impact of more than one varying parameter is one of the experimental challenges intrinsic
to the precise characterization of photonic components.
The characterisation of the polarisation is an important issue. We expect that the waveg-
uides should not display a strong polarisation dependence, as an advantage of the direct write
method. To verify this, future work would benefit from a model of the polarisation effect,
though beam propagation. This is however outside of the scope of this project.
Figure 5.5: Fitted null depth as a function of polarisation angle.
5.5 Conclusion
This chapter has presented a discussion of methods and results of a set of laboratory testbed
experiments to characterize the GLINT South nulling chip. During this investigation, instabili-
ties exhibited by the measurements were found to be correlated to the air conditioning feedback
loop in the optical laboratory. This was solved by moving the entire GLINT South setup to a
controlled environment and operating the data acquisition remotely. The splitting ratios for the
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embedded photometric taps were measured, and are valuable parameters for the estimation of
the intensities I1 and I2 used in the null depth model fitting. The measured chip splitting ratio
of the first waveguide is within the specified range of the design, but not the ratio of the second
waveguide which lies somewhat outside the range. Although this discrepancy may be due to
non-ideal manufacture of the Y-junction, it could also possibly be due to a misalignment between
the injection microlens array and the chip. This idea gains further support from the difficulty
found in reaching the white light fringe without introducing a global tip/tilt offset in the system.
The chromaticity of the chip was also investigated as well as the behavior with varying in-
put polarisations: two important sources of null depth degradation that are not accounted for
in the model fitting. The experiment showed that the null leakage can can be accounted for
by the chromaticity which is ≈ 0.013 ± 0.001. The outcome of the polarisation test was in-
conclusive due to the difficulty of isolating only one parameter to vary during the experimental
procedure. However within the limits of our measurements, we found no effect of the input
polarisation angle on null-depth. Our expectations for the performance, based on data from
other optics manufactured by direct write, is that polarisation dependence of the null depth Na,
should be weak and it will be ignored in the analysis of the data that follows.
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GLINT South – On Sky results
Our GLINT South instrument was awarded observing time at the Anglo Australian Telescope
with a total of 16 nights in July and November 2016, and June, July and August 2017. One of
the main tasks to be performed at the AAT was to manage the injection of the starlight into
the nulling chip through the tip-tilt (TT) and adaptive injection (AI) control systems. The first
observing run, taking place at the beginning of this project, was used to characterise the dis-
placement of the seeing limited point spread function (PSF) of the telescope on the TT camera.
It was also used to evaluate the stability of the beam at the Coude´ focus. This allowed us to
constrain the TT system requirements and optimise the design. The AI was also constructed,
so that both systems could be tested the following run. During this testing and implementation
phase, several difficulties were encountered.
In particular a significant telescope pointing error was discovered. A robust alignment procedure
was developed to account for this problem that entailed the manual offsetting the telescope.
From the lessons learned here, starlight was successfully injected into the chip and GLINT
obtained data on a few bright southern stars in 2017. The Monte Carlo statistical model was
used to fit the data with the highest signal-to-noise (SNR), which allowed the calculation of
their uniform disk diameters, even though the stars were formally below normally quoted tele-
scope diffraction limits (e.g. the Rayleigh Criterion). All measurements taken on sufficiently
bright stars yielded diameters within 10% of literature values. This demonstrates the injection
of seeing limited light into the single mode waveguides, as well as the nulling and retrieval of
interferometric signals revealing spatial information on bright stars with direct write technology.
In this Chapter, the journey charting the deployment of GLINT is given in chronological order,
starting from telescope and the PSF tip/tilt error characterisation in section 6.1. Section 6.2
reports the on-sky performance of the TT and AI systems. Section 6.3 describes the telescope
pointing problem encountered with the steps taken to compensate for it manually. Section 6.4
summarises the observational procedure. Finally Section 6.5 presents and discusses the null
depth results obtained on selected bright stars.
6.1 Characterisation of the seeing induced tip/tilt errors
GLINT was granted four observation runs at the AAT, the first in July 2016. At this stage,
only the hardware for GLINT’s TT control system had been built. The TT module was then
designed as two active systems. One to correct the atmospheric tip/tilt errors of the PSF in the
image plane at high speed, and the second to correct for the slow drift of the telescope pupil.
This initial design is shown in Figure 6.1 and detailed in the Figure caption. The July 2016
observing run was utilised to characterise the PSF and the drift of the image of the pupil on
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the corresponding cameras to constrain the correcting stroke required. To do so, the PSF and
the pupil of the telescope were observed on the image and pupil cameras for two bright stars,
Antares (magH = -3.49) and Fomalhaut (magH = 1.05). Figure 6.2 shows an example of the
PSF walk for Fomalhaut measured over 1000 s, and the adjacent table summarises the maxi-
mum walk of the PSF for the different observations conducted (11 sets of data were acquired on
Antares, and 2 on Fomalhaut). The corresponding angular correction needed from the image
steering mirror is calculated in milliradians (mrad) using the focal length of the image camera
lens f = 19 mm. At the time, a mirror of stroke ± 7.5 mrad was used, which could correct
the PSF effectively for most cases of relatively low error. However, a better mirror of stroke 26
mrad was acquired in 2017. The TT system was tested with both mirrors and the results are
discussed in the next section.
Figure 6.1: Initial design of the TT system to correct both the image (from the seeing) and the
pupil (from drifts in telescope alignment). The telescope beam, split with a long pass dichroic,
was first focussed on the AAT’s Watec guiding camera. The longer wavelengths pass through
to focus on the pupil steering mirror, operating with feedback from monitoring by the pupil
viewing camera. The set of lenses after this mirror collimate the telescope beam to the size of
the segmented MEMS mirror. The light reflected by the second long pass dichroic was focussed
on the pupil camera. The remaining transmitted light reflects off the image steering mirror onto
the image camera, to be operated in a closed loop.
Due to poor observing conditions, it was difficult to obtain an evenly-illuminated image of the
pupil. Instead, with the telescope dome closed and the lights on, flat-field images were recorded
for the different extreme telescope pointings in the East, West, South and North directions. No
significant pupil displacement was noted at that time, and it was decided to get rid of the pupil
steering system. This simplified the instrument and also decreased some of the losses produced
by the dichroic filter. Additionally it was found that the 1 inch pick-off mirror used to feed the
telescope light into the instrument was cropping the beam. It was replaced by a 2 inch aperture
mirror for subsequent runs.
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Antares
µm mrad
62.19 3.3
178.18 9.4
187.54 9.9
72.65 3.8
84.06 4.4
36.69 1.9
148.72 7.8
133.59 7.0
65.29 3.4
113.3 7.0
851.0 4.5
Fomalhaut
95.28 5
86.80 4.6
Figure 6.2: An example of PSF walk plotted for Fomalhaut [left figure] and the maximum PSF
displacement observed with Antares and Fomalhaut [right table] in µm and correspondingly in
mrad.
6.2 On sky demonstration of closed-loop control
The control system loops were implemented and ready to be tested on the second observational
run in November 2016. The TT loop was tested on Sirius on the 10th of November 2016 at
03:11am. The position of the PSF on the image steering camera as function of time is shown
on Figure 6.3 and the averaged standard deviation of the position for the loop open and closed
is summarised in Table 6.1 (left). The data are converted from pixel to microns using the pixel
size of 5.86 µm. The corresponding angle is derived using the focal length of the camera of
f = 19 mm. This corresponds to a reduction in the standard deviation of the PSF of a factor
of 2.5 when the loop is closed.
The AI loop (presented in Section 3.3 of Chapter 3) was tested on Rigel on the 13th November
2016 at 01:02 am with the TT loop closed (the seeing was 0.6”). The PSF position on the
AI camera is shown on Figure 6.4 and the averaged standard deviation of the position for the
loop open and closed is summarised in Table 6.1 (right). The data are converted from pixels
to microns using the pixel size of the AI camera (Andor) of 24 µm. The corresponding angle is
derived using the focal length of the camera MLA of f = 43 mm and the magnification between
the MEMS and the MLA of M = 0.6. The values are limited to 240 µm which is half of the size
of the PSF Region Of Interest window (ROI: the sub-region used on the camera to calculate
the PSF position and run the loop with an optimum trade between speed and field size). Val-
ues exceeding this limit corresponds to the PSF walking off the edge, resulting in non-physical
values. However, it is seen that the PSF is fully constrained to the ROI and stabilised when the
loop is closed, which then shows a reduction in the PSF standard deviation by a factor of 4.3.
In 2017, the TT system was equipped with the new TT mirror (stroke 26 mrad) and the loop
was re-tested on the star Antares on the night of the 6th June, with a seeing of 1”. The PSF
position on the TT camera with the loop open and closed is shown in Figure 6.5 and the PSF
position on the AI camera in Figure 6.6. The results are summarised in Table 6.2. With all
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Figure 6.3: PSF position on the TT camera as a function of time with the TT loop open (left)
and closed (right). Data recorded for the star Sirius on 10/11/2016 at 03:11 am.
Figure 6.4: PSF position on the AI camera as a function of time with the AI loop open and
closed (TT closed). Data recorded for the star Rigel on the 13/11/2016 at 01:02 am in seeing
conditions of 0.6”.
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Tip Tilt
px µm mrad
OPEN 3.14 18.42 0.97
CLOSED 1.27 7.45 0.39
Active Injection
px µm mrad
OPEN 2.04 49.04 1.90
CLOSED 0.47 11.29 0.44
Table 6.1: Averaged standard deviation of the PSF converted to tip/tilt angle errors for the
TT (left) loop open and closed on Sirius and on Rigel for the AI (right).
loops open, the PSF position on the TT camera shows a standard deviation of 31 µm, larger
than measured as 18.42 µm in November 2016 due to worse seeing conditions of 1”. However,
with the loop closed, the PSF position displays a standard deviation of 2.6 µm much better
than 7.45 µm achieved with the previous mirror. With the TT loop closed and AI loop open,
the PSF position on the AI camera is also stabilised to 13 µm (which may be contrasted with
49.04 µm achieved with the previous mirror and better seeing); a result illustrating improved
performance of the TT loop with the new mirror.
Figure 6.5: PSF position on the TT camera as a function of time with the TT loop open and
closed. Data recorded for the star Antares with the new TT mirror on the 06/06/2017 at
02:45am with a seeing of 1”.
Tip Tilt
px µm mrad
OPEN 5.2275 31 1.6
CLOSED 0.4472 2.6 0.14
Active Injection
px µm mrad
OPEN 0.5223 13 0.49
CLOSED 0.18007 4.3 0.17
Table 6.2: Averaged standard deviation of the PSF converted to tip/tilt angle errors for the
TT (left) and AI (right) loop open and closed on Antares with the new TT mirror.
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Figure 6.6: PSF position on the AI camera as a function of time with the AI loop open and closed
(TT closed). Data recorded for the star Antares with the new TT mirror on the 06/06/2017 at
03:07am with a seeing of 1”.
6.3 The AAT pointing problem
During the 2016 runs, no significant drifts in the optical position of the telescope pupil, as fed
by the AAT relay optics into GLINT, were observed. However, in following implementations
of GLINT South from 2017 onwards, we discovered that the telescope pointing exhibited large,
unrepeatable errors. The Coude´ pointing had been calibrated to within a few arcsecond on
the UCLES entrance slit (UCLES was a permanent – but now decommissioned – spectrograph
instrument at the Coude´ focus). As GLINT was directly on the same beam path, to get the best
pointing possible the GLINT bench was adjusted in height and levelled so that its optical axis
corresponded exactly to that of UCLES. Even with this arrangement, the issue was not cured
and the telescope pointing had to be offset manually. Because the pointing was not repeatable,
and had to be performed for each new on-sky position, it became increasingly apparent that
this was an optical error introduced on by the telescope itself: one of the mirrors in the Coude´
optical train was not properly secured and could move. This suspicion was further supported
by oscillations that were in some occasions observed at high elevation angles.
To solve the pointing problem, a second pick-off mirror was added at the entrance of GLINT
South and a manual alignment procedure was developed. The procedure had to be performed
for each new target and is described as follows:
1 Align GLINT South with the calibration source (before twilight).
2 Point the telescope to the selected target.
3 In Coude´ s room, let the eyes adjust to the darkness for few minutes.
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4 Locate the starlight from the telescope. If the starlight is too faint, use a nearby bright
star for the first naked eye steps.
5 Communicating to the control room with a radio, offset the telescope manually North,
South, East, West (done by the night operator) to approximately center the star light on
the first pick-up mirror.
6 Iteratively adjust the tip and tilt of the two pick-off mirrors manually to center the star
light into the system optical axis.
7 Once the PSF can be observed on the control cameras, adjust the first mirror to center
the PSF on the Watec (telescope pointing camera), and the second mirror to center the
PSF on the Grasshopper (TT camera) iteratively.
8 Once the PSF is in the ROI on the TT camera, the TT loop can be closed. This aligns
the image accurately to the calibration position.
9 Open the TT loop. The PSF remains aligned but is not actively corrected by the TT.
10 Use the flip mirror between the AI and the aligning camera to look at the pupil viewing
camera. Change the integration time adequately to see the pupil superimposed onto the
mask in front of the MEMS.
11 Using either of the pick-off mirrors apply small tip/tilt to center the pupil on the mask so
that both segments are homogeneously illuminated. That moves the image slightly, but
this is compensated by closing the TT loop again.
Both the pupil and the image should now be aligned!
The pupil images acquired in 2016 only spanned a few minutes, and any slower drift in optical
alignment was not picked up, if present at that time. However in 2017 pupil drifts during
long observations on a star presented an unacceptable level of misalignment (possibly caused or
exacerbated by the loose mirror), however as noted above, we had already removed our pupil-
steering subsystem at a time when we believed it to be superfluous. As a consequence, the pupil
had to be monitored and when necessary steps 10-11 repeated every so often (about once or
twice per hour depending on the elevation of the observed star).
6.4 The observing procedure
Following the successful demonstration of first order active controls, GLINT was ready for in-
jecting the starlight into the nuller. In this section, the observing procedure for GLINT South
is described.
For each of the observing runs, GLINT South was transported from SAIL to the AAT in a
van. The sensitive components were disassembled from the optical bench and packed safely to-
gether with all cabling and other external hardware. The bench then needed to be re-assembled
and aligned at the AAT. This took about 2 to 3 days for the first runs, and less than a day
for later runs due to accumulation of experience. The bench was setup in the Coude´ room and
fed from the M5 mirror. The Watec telescope guiding camera was connected directly to the
telescope guiding system. All the other systems of GLINT were connected and driven by the
GLINT computer which was accessed remotely from the control room during observations. A
dove prism, to allow the beam to be rotated as desired, was also added in the collimated beam
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of the instrument (prior to the TT mirror) for the last run.
The procedure for preparation and execution of observational campaigns evolved into the fol-
lowing state:
1 Before twilight, check the alignment of the calibration source in the instrument. In partic-
ular make sure the beam is centered on the telescope guiding camera and the TT camera
and that the pupil is illuminated homogeneously.
2 The position of the PSF in the telescope guiding camera is recorded, to act as a target
for on-sky telescope pointing.
3 Perform a response measurement of the TT mirror with respect to the TT camera.
4 Reset the TT mirror to zero and use the corresponding position on the Grasshopper as
target for the loop.
5 Similarly, do the AI response matrix.
6 Run the AI optimisation in tip/tilt and piston to optimise injection into the chip and null
depth.
7 Set the corresponding optimised positions on the AI wavefront sensor camera as targets
(the segments are automatically set to optimised position).
8 Turn off the calibration source.
9 Remove M5 cover.
10 Slew the telescope to the chosen star (telescope pointing is calibrated by the night operator
before twilight).
11 Manually offset of the telescope as described in the previous section.
12 The telescope operator closes the guiding loop with the telescope guiding camera.
13 Check the pupil camera, if the sub-apertures are obscured by the telescope secondary
mirror spider arms, rotate the dove prism.
14 Close the TT loop on previously set target.
15 Optional: if the star is providing enough signal in the nuller, re-run the optimisation scan
(tip, tilt and piston). In particular and when possible run a finer piston scan around the
white light fringe position to optimise the null depth.
16 Close the AI loop on previously (or newly) set targets.
17 Acquire nulling data! (Typically 1h of data were acquired for each star with interleaved
dark measurements every few minutes).
6.5 Null depth measurements of selected bright target stars
A sample of infrared-bright Southern stars were selected to be observed. In addition to practical
considerations such as observability and sufficient predicted count rates, stars were chosen also
for the ability of the instrument to deliver a scientific outcome: an astrophysical contribution
to the null depth. Therefore stars with relatively large apparent angular diameters (although
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still largely below the formal diffraction limit of the 3.9 m AAT) were preferred. Accordingly,
no unresolved stars was observed, which would have provided a stronger null capability demon-
stration of GLINT South. For each star, approximately one hour of data was acquired.
The null data were reduced and analysed using the Monte Carlo statistical model of Chap-
ter 4. Subsequently a diameter was calculated for each star using the uniform disk diameter
in Absil et al. (2006, 2011). The observed and fitted distributions are shown in Figures 6.7 -
6.14. The error bars on the Na are estimated to be 1×10−3 from Chapter 4 which correspond
to 5 mas for our setup (using Equation 2.24). The results are summarised and compared to
literature values in Table 6.3. To assess the quality of the fitted data, the average of the raw
detector voltage measured in the first photometric channel is given in the third column. When
the voltage is less than ∼ 10−2 the null depth distribution is dominated by the dark current.
This is apparent for the stars o Ceti and α Tauri: their distributions in Figure 6.12 and 6.13 are
almost identical to the distribution of the dark noise. As a result, the fitted null depth is poorly
constrained and the resulting diameter does not agree with values taken from the literature.
This is surprising for α Tauri which is bright in the infrared and should have given ample signal.
As there was no specific issue reported for this star in the observation log, it is unknown why
the fluxes were so low, although potentially these observations may have been affected by clouds.
It is noteworthy that all measured diameters recovered in Table 6.3 lie well beyond the diffrac-
tion limit of the telescope at these wavelengths (≈ 100 mas). Furthermore GLINT obtains
such measurements without the usual interferometric practice of calibrating the system transfer
function with by way of separate observations of an unresolved stellar point source refernce. For
the high signal-to-noise data, the fitted diameters match those of the literature to within 10%,
the difference being a tiny fraction of the diffraction limit. Additionally it should be noted that
the fitted diameters are likely to be slightly overestimated due to the chromatic effects discussed
in Section 5.3 of Chapter 5. We conclude that the primary instrumental limitation for GLINT
South is the poor sensitivity of the photodiode detectors used.
We now proceed with a brief discussion of results on individual stars.
Antares (Figure 6.7) is a red supergiant and one of the few stars that has had its surface
imaged showing a complex atmosphere with variable dark spots (Ohnaka et al., 2017). Its data
were acquired with a seeing of 1.1” measured at the AAT. Its measured angular diameter of 40
± 5 mas with GLINT matches well with values reported in the literature.
α Herculis (6.8) is a luminous red bright giant with a companions separated by more than
3.3 arcseconds Although no literature diameter values could be found in the H band, K band
angular diameters reported in the literature vary by up to 30 %, possibly partly a consequence
of its variable nature. The recorded seeing for this star was 1” and measured diameter 49 ± 5
mas, within the bounds of the literature values.
β Gruis is a variable red giant star. Three sequential data sets were acquired on β Gruis
(Figure 6.9, 6.10 and 6.11) in seeing of 1.1”. The astronomical null depth Na fitted shows a
small increase over the measurements which could be accounted for by small drift in the in-
strument as the optimisation steps were only performed prior to the first measurement. The
angular diameters fit to 41 ,42 and 44 ± 5 mas. β Gruis has previously been resolved at 600
nm at the AAT with an angular diameter of 27 ± 3 mas (Bedding et al., 1994), but no data
were found for the near infrared.
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α Tauri (6.13) is a bright variable giant star with a large exoplanet (Hatzes et al., 2015).
While being one of the brightest stars in the H band, Alpha Tauri was observed with very poor
signal to noise ratio with GLINT, so that it was not possible to interpret a correct angular
diameter. The cause of the low signal was not identified during the observation and is still
unknown, but we suspect it to be due to an internal alignment issue.
Omicron Ceti is a highly variable red giant star, prototype of the class of Mira-type long-
period variables. Unfortunately, the low fluxes obtained with GLINT did not yield sufficient
signal-to-noise to fit an accurate angular diameter. This is also observed visually in Figure 6.12
where the null depth distribution is dominated by the dark noise.
R Doradus is also a long-period variable red giant star with an angular diameter of 57 mas
measured at 1.25 µm (Richichi et al., 2005), making it one of the largest stars in apparent
diameter. GLINT obtained an angular diameter of 54 ± 5 mas (Figure 6.14) which is ≈ 5 %
away from (and within errors of) the literature value.
Target magH Flux Fitted Na Fitted Literature
(Volt) diameter diameter
Antares -3.49 0.0389 0.069 ± 1×10−3 40 ± 5 mas 41.30 mas1 (H band)
α Herculis -3.22 0.0175 0.107 ± 1×10−3 49 ± 5 mas 30.90 - 43.761 (K band)
β Gruis -3.12 0.0266 0.075 ± 1×10−3 41 ± 5 mas
0.085 ± 1×10−3 44 ± 5 mas
0.093 ± 1×10−3 46 ± 5 mas
Omicron Ceti -1.57 0.0062 0.130 ± 1×10−3 54 ± 5 mas 28.80 - 36.10 mas1 (K band)
α Tauri -2.775 0.0074 0.213 ± 1×10−3 70 ± 5 mas 18.60 - 21.60 mas1 (1.6 µm)
R Doradus -3.34 0.0268 0.130 ± 1×10−3 54 ± 5 mas 57 mas1 (1.25 µm)
Table 6.3: The Fitted Na, with corresponding Fitted diameter using a uniform disk model,
compared to the Literature diameter. magH gives the magnitude of the star in the H band
and Flux the averaged flux measured by GLINT (in the first photometric channel). For o Ceti
and α Tauri (italicised) the recorded flux levels were very low (corresponding to an average
detector voltage of less than ≈ 1×10−2 V), and dark noise dominated. Consequently their fitted
diameters are inaccurate. For all other stars the fitted stellar diameters agree with literature
values.
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Figure 6.7: Null depth distribution over plotted with the dark noise for the star Antares, with
the measured astrophysical null (Na) and corresponding uniform-disk diameter (θs) indicated.
This is close to the literature diameter of 41.30 mas (Richichi et al., 2005).
Figure 6.8: Null depth distribution over plotted with the dark noise for the star α Herculis.
The literature value at the K-band varies from 30.9 to 43.76 mas (Richichi et al., 2005), which
is close to the GLINT fitted diameter.
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Figure 6.9: Null depth distribution overplotted with the dark noise for the star β Gruis for the
first of three acquisition runs.
Figure 6.10: Null depth distribution overplotted with the dark noise for the star β Gruis for
the second of three acquisition runs.
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Figure 6.11: Null depth distribution overplotted with the dark noise for the star β Gruis for
the third of three acquisition runs.
Figure 6.12: Null depth distribution overplotted with the dark noise for the star o Ceti. The
distribution is dominated by the dark noise, as demonstrated by the Gaussian shape of the
distribution and the similar width between the two distribution. Data are therefore of low
signal-to-noise and accurate Na could not be determined.
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Figure 6.13: Null depth distribution over plotted with the dark noise for the star α Tauri. The
distribution is dominated by the dark noise as for the previous figure. An accurate Na could
not be determined.
Figure 6.14: Null depth distribution overplotted with the dark noise for the star R Doradus
fitting an angular diameter of 51 ± 5 mas, within 10 % of the litterature value of 57 mas
measured at 1.25 µm (Richichi et al., 2005).
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6.6 Conclusion
GLINT South has undergone cyclic stages of development and testing at the AAT over an
interval from 2016 through 2017. As the AAT does not possess any facility adaptive optics,
a critical task for GLINT to inject the seeing-limited starlight into the tiny waveguides of the
nulling chip required a dedicated engineering effort. This was done with the tip-tilt and adaptive-
injection systems built for this project, and which demonstrated excellent performance on-sky.
Several challenges were encountered, including an intermittent/variable serious pointing error
of the telescope which could not be resolved. As a work-around, an alignment procedure was
formulated that required some manual adjustment of the setup and realignments. This enabled
observations of several bright stars in the infrared, mostly variable red giants and supergiants.
The data were analysed using the Monte Carlo algorithm and a uniform disk model to retrieve
angular diameters. For the stars with sufficient flux, the angular diameters obtained were in good
agreement with the literature values. This demonstrates the nulling capability of GLINT South
and diffraction limited operation of the AAT. In this on-sky demonstration, GLINT South is
limited principally by the relatively poor sensitivity of the uncooled photodiode detectors used.
Figure 6.15: Pictures of GLINT South in the Coude´ room at the AAT. [Left] Thomas Gretzinger
setting up some optics. [Middle] Alex Arriola and myself monitoring the fluxes in the chip
to optimise its alignment. [Right] GLINT South. Credits: Benjamin Johnston (Macquarie
University)
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Enabling the design of pupil
remapping chips
The eventual design goal of GLINT is to utilise the whole pupil of a telescope, achieving both
full uv-plane coverage and high throughput for nulling interferometry. For this task, the direct-
write technique of inscribed waveguides offers flexible 3D geometries to linearise a 2D telescope
pupil into a 1D array that can then be fed into splitters and directional couplers, all in one
device. As GLINT already demonstrated interferometric nulling with one baseline in such de-
vices, scaling up to more baselines necessitates specific geometrical demands on the inscribed
waveguide circuitry. Recognizing that complexity will very rapidly scale as the number of input
waveguides increases, a key facet of this project was to advance our capabilities in constructing
such advanced designs. To this end, an algorithm was created using Bezier curves to represent
the inscribed waveguides. Bezier curves are described by sets of polynomials which present the
advantages of drawing smooth curves that are easy to manipulate and quick to compute. A
remapper chip was designed using the algorithm optimising for tight design constraints (such as
precisely matching the optical path length), as detailed below. A 4-input chip designed with this
algorithm was fabricated and has begun integration in GLINT North at the Subaru Telescope
in Hawaii. A spectrographic back end was also designed and assembled to disperse the chip’s
output onto a newly acquired sensitive infrared camera. The system is currently in the process
of being tested on sky at the Subaru Telescope.
The design problem addressed in this chapter is first set out in section 7.1, together with
the chosen solution, the Bezier curves in section 7.2. Section 7.3 describes the practical imple-
mentation of the algorithm in Python. Section 7.4 presents the solution for the new chip and
lastly section 7.5 discusses its integration at the telescope.
7.1 The design constraints of the waveguides
To achieve coherent beam combination with minimal losses through the chip, the waveguide
design has to meet the following set of constraints:
1 The waveguides need to be all length matched to an accuracy of better than a micron of
optical path (the remaining optical path difference is handled with the fine pistoning of
the segmented mirror). This is to ensure the coherent superposition of light for all the
baselines.
2 The waveguides must to be perpendicular to the surface at the entrance and exit of the
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chip. This is necessary to achieve the best coupling of the light into the waveguides with
minimal coupling loss.
3 The waveguides must undergo a side-step inside the chip to avoid interference with stray
light that has not coupled into the guides at injection (Jovanovic et al., 2012).
4 The waveguides should be smooth with no discontinuities such that they are compatible
with the laser direct-write process.
5 The curvature of the waveguides must be minimised to minimize the losses. The losses
as a function of curvature were measured experimentally in Arriola et al. (2013) and are
plotted in 7.1. Subsequently, a limit for the bend radius of 30 mm was chosen.
6 The waveguides (which as implemented run approximately parallel to one another) need
to be separated by some distance apart in order to avoid cross talk by evanescent coupling.
This minimum proximity was set to be 30 µm for the work performed here, as it has been
characterised with minimal mode field overlap by the manufacturer.
Figure 7.1: Normalized throughput as a function of bend radius for 30mm long (1550 nm)
waveguides measured experimentally in Arriola et al. (2013). The decline in throughput for
tight bend radii is indicative of light lost at the bends.
7.2 Bezier curves
Mathematical definitions and properties
Prior to this project, attempts were made to create a design method that satisfies the re-
quirements stated above. In particular Charles et al. (2012), presented a solution using either
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a cubic-spline or arc curve to create the waveguides. This solution was used for creating the
8-input pupil remapper chip of Dragonfly, an early predecessor of GLINT (Jovanovic et al.,
2012). However, the design did not address all the constraints automatically, and the curves
created had to be adjusted manually, for example to meet the proximity condition. This process
was impractical to scale for future designs. Furthermore, the resulting performance, such as the
path-length matching witnessed in optical testing of fabricated devices was not in accord with
expectations from the design; an issue that was never fully resolved.
A fresh new approach was used in this project using Bezier curves to create a new design algo-
rithm from scratch. Bezier curves are parametric curves named after a designer at the French
automobile maker Renault (Hazewinkel, 1997), who popularised them in the 1960s. They are
now routinely used for computer graphics as they are easy to describe and derive mathemat-
ically, present smooth curvatures and are quick to render. Bezier curves are described with a
set of control points P0, P1,P2, ... ,Pn. The first point P0 is always the starting position of the
curve and the last point Pn the end point of the curve. Thus a Bezier curve decribed by two
points is always a straight line between those two points. The intermediate control points given
P1 to Pn−1 can lie outside of the curve. The Bezier curves are calculated with a variable t as
Bn(t) =
n∑
i=0
n!
i!(n− i)! (1− t)
n−itiPi. (7.1)
The linear (1st order) Bezier is:
B1(t) = (1− t)P0 + tP1. (7.2)
The quadratic (2nd order) Bezier is:
B2(t) = (1− t)2P0 + 2(1− t)tP1 + t2P2. (7.3)
The cubic (3rd order) Bezier is:
B3(t) = (1− t)3P0 + 3(1− t)2tP1 + 3(1− t)t2P2 + t3P3. (7.4)
An example of B1(t),B2(t) and B3(t) are plotted in Figure 7.2 with their control points. Bezier
curves can also be expressed as polynomials using the binomial theorem:
Bn(t) =
n∑
j=0
Cjt
j , (7.5)
with
Cj =
n!
(n− j)!
j∑
i=0
(−1)i+jPi
i!(j − i)! . (7.6)
This allows one to express the Bezier curve with a matrix notation. For instance a cubic Bezier
curve is:
B(t) =
[
1, t, t2, t3
] 
1 0 0 0
−3 3 0 0
3 −6 3 0
−1 3 −3 1


P1
P2
P3
P4
 . (7.7)
This is useful for implementing the curves in a computer algorithm.
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Figure 7.2: The construction of Bezier curves using control points Pn. Linear Bezier (left) is a
straight line between the two control points. Quadratic Bezier (middle) and cubic (right) have
control points external to the curve which create the bends. Increasing the number of control
points permits the complexity of the curve to be increased.
The formula to raise a Bezier curve of order nth to the order n+1th is:
Bn+1(t) =
n+1∑
i=0
(
n+ 1
i
)
(1− t)n+1−iti
(
(n+ 1− i)Pi + iPi−1
n+ 1
)
, (7.8)
with Pi−1 = 0 for i = 0. The start and end points will be the same for Bn+1 as for Bn. Impor-
tantly, while it is always possible to raise an nth order curve to the n+1th order, it is not always
possible to go from a Bezier n+1 to a Bezier n. Hence, the lowest order possible should always
be chosen to represent a Bezier curve.
The derivative of a Bezier curve is calculated with the formula:
B′n(t) = n
n−1∑
i=0
(n− 1)!
i!(n− 1− i)! (1− t)
n−1−iti(Pi+1 − Pi)Bn−1(t). (7.9)
Arc length, curvature and proximity
The most important design constraint is that all the waveguides be path-length matched to
an imposed precision. To satisfy this condition, the arc length of the curves need to be calcu-
lated and their standard deviation minimised. The 3D Bezier cuvres are defined as:
Bˆ(t) = Bx(t)xˆ+By(t)yˆ +Bz(t)zˆ, (7.10)
and the arc length is given as:
S =
∫ ∞
−∞
√(
dBx(t)
dt
)2
+
(
dBy(t)
dt
)2
+
(
dBz(t)
dt
)2
dt =
∫ ∞
−∞
∣∣B′(t)∣∣ dt. (7.11)
The next important constraint is to minimize the curvature. The curvature k is:
k =
1
|dB(t)/dt|
∣∣∣∣∣dT̂ (t)dt
∣∣∣∣∣ = 1∣∣∣dB̂(t)/dt∣∣∣
∣∣∣∣∣d2B̂(t)dt2
∣∣∣∣∣ , (7.12)
with the T̂ (t) the tangent:
T̂ =
dB(t)/dt
|dB(t)/dt| , (7.13)
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and the bend radius:
r =
1
k
(7.14)
The distance of a point A from every point on Bezier a curve is:
d =
√
(Bx(t)− xA)2 + (By(t)− yA)2 + (Bz(t)− zA)2. (7.15)
To measure the proximity between two Bezier curves, a point A is slid along one of the curves.
At each position, the distance to every other point on the comparative curve is calculated and
the proximity is defined as the minimum distance min(d) as illustrated in Figure 7.3.
Figure 7.3: The proximity between two curves is calculated by sliding a point A along one of
the curves and taking the minimum distance with the other curve.
7.3 Implementation of the algorithm
The algorithm was implemented in Python, and is fully automated taking for input any number
n of sub-aperture positions in 2D. The axes are defined as x the width of the chip, y the height
and z the length of the chip. From the input positions, a set of output positions are generated
as a linear array of equidistant points at a distance of L corresponding to the length of the
remapping chip. The outputs are also generated with a side step in the x-direction as required
to avoid interference with the stray light generated by imperfect injection (Jovanovic et al.,
2012).
A matrix C of all possible combinations cij of input i versus output j is generated and converted
into straight line length lij (from the input to output positions) as a first approximation:
C =

c11 c12 ... c1n
c21 c22 ... c2n
... ... ... ...
cn1 cn2 ... cnn
→ L =

l11 l12 ... l1n
l21 l22 ... l2n
... ... ... ...
ln1 ln2 ... lnn
 . (7.16)
With the first goal of having all the lengths approximately the same (path-length matching) in
mind, the average of L is subtracted from L:
σ =

l11 l12 ... l1n
l21 l22 ... l2n
... ... ... ...
ln1 ln2 ... lnn
− avg(L) =

σ11 σ12 ... σ1n
σ21 σ22 ... σ2n
... ... ... ...
σn1 σn2 ... σnn
 , (7.17)
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with σ the matrix of the individual deviations from the average length. The connections be-
tween the inputs and outputs are then iteratively chosen for the minimum σij until each output
has been associated with one input. This provides a crude optimisation with straight lines,
where the path-length difference is minimized and the radius of curvature is infinite.
From the straight lines, cubic Bezier curves are created to design the waveguides. The starting
point P0 and ending point P3 correspond to the position of the input and output. Two inter-
mediate points P1 = P0 and P2 = P3 are created and are slid along the z-axis away from P0
and P3 to create the curve, so that the waveguides are perpendicular to the input and output
surfaces. The arc lengths, bend radii and proximities are calculated and a merit function is
evaluated. The merit function is calculated as follow:
F = αf(R) + βf(P ) + γf(S)
= αexp(a1R+b1) +
β
exp(a2P+b2)
+ γ
(
a3L
2 + b3
)
,
(7.18)
with R the average of the 10 smallest bend radii calculated of all waveguides, P the average of
the 10 smallest proximities calculated between all waveguides and L the standard deviation of
the arc-length of all waveguides. ai and bi (i = 1, 2, 3) are scaling coefficients chosen such that
good and bad values of the bend radius, proximity and standard deviation of the arc-length
correspond to a low (0.1) and high value (1) of f (R), f (P ) and f (L) respectively. The good
and bad values chosen are given in Table 7.1. For example a bend radius of 30 mm represents
the limit of bend radius acceptable, hence it is characterised as bad, while 100 mm is a safe
bend radius (low losses) and is chosen as good. So a1 and b1 are found by solving the following
equations:
1
a130+b1
= 1
1
a1100+b1
= 0.1
(7.19)
where α, β and γ are weights chosen to balance the contribution of the bend radius, proximity
and arc-length in the merit function. For instance, if the algorithm returns a solution with very
large bend radius but short proximity, the β is increased so that the minimisation of the prox-
imity holds more weight in the merit function F . F is plotted in Figure 7.4 for α = β = γ = 1.
Changing α, β and γ change the gradient of the plot so that the minimisation converges quicker
or slower in one of the axis directions.
The algorithm then runs an optimisation with a optimised Powell algorithm to minimise F
and generates the cubic Bezier curves. The merit function is plotted as function of the bend
radius, proximity and path-length standard deviation in Figure 7.4.
‘Bad’ value ‘Good’ value
Bend Radius 30 mm 100 mm
Proximity 0.3 mm 0.7 mm
OPD standard deviation 1 µm 0.1 µm
Table 7.1: ‘Bad’ and ‘Good’ values defined for the optimisation merit function.
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Figure 7.4: Merit Function
7.4 Solution for a 4 input pupil remapper
The algorithm was used to create a 4 input pupil remapper. The pupil configuration chosen on
the segmented MEMS mirror (superimposed on the pupil of the telescope with the secondary
mirror obscuration) is shown on Figure 7.5. The pupil configuration has been chosen to utilise
non-redundant baselines. The corresponding input positions on the chip are in micrometers:
inputs =

77.94 −45 0
−25.98 75 0
−77.94 45 0
−77.94 −45 0
 (7.20)
with each row corresponding to an input, and the column corresponding the the coordinates x,
y and z. The sidestep used for this design was 3 mm, and the outputs have a spacing of 257 µm.
The algorithm converged to a better solution with given starting positions of P1(z) = P2(z) =
15 mm (rather than randomised). The merit functions weights α = 5.8, β = 2.0 and γ = 0.3
were chosen to balance the merit function so that the optimiser converged to a solution meeting
all constraints. The resulting design created is presented in Figure 7.6. The bend radius for
each waveguide along the chip is plotted in Figure 7.7 and the proximities between each pair
in Figure 7.8. It shows that all waveguides designed are well within the constraints (30 mm
bend radius and 30 µm proximity). The minimum bend radius in the design is 42.42 mm, the
minimum proximity is 60 µm and the standard deviation of all arc-lengths is 0.17 µm, well
satisfying the constraints.
7.5 Preliminary implementation at the telescope
Following the design of the pupil remapper, a back end of the chip containing the directional
couplers was designed by MQ photonics and shown in Figure 7.9 providing 6 baselines (16
outputs in total). The remapper and coupler were fabricated in an all-in-one device and an
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4.242 mm
0.606 mm
0.7
00 
mm
MEMS scale
MLA scale
34.
7 μ
m
30 μm
0.210 mm
Approximate telescope pupil (7.92 m)
2WG chip
4WG chip
A
Nuller Baselines (MEMS):
AC = 3.6 mm (3.0 u)
BC = 1.2 mm (1.0 u)
AD = 3.1 mm (2.6 u)
BD = 2.6 mm (2.2 u)
(AB, CD non-nulled)
A
B
CD
Figure 7.5: The inputs of the chip matching the pupil on the segmented mirror. The orange
segments correspond to the 2 waveguides chip and the yellow to the new 4 input waveguides
chip.
Figure 7.6: 3-D design of the pupil remapper waveguides. The waveguides go from a 2D
configuration at input to a 1-D linear array through a side step to avoid interference with
uncoupled strayt light. Note that the X, Y and Z axes are not plotted in proportional scale.
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Figure 7.7: Bend radius along the remapper chip for each waveguide with the minimum bend
radius constraint of 30 mm (purple). All waveguides have bend radii well above 30 mm, so that
the bend losses along the waveguides are minimal.
Figure 7.8: Proximity along the remapper chip for each pair of waveguides with the minimum
proximity constraint of 30 µm (pink). All waveguide pairs have proximity well above 30 µm so
that cross-talk is negligible.
83
Chapter 7. Enabling the design of pupil remapping chips
MLA was mounted in exactly the same way as for the previously fabricated 2 input chip. The
chip was implemented in the GLINT North Setup at Subaru. The design of GLINT North is
shown in Figure 7.10. It is very similar to GLINT South (Figure 3.8 in Chapter 3), except it
does not possess the tip/tilt correction system as it sits behind the SCExAO extreme adaptive
optics system. Additionally, the output fibers of the new chip were positioned in a V-groove and
dispersed by a spectrographic back end shown in Figure 7.11 and 7.12 onto a new high speed and
lower noise InGaAs camera. The new system started implementation in May and June 2018,
light was injected successfully into the chip and nulling was attempted. A screenshot of the
fluxes measured on the detector is shown in Figure 7.12. The different chip outputs (vertical)
are dispersed horizontally. The red boxes represent the nuller bandwidth of 50 nm at 1550
nm. With this configuration, 4 baselines (out of 6) can theoretically be simultaneously nulled.
During the available observing time, the nulling was achieved in 3 baselines simultaneously.
Future work will characterise this new chip and test it in the laboratory, providing a procedure
to achieve nulling in 4 baselines simultaneously and develop a data analysis method for this
multi-baseline dispersed nulling data.
Figure 7.9: Nulling back-end of the chip, with the flow of light proceeding from bottom to top.
Firstly the inputs to the remapper are split. The grey curves represent the photometric taps.
The interference is performed in couplers fabricated in different planes in 3-D (added freedom
in the y direction) and are consequently somewhat difficult to fully render in a figure image.
Figure credit: Simon Gross, Macquarie University.
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Figure 7.10: GLINT North design. The light is fed from the SCExAO system to an image
rotator (IMR) and a polariser filter (POLA). It enter the instrument at 90°from the optical
axis through the MASK (in the pupil plane) and is caught by a right angle mirror (RAM).
The pupil is re-imaged onto the MEMS with the lenses L1 and L2. A long pass dichroic filter
BS1 sends light to the alignment cameras (CAM1, the image viewing camera and CAM2 the
pupil viewing camera). The longer wavelength transmitted through BS1 pass through a filter
F1 and then a beam reducing telescope composed of L3 and L4 before being focussed into
the CHIP by the MLA. The optical signals are then carried by optical fibers (FIB)) to the
spectrographic back end. Diagram credit: Barnaby Norris
Figure 7.11: Zemax design of the dispersive back end. credit to Enrico Biancalani, Leiden
Observatory.
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Figure 7.12: Left: picture of the new spectrographic back-end of GLINT North. Right: first
light for the 4 inputs chip. The 16 outputs are aligned vertically and the light is spectrally
dispersed horizontally. The red box shows the theoretical nulling bandiwth of 50 nm at 1550
nm.
7.6 Conclusion
In this chapter, an algorithm to design waveguide geometries using parametric Bezier curves
is described. The design is optimised to meet a set of conditions to minimise the losses and
maintain coherence between the waveguides. Firstly the bend radii of the individual waveguides
has to be minimised in order to minimise the attributed bend losses, secondly the waveguides
should all be path-length matched to sub-micron accuracy in order to maintain the phase
between the beams for coherent nulling, and finally the waveguides should maintain a safe
proximity between each other to avoid cross talk. The algorithm was then used to design a
4 input remapper chip leading to 6 nulling baselines. The standard deviation of the length
of the waveguides was 0.17 µm, well within the path-length matching constraint. All bend
radii were above 42 mm and the proximities more than 60 µm, well within acceptable ranges
for all constraints. The chip was fabricated and implemented in GLINT North at the Subaru
telescope with a new spectrographic back end. Light was successfully injected into the chip,
and subsequently spectrally dispersed on a new sensitive and fast low noise InGaAs camera
demonstrating the beam combination of several baselines with the direct-write integrated optics.
The algorithm is a key component for producing future full-pupil remapping and nulling chips.
Future work will characterise the new chip and provide a new data analysis pipeline to analyse
the multi-baseline nulled and spectrally dispersed data.
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Figure 7.13: Aligning the new chip in the GLINT North setup at the Subaru telescope.
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Conclusion
Although thousands of exoplanet discoveries are now confirmed, mostly by indirect detection
methods, many of their physical properties and characteristics remain unknown. Observation of
direct planetary light, isolated from the glare of the parent star, would enable unique studies of
structure, composition, physical conditions and formation. However accomplishing this requires
simultaneously high angular resolution and high contrast in the recovery of imagery: a severe
challenge. One technical avenue is to employ Bracewell’s nulling interferometry, in which a pi-
phase delay is introduced into one of the two arms of an interferometer, so that on-axis starlight
suffers destructive interference. Any off-axis light from nearby companions (such as planets) is
not similarly rejected, but is modulated according to the projected baseline. This light can then
be fed into separate instruments such as a spectrograph, revealing the chemical composition of
the surface and atmosphere, with perhaps the most exciting of many potential signatures being
those indicating biological activity. In order to reach that goal, large telescopes on Earth or
in space have to be harnessed, and very high interferometric stability needs to be achieved to
meet the required very high contrast. This contrast requirement is relaxed in the mid infrared
region to about 10−6, where rocky planets emit thermal light as they cool down from formation.
This is opposed to contrast levels of 10−9 in the visible, where only a tiny fraction of the star
light is reflected off the planet. To achieve such contrasts, the interferometric beam intensities
and polarisations must match closely, the phase errors should be minimised and a high signal
to noise ratio is required. Nulling interferometry has already been demonstrated on large tele-
scope(s); most notably the Large Binocular Telescope Interferometer (LBTI) and the Palomar
Fiber Nuller (PFN), both reporting null depth of a few ×10−4. For both instruments the beam
combination is achieved through bulk optics. Although there have been suggestions that the
advances in fabrication of integrated optics could be exploited to achieve nulling interferometry
with high stability and high coherence, groups attempting to put these into practice are few,
and working prototypes non-existent.
GLINT (Guided Light Interferometric Technology) is a prototype instrument developed by
our group to demonstrate the viability and potential for integrated optics to enable profound
advances in nulling interferometry. This PhD project fabricated an integrated optics device
with the direct-write method (3D waveguides inscribed in bulk substrate with a high energy
pulsed laser). The integrated optics chip is composed of single-mode waveguides arranged into
splitters, to monitor the stellar photometry, and couplers to interfere the beams by evanescent
coupling, optimised for a working wavelength at 1550 nm. The GLINT South instrument was
designed to interface such a nulling chip with the Anglo Australian Telescope (AAT). The in-
jection of uncorrected starlight from this telescope into the chip is achieved by compensation
systems of the low order atmospheric distortions with active mirrors operated in closed loops
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with fast sensors. A segmented mirror is used to correct the tip and tilt for each waveguide
individually, while also providing the fine phase delay with piston, called by our group ‘adaptive
injection’. Any higher order wavefront errors are rejected in a process of “modal filtering” –
a natural property of single mode waveguides – improving the spatial coherence between the
beams. The chip presents major technological advantages to nulling: guided optics are robust
and extremely compact, with tests showing polarisation issues have minimal impact on perfor-
mance.
Due to the physics of evanescent coupling, the beam combination employing the most straight-
forward waveguide designs is chromatic. For the context of a nulling combiner, the change in
coupling ratio with wavelength means that the null becomes less deep as the wavelength de-
viates from the design optimum at 1550 nm. This effect was characterised in the laboratory
with a tunable laser. It was found that about 1.3 ± 0.1 × 10−2 of the null depth was due to
the 50 nm bandpass used in GLINT, while a best null depth of zero within the experimental
uncertainty of 1×10−3 was measured for pure monochromatic light at 1541.4 nm (slightly away
from the expected 1550 nm). Degradation in ideal performance due to polarisation effects were
also investigated, however no effect was found within our measurement tolerance.
An analytic model was developed to fit the statistical distribution of the data with low computa-
tional cost. It was found to perform well under laboratory conditions where high signal-to-noise
data are available. Due to its computational efficiency, it allowed large sets of laboratory data
to be analysed, in order to perform instrument characterisation. For on-sky data, the signals
are fainter and phase errors larger as a consequence of the atmospheric seeing. The analytic
model cannot be employed in that regime and instead a forward generative model combined
with a Monte Carlo approach is used. The statistical approach also removes the need for a
separate stellar calibrator. We estimated that our model had an accuracy of 10−3 on the null
depth data fitted.
GLINT South was installed and tested at the AAT, demonstrating excellent starlight tip/tilt
stabilisation and injection with the active systems. Subsequently a sample of bright southern
stars were observed. A uniform disk diameter was calculated from the fitted null depth. When
the signal to noise ratio was high, the fitted diameters matched expectations from the literature
very well. The apparent sizes of the stars themselves, and particularly the precision obtained,
were all well beyond the telescope diffraction limit.
To further the develop this technology, an algorithm was created to design integrated optics
waveguides with the use of Bezier curves. This allows the routing of light on more complex
pupil remapping chips to be designed, which take a 2D telescope pupil and remap it into a
1D array so that the sub-pupils can be fed into couplers and splitters, providing simultaneous
nulling of several baselines. The algorithm optimises the design by satisfying and weighting a
set of imposed conditions such as bend losses, pathlength matching and proximity, to reduce
losses and cross-coupling and maintain stable pathlength matching inside the chip. A 4-input
solution was designed and fabricated with the direct-write method for a remapper feeding a 6
baselines nuller, all in one device. The chip was tested at the Subaru telescope with a simple
spectroscopic back-end and a high speed sensitive near infrared camera. Light was successfully
injected inside the chip and dispersed on the detector from the Subaru extreme adaptive optics
(SCExAO) system and the adaptive injection (from GLINT North).
Overall GLINT demonstrated the viability of integrated optics with adaptive injection for
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nulling interferometry on sky, a new step towards high contrast imaging. As a prototype in-
strument, GLINT achieves null depth of 10−3. The integrated optics route taken by GLINT
however is extremely promising in term of stability robustness and offers unique instrumental
flexibility to simultaneously null out several baselines; a requirement to more fully recovery
structures in high contrast images.
The next steps entail a pipeline to be developed, building on the ideas from the present work,
to analyse new data forms that result with multi-baseline spectrally dispersed nulling instru-
ments. Both laboratory characterizations as well as on-sky science data are anticipated, and
will require characterisation and analysis. GLINT North will also benefit from significantly
more sensitive detectors and also the larger diameter of the telescope, allowing the instrument
to reach fainter targets. In order to achieve the long term goal of directly observing exoplan-
ets through this technique, the technology of the direct-write method needs to be extended to
the mid-infrared, with promising technologies already demonstrated by Gretzinger et al. (2019)
using chalcogenide glass. Additionally, the achromaticiy of the couplers need to be improved.
Research is on-going to design asymmetric couplers which display better achromaticity (Chen
et al., 2008).
Another approach for achromatic nulling would be to use a Multi Mode Interference device
(MMI) (Soldano and Pennings, 1995) which provides large bandwidth and polarisation inde-
pendent coupling. MMIs are composed of a broad multimode waveguide. As an incident optical
field is injected into the MMI, it excites different modes propagating at different speeds result-
ing in an interference pattern that changes with the length of the waveguide. A chalcogenide
pupil remapper in the mid-infrared could feed such an MMI which would be designed to null
out different baselines. Finally one further avenue for technical enhancements is offered by the
MIKD Exoplanet Camera (MEC) being commissioned at Subaru Telescope. Microwave Kinetic
Induction Detectors (MKIDS) are noise-free ultrafast photon counting and resolving energy
detectors (Mazin et al., 2012): extremely promising capabilities that would greatly advance the
GLINT project towards its ambitious final science goals.
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Appendix A
A.1 GLINT South, Lagadec et al. 2018
GLINT South was presented at the SPIE Astronomical Telescope + Instrumentation Conference
in Austin, Texas in June 2018. The manuscript presents the instrument GLINT South with my
(back then) preliminary on-sky test results.
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ABSTRACT
With many thousands of exoplanets discovered one of the important next steps in astronomy is to be able to
characterise them. This presents a great challenge and calls for new observational capabilities with both high
angular resolution and extreme high contrast in order to efficiently separate the bright light of a host star to
that of a faint companion. Glint South is an instrument that uses photonic technology to perform nulling
interferometry. The light of a star is cancelled out by means of destructive interference in a photonic chip. One
of the challenges is the star light injection into the chip. This is done by a unique active system that optimises
the injection and provide low order correction for the atmospheric turbulence. We are reporting on the latest
progress following several tests on the Anglo Australian Telescope.
Keywords: Nulling interferometry, Astrophotonics, Photonics, Exoplanets, Instrumentation
1. INTRODUCTION
Following the last two decade’s deep insights into extra-solar planetary systems statistics ∗, the latest efforts to
directly image and characterise exoplanets is defining a new frontier in astronomy. The future for discoveries
is extremely exciting but also presents large observational challenges. Namely, very high angular resolution is
required to resolve these tiny distant worlds together with extreme high contrast imaging in order to decouple
their light from that of their parent star(s). Currently very few giant cousin planets have been directly imaged
with coronagraphs behind powerful adaptive optics systems (Kalas et al.,1 Marois et al.,2 Macintosh et al.3).
While advances in adaptive optics (AO) systems are helping large telescopes reach their full resolving potential,
coronagraphs have been successful at discriminating the light of large planets by physically blocking the star
light with a mask. Due to the wave nature of light, diffraction limits the extinction of the star light. This is
usually accounted for by over-sizing the mask, restricting the direct detection of planets to those further away
from their star(s), referred as the inner working angle of the coronagraph. Planets orbiting nearer their star(s)
are so far being excluded from this treatment due to their proximity to the star. Nulling interferometry is
another technique of star light attenuation that uses the wave nature of light to destructively interfere the light
of a star (Bracewell,4 Bracewell et al.5) . The advantage is that unlike coronagraphy, nulling can be used to
look for planets very close to the star(s). The difficulty in nulling interferometry resides in the required phase
control of the incoming light which is sabotaged by the passage through the turbulent atmosphere. GLINT is an
instrumental solution to nulling interferometry that combines several well established techniques in astronomy
such as aperture masking, integrated optics beam combiners and also a novel technique of what we called ‘active
injection’ that addresses the problems described above. GLINT South was demonstrated on sky at the Anglo-
Australian Telescope (AAT) 4m telescope in Australia, with a single baseline as described in this paper, as a
first step towards a device with 100’s of baselines filling the entire pupil.
Further author information: (Send correspondence to T. L.)
T.L: E-mail: lagadec.tiphaine@gmail.com
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2. GLINT, GUIDED LIGHT INTERFEROMETRY NULLING TECHNOLOGIES
2.1 Aperture masking and pupil remapping
Aperture masking interferometry allows one to reach the diffraction limit of a telescope despite seeing by seg-
menting the pupil into sub-apertures and applying Fourier analysis to the resulting Point Spread Function (PSF)
(Tuthill et al.6). The way this is achieved is by using a so called non-redundant pupil mask. Without aperture
masking, in the pupil plane, several pairs of points (baselines) contribute to the same spatial frequency, however
due to the atmosphere’s distortion, they will not add up coherently in the image plane hence contributing to
added noise. With aperture masking, the sub-pupil pairs are chosen in a non-redundant manner so that this
noise is eliminated. Unfortunately, doing so means that a large portion of the precious stellar light is rejected,
and so aperture masking limits the magnitude of stars that can be observed and sets the instrumentation limit
into the photon noise regime. To alleviate this major drawback, the GLINT concept uses the technique of pupil
remapping through the use of integrated optics (photonics) first described by Kotani et al.,7 this work builds
up on the Dragonfly concept from Jovanovic et al.8 In pupil remapping the ‘whole’ pupil is re-imaged onto a
MEMS segmented mirror, and each segment corresponds a sub-aperture of the pupil. This is then re-imaged
onto an array of micro-lenses that focus each segment beam onto a 3D integrated optical chip. The chip is
made of bulk glass with inscribed waveguides. Each waveguides takes the light from a subaperture of the pupil.
The waveguides remap the pupil to form a 1D non-redundant array, the throughput can then be used to feed a
spectrograph as illustrated in Fig. 1.
Figure 1. GLINT, pupil remapping concept. The light from a large telescope pupil is reflected on a right angled mirror,
re-imaged on a segmented mirror and reflected back on the corner mirror. It is re-imaged again onto a micro-lens array
that focuses each sub-aperture onto a photonics chip made of waveguides inscribed in glass. The chip takes the input
pupil pattern and remaps each sub-pupil to form a non-redundant 1-dimensional array. The resulting array can be fed to
another instrument such as a spectrograph on this image or a nuller.
2.2 Nulling Interferomertry
In nulling intereferometry, the light from a star is collected by either two telescopes, or two sub-apertures of one
telescope and the two beams are recombined and create interference as a function of the spatial coherence of the
light. By applying a pathlength delay of pi into one of the beams, the beams interfere destructively, cancelling
out the starlight. If a planet at an angular separation from the star orbits the star, its light also enters the
instrument, but its angle of incidence introduces a further beam delay so that when the star light is destructively
interfered the planet’s light isn’t. Hence, depending on the starlight extinction efficiency, the intensities from
the planet dominates the signal detected. The extinction ratio depends on the spatial coherence of the source
(ie. resolved versus unresolved), the size of the sub-apertures/telescopes, the baselines, the temporal coherence
of the source (ie. its spectral bandwidth) and the control of the beam phases (ie. the seeing and/or the adaptive
optics system of the telescope(s)).
Fig. 2 shows simulated monochromatic null data for three different baselines. The top panel plots the fringes
projected onto the observation plane. The dark fringe is centered on the star and two companions are present at
two different separations. As the plane of observation is rotated (either by an image rotator in the instrument,
or with the natural sky rotation), the planets passes in and out of dark region therefore the signal observed is
modulated as shown on the bottom panel. It is apparent that for each baseline, each companion has a distinct
footprint in the modulated signal. Applying standard Fourier analysis to as many baselines as possible allows
one to recreate intensity maps, ie. an image. Furthermore, the planet’s signal discriminated in that manner can
be used to feed other instruments such as a spectrograph, which gives the potential to look for specific spectral
lines in the atmosphere of the planet.
Conventionally, the quantity measured with a nuller is the null depth which corresponds to the extinction ratio.
In practise, the null depth is never zero due to the factors described above. One may use a fringe tracker to
compensate for some of the phase error from the atmosphere. Instead we follow the statistical approach described
by Hanot et al.9 . Hanot et al. derive the statistical distribution of the null depth from the different individual
sources of errors. The measured null depths hence represent a statistical distribution that can be fitted by the
derived model, which gives an accurate estimation of the astronomical null depth. Fig. 3 shows an example of
such a distribution. See Hanot et al.9 for details.
Figure 2. Simulated null data for illustration. 3 baselines are simulated. On the top panel, the fringes are projected onto
the plane of observation on the sky. As the companions orientation changes while rotating the plane, the signal measured
is modulated (bottom panel), imprinting a unique pattern for each companion.
Figure 3. Statistical probability distribution for the measured null depth with simulated noisy null depth measurements
2.3 Photonics, Integrated Optics, beam combiners at 1550nm
Single mode fibers are perfect spatial filters: any phase irregularity in the incident light will be rejected by
the fiber which transmits a perfect flat wavefont. This is very relevant for interferometry where the coherent
superposition of the wavefonts is required. GLINT uses not only single mode fibers, but single mode wiveguides
inscribed in a photonic chip. The optical chip is made of coherent 3-dimensional waveguides sculpted in bulk
glass using the laser direct-write technique. The way they are fabricated is illustrated on Fig. 4 and described
in Arriola et al.10 A high power femtosecond laser beam is focussed within the glass. Where the focus occurs
the material structure is changed permanently which under the chosen fabrication conditions induces a change
of refractive index. The glass mounted on a translation stage is translated at the desired speed such that the
laser beam sculpts the waveguides. Fig 4 [right] shows a schematic of a one baseline nulling chip. The two
sub-apertures are coupled in the the two waveguides, 50-50 splitters are used so that the photometry can be
monitored simultaneously to the null (in blue), then as the light travels through the coupler the power from the
two waveguides is transferred from one waveguide to the other by evanescent coupling. The signals interfere
and by modulating the phase of one of the beams before injection into the chip, one of the output will be the
resulting destructive interference (null) and the other one constructive (anti null). To do so the pathlength of the
waveguides are matched at an accuracy of the order of one tenth of a micron, enabled by the laser writting process.
Figure 4. [left] Illustration of the laser writing process. The beam of pulsed laser is focussed within the glass chip and
the chip is translated making the laser draw the waveguides. [right] schematic of a one baseline chip showing the splitters
(y-junction) and couplers (x-junction).
The final GLINT concept is eventually to use the whole pupil and in that instance the 3D architecture of the
chip is very important. The waveguides are written to produce the pupil remapping, and then the baselines
are combined with the use of couplers. Hence the process of remapping and coupling lies in a single, thermally
stable, very robust device. Furthermore the chip is quick and very low cost to fabricate. The 3-dimensionality
of the writing process allows for a great flexibility of the waveguide geometry. Fig 5 shows a picture of the 1
baseline chip as it is back illuminated, the total length of the chip does not exceed 2cm.
So far the bulk material used for the chip is silica, and the couplers work at 1550nm with a bandwidth of roughly
50nm. Strong efforts are being made to develop broadband couplers which would considerably improve the null
depth, and also to push the technology to the mid-infrared where the contrast star-planet is best as seen on Fig
5.
Figure 5. [left] the one baseline chip being back illuminated, approximate length: 2cm. [right] Simulated planet versus
star flux displaying a ‘sweet spot for the planet-star contrast at around 4µm
2.4 Adaptive Injection
A major challenge GLINT South faces at the AAT is the injection of the starlight into the waveguides in the
chip, since no AO system is present the waveguides present. Due to the small core size and single mode property
of the waveguides, direct injection of the uncorrected atmosphere would yield extremely low throughput. To
solve this problem, GLINT uses a system of so called ‘adaptive injection that happens in two steps. First a
tip/tilt mirror coupled with a simple Point Grey camera in a closed loop corrects the tip and tilt components of
atmospheric seeing, so that the beam is virtually made static on the optical axis.
Secondly, each segment of the segmented mirror where the pupil fragmentation is defined possesses 3 actuators
allowing for tip, tilt and piston. The throughput of each waveguide is measured through the photometric channels
of the chip while the corresponding segments scan each tip/tilt position and the optimum injection is defined for
the position where the throughput is maximum. Before injection into the chip the shorter wavelengths are sent to
a second detector via a long-pass filter. Here each sub-beam, as defined from the segmented mirror, are focussed
through a micro-lens array onto the detector. The detector and segmented mirror also work in a close loop from
the optimum positions correcting the residual of the first tip/tilt correction system on a per-subaperture basis.
This is highly effective since the seeing across each subaperture, of size of few r0, is almost entirely tip/tilt. The
whole system is described with more details in Norris et al.11
3. OPTICAL DESIGN
Fig 6 shows a schematic of the South version of GLINT, which is the Anglo-Australian Telescope (AAT)
pathfinder for the GLINT project. The AAT is a 4m telescope located in Coonabarabran in New South Wales,
Australia. Specially designed for the AAT at the Coude´ focus, GLINT (South) first deploys a flip mirror that
allows it to switch from the telescope to the calibration source. The calibration source is composed of a single
mode fiber fed by a super continuum source; the output is collimated by a lens and an iris and then focused with
a lens. The lens and the iris define a f-number of 36 that matches that of the AAT. The shortest wavelengths are
sent to the telescope guide camera via a long-pass dichroic filter. The light then goes through a set of collimating
lenses that also act as a pupil imager. The pupil is hence focussed on a tip/tilt mirror after passing through a
dove prism that allows one to rotate the angle of the baselines. Short wavelengths from the reflection on the
tip/tilt mirror are reflected towards a camera that works in a close loop with the tip/tilt mirror correcting the
tip/tilt atmospheric perturbations. The pupil is then re-focused and re-colllimated by another set of lenses to be
re-imaged onto the MEMS segmented mirror (IrisAO). The segmented mirror is where the pupil segmentation
happens, each segment acting as one of the sub-pupils. Because the segmented mirror is at one of the pupil
planes, it presents a convenient position for the mask, hence the mask is placed right before the segmented mir-
ror, selecting two sub-apertures. The sub-aperture beams then travel towards the nulling chip. First the shorter
wavelengths are sent towards another camera where they are individually focussed onto an EMCCD detector
by a micro-lens array. The detector also works in a close loop with the segmented mirror. After the passage
through the last dichroics, the sub-apertures go through a 4f lens system that reduces the beam by a factor of 20
and also re-images the pupil one last time onto the micro-lens array of the chip, which focusses the beams into
the waveguides. The beams then interfere within the coupler of the chip. The segmented mirror also controls
the incoming beam phase through piston, and one of the beams is delayed by pi radians to obtain destructive
interference in one of the outputs. All the outputs are then carried by loose fibers connected to photodiode
detectors.
Figure 6. GLINT (south) schematic representation. See text for details.
4. ON SKY DEMONSTRATION AT THE ANGLO-AUSTRALIAN TELESCOPE
The 4m Anglo-Australian Telescope (AAT) was used for the first on-sky tests of GLINT. First the tip-tilt con-
trol loops were tested on various bright stars. Figure 7 [left] shows the position of the psf on the Point Grey
camera as a function of time for the control loop open and then closed. The control of the tip/tilt allowed the
light to be injected into the photonic chip despite the atmospheric modulation. The whole instrument from
Figure 6 was built and also tested at the AAT. Figure 7 [right] shows the resulting null distribution function
for Antares, overplotted with the dark distribution. The dark distribution is centered at zero and presents a
Gaussian distribution, while the null distribution has a skew on the right end side and peaks at a value different
from zero. The width of the dark-current distribution is comparable of the width of the null-depth distribu-
tion, indicating that the sensitivity of the pathfinder instrument is entirely limited by noise from the un-cooled
photodiodes. Nonetheless this results shows that GLINT was able to successfully produce an astronomical null
depth measurement on Antares from a 4m telescope without an adaptive optics system. The data remain to be
fitted to retrieve the astronomical null depth and the errors associated which will be presented in a forthcoming
paper. More data have been acquired on other bright stars and binaries that are also in the data analysis pipeline.
Figure 7. [left] Position of the PSF position on the Point Grey camera as it is modulated by the atmosphere, with the
control loop open and closed. [right] Observed null depth distribution for Antares with the dark current distribution.
5. CONCLUSION
In this paper we presented the GLINT (Guided Light Interferometric Nulling Technologies) Anglo-Australian
Telescope pathfinder, a prototype high contrast instrument that performs nulling interferometry with the aid of
photonic techologies. The goal is to be able to fully remap the pupil of a large telescope into a small photonic
chip that destructively interfere the star light for each given recombined aperture baseline. The extinguished
star light can then be fed to other instruments such as a spectrograph to characterise the light of a companion.
GLINT has been successfully tested at the Anglo-Australian Telescope with one baseline. The simple integrated
tip-tilt control system allowed the injection of the single mode fibers directly after the 4m telescope. Null depth
measurements have been achieved for a few bright stars at 1550nm. As the next step, a 4-input, 6-baselines chip
has now been produced and is undergoing testing with the SCExAO system at the Subaru telescope
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Appendix A.
A.2 The GLINT North Instrument, Norris et al. 2019
Although this PhD dissertation is primarily focused on GLINT South, I also participated as a
working member of the instrument team in the deployment of GLINT North installed at the 8
m Subaru Telescope in Hawaii. Specifically my roles included setup and optical alignment of
the instrument. I also took part of in both commissioning and science observation campaigns,
with further contributions to the development of software reduction codes and computational
model fitting.
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ABSTRACT
As the number of detected exoplanets reaches into the thousands, exoplanet discovery is
giving way to exoplanet characterisation. This largely requires that the light from an exoplanet
can be directly imaged, distinct from its host star. In addition to detailed orbital parameters,
a time series of spectra of the planetary light can be analysed, revealing surface structure,
weather, atmospheric composition and potentially even biosignatures. But directly imaging
habitable-zone planets presents an enormous technical challenge due to the extremely high
star/planet contrasts and the extremely high angular resolutions required. Variousmethods exist
to address this dual challenge including coronagraphy, aswell as nulling interferometrywherein
the contaminating starlight is removed via destructive interference. The GLINT instrument is a
photonic nulling interferometer with novel capabilities that has now been demonstrated in on-
sky testing. The instrument fragments the telescope pupil into sub-apertures that are injected
into waveguides within a single-mode photonic chip. Here, all requisite beam splitting, routing
and recombination is performed using integrated photonic components.We describe the design
and construction of our GLINT pathfinder instrument, and present the results of laboratory
testing. We then demonstrate the efficacy of this method on sky at the Subaru Telescope,
successfully determining the angular diameter of stars (via their null-depth measurements) to
milli-arcsecond accuracy. A statistical method for analysing such data is described, along with
an outline of the next steps required to deploy this technique for cutting-edge science.
Key words: instrumentation: high angular resolution – instrumentation: interferometers –
planets and satellites: detection – techniques: interferometric – techniques: high angular reso-
lution – methods: data analysis
1 INTRODUCTION
With the detection of over 4000 exoplanets confirmed so far (Schnei-
der et al. 2011), of increasing importance is the detailed charac-
terisation of these planets. While indirect planet detection methods
? E-mail: barnaby.norris@sydney.edu.au
(such as transit and radial-velocity observations) have revolutionised
our understanding of the ubiquity and diversity of exoplanets, the
promise of directly imaging exoplanets in the habitable-zone (the
region around a star where liquid water and hence life can exist)
has been largely out of reach due to insurmountable observational
challenges.
However direct imaging is extremely attractive, as it produces
© 2019 The Authors
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measurements impossible (or very challenging) to obtain via in-
direct methods. For a start, direct observations at multiple epochs
can directly constrain orbits (and hence masses when RV data is
included). Furthermore, direct observation allows the properties
and surface features of an exoplanet to be measured. Spectroscopic
analysis of the planet’s light – whether thermal emission or reflected
starlight – can provide detailed information about the chemical com-
position of the exoplanet’s atmosphere and surface (Ito et al. 2015).
Time-series observations, including those taken as the planet rotates
and traverses its orbit, can reveal changing weather patterns, surface
structure such as land and ocean and more atmospheric properties
(Fujii et al. 2010; Kawahara & Fujii 2014; Snellen 2014). Adding
polarimetry to the time-series measurements introduces even more
information (Zugger et al. 2010). Perhaps most exciting is the poten-
tial to search for biosignatures – spectral signatures from the planet’s
atmosphere or surface that indicate the presence of life (Kawahara
et al. 2012; Seager et al. 2016). The spectral signature from extra-
terrestrial vegetation may even be directly detected (Seager et al.
2005). To obtain high signal to noise measurements of these prop-
erties, it is critical that the overwhelming starlight from the host star
be suppressed, both to remove its photon noise and the (variable)
effects of the stellar spectrum (Guyon et al. 2012).
The central observational challenge is that of being able to
resolve objects of extremely high contrast at extremely small spatial
separations. Required near-IR contrast ratios range from ∼ 10−4
(for large self-luminous planets (Marois et al. 2008)) to ∼ 10−8
(for Earth-like planets reflecting their host-star’s light (Guyon et al.
2012; Schworer & Tuthill 2015)). In favourable cases the spatial
separation of such planets will be a few hundred milli-arcseconds
(mas); a young planet in a nearby star-forming region (at a distance
of 100 parsecs) in the habitable zone of a sun-like star (1 AU or-
bit) will be at an angular separation of just 10 mas. Such planets
are potentially within the resolving power of modern 8-metre tele-
scopes (with diffraction-limited resolutions of a few 10s of mas),
although the raw resolution (without adaptive-optics) of terrestrial
telescopes is 100 times worse due to atmospheric seeing. To make
matters worse, in the case of reflected-light planets there is a strong
relationship between separation and contrast ratio due to the 1/r2
falloff in incident starlight, such that planets at their most favourable
contrasts are at the smallest separations.
Conventional approaches to addressing this imaging challenge
rely on the combination of wavefront correction via extreme adap-
tive optics and suppressing the starlight via a coronagraph (e.g. Jo-
vanovic et al. (2015); Macintosh et al. (2014); Beuzit et al. (2008)).
The performance of such systems is partly defined by the achievable
inner-working-angle (IWA), the closest spatial separation from the
central star that can be observed (e.g. that is unobscured by a coro-
nagraphic occulting spot). Achieving IWAs better than 100 mas
is as-yet extremely difficult; only modest suppression of starlight
(and hence achievable contrast) is currently possible at the smallest
IWAs, with performance rapidly increasing as the separation from
the star increases.
1.1 Nulling interferometry
An alternative approach is the use of nulling interferometry, first
proposed by Bracewell (1978). As with coronagraphy, the goal of
the technique is to improve sensitivity to high-contrast features at
close separations from a star by spatially separating and removing
the starlight, although in this case the effect is achieved interfero-
metrically. As with conventional optical interferometers, light from
separate regions of a telescope pupil (or separate telescopes) is
brought together, and the resulting interference patterns analysed
to deduce spatial information. However nulling interferometers also
manipulate the phases of the individual beams such that the light in-
terferes destructively on-axis. The starlight is effectively ‘nulled’ out
(being redirected to regions of constructive interference elsewhere),
and the faint, slightly off-axis planet-light remains. Since the idea
was originally proposed a wide range of implementations have been
described and their performance predicted (e.g. Serabyn (2000)), in-
cluding multiple combinations of baselines to allow high-resolution
imaging (Angel & Woolf 1997), multi-element space-based instru-
ments (Léger et al. 1996), and detection of exo-zodiacal disks (Ab-
sil et al. 2006). More recently, nulling combined with spectroscopy
has been identified as a viable way to reduce the stellar photon
noise and and measure the molecular features of the exoplanet’s
atmosphere (Kawahara et al. 2014). Nulling interferometry offers a
key advantage over coronagraphic methods especially at very small
star-planet separations. Unlike a coronagraph, nulling (and interfer-
ometry in general) has no fixed inner-working-angle. Rather, com-
panions at separations at and beyond the formal diffraction limit
can be observed, with the penalty of decreasing contrast sensitiv-
ity as the apparent star-planet separation becomes much smaller
than the diffraction limit. As will be shown, detection of features
at least two times smaller than the formal diffraction limit can be
obtained by the nulling technique. Although not discussed in this
paper, another advantage of the nulling approach is that it scales
easily to long-baseline interferometry, wherein light from multi-
ple, separated telescopes is combined permitting baselines in the
hundreds of metres.
A notable implementation of a nulling interferometer was the
Keck Interferometer Nuller (Colavita et al. 2009). Operating at a
wavelength of 10 µm, this instrument combined light from the two
10 m Keck telescopes (separated by a baseline of 85 m) to null out
the central star, allowing high-contrast observations of the circum-
stellar region (notably exo-zodiacal dust, e.g. Millan-Gabet et al.
(2011)). The two 8 m mirrors of the Large Binocular Telescope can
also form a nulling interferometer via the LBTI nulling mode (De-
frère et al. 2016). These instruments perform nulling by combining
the separate telescope’s beams (with appropriate pi radian phase
shift) using conventional bulk optics. But this leads to a major limi-
tation in the maximum achievable null-depth (i.e. the magnitude of
the destructive interference and hence achievable contrast sensitiv-
ity). Ideal cancellation could only be achieved if the wavefronts of
the two beams were perfectly flat, and so the phase-difference at all
points would be constant (and accordingly delayed by pi radians).
However the actual wavefronts are anything but flat, due largely
to atmospheric seeing as well as low order optical aberrations and
optical surface roughness, greatly impacting the achievable perfor-
mance (Mennesson et al. 2002a). For the instruments mentioned
above, operation at long wavelengths (8 – 13µm) mitigated the
severity of this effect (though with the other problems encountered
due to water-vapour), which becomes more challenging at near-IR
and visible wavelengths.
One solution is to implement spatial filtering via a single-
mode fibre (Coudé du Foresto & Maze 1990; Mennesson et al.
2002a). In this case, starlight from each telescope (or sub-aperture)
is injected into a single-mode fibre or waveguide, which has the
property that only the amplitude, global phase and polarisation of
the light is transmitted. The resulting pure Gaussian beams are
said to be “filtered" so that all spatial substructure is lost (albeit
at the expense of injection efficiency). In this case the emerging
beams could, with the appropriate phase delay (ignoring bandwidth
and polarisation considerations) form a perfectly deep null. This
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in long-baseline interferometry (e.g. Coudé du Foresto & Ridgway
(1992); GRAVITYCollaboration et al. (2017)). Of course in reality,
the null depth would be limited by the ability to keep the phase delay
between the two filtered beams constant despite seeing, as well as
bandwidth and polarisation effects. The use of single-mode fibres in
a nuller was demonstrated by the Palomar Fiber Nuller (Mennesson
et al. 2011; Kühn et al. 2015), wherein two sub-apertures of the
5.1 m Palomar telescope were injected (after phase delay) into one
single-mode fibre. An additional benefit of a single-mode photonic
waveguide approach is that the nulled output is already traveling in
a single-mode fibre, making it convenient to feed into subsequent
detectors or modules. Most notably, injection into a high-resolution
diffraction-limited spectrograph is a promising avenue to perform
the aforementioned planetary characterisations.
In this paper we present the design and on-sky demonstration
(at the 8 m Subaru telescope) of the next evolution of spatially-
filtered nulling interferometry: the integrated photonic nuller. As
opposed to using a single optical fiber, this technique, namedGLINT
(Guided-Light Interferometric Nulling Technology), injects sepa-
rate sub-apertures (or, potentially, telescopes) into separate single-
mode waveguides inscribed within a monolithic optical chip. The
chip is manufactured using ultrafast laser inscription (Nolte et al.
2003; Gattass &Mazur 2008; Arriola et al. 2013; Gross &Withford
2015), wherein a femtosecond laser is focused into the material to
permanently modify the local refractive index, and then translating
the material in three dimensions to precisely sculpt a system of
single-mode waveguides with full three-dimensional freedom. The
chip contains not only waveguides, but also splitters and directional
couplers, to split and recombine the light (via evanescent coupling).
Thus the actual interferometry takes place entirely within the chip,
with just the intensity of the various output channels – delivered
to photodetectors via pigtailed fibres – measured externally. A de-
tailed description of the instrument, and the photonic circuitry, will
be given in Section 2. The application of this technique to high
contrast imaging has previously been demonstrated in conventional
(non-nulling) interferometry in the Dragonfly project (Jovanovic
et al. 2012; Norris et al. 2014) upon which this new instrument
builds. The GLINT instrument presented here is closely linked to
its sister project ‘GLINT South’ (Lagadec et al. 2018), which is
demonstrating the same photonic nulling technology on a non-AO
corrected telescope (the 3.9 m Anglo-Australian Telescope in Aus-
tralia).
The GLINT approach offers a number of advantages over pre-
vious single-mode nulling implementations. It simultaneously pro-
vides the bright (anti-null) output and photometric channels along
with the actual null channel, which allow more accurate estimate of
the true null-depth to be realised (as opposed to non-simultaneous
photometric measurements using chopping). More importantly, it is
easily scalable to a larger number of input telescopes and baselines,
with more complex arrangements of splitters, couplers and waveg-
uides being straightforward to implement simply by adding features
in the direct-write process.
As well as pairwise-recombination of many baselines, a multi-
tiered approach can also be implemented. In that case, the nulled out-
puts from the first stage of couplers are then coherently re-combined
in additional stages of couplers, allowing more advanced architec-
tures to be implemented. For example, Angel & Woolf (1997) pro-
posed superimposing two Bracewell nullers to create a very deep
but narrow null, allowing high-resolution measurement of close-
in planets while keeping the starlight sufficiently suppressed. A
nulling-interferometry analog of closure-phase has also been pro-
posed (Lacour et al. 2014), wherein recombination of the nulled
outputs in a closed triangle allows greatly enhanced sensitivity to
asymmetric features. Extending this to more complex linear com-
binations of baselines, kernel nulling has recently been proposed
(analogous to the kernel phase observable in full-pupil interferom-
etry), providing extra robustness against time-varying instrumental
phase (Martinache & Ireland 2018).
In the case where a photonic nuller combines multiple sub-
apertures of a single telescope pupil (as opposed to between sepa-
rate telescopes, as with long-baseline interferometry) some sort of
pupil-remapping is needed. This rearranges the two-dimensional ar-
ray of sub-apertures into an appropriate configuration for the nulling
chip to receive. Crucially, this needs to be done while precisely
maintaining the optical path length between all sub-apertures, in
order to maintain coherence. This can be done with separate opti-
cal fibres (Huby et al. 2012) or directly within a three-dimensional
photonic chip using direct write (Jovanovic et al. 2012; Norris et al.
2014). The latter method has the advantage that the optical path
lengths of the different arms may be precisely matched during de-
sign despite their circuitous routes, by using design optimisation
tools. The GLINT design implements waveguides as a series of
three-dimensional Bezier curves, whose parameters are numeri-
cally optimised to match optical path length while maintaining the
necessary waveguide separation, minimising total length and max-
imising bend radius (Charles et al. 2012). Moreover, since they are
embedded within a single monolithic block, they are more robust
against optical path delay differences due to temperature or me-
chanical vibration than bulk fibres. A key advantage of the GLINT
nuller design is that, since both the remapper and interferometric
portions are written using the direct write process, both functions
can be combined into a single device.
More background on nulling interferometry, is given in Sub-
section 1.2. In Section 2 the design of the current GLINT pathfinder
instrument will be presented, including details of the photonic
chip itself, the larger instrument and integration into the SCExAO
extreme-AO system. In Section 3 the self-calibrating data analy-
sis method will be described, and laboratory results presented. The
results from the on-sky tests at the Subaru telescopewill then be pre-
sented in Section 5. Our conclusions, including descriptions of the
next steps in the GLINT instrument development, will be presented
in Section 6.
1.2 Nulling interferometry: technical background
Here we adopt the formalism defined in Serabyn (2000). The key
scientific observable produced by a nulling interferometer is (for
each baseline) the null depth (N), defined as
N =
I−
I+
(1)
where I− and I+ are the intensity of the destructive and constructive
fringes respectively. As detailed in Section 3.1, these are a function
of the phase and intensity differences between the input beams, as
well as the spatial structure of the source.
The null-depth is closely related to the visibility quantity in
conventional interferometry, and effectivelymeasures the coherence
properties of the light, with N > 0 indicating some degree of
incoherence. Of scientific interest is the measurement of the spatial
coherence of the astrophysical target, which contains information
about the spatial structure of the object. However the measured null
depth also includes contributions from instrumental leakage terms
as well as from the astrophysical null, and in practice the leakage
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Figure 1. The principle of a simple 3-element nulling interferometer is illustrated with simulated data (the same ideas scale to an arbitrary number of baselines).
The upper panels show the transmission function of the nuller projected onto the sky (the vertical fringes), for three different baseline lengths (the three
columns). In each case, two hypothetical planets (red and blue dots) - of different separations and position angles - are shown. The series of dots show the
apparent motion of the planet as the instrument’s orientation is rotated with respect to the sky. The transmission function acts as a ‘photon sieve’, with light
transmitted in the light regions and attenuated in the dark regions. As shown, the star is positioned in the central null. The lower panels show the signals
measured at the nuller outputs for each baseline, for the two planets (red and blue points and lines). It is clear that the properties of the planet are uniquely
encoded by this time-series signal (measured as the instrument orientation is rotated).
component may be much larger than the underlying astrophysical
null NA. The instrumental leakage may originate from imperfect
phase control (especially since seeing induces rapidly time-varying
differential phase, even after fringe-tracking or adaptive optics),
chromatic effects (the pi radian phase delay must be constant across
all wavelengths), uneven input intensities, polarisation effects, and
so forth. Distinguishing the true astrophysical null NA from the
measured null-depth N is challenging, and can be performed by
reference to an unresolved calibrator star observation or, as done
here, by a statistical self-calibration approach, derived from that
introduced by Hanot et al. (2011). This is described in detail in
Section 3.
Once NA is measured, the spatial structure of the astrophysical
source can be determined. One approach is to measure the null-
depth as a function of time, while allowing the sky to rotate (or be
rotated via an image-rotator device) – the so-called Bracewell-nuller
configuration (Bracewell 1978). Further spatial information can be
obtained by simultaneously making null measurements on multiple
baselines, each corresponding to a different spatial frequency.
A useful way to visualise this process is to imagine the virtual
fringe-pattern that would be projected onto the sky from a given
baseline, and consider this transmission map to act as a ‘photon
sieve’ (Absil et al. 2006). Where the fringes are bright, light is al-
lowed through, while where they are dark it is nulled out. Figure 1
explains this visually, by example of two hypothetical planets ob-
served with a nuller using three separate baselines. The simulated
nuller operates at a wavelength of 1.6 µm and contains 2, 6 and 8
metre nulling baselines. The measured null-depth is modulated by
the null modulation function shown in the lower graphs (with the
two coloured traces corresponding to the two hypothetical planets).
More complex configurations are also possible involving tiered
arrangements of beam combination, as described in the previous
section. The GLINT concept lends itself well to expansion to these
more complex arrangements, since all that is needed is for a more
complex waveguide circuitry to be designed and written to the chip,
with stability intrinsically maintained. For the pathfinder instrument
presented in this paper, only the simplest case – a single baseline in
a Bracewell configuration – is used.
2 THE GLINT INSTRUMENT: TECHNICAL
DESCRIPTION
The GLINT pathfinder instrument was integrated and commis-
sioned at the Subaru Telescope in March 2016. It was deployed
as a module in the Subaru Coronagraphic Extreme Adaptive Op-
tics system (SCExAO) (Guyon et al. 2011; Jovanovic et al. 2013,
2015). The null is produced by injecting two circular sub-apertures
extracted from either side of the Subaru Telescope pupil into the
photonic chip, resulting in an effective baseline of 5.55 m. This is
smaller than the maximum baseline length available from the 7.9 m
Subaru Telescope pupil in the IR due to the practicalities of the
reimaging system, and will be increased in future iterations. It op-
erates at 1.6 µm with a bandwidth of 50 nm. This narrow band was
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5used due to the chromatic nature of the ∼ pi/2 radian phase shift
between waveguides (since it is currently produced by air delay)
and directional coupler, and non spectrally-dispersed outputs.
SCExAO is designed to produce a high Strehl ratio image
optimal for small IWA coronagraphs, and hence acts as a ‘fringe-
tracker’ for GLINT, keeping the relative phase-delay between the
two sub-apertures as constant as possible. The residual errors are
self-calibrated using the statistical approach described in Section 3.
The coupling of each sub-aperture into its corresponding
waveguide, and their differential phase, is maximised by a seg-
mented deformable mirror internal to GLINT that controls the tip,
tilt, and piston of both the sub-apertures independently. To per-
form measurements, first the waveguide-injection and phase-delay
are optimised off-sky using the calibration lamp (a super-continuum
source) to provide a starting point. The tip and tilt of each segment is
scanned in a raster pattern and the output flux in the corresponding
photometric channel measured, and a bicubic interpolation used
to find the optimum value. Likewise, the optimum null is found
by differentially scanning the optical path difference between the
waveguides while measuring the null output, and the deepest null
(corresponding to the white-light fringe) is identified. The scans are
repeated on-sky using these as a starting point to expedite the pro-
cess. Once on target and the AO loop closed, the instrument samples
all outputs at 64 kilo-samples/second, interleaving dark frames (for
amplifier bias subtraction) periodically.
2.1 Instrument layout and SCExAO integration
The overall instrument design is as follows, with a schematic show-
ing the major components and detailed beam path given in Figure 2.
Starlight is first delivered to the AO188 facility AO system,
where it receives lower order wavefront correction. It then reaches
the near-IR optical table of SCExAO,where the IR light experiences
high-order correction via a 2K actuator MEMS-based deformable
mirror. The visible light component (λ < 1µm) is split off and sent
to a separate visible bench whereupon it is analysed by SCExAO’s
pyramid wavefront sensor to drive the high-order correction. Mean-
while the IR beam, which is usually sent to the IR science cameras,
is redirected by a remotely-operable pickoff mirror and sent to the
GLINT module via a focusing lens and a pair of dedicated steering
mirrors (actuated by Newport Picomotor Piezo Mirror Mounts) to
allow fine tuning of image and pupil position in the nuller. The
beam then exits the near-IR optical table of SCExAO and enters the
GLINT nuller optical table (the grey rectangle in Figure 2), which
is mounted vertically on the side of the SCExAO support frame. An
image rotator consisting of a dove prism and motor-driven rotation
mount is used to rotate the image, enabling the Bracewell nulling
mode. To aid in the characterisation of the polarisation dependence
of the system, a Glan-Thompson linear polariser can be inserted to
enforce a single linear polarisation.
The telescope pupil is re-imaged onto an opaque brass mask,
containing two laser-cut holes corresponding to the desired sub-
apertures. By translating the mask laterally (i.e. in the directions
perpendicular to the beam), these holes are carefully aligned with
the appropriate MEMS mirror segments and waveguides to prevent
unused light entering the bulk of the chip and propagating, unguided,
to the outputs. The pupil is again re-imaged onto the MEMS seg-
mented deformable mirror. This mirror (model PTT111, manufac-
tured by IrisAO) divides the pupil into 37 hexagonal segments, each
of which has individual tip, tilt (∼ ±3mrad)) and piston (∼ ±3µm))
control. For the pathfinder instrument only two sub-apertures (and
hence segments) are used, but potentially the entire telescope pupil
can be used by increasing the number of waveguides. The MEMS
mirror is used to optimise the injection into each waveguide and
tune the phase delay between them.
Following the MEMS mirror, the pupil is re-imaged onto the
microlens array (MLA), which reduce the beam diameter from
4.2 mm to 210 µm (20:1 compression factor). Each lenslet has
a diameter of 30 µm. These inject each sub-aperture into a corre-
sponding waveguide on the end-face of the photonic chip. TheMLA
and chip are pre-aligned and focused in the laboratory and bonded in
place, and then mounted in a single protective mount. The 4 outputs
of the chip (null, anti-null and 2 photometric outputs) are sent to
photodetectors over an optical fibre cable. The entire instrument is
designed for remote operation and alignment, with the mask, chip,
steering mirrors and image rotator all using precision actuators, in
addition to the MEMS.
Diagnostics of both the image plane and pupil plane are ob-
tained with two CMOS cameras, fed by a dichroic beam-splitter.
The image-viewing camera allows the PSF position to be aligned to
a known location, resulting in the beam appearing ‘face-on’ to the
chip and minimising the deflection needed in the MEMS segments
when optimising injection efficiency. The pupil-viewing camera im-
ages the MEMS surface, the 2-hole mask and SCExAO’s telescope
spider mask upstream, with these 3 pupil planes appearing super-
imposed. This allows precise alignment of the mask with respect
to the MEMS segments, and the whole instrument with respect
to the SCExAO pupil (using the dedicated tip/tilt mirrors located
within SCExAO). These are key to successful remote alignment.
The pupil-viewing camera is also used in the chip coarse-alignment
process; a requirement when the chip is replaced or the system has
large misalignments. Here, the chip is back-illuminated by sending
laser light through its output fibres. This projects two spots (one for
each input waveguide) onto the 2-hole mask. By viewing these spots
on the mask in the pupil-viewing camera, the chip can be translated
in its two lateral directions to position the spots on the mask holes,
and longitudinally to optimise focus by making the spots as small
as possible.
The photodetectors used were Femto OE-200-IN2 InGaAs-
based photoreceivers. The conversion gain was set to 1011 V/W,
limiting the temporal bandwidth to about 1 kHz (-3 dB), with a
noise equivalent power of approximately 6 fW/√Hz. Signals were
then acquired via a National Instruments USB-6212 DAQ. Data ac-
quisition, MEMS actuator control, and optimisation was performed
using a custom-written Matlab program.
2.2 The photonic heart of GLINT
The actual interferometry all takes place within the photonic chip.
The chip employed in the pathfinder instrument has a relatively
simple layout, illustrated in Figure 3. Two waveguides, spaced by
155.9 µm in the horizontal plane originate at the input-face (on
the left of the diagram). While the waveguide spacing at the chip-
input can be arbitrarily chosen within manufacturing limits, this
particular separation was chosen to match the exact pitch of a com-
mercially available MLA (Suss Microoptics) at either side of the
re-imaged telescope pupil. The first half of the chip consists of
a large ‘side-step’ formed by a cosine S-bend, where the waveg-
uide position is translated laterally by 5.5 mm while maintaining
matched path length. This is to avoid the effect of uncoupled light
propagating unguided through the chip and interfering at the out-
puts, which has been shown to negatively impact measurement ac-
curacy (Norris et al. 2014). The 28 mm long ’side-step’ results in a
minimum waveguide radius of curvature of 29 mm. In a chip with
MNRAS 000, 1–18 (2019)
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Figure 2. Schematic of the GLINT instrument layout. Light from SCExAO is steered via two Picomotor-driven mirrors (not shown) to pass through the linear
polariser (POLA) and Image Rotator (IMR) (within a rotation stage), reaching the mask (MASK) which is at a pupil plane. The mask is mounted on a
2-axis Zaber actuated stage (STAGE1) for fine alignment. After being redirected via the right-angle mirror (RAM) (shown in withdrawn position) the pupil is
reimaged via lensesL1 andL2 onto theMEMS segmented deformable mirror (MEMS). A longpass dichroic beamsplitter (BS1) picks off light for the alignment
cameras, and the pupil is reimaged by lens L5 onto the pupil-viewing camera (CAM2). A 50/50 beamsplitter (BS2) intercepts the beam before CAM2, and
lens L6 focuses the image plane onto the image-viewing camera (CAM1). Meanwhile, the beam transmitted through BS1 passes through the bandpass filter
F1 and is reduced by beam reducing optics L3 and L4, which also re-images the pupil onto the microlens array (MLA) at the front of the photonic unit. This
then injects the sub-beams into the photonic chip (CHIP), which is mounted on a 3-axis Zaber actuated stage (STAGE2) for precise alignment. Light from the
4 output waveguides is then transmitted via a fibre cable (FIB) to photodetectors (not shown).
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Figure 3. A top-down view of the waveguide arrangement in the photonic
chip. The ‘side-step’ feature (lateral displacement of the guides over the
first 25 mm) avoids the effect of uncoupled light at the input interfering
with guided light at the output. The inset shows a zoomed-in (horizontal
150%, vertical 600%) detail of the coupling region. Towards the left are the
photometric splitters and in the centre is the evanescent coupler. The four
output waveguides are butt-coupled to fibres at the output face.
more than 2 inputs, this region is where the pupil-remapping would
take place, converting the two-dimensional array of sub-pupils into
a 1-dimensional (or other appropriate) array for subsequent beam
combination. Next, each waveguide encounters a Y-splitter, where
nominally 33% of the light is split off and sent to separate photo-
metric outputs. As will be shown in Section 3, the simultaneous
measurement of the coupled flux in each waveguide (time-varying
due to seeing) is critical for accurate data analysis. Next, the waveg-
uides form an evanescent directional coupler which was tuned to
produce a 50-50 splitting ratio at its two output ports when co-
phased coherent light enters the two inputs. Note that unlike in
bulk-optic beam combination, where a pi radian delay must be in-
troduced to shift from the central bright fringe to the adjacent dark
fringe, in the case of a directional coupler a pi/2 radian delay must
be introduced. Correspondingly, if the light in either of the inputs
is delayed by pi/2 radians the coupler produces one entirely dark
(null) channel and one bright channel. The coupler is created by
bringing the two input waveguides together using cosine S-bends
to a proximity of 10 µm over an interaction length of 3.75 mm,
prior to diverging again. These two outputs (the bright and null
channels) then continue to the output. At the output face, the four
waveguides are butt-coupled and permanently bonded using UV
curing adhesive to a fibre V-groove with 127 µm pitch, and sent via
standard telecommunications single-mode fibres (G.652D) to the
photodetectors. The entire photonic chip measures 41 mm in length
by approximately 10 mm in width, with a thickness of 0.7 mm.
The single-mode waveguides were inscribed inside a mono-
lithic block of boroaluminosilicate glass (Schott AF-45) using Ul-
trafast Laser Inscription (ULI), where a femtosecond pulsed laser is
used to create a positive refractive index change inside the medium.
The glass block was then translated using computer-controlled pre-
cision air-bearing stages allowing the laser to sculpt the desired
MNRAS 000, 1–18 (2019)
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Figure 4. (a)Waveguide near-field profile at 1550 nm and for comparison (b)
the measured near-field profile of standard telecommunication single-mode
fibre (SMF-28e) and (c) the calculated focal spot of the MLA assuming the
lenslets are diffraction limited. (d) Wavelength resolved splitting ratio of the
directional coupler and both photometric taps. The red and blue lines show
the power emerging from each of the two output waveguides of the coupler
(labelled ‘bar’ and ‘cross’) when light is injected into one of its inputs. The
grey shaded area indicates the transmission band of the 50 nm bandpass
filter.
waveguide circuitry in three dimensions. The 10.75 µm diameter
waveguides were written with a 800 nm wavelength, 5.1 MHz rep-
etition rate Ti:sapphire laser at pulse energy of 45 nJ. The laser was
focused 300 µm below the top surface using a 100× 1.25 NA oil im-
mersion microscope objective (Zeiss N-Achroplan) while the sam-
ple was translated at a velocity of 18.3 mm/s. The Y-junctions were
formed by overpassing the side-step section twice, first to form the
photometric branch of theY-junction and in a second step to inscribe
the arm of the directional coupler. The final single-mode waveg-
uides had a mode-field profile with a 4σ diameter of 9.3 × 8.5 µm
(H×V), as shown in Fig. 4(a). For comparison, Fig. 4(b) shows the
11.0 µm 4σ diameter near-field profile of standard telecommunica-
tions single-mode fibre, resulting in 7% coupling loss between the
chip and the fibre V-groove array. The measured splitting ratios of
the Y-couplers (that provide the photometry channels) were 37±1%
and 31 ± 1%, respectively, over the 50 nm operational wavelength
window, see Fig. 4(d). The directional coupler (for the nulling) ex-
hibits nearly perfect 50-50 splitting at the central wavelength of
1550 nm, while changing to 40-60 and 60-40, respectively, at the
edges of the operational wavelength band as indicated in Fig. 4(d).
The MLA features 30 µm diameter lenslets on a hexagonal
pitch of 30 µm with a focal length of 96 µm and a numerical aper-
ture of 0.16. The fused silica substrate of the MLA was 10x10 mm
in area with a 1 mm thickness. Because a specific NA was required
to match the acceptance angle of the single-mode waveguides, the
focal point of the lenslets happened to be inside the glass substrate.
This forced the MLA to be oriented ‘backwards’ with the flat sub-
strate facing the collimated beam, and the convex side facing the
photonic chip. To avoid thermal drift between the MLA and pho-
tonic chip in GLINT, the photonics and MLA were permanently
bonded in a complete package as shown in the upper part of Figure
MLA 
Glass spacers 
Nulling 
Chip 
Microscope 
glass substrate 
4x fibre V-groove 
Mounting bracket 
UV curing 
epoxy 
Glass Spacers 
Nulling Chip 
Waveguide 
MLA 
Figure 5. The photonic assembly includes the nulling chip, the MLA, and
4-port fibre v-groove, all aligned and bonded in the laboratory prior to
being placed in a custom mounting bracket (top). The mounting bracket was
attached to a precision translation stage inside GLINT such that the telescope
pupil can be accurately placed at the correct spot on theMLA,with no further
alignment of the photonics required. Looking edge-on at the entrance of the
chip (bottom), a novel bonding technique was used to permanently bond the
MLA to the chip, while maintaining accurate alignment. Custom ’L’ shaped
glass spacers were used to ensure that the UV curing epoxy bonded region
did not contaminate the lenslets being use for focusing the light into the
waveguides.
5. This also meant the considerable complexity of aligning these
components only needed to be performed once, rather than during
on-sky instrument alignment. Unfortunately, simply placing UV
curing epoxy between the MLA and photonics would not work as
this changes the refractive index of the glass-air interface required
for the MLAs to function at specification. Thus a more compli-
cated bonding method was used where two glass ’L’ shaped spacers
were attached to the top of the photonics and the front of the MLA
chip (see bottom figure of 5). The alignment procedure was to first
co-align the angle of the MLA and photonic chip end-face to a
collimated reference beam using the Fresnel back-reflection off the
MLA substrate and chip end-face, respectively. This is critical as
any angular misalignment between the MLA and reference beam
will result in a phase ramp across the input when the system is
aligned for optimum injection efficiency, leading to a poorer null
depth. Once the MLA is perfectly face-on, the photonic chip (with
output V-groove already attached) was brought into optimal align-
ment by being back-illuminated via the attached optical fibres. The
distance between chip and MLAwas adjusted by measuring the gap
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using a calibrated vision system. In the next step, the pupil of the
MLA was imaged onto a detector and the light emerging from the
twowaveguides was centred with respect to the pupils of the lenslets
by translating the chip using a high-precision, piezo actuated 6-axis
translation stage. Once the initial alignment was optimised, the L-
spacers were placed on top of the chip and attached with UV curing
epoxy (Norland NOA61) on the mating faces. Once theMLA curing
was complete, the entire MLA-photonic-V-groove assembly was at-
tached to a microscope slide with further glass spacers to maximise
rigidity of any overhanging parts and strain relief the optical fibres.
Finally, the assembly is bonded to a custommount plate to be placed
in GLINT.
The internal transmission of the 41 mm long chip was mea-
sured to be 86 ± 1% at 1550 nm providing an upper bound for the
waveguide propagation losses of 0.14 ± 0.04 dB/cm. The internal
transmission includes losses due to propagation, bend losses and
absorption caused by impurities of the substrate material (∼ 1%
Meany et al. (2014)). The coupling losses between the fibre array
and waveguide chip are 7%, found by calculating the mode-overlap
integral between the measured waveguide and fibre near-field. Ad-
ditional losses occur due the mismatch between MLA focal spot
and waveguide mode. Assuming the MLA is diffraction limited, the
maximum coupling efficiency is 68% if the entire aperture of the
lenslet is used. Furthermore, Fresnel reflection losses totalling 10%
occur at the uncoated surfaces of the MLA and chip input face. This
limits the maximum throughput of the entire assembly to 49% if
every component is optimally aligned.
3 DATA ANALYSIS
As introduced in Section 1.2, the key observable of scientific in-
terest is the astrophysical null depth NA, which encodes spatial
information about the target. For example an extended source, such
as a resolved star, would have lower spatial coherence and hence
produce a less-deep null than an unresolved source. However the
measured null depth N is largely dominated by instrumental leakage
effects. A deep null depends on several factors as previously dis-
cussed, two of the most critical being the matching of the anti-phase
condition (precise offset by pi/2 radians) over the input waveguides,
and having equal injection efficiency in both channels. These terms
in particular are time-varying and impacted by the seeing. The ex-
tent to which both of these terms can be stabilised is set by the
performance of the SCExAO adaptive optics system, however even
under ideal conditions it is inevitable that these terms are signifi-
cant. Rather than trying to build more complex and costly solutions
to remove residual phase errors, we instead employed a statisti-
cal approach capable of handling non-ideal data, as pioneered by
the Palomar Fiber Nuller group (Hanot et al. 2011). Essentially,
rather than naively combining the measured quantities from a par-
ticular observation, we instead focus on the probability distribution
function (PDF) of each measurable quantity, and compare it to a
modelled set of PDFs.
In fact using this statistical approach proved to be particularly
important as very large tip/tilt errors (due to telescope vibration)
were encountered on-sky (Lozi et al. 2016). The resulting large dif-
ferential phase errors also posed an extra numerical challenge. In
the methods described by Hanot et al. (2011) it is assumed that the
phase errors are small and so some small-number approximations
can be used, described below. But in the case of the present observa-
tions these approximations could not be used and a fullMonte-Carlo
simulation of data had to be developed.
3.1 Statistical analysis theory & background
Adopting the nomenclature used in Serabyn (2000), for coherent
light of a single polarisation, the intensity of constructive (I+) and
destructive (I−) interference fringes is
I± =
1
2
(I1 + I2 ± 2 cos(∆φ)
√
I1I2) (2)
where I1 and I2 is the intensity of the input beams and ∆φ =
φ1 − φ2 is the relative phase delay. The key observable in nulling
interferometry is the null depth N , defined as
N =
I−
I+
. (3)
When fitting parameters, it is useful to define the mean intensity:
〈I〉 = 1
2
(I1 + I2) (4)
and the fractional deviation from mean intensity:
δI =
I1 − I2
2 〈I〉 (5)
and then rewriting Equation 2 as
I± = 〈I〉
(
1 ± cos(∆φ)
√
1 − (δI)2
)
. (6)
I− is the fluxmeasured in the null channel, and in many nulling
interferometer designs I+ is not directly measured. In the case of
GLINT, the bright channel (I+) is directly measured. However, this
channel incorporates all of the stellar photon noise, and so simply
dividing the instantaneous null I− by the instantaneous I+ would
reintroduce this noise. The approach taken instead is to estimate
I+, using some combination of the instantaneously measured I1,
I2 and I+,and then include a free parameter Ir which describes the
deviation of the estimate from the true value whichwill be described
subsequently.
In the low phase-error regime it can be assumed that the null
is deep and so
Î+ = 2 〈I〉 (7)
where the ̂ notation means that this is an estimate. Two further
small number approximations can also be used - that ∆φ and δI are
small and so cos(∆φ) ≈ 1− (∆φ)22 and
√
1 − (δI)2 ≈ 1− (δI )22 . This
along with the previous approximation allows the null depth to be
written as
N =
1
4
(
(δI)2 + (∆φ)2
)
. (8)
This is very useful because there is a known analytic expression
for the square of a normal distribution, and for the sum of squares
of a normal distribution (comparable to a χ2 distribution). Then,
assuming that both δI and ∆φ are normally distributed, an analytic
expression exists for the null depth, which can be easily fitted.
This allows the so-called ‘Analytic Self Calibration (ASC)’ method
described by Hanot, et al., one of two proposed methods (the other
being ‘Numerical Self Calibration (NSC)’, also from Hanot, et al.,
discussed later). In our high phase and intensity error regime, we can
not do this, so must resort to a more complex and computationally
expensive (Monte Carlo) method.
In terms of I+ estimation, we can do better than the approxi-
mation given in Equation 7. Although ∆φ is not known, for GLINT
the instantaneous power in each channel is roughly known, and so
a better estimate can be obtained by writing
Î+ =
1
2
(I1 + I2 ± 2
√
I1I2) (9)
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9i.e. setting ∆φ to zero. Despite the missing ∆φ term, this was found
to give a better estimate than simply using the mean intensity. Al-
ternatively the output of the anti-null channel can be used directly
as the value for I+. But, as discussed in Section 4, this method
performed poorly when large phase errors were present.
We can then adopt the relative intensity deviation parameter Ir
from Hanot, et al.’s method, defined as
Ir =
I+
Î+
. (10)
This will be a free parameter in our fit.
The background term (in our case dominated by dark current)
must also be accounted for. (The I1, I2 and I− terms written thus
far implicitly assume some background bias has been subtracted
off). While we know the instantaneous waveguide power thanks
to the photometric channels, we do not know the instantaneous
background value (i.e. because these are separate photodiodes). This
introduces 3 new free parameters - the instantaneous background
values for I1, I2 and I−.
Lastly we have the astrophysical null term NA. This is the
observable quantity of interest, and describes the leakage arising
from the astrophysical source. Note that this can actually be mea-
sured even if it is smaller than the instrumental null achieved. There
is a straightforwards relationship between the visibility V and the
astrophysical null depth (Mennesson et al. 2011):
NA =
1 − |V |
1 + |V | (11)
We are therefore left with 10 free parameters: δIµ and δIσ (the
mean and standard deviation of the fractional deviation from mean
intensity); BσI1 , BσI2 and BσI− (the RMS background fluctuation
for those three measurement channels); ∆φµ and ∆φσ (the mean
and standard deviation of the relative phase delay); Irµ and Irσ (the
mean and standard deviation of the relative intensity deviation) and
NA - the astrophysical null. Fortunately, the first five of these can
be directly measured from the data, and do not need to be fitted. It
should be noted that while the inclusion of the PDFs of the other
terms corresponds to a convolution of PDFs, and hence a change
of shape of the final distribution, the astrophysical null term does
not. Including the NA term is effectively a convolution by a delta
function, and so corresponds to translating the entire PDF (to the
right, as NA becomes positive).
As an alternative to assuming a normal distribution for δI and
the background distributions (theASCmethod), the actual statistical
distribution for these values can be directly measured from the data
and used in the analysis - the NSC method. It was shown by Hanot,
et al., and confirmed in the present observations, that this provides
a better fit.
A cos(α) term describing the relative polarisation rotation be-
tween channels can also be included. Equation 2 assumes incident
light of a single polarisation, matched between the two interferomet-
ric arms. Mixed polarisation states (such as a polarisation rotation
or retardance) between the two arms will result in a shallower in-
strumental null. This would be a particular issue for long-baseline
interferometry applications, where light destined for the different
waveguides traverses a very different optical path, and may en-
counter differentmirror angles, surfaces, etc. However in the present
pupil remapping application, light for all waveguides traverses the
same path, and to first order any systematic polarisation effects
should be common between them, maintaining coherence. There-
fore in this analysis, the cos(α) term is neglected.
Chromatic effects are a major contributor to increased instru-
mental leakage. The above analysis assumes monochromatic light,
however the actual instrument operates over a 50 nm bandwidth
(centred at 1550 nm). Shallower null depth from broadband inter-
ference is not only due to the change in ∆φ with λ (i.e. it is not
pi/2 radians across the whole band) which is easily calculated, but
also to the specific chromatic dependence on the coupling-ratios
in the photonic devices. Based on laboratory measurements of the
splitting ratio as a function of wavelength (e.g. as shown in Figure
4), the instrumental null-depth increase owing to chromatic effects
is calculated to be 4 ± 1 × 10−3. For the current analysis, this offset
is subtracted from the measured null depths when stellar diameters
are calculated from on-sky observations. For future iterations of
the nulling chip, this coupling ratio will be optimally tuned in pro-
duction and accurately measured after manufacture to allow precise
calibration.
3.2 Data analysis procedure
The raw data obtained from an observation consists of a time-
series of measurements of each of the 4 outputs (null, anti-null
and two photometric channels), sampled several thousand times a
second. Using the formalism described previously, for each moment
in time the instantaneous null-depth can be estimated from these 4
measurements. But this instantaneous value fluctuates greatly with
time due to the seeing-induced phase and intensity variations, so
we instead concern ourselves with the distribution of its values over
the course of the observation (as well as the distributions of the
individual outputs).
The basic approach is to estimate the probability distribution
function (PDF) of the observed data by constructing a histogram,
and then fitting a model PDF to this in order to constrain the free
parameters. Due to the large phase and intensity errors encountered,
it was not possible to analytically calculate the model PDF. Rather,
a Monte Carlo approach is taken where simulated data sets are
constructed and then a histogram measured from these simulated
data.
During observations, the control software automatically inter-
leaves observations with dark measurements every few minutes.
This allows the distribution of dark noise (both thermal and RF) to
be measured, which may drift over time due to temperature change.
To reduce the effect of dark current, the 64 kS/s sampling is binned
down to 640 S/s, which is roughly consistent with the coherence
time of the corrected seeing. This also allows an uncertainty for
each binned data point to be estimated, which is the standard error
in the mean of samples in that bin. Bias values, from the mean
of the relevant dark measurements, are subtracted. This yields the
time series of the null channel I−(t), anti-null channel I+(t) and the
photometric channels I1,2(t).
Next, chip and fibre throughput, photodiode sensitivity and
transimpedance amplifier gain differences are accounted for. These
coefficients are measured in situ, before observations, by translating
the pupil mask such that a light source is injected into onewaveguide
at a time (such that only incoherent transmission ismeasured). These
are used to calculate normalised coefficients, which are then divided
out in data reduction.
An estimate of I+(t) can then be obtained. Since both simulta-
neous photometry and anti-null channel data is collected, there are a
number of different ways that I+(t) can be measured. Two methods
were trialled here: calculating an estimate using just the photo-
metric channels as per Equation 9, or directly using the measured
anti-null channel as I+(t). As described earlier, this estimate may
be further binned to suppress random noise (e.g. photon noise and
dark current) at the expense of measurement simultaneity. These
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two approaches are relatively simplistic, and it is likely that some
more optimal method exists (combining photometric and anti-null
outputs with some optimal time binning), though this was not in-
vestigated here. However this is an important aspect, since in future
photon-noise-limited implementations, while the null channel is ro-
bust against the photon noise of the host star the other outputs do
not have this benefit. In any case, as long as an identical method of
I+(t) estimation is performed for both the data and the fitted model,
the analysis should be valid. A comparison of the results of these
different methods is provided in Sections 4 and 5.
The estimated instantaneous null depth can then be calculated
using
N̂(t) = I−(t)
Î+(t)
. (12)
In the case of an ASC analysis, the next step is to measure
the statistical properties which will directly constrain δI, and the
background noise. δIµ and δIσ are directly calculated as
δIµ = mean
(
I1(t) − I2(t)
I1(t) + I2(t)
)
, δIσ = std
(
I1(t) − I2(t)
I1(t) + I2(t)
)
. (13)
BσI1 , BσI2 , BσI− and BσI+ are calculated by taking the standard
deviation of the dark measurements for the appropriate channel.
Finally the PDF can be estimated by way of a histogram. A key
requirement is that measurement errors (originally derived from the
SEM of a bin) propagate through to the PDF estimate, and also that
these uncertainties on the PDF are cognisant of the number and
distribution of values in a bin (this may be particularly important
in the photon-noise-limited regime, where data nearer the null (i.e.
with less stellar photon noise) should more strongly constrain the
fit). The approach taken is to calculate the probability that a given
data point xi with associated uncertaintyσi comes from a given bin.
Thus the number of observations in bin k is the sum of Bernoulli
random variables, with the probability of each (pi(k)) being the
proportion of a normal distribution (with mean xi and standard
deviation σi) that lies within the bin j. That is,
pi( j) =
∫ u j
lj
1√
2piσi
e
− (xi−x)2
2σ2
i dz (14)
where lj and u j are the lower and upper limits of bin j respectively.
This can simply be calculated as the difference of two normal cumu-
lative distribution functions. Then the uncertainty (standard error)
of the bin can be calculated as
n∑
i=1
pi( j)(1 − pi( j)). (15)
To then generate a candidate model, vectors of random sam-
ples are created for I1, I2, ∆φ, Ir and the four backgrounds BI1 ,
BI2 , BI− and BI+ . ∆φ and Ir are drawn from normal distributions
N(∆φµ,∆φσ), N(Irµ , Irσ ) (where the µ andσ values are free model
parameters). For ASC the remaining samples are drawn from nor-
mal distributions with measured µ and σ, and for NSC they are
drawn from the measured distributions. Samples for Ii can then
be constructed using these samples as per Equation 2. If Î+(t) was
calculated for the data using Equation 9 then this is also used to
calculate model samples for I+. Alternatively, if the data’s Î+(t) is
obtained from the directly measured anti-null channel, then Equa-
tion 2 is used for the model samples. Finally, samples for N can
be calculated as per Equation 12, and their PDF measured via a
histogram, and fitted to the PDF of the data.
The set of random samples for each term needs to be large
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Figure 6. The raw time sequence data from the 4 outputs of the chip,
spanning 1 second of measurements using the laboratory testbed. The y-
axis is in units of detector output voltage (proportional to channel intensity).
Seeing was simulated by randomly varying the MEMS segment positions
and by allowing turbulent air to blow across the bench. Further reduction of
these data can be found in Figure 9.
enough that the error in the resulting PDF is very small. Empirically
it was found that around 109 samples are needed before results of
subsequent trials are consistent (several times less than experimental
error on the actual data). To make this fast enough for model-fitting,
this was implemented on a GPU (an NVIDIA GTX 1080 Ti) using
Matlab. Both random number generation (using the Philox4x32-10
algorithm) and vector arithmetic took place on the GPU, allowing
a model of 109 samples to be created in ∼ 3.5 s.
The fitting algorithmused is a trust-region-reflective non-linear
least squares method. To calculate parameter uncertainties, a sepa-
rate procedure is followed after the minimum is found, in which the
∆χ2 = 1 contour is found by varying each parameter individually.
Since this is a local optimiser, a basin hopping approach was used
to find the global minimum, wherein the fit was run multiple times
with random perturbations applied to the starting parameters and
step sizes.
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4 LABORATORY CHARACTERISATION
Prior to on-sky observations, simulated observations were per-
formed in the laboratory to validate the instrument and analysis
procedure. Most of these were performed with the instrument in
situ, installed on the SCExAO bench at the Subaru Telescope, using
SCExAO’s internal white-light calibration source (a fiber-coupled
supercontinuum source). Thus the bulk of optical components (in-
cluding the 1525 nm to 1575 nm bandpass filter) are common to
both on-sky and testbed datasets. Seeing was simulated by applying
a moving Kolmogorov phase screen on the SCExAO’s 2K actuator
deformable mirror Jovanovic et al. (2015). Additional measure-
ments were performed separate to SCExAO, wherein seeing was
simulated by randomly modulating the piston, tip and tilt of the
relevant segments on GLINT’s own MEMs deformable mirror and
allowing turbulent air to blow across the bench. In all cases, a time
series of the 4 outputs measured simultaneously with 4 photodetec-
tors constituted the raw observables, an example of which is shown
in Figure 6.
An example of in-situ SCExAO off-sky test results is shown in
Figure 7. Here, simulated turbulence with an amplitude of ∼200 nm
RMSwas added. The null is clearly seen in the histograms as a strong
peak, and broadly fits with the model, as shown for two different I+
estimation methods. In the left panel the method of estimating I+
from the simultaneous photometry (i.e. using Equation 9) is used,
while on the right the raw output of the anti-null waveguide is used.
In these laboratory tests with low phase error and low dark noise
the two methods provided similar results, but this ceases to be the
case when these errors become large (see Section 5). It was deter-
mined that the instrumental null depth is 0.0083, with a statistical
uncertainty of about ±10−5, although consistency between the two
I+ estimation types is within ±10−4. However small-scale system-
atic errors are observed in the histogram, manifesting as systematic
offsets between adjacent bins. This ‘wiggle’ is hypothesised to arise
from some systematic bias in the phase errors applied by the DM,
for example due to actuator spacing, the temporal and spatial gran-
ularity of the Kolmogorov screen model or the multiple repetitions
of this same screen over the measurement period. This accounts for
the bulk of the observed misfit (with a best fit of χ2 = 4.2).
As noted previously, the finite optical bandwidth of the mea-
surement will lead to instrumental nulls > 0, since the analysis
assumes monochromatic light. The expected null-depth increase
arising from chromatic effects was calculated based on laboratory
measurements of the wavelength-dependent coupling ratio of the
chip to be 4 ± 1 × 10−3 (limited by the accuracy of wavelength-
dependent throughput measurements). Accordingly, this contribu-
tion was subtracted from the measured null depths when stellar
diameters are determined in Section 5.
Another off-sky test is shown in Figure 8, wherein a larger
(∼400 nm RMS) phase error was applied. Here, a second ‘hump’
in the distribution begins to emerge towards high null-depth values
(when the first I+ estimation method is used), representing times
when ∆φ > pi and the null channel becomes ‘bright’. This second
hump is only reproduced when the anti-null measurement, used to
normalise the null depth, is derived from the photometric outputs (in
bothmeasurement andmodel). This phenomena is strongly seen on-
sky when large phase errors are present, and is discussed in detail
in Section 5. Again, the systematic ‘wiggles’ in the distribution
are clearly seen. In both these measurements it is noted that the
instrumental null depth is around 4×10−3 higher than that predicted
from chromatic effects alone. This may be a result of the imperfect
model fit, or due to fast temporal effects (e.g. simulated seeing and
optical bench vibrations at speeds higher than our sample rate).
To test if the observed misfit is due to the ‘wiggle’, measure-
ments were made separately in the optical laboratory, and the phase
(and injection, or differential intensity) error was provided by apply-
ing normally-distributed error signals to the tip, tilt and piston of the
individual MEMS mirror segments, as well as allowing turbulent
air to blow across the bench, to try and more faithfully reproduce
the continuous distribution of phase errors that would be produced
by seeing. For these new measurements, the models were found
to provide an excellent fit to the data, verifying the suitability of
the model and suggesting that the systematic ‘wiggles’ seen in the
previous data were indeed responsible for the mis-fit. These re-
sults are shown in Figure 9. This also allowed several data-analysis
and model-fitting strategies to be compared. It was also noted that
the underlying instrumental null was higher in these data than the
SCExAO implementation. This was due to the presence of very
fast ‘seeing’ beyond our time resolution (due to the environment),
slightly higher bandwidth, and the fact that the light source was
partly resolved (a few-moded fiber).
The statistical error in the fitted astrophysical null is found to be
around 10−4, with the difference between the different I+ methods
being 6 × 10−4. With the simultaneous-photometry-based I+ the fit
is excellent (with χ2 < 1), with a slightly worse fit with the second
method, a trend that continuedwith high phase-errormeasurements.
It should also be noted that the magnitude of the dark noise in this
data is more than 100 times greater than the SCExAO off-sky tests,
due to the faint light source available coupled with the uncooled
photodiodes. This wide dark noise distribution has a significant
effect on thewidth of the resulting null-depth PDF, as it is essentially
being convolved with the true null distribution. For reference, the
dark noise distribution, calculated by propagating the variances of
the individual measured detector dark noise distributions through
the same calculations as used for the data, is plotted to the left of the
main PDF. The mean and amplitude of this distribution are chosen
arbitrarily to allow clear plotting; the width of the distribution is the
pertinent feature.
A time series plot of the raw outputs of the four channels
for this data, for a period of 1 second, is shown in Figure 6. The
photometric channels show a relatively small fluctuation while the
null and anti-null channels fluctuate in antiphase. This indicates the
dominant modulation arises from phase error rather than fluctuating
injection efficiency.
5 ON-SKY MEASUREMENTS
A number of resolved and barely-resolved stars were observed using
the Subaru Telescope. In this section, the results of a range of on
sky observations are presented in order to validate the instrument
and demonstrate several different important effects. Firstly, success-
ful operation of the instrument was demonstrated, with the angular
diameter of barely-resolved stars measured using null-depths ob-
tained via the numerical self-calibration approach. The two anti-
null estimation methods are then compared and their goodness of
fits examined. The surprisingly large phase errors found on sky are
demonstrated, and the effect on null distribution and mitigation of
their effects via model fitting are examined. This is compared to
cases where these large phase errors are reduced by elimination
of telescope vibrations using the adaptive optics system. Finally,
the contribution from dark-noise, and particularly the effect of non-
Gaussian dark noise distributions is evaluated.
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(a) NSC, peak estimate from photometry
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(b) NSC, peak estimate from anti-null channel
Figure 7. Histograms and fitted model PDFs of NSC null-depth measurements from in-situ SCExAO off-sky tests, with ∼200 nm RMS simulated turbulence
for 2 different analysis and fitting modes. In panel (a) the peak (or anti-null) is estimated from the photometry channels as per Equation 9. Panel (b) instead uses
the output from the ‘anti-null’ channel of the chip to directly determine the peak estimate. Both peak estimate modes provide similar results, with a difference
between their fitted nulls of 0.0001. This similarity was common to all measurements made with low phase error and low dark noise. Systematic ‘wiggles’
in the PDF are seen, believed to be artefacts of the actuator spacing and discrete time steps of the deformable mirror. To reduce the density of data points to
improve clarity in plotting, light-red data points have been further re-binned before plotting, while dark-red points have not. This convention is followed for all
PDF plots.
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(a) NSC, peak estimate from photometry, 5 parameter fit
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(b) NSC, peak estimate from anti-null channel, 5 parameter fit
Figure 8. Histograms and fitted model PDFs of NSC null-depth measurements from in-situ SCExAO off-sky tests, with ∼400 nm RMS simulated turbulence
and 50 nm bandwidth. With this larger phase error, a second ‘hump’ is seen at the right hand side of the histogram.
The relationship between the limb-darkened diameter of a star
and the astrophysical null depth (Absil et al. 2006, 2011) can be
described as:
NA =
(
piBθLD
4λ
)2 (
1 − 7uλ
15
) (
1 − uλ
3
)−1
(16)
where θLD is the limb-darkened stellar diameter, u is the limb dark-
ening coefficient, λ is the centre observing wavelength and B is
the baseline length (for a uniform disk model set u = 0). For these
observations, the uniform-disk (UD) diameters were used as the
reference point, so u was set to 0.
Figure 10 shows the results from the March 2016 observa-
tions of the K star α Bootis. The measured astrophysical null is
0.0705 ± 0.0004 (statistical error). With a UD diameter of around
20 mas, this star has an apparent size only half the formal tele-
scope diffraction limit (∼ 50 mas at 1.6 µm), or indeed three times
MNRAS 000, 1–18 (2019)
13
0 0.2 0.4 0.6 0.8 1
Null depth
0
2
4
6
8
10
12
14
N
or
m
al
is
ed
 fr
eq
ue
nc
y
Measured distribution
Model distribution
Dark noise component
 Directly measured
I  = -0.0480
I  = 0.0164
Phot1Dark  = 0.00826
Phot2Dark  = 0.0112
NullDark  = 0.00497
 Fitted params
 = 0.43457 + 0.00060 - 0.00155
 = 0.27222 + 0.00157 - 0.00020
Ir  = 0.94285 + 0.00202 - 0.00174
Ir  = 0.22963 + 0.00407 - 0.00371
Astro null = 0.02023 + 0.00009 - 0.00014
 
2
 = 0.67
(a) NSC, peak estimate from photometry, 5 parameter fit
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(b) NSC, peak estimate from anti-null channel, 5 parameter fit
Figure 9. Histograms and fitted model PDFs of NSC null-depth measurements from laboratory tests, with large simulated turbulence and 60 nm bandwidth.
The different methods of analysis in each panel are as described in the caption of Figure 7. Due to the relatively faint light source available, the contribution
from the dark noise is significant. For reference, the dark noise distribution is plotted (with arbitrary mean and normalised amplitude) to the left of the main
plot (black line); it can be seen that its width is comparable to the width of the final null PDF. This dark noise distribution plot is also included in subsequent
PDF plots.
smaller considering the effective baseline length used here (5.5 m,
corresponding to 73 mas). Despite this, the diameter was measured
successfully, yielding a UD diameter (using Equation 16) of 18.9
mas. This is consistent with known values determined by long-
baseline interferometry (which has provided measurements ranging
between 19.1 and 20.4 mas in K band Richichi et al. (2005)). It
is also seen that when peak estimate derived from the photometric
channels is used, the model gives an excellent fit. However when
the anti-null channel is used, the fit is poor. This is consistent with
the observation that data with large ∆φσ do not fit the model well
when this peak estimate method is used. As a point of comparison,
the same fitted model is over-plotted but with its astrophysical null
set to zero, corresponding to an unresolved star.
In many cases the on-sky observations exhibited very large
phase errors, exacerbated by a previously identified telescope vi-
bration problem (see Julien Lozi (2018) for details). Furthermore
dark noise tended to be quite high, due to the uncooled photodi-
odes and amplifiers used. Figure 11 shows histograms of the null
depth of the observation of α Bootis (with large phase errors) cal-
culated using the two different methods of I+(t) estimation. It also
includes the rawmeasurement of the output of the null channel I−(t)
(which, since it is not-normalised by I+(t), is plotted in arbitrary
units, and arbitrarily positioned horizontally). The ‘double hump’,
due to large phase errors of magnitude pi (and hence constructive
interference occurring in the ‘null’ channel) is clearly seen in the
raw I− measurement. When the null depth is determined using the
photometry-derived I+(t) estimate the double hump remains, with
the second hump becoming more symmetrical and pointed. Since
poor injection is correlated with large phase errors, this effect is
likely due to correlated fluctuations in injection efficiency being
largely divided out. Since this I+(t) estimate has no knowledge of
the instantaneous ∆φ this estimate is not precise (as demonstrated
by the existence of the 2nd hump, which should not exist under the
formal definition of null depth). However this is acceptable as the
deviation of this estimate from the true value of I+(t) is fitted by
two free parameters (Irµ and Irσ ), as per Equation 10.
In the casewhere I+(t) is taken to be the simultaneousmeasure-
ment of the anti-null channel, the null depth derived is the ‘actual’
null depth as defined by Equation 3. Ignoring intensity differences,
the null depth here has the functional form 1−cos(∆φ)1+cos(∆φ) , which asymp-
totes to zero at large ∆φ.
Observations of another partially-resolved star, the red giant
α Herculis, were also performed during this same epoch, also sub-
ject to similar telescope vibrations. An astrophysical null depth of
0.1850+0.00019−0.00002 was measured, and the results are shown in Fig-
ure 12. Despite the large phase errors the measured null depth
provides a UD diameter of 31.2 mas, consistent with existing long-
baseline interferometry measurements which give the K band UD
diameter as between 31 and 33 mas Richichi et al. (2005); Duvert
(2016).
For both of these vibration-affected observations, the fitted
value of ∆φσ is large: 2.3 radians for α Bootis and 1.8 radians
for α Herculis. Furthermore, the magnitude of the relative intensity
deviation Ir (defined as the ratio of the ‘true’ I+ value to the estimate
used) was large, with a mean Ir of 0.85 for α Bootis and 0.70 for
α Herculis. Having this deviation as a free parameter allows the
model to successfully fit the large phase error and ‘double hump’.
As will be seen, for low phase-error observations Irµ ≈ 1.
In a subsequent observing epoch (August 2016) the telescope
vibrations were partly mitigated by the introduction of a low-order
wavefront sensor (LOWFS) into SCExAO (Singh et al. 2014), which
allowed low order spatial modes to be corrected at high gain without
causing instability in higher-order modes. The variable S-type red
giant star χ Cygni was observed at this time, with the resulting
histogram shown in Figure 13. It is clearly seen that the second
‘hump’ is now absent, with a mean relative intensity deviation of
almost unity (Irµ = 0.98). It was found to have an astrophysical null
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(b) NSC, peak estimate from anti-null channel, 5 parameter fit
Figure 10. Histograms and fitted model PDFs of NSC null-depth measurements from 19 March 2016 observations of the K star α Bootis. The star is resolved
by the GLINT Nuller, with an angular diameter of 18.9 mas measured from the self-calibrated null-depth. This is consistent with known values determined
via interferometry. Note that the star is several times smaller than the formal diffraction limit. The model provides an excellent fit when using a peak estimate
derived from the photometric channels, and a poor fit when using the anti-null channel – consistently seen when large phase errors are present. For reference,
an unresolved star (using the same model) is over-plotted (blue broken line), clearly demonstrating that the star is resolved.
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Figure 11. The histogram for the null-depth estimate Nˆ for the 2016 obser-
vations of α Bootis, derived by estimating I+ using the photometric outputs
(red), using the ‘bright’ output (blue), as well as the raw ‘null’ channel
output (I−) (green), for an on-sky observation with large phase error. See
text for details.
depth of 0.0824+0.0004−0.0002 which corresponds to a UD stellar diameter
of 20.5mas. The closest-wavelength literature measurement is a UD
diameter of 23.2masmeasured atK’ bandMennesson et al. (2002b).
This is consistent with the diameter measured here, particularly
given the strong dependence of diameter on wavelength for this star
(e.g. it is 30.4 mas at L’), its highly extended atmosphere and known
variability due to stellar pulsations.
Additional observations in November 2016 of the K-type red
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Figure 12. Histogram and fitted model PDFs of NSC null-depth measure-
ments from 21 March 2016 observations of the red giant star α Herculis.
The star is resolved by the GLINT Nuller, with an angular diameter of 31.2
mas measured from the self-calibrated null-depth. This is consistent with
known values determined via interferometry.
giant star (and possible long period variable) α Tauri showed sim-
ilarly small phase error, with the results shown in Figure 14. The
measured astrophysical null depth of 0.05177 +0.0001−0.00001 corresponds
to a UD stellar diameter of 16.0 mas. This is smaller than published
H band diameters of between 19.5 and 20.5 mas Richichi et al.
(2005). However it should be noted that this star is about 3 times
smaller than the formal diffraction limit for this baseline (73 mas).
Again there is no second ‘hump’, with a mean relative intensity
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Figure 13. Histogram and fitted model PDFs of NSC null-depth measure-
ments from 15 August 2016 observations of the variable S star χ Cygni.
In this epoch the telescope vibrations (and resulting large phase error) were
mitigated by the implementation of the SCExAO low-order wavefront sensor
(LOWFS), and accordingly the ‘double-hump’ feature is no longer seen in
the data. The star is resolved by the GLINT Nuller with an angular diameter
of 20.5 mas measured from the self-calibrated null-depth, consistent with
known values.
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Figure 14. Histogram and fitted model PDFs of NSC null-depth measure-
ments from 9 November 2016 observations of the K star α Tauri. Again,
the telescope vibrations (and resulting large phase error) were mitigated by
the implementation of the SCExAO low-order wavefront sensor (LOWFS).
The star is barely resolved by the GLINT Nuller, with an angular diameter
of 16.0 mas measured from the self-calibrated null-depth, slightly smaller
than known values determined via interferometry.
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Figure 15. Raw time-series data from the 4 outputs of the chip for 1 second
of on-sky observations of α Tauri (with processed data shown in Figure 14).
The y-axis is in units of detector output voltage (proportional to channel
intensity). This observation represented the best data in terms of RMS phase
error, due to SCExAO’s low order mode correction at this epoch.
deviation approaching unity (Irµ = 0.92). A time-series plot of 1
second of data for this observation is presented in Figure 15.
Observations of the variable red giant star o Ceti (Mira) also
exhibited no major vibration issues, and the results are shown in
Figure 16. The observed astrophysical null of 0.14302+0.00004−0.00007 cor-
responds to a UD diameter of 27.3 mas. This is consistent with
the range of UD diameters measured for this star, with K band
long-baseline interferometrymeasurements ranging between 27 and
33mas reportedWoodruff et al. (2008, 2009); Richichi et al. (2005);
Duvert (2016). Additionally, the null-depth histogram in Figure 16
is seen to have a curious shape, with the distribution having wide
wings (with a ‘kink’ around N = 0) not seen in the other obser-
vations. The explanation for this can be seen by reference to the
histograms of the dark-current for the 4 detectors, shown in Fig-
ure 17. While 3 channels show the expected Gaussian distribution,
the null channel features additional wings, which is partly due to
mains-frequency noise pickup due to a poorly positioned cable.
Nonetheless the model provides a good fit to the data, demonstrat-
ing the advantage of the NSC method (this PDF shape would not be
reproduced by the model if a Gaussian distribution was assumed,
as is done for the ASC approach).
Lastly, the results of an observation of the unresolved star Vega
are shown in Figure 18. Although a bright star, this was the faintest
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Figure 16. Histogram and fitted model PDFs of NSC null-depth measure-
ments from 9 November 2016 observations of the Mira variable star o Ceti.
Telescope vibrations are mitigated but extended wings appear in the his-
togram, with a pronounced ‘kink’ around N = 0. This is due to RF noise in
the dark PDFs (shown in Figure 17), which is successfully fit via the NSC
method. The star has an angular diameter of 27.3 mas measured from the
self-calibrated null-depth, consistent with known values.
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Figure 17. Histograms of the dark noise for the 4 detectors during the
observations of o Ceti, the results of which are shown in Figure 16. The
unusual non-Gaussian shape of the noise histogram of the null-channel is
believed to be due to RF interference, and results in an extension to the
wings of histogram in the final data. However since this PDF measurement
is directly used by the model, the NSCmethod accounts for the problem still
producing a good fit to the data.
in our sample and the low sensitivity of the detectors used meant
that the contribution from dark noise was very large (as seen in
the Figure). Since the star is unresolved the null depth should be
zero, but a slightly negative null-depth (-0.012) is fitted, which is
non-physical. However a large variability in the fitted null depth
was observed between different model-fitting runs (with different
initial positions), with a standard deviation between results of 0.01.
It is likely the dark-noise dominated signal was unable to provide
a more accurate constraint. Nonetheless within these limits it is
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Figure 18. Histogram and fitted model PDFs of NSC null-depth measure-
ments from 19 March 2016 observations of the unresolved star Vega. The
contribution from dark noise is high, but the fitted model (blue line) is
consistent with that of an unresolved star (broken light-blue line, overlap-
ping). The fitted null depth should be zero, but is poorly constrained and
slightly negative, likely due to the poor constraints on null depth due to the
dominating dark noise.
consistent with an unresolved star, and is visually demonstrated by
the over-plotting of an unresolved star in the Figure.
6 CONCLUSION
Nulling interferometry is a promising method to directly image high
contrast features at super-diffraction-limited angular resolutions,
such as exoplanets and circumstellar disks. While the traditional ap-
proach is to use bulk-optics based interferometers, here we present
an integrated-photonic approach. In this method all beam split-
ting and combination is performed within a single photonic chip,
via single mode waveguides and evanescent directional couplers
written within the substrate. The single-mode waveguides perform
perfect spatial filtering, and themonolithic design promises extreme
stability and compactness. Simultaneous photometry and anti-null
outputs are easily implemented. Moreover, the integrated photonic
approach allows complex interferometric devices – such as those
including a large number of baselines – to be implemented easily.
The GLINT pathfinder instrument described here centres
around a photonic nulling interferometry chip produced via the
laser direct-write method. The design and implementation of the
chip and surrounding instrumentation is described, and basic labo-
ratory characterisation measurements are presented. The technique
was validated via on sky deployment of the instrument at the 8 m
Subaru Telescope using the SCExAO extreme adaptive optics sys-
tem, and on-sky results are presented (analysed via the numerical
self-calibration method). Despite high dark-current contributions
(due to uncooled photo-detectors) and large dynamic phase errors
(due to telescope vibration as well as AO residuals) the measured
null depths successfully predict the stellar diameter of the observed
stars, including cases where the stellar angular size is more than
twice as small as the formal diffraction limit. Absolute null depths
were limited by the chromatic nature of the device, with null depths
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of around 0.8% found when using an unresolved laboratory source
over a 50 nm bandwidth, consistent with expectations.
With the basic concept of the photonic nulling interferome-
ter demonstrated, a number of key improvements will be made to
the next iteration of the instrument. Firstly, more baselines will
be utilised, allowing simultaneous measurements of the null depth
of multiple baseline lengths and angles. This is important when
measuring asymmetric sources, such as a star and faint compan-
ion (with coverage augmented via field rotation). This upgrade is
straightforward due to the intrinsic scalability of the integrated pho-
tonic design. At first, 4 input waveguides will be used, producing 4
nulled baselines and 2 non-nulled baselines. Secondly, the sensitiv-
ity (dark-noise) issue will be addressed by replacing the uncooled
photo-diodes with a sensitive, cooled imaging detector, such as a
high performance InGaAs camera (e.g. the CRed-2 (Feautrier et al.
2018)) or e-APD array (e.g. a Saphira array (Atkinson et al. 2018)).
Thirdly, the chromatic limitations will be addressed. Our ap-
proach is twofold. By utilising the aforementioned array detectors,
the output fibres will be spectrally dispersed. By fitting a chromatic
null-depth model to measure null depth as a function of wavelength,
precise astrophysical null depths can be measured. Additionally, the
directional couplers used in the chip can be made more achromatic
using asymmetric designs (e.g. Chen et al. (2008).
Finally, active wavefront control will be improved to produce
deeper (and more stable) absolute nulls: a critical feature when sup-
pression of stellar photon noise is required (such as in high-contrast
companion detections). One approach is to improve the existing
adaptive optics implementation, for example by using a low-order
wavefront sensor close to the chip injection. This would reduce
non-common path errors and could be tuned to aggressively correct
the spatial modes corresponding to the baselines used. While this
use of the extreme-AO system as an external fringe-tracker may be
sufficient, it may also be desirable to include variable on-chip de-
lays. These could be implemented with micro-heater technologies,
wherein electrical heater elements are deposited on the surface of
the chip and can actively modify the waveguide propagation con-
stant. Alternatively the chip could be produced using materials such
as Lithium Niobate, where on-chip electrodes vary the local refrac-
tive index of the waveguides via the electro-optic effect (e.g. Martin
et al. (2014)). These methods allow phase control of individual
waveguides with very high slew rates, and could be run in closed
loop using the chip outputs as sensors.
While the pathfinder instrument operates in the near-IR (due
largely to the maturity of photonic technologies in this region), it
is scientifically optimal to conduct these observations in the mid-
IR, at wavelengths of around 5µm. Here, the star/planet contrast
is more favourable. To enable this, new technologies to produce
mid-IR capable direct-write photonics are being developed. Due
to the high opacity of normal silica glass at these wavelengths
more exotic materials are required. Chalcogenide glasses, including
GLS, have shown particular promise – they are highly transparent
at mid-IR wavelengths and have successfully been used to cre-
ate waveguides and evanescent couplers using laser direct write
(Labadie et al. 2012; Arriola et al. 2014; Gross et al. 2015). Pro-
totype nulling-interferometer beam-combiners have also been pro-
duced using direct-write with this glass (Gretzinger et al. 2019),
as well as planar lithographic technology (Kenchington Goldsmith
et al. 2016). Other materials such as various different types of flu-
oride and chalcogenide glasses and fluoride crystals have also been
investigated (Arriola et al. 2017).
Together, we anticipate that these new technologies combined
with the currently demonstrated pathfinder technology will lead to
a new generation of integrated photonic nulling interferometers.
As waveguide number and null depth performance increase, these
instruments stand to be highly competitive in the direct imaging
and spectroscopy of faint companions such as exoplanets, espe-
cially in ultra-high resolution applications (separations at or below
λ/D) where other imaging methods (such as coronagraphs) are less
effective.
ACKNOWLEDGEMENTS
This work was supported by the Australian Research Council Dis-
covery Project DP180103413. It was performed in part at the Opto-
Fab node of the Australian National Fabrication Facility utilis-
ing Commonwealth as well as NSW state government funding.
S. Gross acknowledges funding through a Macquarie University
Research Fellowship (9201300682) and the Australian Research
Council Discovery Program (DE160100714). N. Cvetojevic ac-
knowledges funding from the European Research Council (ERC)
under the European Union’s Horizon 2020 research and innovation
program (grant agreement CoG - 683029). The authors acknowl-
edge support from the JSPS (Grant-in-Aid for Research #23340051,
#26220704 #23103002). This work was supported by the Astrobi-
ology Center (ABC) of the National Institutes of Natural Sciences,
Japan and the directors contingency fund at Subaru Telescope. This
research was also supported by the Australian Research Council
Centre of Excellence for Ultrahigh bandwidth Devices for Opti-
cal Systems (project number CE110001018). The authors wish to
recognise and acknowledge the very significant cultural role and
reverence that the summit of Maunakea has always had within the
indigenous Hawaiian community. We are most fortunate to have the
opportunity to conduct observations from this mountain.
REFERENCES
Absil O., den Hartog R., Gondoin P., Fabry P., Wilhelm R., Gitton P., Puech
F., 2006, Astronomy and Astrophysics, 448, 787
Absil O., den Hartog R., Gondoin P., Fabry P., Wilhelm R., Gitton P., Puech
F., 2011, Astronomy and Astrophysics, 527, C4
Angel J. R. P., Woolf N. J., 1997, Astrophysical Journal, 475, 373
Arriola A., Gross S., Jovanovic N., Charles N., Tuthill P. G., Olaizola S. M.,
Fuerbach A., Withford M. J., 2013, Optics Express, 21, 2978
Arriola A., Mukherjee S., Choudhury D., Labadie L., Thomson R. R.,
2014, in Optical and Infrared Interferometry IV. p. 91462L,
doi:10.1117/12.2056494
Arriola A., et al., 2017, Opt. Mater. Express, 7, 698
Atkinson D., Hall D., Goebel S., Jacobson S., Baker I., 2018, in Society of
Photo-Optical Instrumentation Engineers (SPIE) Conference Series. p.
107091H, doi:10.1117/12.2311814
Beuzit J.-L., et al., 2008, in Society of Photo-Optical Instrumentation Engi-
neers (SPIE) Conference Series. , doi:10.1117/12.790120
Bracewell R. N., 1978, Nature, 274, 780
Charles N., et al., 2012, Appl. Opt., 51, 6489
Chen W.-J., Eaton S. M., Zhang H., Herman P. R., 2008, Opt. Express, 16,
11470
Colavita M. M., et al., 2009, PASP, 121, 1120
Coudé du Foresto V., Maze G., 1990, in Breckinridge J. B., ed., Society
of Photo-Optical Instrumentation Engineers (SPIE) Conference Series
Vol. 1237, Proc. SPIE. pp 538–547, doi:10.1117/12.19324
Coudé du Foresto V., Ridgway S. T., 1992, in Beckers J. M., Merkle F., eds,
European Southern Observatory Conference and Workshop Proceed-
ings Vol. 39, European Southern Observatory Conference and Work-
shop Proceedings. p. 731
Defrère D., et al., 2016, ApJ, 824, 66
MNRAS 000, 1–18 (2019)
18 Barnaby R. M. Norris, et al.
Duvert G., 2016, VizieR Online Data Catalog, p. II/345
Feautrier P., et al., 2018, in Society of Photo-Optical Instrumentation Engi-
neers (SPIE) Conference Series. p. 107031V, doi:10.1117/12.2313545
Fujii Y., Kawahara H., Suto Y., Taruya A., Fukuda S., Nakajima T., Turner
E. L., 2010, Astrophysical Journal, 715, 866
GRAVITY Collaboration et al., 2017, Astronomy and Astrophysics, 602,
A94
Gattass R. R., Mazur E., 2008, Nat Photon, 2, 219
Gretzinger T., Gross S., Arriola A., Withford M. J., 2019, Opt. Express, 27,
8626
Gross S., Withford M. J., 2015, Nanophotonics, 4, 20
Gross S., Jovanovic N., Sharp A., Ireland M., Lawrence J., Withford M. J.,
2015, Opt. Express, 23, 7946
Guyon O., Martinache F., Clergeon C., Russell R., Groff T., Garrel V.,
2011, in Society of Photo-Optical Instrumentation Engineers (SPIE)
Conference Series. , doi:10.1117/12.894293
Guyon O., Martinache F., Cady E. J., Belikov R., Balasubramanian K.,
WilsonD., ClergeonC. S.,MateenM., 2012, inAdaptiveOptics Systems
III. p. 84471X, doi:10.1117/12.927181
Hanot C., et al., 2011, Astrophysical Journal, 729, 110
Huby E., et al., 2012, A&A, 541, A55
Ito Y., Ikoma M., Kawahara H., Nagahara H., Kawashima Y., Nakamoto T.,
2015, Astrophysical Journal, 801, 144
Jovanovic N., et al., 2012, MNRAS, 427, 806
Jovanovic N., et al., 2013, in Esposito S., Fini L., eds, Pro-
ceedings of the Third AO4ELT Conference. (arXiv:1310.0476),
doi:10.12839/AO4ELT3.13396
Jovanovic N., et al., 2015, PASP, 127, 890
Julien Lozi Olivier Guyon N. J. N. T. G. S. B. N. H. O. T. B. F. M., 2018,
Journal of Astronomical Telescopes, Instruments, and Systems, 4, 1
Kawahara H., Fujii Y., 2014, Formation, Detection, and Characterization of
Extrasolar Habitable Planets, 293, 71
Kawahara H., Matsuo T., Takami M., Fujii Y., Kotani T., Murakami N.,
Tamura M., Guyon O., 2012, Astrophysical Journal, 758, 13
Kawahara H., Murakami N., Matsuo T., Kotani T., 2014, The Astrophysical
Journal Supplement Series, 212, 27
Kenchington Goldsmith H. D., et al., 2016, in Optical and Infrared Interfer-
ometry and Imaging V. p. 990730, doi:10.1117/12.2232199
Kühn J., Mennesson B., Liewer K., Martin S., Loya F., Millan-Gabet R.,
Serabyn E., 2015, Astrophysical Journal, 800, 55
Labadie L., et al., 2012, inOptical and Infrared Interferometry III. p. 844515,
doi:10.1117/12.925636
Lacour S., Tuthill P., Monnier J. D., Kotani T., Gauchet L., Labeye P., 2014,
Monthly Notices of the Royal Astronomical Society, 439, 4018
Lagadec T., et al., 2018, in Society of Photo-Optical Instrumentation Engi-
neers (SPIE) Conference Series. p. 107010V, doi:10.1117/12.2313171
Léger A., Mariotti J. M., Mennesson B., Ollivier M., Puget J. L., Rouan D.,
Schneider J., 1996, Icarus, 123, 249
Lozi J., Guyon O., Jovanovic N., Singh G., Goebel S., Norris B., Okita H.,
2016, in Society of Photo-Optical Instrumentation Engineers (SPIE)
Conference Series. p. 99090J, doi:10.1117/12.2233040
Macintosh B., et al., 2014, Proceedings of the National Academy of Science,
111, 12661
Marois C., Macintosh B., Barman T., Zuckerman B., Song I., Patience J.,
Lafrenière D., Doyon R., 2008, Science, 322, 1348
Martin G., et al., 2014, in Optical and Infrared Interferometry IV. p. 91462I,
doi:10.1117/12.2055516
Martinache F., Ireland M. J., 2018, preprint, p. arXiv:1802.06252
(arXiv:1802.06252)
Meany T., Gross S., Jovanovic N., Arriola A., Steel M., Withford M., 2014,
Applied Physics A, 114, 113
Mennesson B., Ollivier M., Ruilier C., 2002a, Optical Society of America
Journal, 19, 596
Mennesson B., et al., 2002b, ApJ, 579, 446
Mennesson B., Hanot C., Serabyn E., Liewer K., Martin S. R., Mawet D.,
2011, Astrophysical Journal, 743, 178
Millan-Gabet R., et al., 2011, ApJ, 734, 67
Nolte S., Will M., Burghoff J., Tuennermann A., 2003, Applied Physics A,
77, 109
Norris B., et al., 2014, Optics Express, 22, 18335
Richichi A., Percheron I., Khristoforova M., 2005, A&A, 431, 773
Schneider J., Dedieu C., Le Sidaner P., Savalle R., Zolotukhin I., 2011,
A&A, 532, A79
Schworer G., Tuthill P. G., 2015, A&A, 578, A59
Seager S., Turner E. L., Schafer J., Ford E. B., 2005, Astrobiology, 5, 372
Seager S., Bains W., Petkowski J. J., 2016, Astrobiology, 16, 465
Serabyn E., 2000, Proc. SPIE Vol. 4006, 4006, 328
Singh G., Guyon O., Baudoz P., Jovanovich N., Martinache F., Kudo
T., Serabyn E., Kuhn J. G., 2014, in Proc. SPIE. p. 914848
(arXiv:1406.4240), doi:10.1117/12.2057211
Snellen I., 2014, Philosophical Transactions of the Royal Society of London
Series A, 372, 20130075
Woodruff H. C., Tuthill P. G., Monnier J. D., Ireland M. J., Bedding T. R.,
Lacour S., Danchi W. C., Scholz M., 2008, ApJ, 673, 418
Woodruff H. C., et al., 2009, ApJ, 691, 1328
Zugger M. E., Kasting J. F., Williams D. M., Kane T. J., Philbrick C. R.,
2010, ApJ, 723, 1168
This paper has been typeset from a TEX/LATEX file prepared by the author.
MNRAS 000, 1–18 (2019)
Bibliography
Absil, O., R. den Hartog, P. Gondoin, P. Fabry, R. Wilhelm, P. Gitton, and F. Puech (2006),
“Performance study of ground-based infrared Bracewell interferometers. Application to the
detection of exozodiacal dust disks with GENIE.” , 448, 787–800.
Absil, O., R. den Hartog, P. Gondoin, P. Fabry, R. Wilhelm, P. Gitton, and F. Puech (2011),
“Performance study of ground-based infrared Bracewell interferometers . Application to the
detection of exozodiacal dust disks with GENIE.” , 527, C4.
Airy, G. B. (1835), “On the Diffraction of an Object-glass with Circular Aperture.” Transactions
of the Cambridge Philosophical Society, 5, 283.
Arriola, Alexander, Simon Gross, Nemanja Jovanovic, Ned Charles, Peter G. Tuthill, San-
tiago M. Olaizola, Alexander Fuerbach, and Michael J. Withford (2013), “Low bend loss
waveguides enable compact, efficient 3d photonic chips.” 21, 2978, URL http://arxiv.org/
abs/1302.2658.
Babcock, H. W. (1953), “The possibility of compensating astronomical seeing.” Publications of
the Astronomical Society of the Pacific, 65, 229, URL https://doi.org/10.1086%2F126606.
Baldwin, J. E., C. A. Haniff, C. D. Mackay, and P. J. Warner (1986), “Closure phase in high-
resolution optical imaging.” 320, 595–597, URL https://doi.org/10.1038/320595a0.
Bedding, T. R., J. G. Robertson, and R. G. Marson (1994), “An optical interferometer with
wavelength dispersion.” , 290, 340–348.
Benson, J. A., D. J. Hutter, II Elias, N. M., P. Bowers, D. Mozurkewich, J. T. Armstrong,
N. White, and C. Hummel (1996), “The Navy Prototype Optical Interferometer.” In American
Astronomical Society Meeting Abstracts #188, volume 188 of American Astronomical Society
Meeting Abstracts, 54.10.
Bland-Hawthorn, Joss and Pierre Kern (2009), “Astrophotonics: a new era for astronomical
instruments.” Optics Express, 17, 1880–1884.
Blind, N., F. Eisenhauer, S. Gillessen, Y. Kok, M. Lippa, G. Perrin, R. Dembet, P. Fedou,
S. Lacour, K. Perraut, L. Jocou, L. Burtscher, O. Hans, M. Haug, F. Haussmann, S. Huber,
A. Janssen, S. Kellner, T. Ott, O. Pfuhl, E. Sturm, J. Weber, E. Wieprecht, A. Amorim,
W. Brandner, and C. Straubmeier (2015), “GRAVITY: the VLTI 4-beam combiner for
narrow-angle astrometry and interferometric imaging.” arXiv e-prints, arXiv:1503.07303.
Born, Max and Emil Wolf (2013), Principles of optics: electromagnetic theory of propagation,
interference and diffraction of light. Elsevier.
Bracewell, R. N. (1978), “Detecting nonsolar planets by spinning infrared interferometer.” nat,
274, 780.
119
Bibliography
Buscher, D. F., C. A. Haniff, J. E. Baldwin, and P. J. Warner (1990), “Detection of a bright
feature on the surface of Betelgeuse.” , 245, 7P.
Chang, Mark P. and David F. Buscher (1998), “Monomode fiber interferometer for single tele-
scopes.” In procspie (Robert D. Reasenberg, ed.), volume 3350 of Society of Photo-Optical
Instrumentation Engineers (SPIE) Conference Series, 2–13.
Charles, Ned, Nemanja Jovanovic, Simon Gross, Paul Stewart, Barnaby Norris, John O’Byrne,
Jon S. Lawrence, Michael J. Withford, and Peter G. Tuthill (2012), “Design of optically path-
length-matched, three-dimensional photonic circuits comprising uniquely routed waveguides.”
Appl. Opt., 51, 6489–6497, URL http://ao.osa.org/abstract.cfm?URI=ao-51-27-6489.
Chen, Wei-Jen, Shane M. Eaton, Haibin Zhang, and Peter R. Herman (2008), “Broadband di-
rectional couplers fabricated in bulk glass with high repetition rate femtosecond laser pulses.”
Opt. Express, 16, 11470–11480, URL http://www.opticsexpress.org/abstract.cfm?URI=
oe-16-15-11470.
Chromey, Frederick R. (2010), To Measure the Sky.
Colavita, M. M., E. Serabyn, R. Millan-Gabet, C. D. Koresko, R. L. Akeson, A. J. Booth,
B. P. Mennesson, S. D. Ragland, E. C. Appleby, B. C. Berkey, A. Cooper, S. L. Crawford,
M. J. Creech-Eakman, W. Dahl, C. Felizardo, J. I. Garcia-Gathright, J. T. Gathright, J. S.
Herstein, E. E. Hovland, M. A. Hrynevych, E. R. Ligon, D. W. Medeiros, J. D. Moore,
D. Morrison, C. G. Paine, D. L. Palmer, T. Panteleeva, B. Smith, M. R. Swain, R. F. Smythe,
K. R. Summers, K. Tsubota, C. Tyau, G. Vasisht, E. Wetherell, P. L. Wizinowich, and J. M.
Woillez (2009), “Keck Interferometer Nuller Data Reduction and On-Sky Performance.” ,
121, 1120.
Colavita, M. M., J. K. Wallace, B. E. Hines, Y. Gursel, F. Malbet, D. L. Palmer, X. P. Pan,
M. Shao, J. W. Yu, A. F. Boden, P. J. Dumont, J. Gubler, C. D. Koresko, S. R. Kulkarni, B. F.
Lane, D. W. Mobley, and G. T. van Belle (1999), “The Palomar Testbed Interferometer.” ,
510, 505–521.
Colavita, M. M., Peter L. Wizinowich, and Rachel L. Akeson (2004), Keck Interferometer
status and plans, volume 5491 of Society of Photo-Optical Instrumentation Engineers (SPIE)
Conference Series, 454.
Coude´ du Foresto, Vincent, Guy Perrin, Jean-Marie Mariotti, Marc Lacasse, and Wes Traub
(1997), The FLUOR/IOTA fiber stellar interferometer, 115.
Cox, G. C. (1994), “The COAST interferometer.” In Very High Angular Resolution Imaging
(J. G. Robertson and William J. Tango, eds.), volume 158 of IAU Symposium, 163.
Defre`re, D., P. Hinz, A. Skemer, V. Bailey, E. Downey, O. Durney, J. Eisner, J. M. Hill,
W. F. Hoffmann, J. Leisenring, T. McMahon, M. Montoya, E. Spalding, J. Stone, A. Vaz,
O. Absil, S. Esposito, M. Kenworthy, B. Mennesson, R. Millan-Gabet, M. Nelson, A. Puglisi,
M. F. Skrutskie, and J. Wilson (2015), “Exoplanet science with the LBTI: instrument status
and plans.” In , volume 9605 of Society of Photo-Optical Instrumentation Engineers (SPIE)
Conference Series, 96051G.
Fizeau, H. (1868), “Prix Bordin: Rapport sur le concours de l’annA˜©e 1867.” C. R. Acad. Sci.,
66, 932–934.
120
Bibliography
Frater, R. H., J. G. Robertson, J. D. O’Sullivan, and R. P. Norris (1987), High Resolution
Interferometric Imaging Using a Large Optical Telescope, volume 702 of Society of Photo-
Optical Instrumentation Engineers (SPIE) Conference Series, 255.
Froehly, C. (1981), “Coherence and interferometry through optical fibers.” In Scientific Impor-
tance of High Angular Resolution at Infrared and Optical Wavelengths, 285–293.
Gattass, Rafael R. and Eric Mazur (2008), “Femtosecond laser micromachining in transparent
materials.” 2, 219–225, URL https://www.nature.com/articles/nphoton.2008.47.
Glindemann, Andreas (2011), Principles of stellar interferometry. Springer Science & Business
Media.
Gravity Collaboration, R. Abuter, M. Accardo, A. Amorim, N. Anugu, G. A´vila, N. Azouaoui,
M. Benisty, J. P. Berger, N. Blind, H. Bonnet, P. Bourget, W. Brandner, R. Brast, A. Buron,
L. Burtscher, F. Cassaing, F. Chapron, E´. Choquet, Y. Cle´net, C. Collin, V. Coude´ Du
Foresto, W. de Wit, P. T. de Zeeuw, C. Deen, F. Delplancke-Stro¨bele, R. Dembet, F. Derie,
J. Dexter, G. Duvert, M. Ebert, A. Eckart, F. Eisenhauer, M. Esselborn, P. Fe´dou, G. Fin-
ger, P. Garcia, C. E. Garcia Dabo, R. Garcia Lopez, E. Gendron, R. Genzel, S. Gillessen,
F. Gonte, P. Gordo, M. Grould, U. Gro¨zinger, S. Guieu, P. Haguenauer, O. Hans, X. Haubois,
M. Haug, F. Haussmann, Th. Henning, S. Hippler, M. Horrobin, A. Huber, Z. Hubert, N. Hu-
bin, C. A. Hummel, G. Jakob, A. Janssen, L. Jochum, L. Jocou, A. Kaufer, S. Kellner,
S. Kendrew, L. Kern, P. Kervella, M. Kiekebusch, R. Klein, Y. Kok, J. Kolb, M. Kulas,
S. Lacour, V. Lapeyre`re, B. Lazareff, J. B. Le Bouquin, P. Le`na, R. Lenzen, S. Le´veˆque,
M. Lippa, Y. Magnard, L. Mehrgan, M. Mellein, A. Me´rand, J. Moreno-Ventas, T. Moulin,
E. Mu¨ller, F. Mu¨ller, U. Neumann, S. Oberti, T. Ott, L. Pallanca, J. Panduro, L. Pasquini,
T. Paumard, I. Percheron, K. Perraut, G. Perrin, A. Pflu¨ger, O. Pfuhl, T. Phan Duc, P. M.
Plewa, D. Popovic, S. Rabien, A. Ramı`rez, J. Ramos, C. Rau, M. Riquelme, R. R. Rohloff,
G. Rousset, J. Sanchez-Bermudez, S. Scheithauer, M. Scho¨ller, N. Schuhler, J. Spyromilio,
C. Straubmeier, E. Sturm, M. Suarez, K. R. W. Tristram, N. Ventura, F. Vincent, I. Wais-
berg, I. Wank, J. Weber, E. Wieprecht, M. Wiest, E. Wiezorrek, M. Wittkowski, J. Woillez,
B. Wolff, S. Yazici, D. Ziegler, and G. Zins (2017), “First light for GRAVITY: Phase refer-
encing optical interferometry for the Very Large Telescope Interferometer.” , 602, A94.
Gravity Collaboration, R. Abuter, A. Amorim, N. Anugu, M. Baubo¨ck, M. Benisty, J. P.
Berger, N. Blind, H. Bonnet, W. Brandner, A. Buron, C. Collin, F. Chapron, Y. Cle´net,
V. Coude´ Du Foresto, P. T. de Zeeuw, C. Deen, F. Delplancke-Stro¨bele, R. Dembet, J. Dexter,
G. Duvert, A. Eckart, F. Eisenhauer, G. Finger, N. M. Fo¨rster Schreiber, P. Fe´dou, P. Gar-
cia, R. Garcia Lopez, F. Gao, E. Gendron, R. Genzel, S. Gillessen, P. Gordo, M. Habibi,
X. Haubois, M. Haug, F. Haußmann, Th. Henning, S. Hippler, M. Horrobin, Z. Hubert,
N. Hubin, A. Jimenez Rosales, L. Jochum, K. Jocou, A. Kaufer, S. Kellner, S. Kendrew,
P. Kervella, Y. Kok, M. Kulas, S. Lacour, V. Lapeyre`re, B. Lazareff, J. B. Le Bouquin,
P. Le´na, M. Lippa, R. Lenzen, A. Me´rand, E. Mu¨ler, U. Neumann, T. Ott, L. Palanca, T. Pau-
mard, L. Pasquini, K. Perraut, G. Perrin, O. Pfuhl, P. M. Plewa, S. Rabien, A. Ramı`rez,
J. Ramos, C. Rau, G. Rodr`ıguez-Coira, R. R. Rohloff, G. Rousset, J. Sanchez-Bermudez,
S. Scheithauer, M. Scho¨ller, N. Schuler, J. Spyromilio, O. Straub, C. Straubmeier, E. Sturm,
L. J. Tacconi, K. R. W. Tristram, F. Vincent, S. von Fellenberg, I. Wank, I. Waisberg, F. Wid-
mann, E. Wieprecht, M. Wiest, E. Wiezorrek, J. Woillez, S. Yazici, D. Ziegler, and G. Zins
(2018), “Detection of the gravitational redshift in the orbit of the star S2 near the Galactic
centre massive black hole.” aap, 615, L15.
121
Bibliography
Gravity Collaboration, S. Lacour, M. Nowak, J. Wang, O. Pfuhl, F. Eisenhauer, R. Abuter,
A. Amorim, N. Anugu, M. Benisty, J. P. Berger, H. Beust, N. Blind, M. Bonnefoy, H. Bonnet,
P. Bourget, W. Brandner, A. Buron, C. Collin, B. Charnay, F. Chapron, Y. Cle´net, V. Coude´
Du Foresto, P. T. de Zeeuw, C. Deen, R. Dembet, J. Dexter, G. Duvert, A. Eckart, N. M.
Fo¨rster Schreiber, P. Fe´dou, P. Garcia, R. Garcia Lopez, F. Gao, E. Gendron, R. Genzel,
S. Gillessen, P. Gordo, A. Greenbaum, M. Habibi, X. Haubois, F. Haußmann, Th. Henning,
S. Hippler, M. Horrobin, Z. Hubert, A. Jimenez Rosales, L. Jocou, S. Kendrew, P. Kervella,
J. Kolb, A. M. Lagrange, V. Lapeyre`re, J. B. Le Bouquin, P. Le´na, M. Lippa, R. Lenzen,
A. L. Maire, P. Mollie`re, T. Ott, T. Paumard, K. Perraut, G. Perrin, L. Pueyo, S. Rabien,
A. Ramı´rez, C. Rau, G. Rodr´ıguez-Coira, G. Rousset, J. Sanchez-Bermudez, S. Scheithauer,
N. Schuhler, O. Straub, C. Straubmeier, E. Sturm, L. J. Tacconi, F. Vincent, E. F. van
Dishoeck, S. von Fellenberg, I. Wank, I. Waisberg, F. Widmann, E. Wieprecht, M. Wiest,
E. Wiezorrek, J. Woillez, S. Yazici, D. Ziegler, and G. Zins (2019), “First direct detection of
an exoplanet by optical interferometry. Astrometry and K-band spectroscopy of HR 8799 e.”
, 623, L11.
Gretzinger, Thomas, Simon Gross, Alexander Arriola, and Michael J. Withford (2019), “To-
wards a photonic mid-infrared nulling interferometer in chalcogenide glass.” Opt. Express, 27,
8626–8638, URL http://www.opticsexpress.org/abstract.cfm?URI=oe-27-6-8626.
Gross, Simon, Barnaby R. Norris, Nick Cvetojevic, Nemanja Jovanovic, Alexander Arriola
Martiarena, Paul N. Stewart, Jon S. Lawrence, Michael J. Withford, and Peter G. Tuthill
(2014), “High performance 3D waveguide architecture for astronomical pupil-remapping in-
terferometry.” In , volume 9146 of Society of Photo-Optical Instrumentation Engineers (SPIE)
Conference Series, 91461B.
Guyon, Olivier (2018), “Extreme Adaptive Optics.” , 56, 315–355.
Hanbury Brown, R. (1956), “A Test of a New Type of Stellar Interferometer on Sirius.” Nature,
178, 1046–1048.
Hanbury Brown, R. (1991), Boffin: A personal story of the early days of radar, radio astronomy
and quantum optics.
Hanot, C., B. Mennesson, S. Martin, K. Liewer, F. Loya, D. Mawet, P. Riaud, O. Absil, and
E. Serabyn (2011), “Improving Interferometric Null Depth Measurements using Statistical
Distributions: Theory and First Results with the Palomar Fiber Nuller.” apj, 729, 110.
Hardy, J. W. (1998), Adaptive Optics for Astronomical Telescopes.
Hatzes, A. P., W. D. Cochran, M. Endl, E. W. Guenther, P. MacQueen, M. Hartmann, M. Zech-
meister, I. Han, B. C. Lee, G. A. H. Walker, S. Yang, A. M. Larson, K. M. Kim, D. E. Mkr-
tichian, M. Do¨llinger, A. E. Simon, and L. Girardi (2015), “Long-lived, long-period radial
velocity variations in Aldebaran: A planetary companion and stellar activity.” , 580, A31.
Hazewinkel, M. (1997), Encyclopaedia of Mathematics: Supplement. Number v. 1 in Encyclopae-
dia of Mathematics, Springer Netherlands, URL https://books.google.co.uk/books?id=
3ndQH4mTzWQC.
Huby, E., G. Perrin, F. Marchis, S. Lacour, T. Kotani, G. Ducheˆne, E. Choquet, E. L. Gates,
J. M. Woillez, O. Lai, P. Fe´dou, C. Collin, F. Chapron, V. Arslanyan, and K. J. Burns (2012),
“FIRST, a fibered aperture masking instrument. I. First on-sky test results.” aap, 541, A55.
122
Bibliography
Ireland, Michael J., Antoine Me´rand, Theo A. ten Brummelaar, Peter G. Tuthill, Gail H. Schae-
fer, Nils H. Turner, Judit Sturmann, Laszlo Sturmann, and Harold A. McAlister (2008),
Sensitive visible interferometry with PAVO, volume 7013 of Society of Photo-Optical Instru-
mentation Engineers (SPIE) Conference Series, 701324.
Jovanovic, N., P. G. Tuthill, B. Norris, S. Gross, P. Stewart, N. Charles, S. Lacour, M. Ams,
J. S. Lawrence, A. Lehmann, C. Niel, J. G. Robertson, G. D. Marshall, M. Ireland,
A. Fuerbach, and M. J. Withford (2012), “Starlight demonstration of the dragonfly in-
strument: an integrated photonic pupil-remapping interferometer for high-contrast imag-
ing: Starlight demonstration of dragonfly.” 427, 806–815, URL https://academic.oup.com/
mnras/article-lookup/doi/10.1111/j.1365-2966.2012.21997.x.
Jovanovic, N., P. G. Tuthill, B. Norris, S. Gross, P. Stewart, N. Charles, S. Lacour, M. Ams,
J. S. Lawrence, A. Lehmann, C. Niel, J. G. Robertson, G. D. Marshall, M. Ireland, A. Fuer-
bach, and M. J. Withford (2012), “Starlight demonstration of the Dragonfly instrument: an
integrated photonic pupil-remapping interferometer for high-contrast imaging.” , 427, 806–
815.
Kalas, Paul, James R. Graham, Eugene Chiang, Michael P. Fitzgerald, Mark Clampin, Edwin S.
Kite, Karl Stapelfeldt, Christian Marois, and John Krist (2008), “Optical images of an exoso-
lar planet 25 light-years from earth.” 322, 1345–1348, URL https://science.sciencemag.
org/content/322/5906/1345.
Kotani, Takayuki, Guy Perrin, Sylvestre Lacour, Eric Thie´baut, Julien Woillez, Pierre Fe-
dou, Jean-Philippe Berger, Pascal Borde´, Olivier Chesneau, Pierre Kervella, Olivier Lai,
Alain Lecavelier, Stephen T. Ridgway, Daniel Rouan, and Alfred Vidal-Madjar (2008), “The
FIRST project: a single-mode fiber-based very high-dynamic range diffraction-limited imag-
ing instrument at visible to near-infrared wavelengths.” In procspie, volume 7014 of Society
of Photo-Optical Instrumentation Engineers (SPIE) Conference Series, 70141P.
Labadie, Lucas, Stefano Minardi, Guillermo Mart´ın, and Robert R. Thomson (2018), “Progress
towards instrument miniaturisation for mid-ir long-baseline interferometry.” Experimental
Astronomy, 46, 433–445, URL https://doi.org/10.1007/s10686-018-9589-y.
Labeyrie, A. (1975), “Interference fringes obtained on VEGA with two optical telescopes.” apjl,
196, L71–L75.
Labeyrie, Antoine, Stephen G Lipson, and Peter Nisenson (2006), An introduction to optical
stellar interferometry. Cambridge University Press.
Lagrange, A. M., M. Bonnefoy, G. Chauvin, D. Apai, D. Ehrenreich, A. Boccaletti, D. Grata-
dour, D. Rouan, D. Mouillet, S. Lacour, and M. Kasper (2010), “A Giant Planet Imaged in
the Disk of the Young Star β Pictoris.” Science, 329, 57.
Le Bouquin, J. B., J. P. Berger, B. Lazareff, G. Zins, P. Haguenauer, L. Jocou, P. Kern,
R. Millan-Gabet, W. Traub, O. Absil, J. C. Augereau, M. Benisty, N. Blind, X. Bonfils,
P. Bourget, A. Delboulbe, P. Feautrier, M. Germain, P. Gitton, D. Gillier, M. Kiekebusch,
J. Kluska, J. Knudstrup, P. Labeye, J. L. Lizon, J. L. Monin, Y. Magnard, F. Malbet, D. Mau-
rel, F. Me´nard, M. Micallef, L. Michaud, G. Montagnier, S. Morel, T. Moulin, K. Perraut,
D. Popovic, P. Rabou, S. Rochat, C. Rojas, F. Roussel, A. Roux, E. Stadler, S. Stefl, E. Tat-
ulli, and N. Ventura (2011), “PIONIER: a 4-telescope visitor instrument at VLTI.” , 535,
A67.
123
Bibliography
Lopez, B., S. Lagarde, W. Jaffe, R. Petrov, M. Scho¨ller, P. Antonelli, U. Beckmann, P. Berio,
F. Bettonvil, A. Glindemann, J. C. Gonzalez, U. Graser, K. H. Hofmann, F. Millour, S. Robbe-
Dubois, L. Venema, S. Wolf, T. Henning, T. Lanz, G. Weigelt, T. Agocs, C. Bailet, Y. Bresson,
P. Bristow, M. Dugue´, M. Heininger, G. Kroes, W. Laun, M. Lehmitz, U. Neumann, J. C.
Augereau, G. Avila, J. Behrend, G. van Belle, J. P. Berger, R. van Boekel, S. Bonhomme,
P. Bourget, R. Brast, J. M. Clausse, C. Connot, R. Conzelmann, P. Cruzale`bes, G. Csep-
any, W. Danchi, M. Delbo, F. Delplancke, C. Dominik, A. van Duin, E. Elswijk, Y. Fantei,
G. Finger, A. Gabasch, J. Gay, P. Girard, V. Girault, P. Gitton, A. Glazenborg, F. Gonte´,
F. Guitton, S. Guniat, M. De Haan, P. Haguenauer, H. Hanenburg, M. Hogerheijde, R. ter
Horst, J. Hron, Y. Hugues, C. Hummel, J. Idserda, D. Ives, G. Jakob, A. Jasko, P. Jolley,
S. Kiraly, R. Ko¨hler, J. Kragt, T. Kroener, S. Kuindersma, L. Labadie, C. Leinert, R. Le
Poole, J. L. Lizon, C. Lucuix, A. Marcotto, F. Martinache, G. Martinot-Lagarde, R. Mathar,
A. Matter, N. Mauclert, L. Mehrgan, A. Meilland, K. Meisenheimer, J. Meisner, M. Mellein,
S. Menardi, J. L. Menut, A. Merand, S. Morel, L. Mosoni, R. Navarro, E. Nussbaum, S. Ot-
togalli, R. Palsa, J. Panduro, E. Pantin, T. Parra, I. Percheron, T. P. Duc, J. U. Pott,
E. Pozna, F. Przygodda, Y. Rabbia, A. Richichi, F. Rigal, R. Roelfsema, G. Rupprecht,
D. Schertl, C. Schmidt, N. Schuhler, M. Schuil, A. Spang, J. Stegmeier, L. Thiam, N. Tromp,
F. Vakili, M. Vannier, K. Wagner, and J. Woillez (2014), “An Overview of the MATISSE
Instrument — Science, Concept and Current Status.” The Messenger, 157, 5–12.
Marois, Christian, B. Zuckerman, Quinn M. Konopacky, Bruce Macintosh, and Travis Barman
(2010), “Images of a fourth planet orbiting HR 8799.” 468, 1080, URL https://doi.org/
10.1038/nature09684.
Mazin, Benjamin A., Bruce Bumble, Seth R. Meeker, Kieran O’Brien, Sean McHugh, and Eric
Langman (2012), “A superconducting focal plane array for ultraviolet, optical, and near-
infrared astrophysics.” Opt. Express, 20, 1503–1511, URL http://www.opticsexpress.org/
abstract.cfm?URI=oe-20-2-1503.
Michelson, A. A. (1890), “On the Application of Interference Methods to Astronomical Mea-
surements.” Philosophical Magazine and Journal of Science, 30, 182.
Michelson, A. A. (1891), “Measurement of jupiter’s satellites by interference.”
Publ.Astron.Soc.Pacific, 3, 274–278.
Michelson, A. A. and F. G. Pease (1921), “No. 203. Measurement of the diameter of alpha Ori-
onis with the interferometer.” Contributions from the Mount Wilson Observatory / Carnegie
Institution of Washington, 203, 1–11.
Monnier, John D. (2003), “Optical interferometry in astronomy.” Reports on Progress in
Physics, 66, 789–857.
Monnier, John D., Ettore Pedretti, Nathalie Thureau, Jean-Philippe Berger, Rafael Millan-
Gabet, Theo ten Brummelaar, Harold McAlister, Judit Sturmann, Lazlo Sturmann, Phil
Muirhead, Ajay Tannirkulam, Scott Webster, and Ming Zhao (2006), “Michigan Infrared
Combiner (MIRC): commissioning results at the CHARA Array.” In procspie, volume 6268,
62681P.
Norris, Barnaby, Nick Cvetojevic, Simon Gross, Nemanja Jovanovic, Paul N. Stewart, Ned
Charles, Jon S. Lawrence, Michael J. Withford, and Peter Tuthill (2014), “High-performance
3d waveguide architecture for astronomical pupil-remapping interferometry.” 22, 18335–
18353, URL https://www.osapublishing.org/oe/abstract.cfm?uri=oe-22-15-18335.
124
Bibliography
Norris, Barnaby R. M., Nick Cvetojevic, Tiphaine Lagadec, Nemanja Jovanovic, Simon Gross,
Alexander Arriola, Thomas Gretzinger, Marc-Antoine Martinod, Olivier Guyon, Julien Lozi,
Michael J. Withford, Jon S. Lawrence, and Peter Tuthill (2020), “First on-sky demonstration
of an integrated-photonic nulling interferometer: the GLINT instrument.” , 491, 4180–4193.
Ohnaka, K., G. Weigelt, and K. H. Hofmann (2017), “Vigorous atmospheric motion in the red
supergiant star Antares.” , 548, 310–312.
Okamoto, Katsunari (2006), Fundamentals of optical waveguides, 2nd ed. edition. Elsevier,
Amsterdam ;.
Perrin, G., S. Lacour, J. Woillez, and E´. Thie´baut (2006), “High dynamic range imaging by
pupil single-mode filtering and remapping.” mnras, 373, 747–751.
Richichi, A., I. Percheron, and M. Khristoforova (2005), “CHARM2: An updated Catalog of
High Angular Resolution Measurements.” , 431, 773–777.
Ryle, M., A. Hewish, and J. Shakeshaft (1959), “The synthesis of large radio telescopes by the
use of radio interferometers.” IEEE Transactions on Antennas and Propagation, 7, 120–124.
Saleh, Bahaa EA and Malvin Carl Teich (2019), Fundamentals of photonics. John Wiley &
Sons.
Scott, N. J., R. Millan-Gabet, E. Lhome´, T. A. Ten Brummelaar, V. Coude´ Du Foresto, J. Stur-
mann, and L. Sturmann (2013), “Jouvence of Fluor: Upgrades of a Fiber Beam Combiner at
the CHARA Array.” Journal of Astronomical Instrumentation, 2, 1340005.
Serabyn, E., B. Mennesson, S. Martin, K. Liewer, and J. Ku¨hn (2019), “Nulling at short
wavelengths: theoretical performance constraints and a demonstration of faint companion
detection inside the diffraction limit with a rotating-baseline interferometer.” , 489, 1291–
1303.
Shao, Michael and David H. Staelin (1980), “First fringe measurements with a phase-tracking
stellar interferometer.” Appl. Opt., 19, 1519–1522, URL http://ao.osa.org/abstract.cfm?
URI=ao-19-9-1519.
Soldano, L. B. and E. C. M. Pennings (1995), “Optical multi-mode interference devices based
on self-imaging: principles and applications.” Journal of Lightwave Technology, 13, 615–627.
Stee, Philippe, Denis Mourard, Daniel Bonneau, Paul Berlioz-Arthaud, Armando Domiciano
de Souza, Renaud Foy, Petr Harmanec, Slobodan Jankov, Pierre Kervella, Pavel Koubsky,
Ste´phane Lagarde, Jean-Baptiste Le Bouquin, Philippe Mathias, Antoine Me´rand , Nicolas
Nardetto, Romain G. Petrov, Karine Rousselet-Perraut, Chantal Stehle, and Gerd Weigelt
(2006), VEGA: a visible spectrograph and polarimeter for CHARA - science cases descrip-
tion, volume 6268 of Society of Photo-Optical Instrumentation Engineers (SPIE) Conference
Series, 62683R.
ten Brummelaar, T. A., H. A. McAlister, S. T. Ridgway, Jr. Bagnuolo, W. G., N. H. Turner,
L. Sturmann, J. Sturmann, D. H. Berger, C. E. Ogden, R. Cadman, W. I. Hartkopf, C. H.
Hopper, and M. A. Shure (2005), “First Results from the CHARA Array. II. A Description
of the Instrument.” , 628, 453–465.
Traub, W. A., K. W. Jucks, and C. Noecker (2000), “Biomarkers on Extrasolar Terrestrial
Planets: Estimates of Detectability.” In American Astronomical Society Meeting Abstracts,
volume 32 of Bulletin of the American Astronomical Society, 1485.
125
Bibliography
Tuthill, P. G., J. D. Monnier, N. Lawrance, W. C. Danchi, S. P. Owocki, and K. G. Gayley
(2008), “The Prototype Colliding-Wind Pinwheel WR 104.” apj, 675, 698–710.
Tuthill, Peter, Nemanja Jovanovic, Sylvestre Lacour, Andrew Lehmann, Martin Ams, Graham
Marshall, Jon Lawrence, Michael Withford, Gordon Robertson, Michael Ireland, Benjamin
Pope, and Paul Stewart (2010), “Photonic technologies for a pupil remapping interferome-
ter.” In procspie, volume 7734 of Society of Photo-Optical Instrumentation Engineers (SPIE)
Conference Series, 77341P.
van Cittert, P.H (1934), “Die wahrscheinliche schwingungsverteilung in einer von einer
lichtquelle direkt oder mittels einer linse beleuchteten ebene.” Physica, 1, 201 – 210, URL
http://www.sciencedirect.com/science/article/pii/S0031891434900264.
Wagner, R. Mark (2010), An overview of instrumentation for the Large Binocular Telescope, vol-
ume 7735 of Society of Photo-Optical Instrumentation Engineers (SPIE) Conference Series,
773506.
Wales, David J. and Jonathan P. K. Doye (1997), “Global Optimization by Basin-Hopping
and the Lowest Energy Structures of Lennard-Jones Clusters Containing up to 110 Atoms.”
Journal of Physical Chemistry A, 101, 5111–5116.
Weinberger, Alycia J., Geoff Bryden, Grant M. Kennedy, Aki Roberge, Denis Defre`re, Philip M.
Hinz, Rafael Millan-Gabet, George Rieke, Vanessa P. Bailey, William C. Danchi, Chris Haniff,
Bertrand Mennesson, Eugene Serabyn, Andrew J. Skemer, Karl R. Stapelfeldt, and Mark C.
Wyatt (2015), “Target Selection for the LBTI Exozodi Key Science Program.” apjs, 216, 24.
Zernike, F. (1938), “The concept of degree of coherence and its application to optical prob-
lems.” Physica, 5, 785 – 795, URL http://www.sciencedirect.com/science/article/pii/
S0031891438802032.
126
