We consider a class of scale-free inhomogeneous random graphs, which includes some long-range percolation models. We study the maximum degree in such graphs in a growing observation window and show that its limiting distribution is Frechet. We achieve this by proving convergence of the underlying point process of the degrees to a certain Poisson process. Estimating the index of the power-law tail for the typical degree distribution has been an important question in statistics. We prove consistency of the Hill estimator for the inverse of the tail exponent of the typical degree distribution.
Introduction
In this paper we study the behaviour of the large degrees for a certain class of scale-free inhomogeneous random graphs. In particular, we investigate the asymptotics for the maximum degree in such random graphs, and prove consistency of the Hill estimator.
Large graphs with a highly non-trivial structure, so-called complex networks, arise in many different fields, ranging from natural to social sciences. Prominent examples for complex networks include the internet, the World Wide Web and social networks like Facebook, Twitter and so on. A key observation from network science is that many real-world complex networks show a scale-free or power-law behaviour, which essentially means that the proportion of vertices with degree greater than some positive integer k is proportional to k −γ for some positive exponent γ for large values of k. Thus, the degrees in a scale-free network have a large variability and there are a few vertices, knows as hubs, which have a very large degree. For more details on scale-free complex networks, we refer the reader to e.g. [18, 21] . In order to model complex networks, one typically considers random graphs which share similar characteristics, in particular, the scale-free property. While the empirical degree distribution is a natural object to study in complex networks, for random graphs, it is often easier to deal with the typical degree, the degree of a uniformly chosen vertex. Since for random graphs, the empirical degree distribution is usually similar to the distribution of the typical degree, one is led to consider random graph models in which the typical degree D satisfies P{D > k} ∼ ck −γ as k → ∞ for some positive constants c and γ. In the sequel, we consider a more general class of degree distributions by allowing that P{D > u} = ℓ(u)u −γ , u ≥ 0, (1.1) where ℓ : [0, ∞) → [0, ∞) is a slowly varying function, which means that lim u→∞ ℓ(au)/ℓ(u) = 1 for all a > 0. We call a random graph scale-free if (1.1) is satisfied. Two random graphs which are ubiquitous in the literature are the Erdős-Renyi graphs and the random geometric graphs. In the Erdős-Renyi graph the vertices are given by [n] = {1, . . . , n} and each pair of distinct vertices is connected by an edge with probability p ∈ (0, 1) independently from the others. The random geometric graph, on the other hand, is obtained by taking the points of a stationary Poisson process X in R d as vertices and connecting two distinct vertices x and y by an edge whenever |x−y| ≤ r for a fixed parameter r > 0. For the Erdős-Renyi graph with p = λ/n for λ > 0, it is easy to see that the distribution of the typical degree converges weakly to a Poisson distributed random variable with mean λ as n → ∞. In case of the random geometric graph, the typical degree (whose exact definition requires the Palm distribution) is asymptotically distributed as Poisson(v d r d ), where v d is the volume of the d-dimensional unit ball. So neither the Erdős-Renyi graph, nor the random geometric graph is scale-free.
It is however possible to construct scale-free random graphs in a similar way as the Erdős-Renyi graphs or the random geometric graphs by using non-negative independent and identically distributed (i.i.d.) weights whose distribution function F (·) is of the form 1 − F (u) = u −β L(u), u ≥ 0, with a slowly varying function L(·) and β > 0. A random variable with such a distribution function is said to have a regularly varying tail distribution with exponent β. One such example is the conditionally Poissonian random graph model introduced in [14] , where one takes the vertices [n], which are equipped with i.i.d. marks (W x ) x∈[n] distributed according to F (·). One then joins E{x, y} many edges between x, y ∈ [n], where (E{x, y}) 1≤x≤y≤n are independent and E{x, y} = d Poisson(W y W y / z∈[n] W z ). The resulting random multigraph with self-loops is a scale-free counterpart to the Erdős-Renyi graph, where the typical degree has the same distribution as the weights. Another such model is the so-called scale-free continuum percolation model considered in [8] , which has the points of the stationary Poisson process X as its vertices with associated i.i.d. weights (W x ) x∈X distributed according to F (·). An edge between distinct x, y ∈ X is drawn independently with probability
with λ, α > 0. The resulting random graph is scale-free and can be seen as a scale-free counterpart to the random geometric graph.
In this paper, we study a general class of scale-free random graphs which includes the conditionally Poissonian random graph model and the scale-free continuum percolation model. All these models are constructed using i.i.d. weights with a regularly varying tail distribution, such that the vertices with large weights tend to have large degrees. Such random graph models are also called inhomogeneous random graphs. Some of the random graph models considered here, such as the scale-free continuum percolation model, exhibit long-range percolation. In these models, the geometry of the underlying space becomes crucial since the probability that two vertices are connected by an edge depends on their distance as well.
The first aim of this paper is to study the large degrees for a general class of scale-free inhomogeneous random graphs. Since some of them are infinite, we only consider the degrees of vertices within some finite observation window. For increasing observation windows, we prove that the maximum degree converges, after a rescaling, to a Frechet-distributed random variable. More generally, we establish the convergence of the whole rescaled degree sequence of the random graphs to a certain Poisson process. The behaviour of the maximum degree for the random graphs considered in this paper is significantly different from that of the maximum degree of an Erdős-Renyi graph or a random geometric graph, which is concentrated with a high probability on two consecutive numbers (see [2, Theorem 3.7] and [15, Theorem 6.6] or [13] , respectively). Such a concentration phenomenon was also recently shown for the maximum degree of a Poisson-Delaunay graph in [3] .
The second aim of this paper is to estimate the exponent γ in (1.1), an important statistical question (see [21] for a discussion of the problem and several estimators). A standard approach from extreme value theory to estimate the tail exponent of a regularly varying distribution is using the so-called Hill estimator. For non-negative i.i.d. random variables (X i ) 1≤i≤n with their common distribution having a regularly varying tail with exponent γ > 0, the Hill estimator for 1/γ based on the k upper-order statistics is defined as
where X (1) ≥ X (2) ≥ · · · ≥ X (n) are the order statistics corresponding to the data (X i ) 1≤i≤n . It is well-known (see e.g. [17, Theorem 4.2] ) that if 1 ≤ k = k n ≤ n is chosen so that k n → ∞ and k n /n → 0 as n → ∞, then
where P − → denotes convergence in probability. In order to estimate the tail exponent γ of the degree distribution, one can treat the degrees as i.i.d. random variables and apply the Hill estimator. This was proposed in [5] together with a minimum distance selection procedure to choose the parameter k (see [9] for some theoretical results on this selection procedure). However, since the degrees of the vertices are usually not independent, the consistency result above is not applicable in the context of random graphs. An exception is the configuration model (see e.g. [18] ), where the degrees are i.i.d. by construction. In [19, 20] the consistency of the Hill estimator for linear preferential attachment models is shown, but apart from that, we are not aware of any other results in this direction. We address this question by establishing consistency of the Hill estimator for a large class of scale-free inhomogeneous random graphs. We believe that such consistency results are important for network science since they justify to some extent the use of the Hill estimator for the analysis of real-world complex networks.
The main challenge in proving our results is that the degrees of the vertices are not independent. We resolve this problem by approximating the degrees of the vertices in terms of their weights, which are a family of i.i.d. random variables.
The rest of the paper is organised as follows. In Section 2, we introduce the class of scale-free inhomogeneous random graphs we are interested in and provide some examples, before presenting our main results. Section 3 is devoted to the proof of the abstract results, which are applied to some particular random graph models in Section 4.
Notation. Throughout, we denote by (k n ) n∈N an intermediate sequence, that is a positive integer sequence with k n ≤ n for all n ∈ N, k n → ∞ and k n /n → 0 as n → ∞, while 1 stands for the sequence (1, 1, 1, · · · ). We denote by M + ((0, ∞]) the set of all non-negative Radon measures on (0, ∞] equipped with the vague topology and let M p ((0, ∞]) be the subset of point measures on (0, ∞]. The function δ x stands for the Dirac delta measure with point mass at x. We denote by d − → and P − → convergences in distribution (sometimes also in the vague topology) and in probability, respectively. For two real valued functions f (·) and g(·) on R, we write f (x) ∼ g(x) as x → ∞ when lim x→∞ f (x)/g(x) = 1. For a random variable Z distributed according to a distribution function F (·) we write Z ∼ F . We denote by RV ρ the set of real-valued functions on R which are regularly varying with index ρ = 0.
Main results
We start with a short informal description of our model in a general setup and provide some examples. We consider a sequence of random graphs (G n ) n∈N . For each n ∈ N, the set of vertices V n of G n is an at most countably infinite set (possibly random) in some space S. The vertices of G n are independently marked with weights (W x ) x∈Vn which are non-negative i.i.d. random variables with common distribution F (·). The probability that two vertices x, y ∈ V n are connected by an edge depends on their weights W x and W y (and sometimes on their distance). Throughout this paper, we will be interested in the following random graph models that are of the form described above:
I. Scale-free percolation models on Z d . We consider an inhomogeneous random graph model for long-range percolation on the lattice Z d , d ∈ N, as introduced in [7] . We let G n = G for all n ∈ N, where the random graph G on Z d is constructed as follows. Given the weights (W x ) x∈Z d , for distinct x, y ∈ Z d , we add the edge {x, y} in G independently of the other edges with probability
for parameters α, λ ∈ (0, ∞) and | · | denoting the Euclidean norm.
II. Ultra-small scale-free geometric networks on Z d . This model was considered in [22] in the context of long-range percolation. We again consider the vertex sets V n = Z d , n ∈ N, and independent weights (W x ) x∈Z d . In this example, we choose the weights to have a particular distribution, namely, W x = U −1/β x for some β > 0, where (U x ) x∈Z d is a collection of i.i.d. uniform random variables on the interval [0, 1]. We take G n = G for all n ∈ N, where G is defined as follows. Given the weights, we add the edge {x, y} for distinct x, y ∈ Z d , independently with probability
III. Scale-free continuum percolation models. We consider the heterogeneous random connection model (RCM) introduced in [8] . This is a continuum space analogue of the random graph model I. Let X be a stationary Poisson process in R d with unit intensity and i.i.d. marks (W x ) x∈X . Given X and (W x ) x∈X , we take V n = X and G n = G for all n ∈ N, where in G, we join two points x = y ∈ X by an edge independently with probability p xy given by (2.1).
IV. Conditionally Poissonian graph processes. We consider the model as in [14] . Unlike the models I-III, this model does not depend on the geometry of the space and allows multiple edges and self-loops. It is also a dynamic model, i.e., the graphs (G n ) n∈N are not identical but evolve with n. For n ∈ N, the vertex set V n is taken to be [n] with independently assigned weights (W x ) x∈ [n] . Define L n = n k=1 W k . For each n ∈ N, given the weights (W x ) x∈[n] , we construct the random graph G n on the vertex set [n] by joining E n {x, y} many edges between the vertices x, y ∈ [n], where (E n {x, y}) x,y∈[n] are independent with
V. Chung-Lu model. We consider the Chung-Lu random graph model as introduced in [4] with random weights. For n ∈ N, we take the vertex set V n = [n] with associated weights (W x ) x∈[n] . To construct the graph G n , given the weights (W x ) x∈[n] , we join an edge between the vertices x, y ∈ [n] independently with probability
where L n = n k=1 W k . This model is closely related to the model IV; it replaces the Poisson random variable for the number of edges between two vertices in IV by a related Bernoulli random variable, thus getting rid of the multiple edges while still allowing self-loops. We will see in Section 4 that one can indeed construct a natural coupling of these two models.
We now turn to describing our general random graph model in more detail. For n ∈ N, let (D n,x ) x∈Vn denote the degree sequence of the graph G n . We note here that when considering a graph with self-loops, each selfloop contributes only one to the degree of the associated vertex. The main results in this paper require some assumptions on the underlying graphs (G n ) n∈N , their degrees and the weights.
Recall, a function U (·) is said to be regularly varying with index ρ ∈ R (we write U ∈ RV ρ ) if for any a > 0,
If ρ = 0, then U is said to be slowly varying. In particular, an equivalent and often more insightful way of representing a regularly varying function U (·) with index ρ is to write
where U ′ (·) is slowly varying. We restrict ourselves to the following class of distributions for the weights.
(A1) The common weight distribution F (·) has a regularly varying tail with exponent β > 0, i.e. 1 − F ∈ RV −β .
This means that
where L(·) is a slowly varying function. As mentioned in the introduction, in real-world complex networks, it is often observed that they are scalefree. As we will see in Theorem 3.1, the above choice of distribution for the weights is crucial to ensure that the degree distribution has a power-law tail.
Our remaining assumptions concern the behaviour of the degrees of (G n ) n∈N .
(A2) For each n ∈ N, there exists a random vector (D n , W ) with W ∼ F as in (2.2) such that for any measurable set
We will call the random variables D n and W the typical degree and weight, respectively. Note that when the vertex sets (V n ) n∈N are non-random and for each n ∈ N and (D n,x , W x ) = d (D n,y , W y ) for x = y ∈ V n , the assumption (A2) is trivially satisfied with (D n , W ) = (D n,xn , W xn ) for some fixed x n ∈ V n . This applies to the models I, II, IV and V. For the model III, since the vertex set is a Poisson process, we cannot take a fixed point as typical vertex. Instead, we add the origin 0 to the vertex set with independently assigned weight W 0 ∼ F and extend the graph in a natural way to include 0 as a vertex. This new measure after adding 0 to the Poisson process happens to be the Palm measure corresponding to the original probability measure; for a detailed exposition on Palm theory, see e.g. [6, Chapter 12] . Hence, we can take the typical degree -weight pair to be (D n,0 , W 0 ) where D n,0 is the degree of 0 in the extended graph. For w ≥ 0 and n ∈ N, let Y n,w = (D n |W = w). We make the following assumptions about the typical degree D n .
(A3) There exist positive universal constants ξ, p, C with a sequence of positive real numbers ξ k → ξ as k → ∞ and ̺ ∈ (0, 1] such that
for all w ≥ 0 and n ∈ N. (A4) For each m ∈ N, there exist non-negative constants a m and C m depending only on m such that
In Section 4, we will show that the random graph models I-IV discussed above satisfy the assumptions (A2)-(A4) if the weights are chosen according to (A1) and some mild assumptions on the model parameters are satisfied. For model V, it turns out that (A3) does not hold. We instead use a coupling with model IV to prove our results for this model.
In this paper, we are interested in the large degrees of the random graphs (G n ) n∈N . Since the graph G n can have infinitely many vertices, we will only consider the degrees of finitely many vertices within an observation window and let the window grow with n. For this, throughout the sequel, we let (S n ) n∈N be a sequence of deterministic sets such that for ∆ n = V n S n ,
where |∆ n | denotes the cardinality of ∆ n . Recall W ∼ F from (A2) and the constant p > 0 given by assumption (A3). We define the quantile function q(·) for W p as
Throughout, D n stands for the point process
i.e., D n is the collection of the degrees of vertices of G n that belong to S n , up to a rescaling by ξ n q(n). Throughout the whole paper, we fix γ := β/p where β and p are the constants from the assumptions (A1) and (A3), respectively. Let ν γ denote the measure on (0, ∞] given by
The following result proves that the scaled degree sequence of the graphs asymptotically behaves like a Poisson process as n → ∞.
Theorem 2.1. Assume that (A1)-(A4) are satisfied and let η γ be a Poisson process with intensity measure ν γ . Then, as n → ∞,
(2.5)
In particular, as n → ∞,
Since η γ as a point process on [0, ∞] is not locally finite at zero, we exclude the origin in (2.5) by considering only the convergence in M p ((0, ∞]). Note however, that we do include infinity in our underlying space. We consider the usual topology on (0, ∞], i.e., the topology generated by intervals of the form (a, b), 0 ≤ a < b < ∞, and (a, ∞] for a ∈ [0, ∞). This naturally makes neighbourhoods of ∞ relatively compact, which is convenient for us, as a convergence like (2.6) then follows as an immediate consequence of (2.5). For a detailed discussion on the space M p ((0, ∞]), its properties and vague convergence in this space, see [17, Chapter 6] or [16, Chapter 3] . We note that one can derive a similar result as (2.6) for the m-th largest degree from (2.5).
Denote the order statistics for the degree sequence (D n,x ) x∈∆n by
For random variables with regularly varying distribution tail, one is often interested in estimating the index of regular variation. In the i.i.d. case, one way to estimate this quantity is by the Hill estimator, as indicated in the introduction. Define the Hill estimator based on the k ∈ N upper order statistics of (D n,x ) x∈∆n as
In the i.i.d. case, the Hill estimator approximates the inverse of the tail exponent. It turns out that the same holds under the special dependency structure we have in the degree sequence. The following theorem proves consistency of the Hill estimator. 
Our main results Theorems 2.1 and 2.2 are true under a very general set of conditions given by (A1)-(A4) and apply to a broad class of random graphs. In Section 4, we apply these results to the models I-V described above and show that the conclusions of Theorems 2.1 and 2.2 hold for these graphs under condition (A1) and appropriate assumptions on their parameters. 
3. Proofs of Theorems 2.1 and 2.2 3.1. Distribution of the typical degree. We start by proving the following result, which shows that the typical degree D n of the graph G n has a regularly varying distribution tail. For the models I-IV this is well-known (under some assumptions on the model parameters, see [7, 22, 8, 14] ), but our finding shows that this is a consequence of the abstract assumptions (A1)-(A4). Recall that γ = β/p with β and p as in the assumptions (A1) and (A3), respectively. Theorem 3.1. Assume that (A1)-(A4) are satisfied. Then the typical degree distribution has a regularly varying tail with exponent γ, i.e.,
where ℓ n (·) is slowly varying.
Proof. Since by (A1)-(A2) the distribution of ξ n W p has a regularly varying tail with exponent γ, it is enough to show that
Note that for t > 0, we can write
Recall p and ̺ from (A3). Fix ε > 0 and 1 > x > max{1/2, 1 − ̺}. Define u = u(W, t) = max{W xp , εt} and for w ≥ 0, let E u,w denote the probability P{|Y n,w − ξ n w p | > u}. Then, given W = w, we have
and hence by (3.2),
Using the Markov inequality in the first step and (A3)-(A4) in the second, for any m ∈ N, we obtain
where in the last step we have used that u = max{w xp , εt} ≥ w xp . Choosing m large enough so that m(1 − x −1 max{1/2, 1 − ̺}) ≥ 2γ and using that u ≥ εt, this yields that for t ≥ 1/ε,
Recalling that ξ n W p has a regularly varying tail with exponent γ, it now follows that
On the other hand, since W ∼ F by (A2), using u(W, t) ≤ W xp + εt in the first step, for t large enough we have
Again, by regular variation of the tail distribution of ξ n W p , we obtain
(3.5)
An identical argument shows that for t large enough,
Combining (3.3), (3.4), (3.5) and (3.6), we obtain
Since ε > 0 was chosen arbitrarily, taking ε → 0 now yields (3.1), concluding the proof.
3.2.
Approximating the degrees in terms of the weights. A crucial step in proving Theorem 2.1 is to compare the degree sequence (D n,x ) x∈∆n with a proper transformation of the weight sequence (W x ) x∈∆n . The following theorem proves that the degrees behave asymptotically like a power of their weights. Before proceeding to the proof, let us first comment on this result. Consider the case when t n = 1 for all n ∈ N. Then, the above theorem essentially states that the two point processes (D n,x ) x∈∆n and (ξ n W p x ) x∈∆n , when rescaled, look similar when n is large. Since (ξ n W p x ) x∈∆n is a collection of i.i.d. random variables, one can expect it to converge to a Poisson process. In Lemma 3.6, we establish this fact. This along with Theorem 3.2 allows us to approximate the process (D n,x ) x∈∆n by a suitable Poisson process, as given by Theorem 2.1.
We prepare the proof of Theorem 3.2 by first noting some properties of q(·) and establishing two lemmas. It is not hard to see that q(·) is nondecreasing and that it diverges to infinity as n → ∞. It follows from [17, Theorem 3.6 and Remark 3.3] that for all c > 0, as t → ∞,
The next result shows that the function q(·) is regularly varying. Proof. For a function T : [0, ∞) → [0, ∞), we write T ← (·) for its generalised inverse. Note from (2.4) that q(t) =
It is straightforward to check using (A1) that the function h(x) := (1 − F p (x)) −1 is non-negative, non-decreasing, unbounded and is an element of RV γ . Fix a > 0. By regular variation of h(·), we have that as x → ∞,
Now applying [17, Proposition 2.6 (vi)], we obtain that as t → ∞,
which proves the result. 
Proof. Let P W denote the conditional probability given W . Using the Markov inequality in the second step and (A4) in the third, one has that for n large enough, for any m ∈ N,
We choose m > 2γ. Since W ∼ F by (A2), it follows from (2.2) that W mp 2 has a regularly varying tail with index −2γ/m > −1. Hence using Karamata's theorem (see e.g. [17, Theorem 2.1]) in the second step and (3.7) in the third, we have that as n → ∞,
(aq(n/t n )) m/2 t n a −γ n .
Thus, we obtain lim sup
where in the last step, for the convergence of the second summand, we have used Lemma 3.3 and that m/γ > 2. This proves the first assertion of the lemma.
Next, we prove the second claim. Choose τ ∈ (0, γ). Using Chebyshev's inequality for the second inequality and (A4) in the third, we obtain
for some constant a ′ 2 > 0. Now by (A1), we have that W pτ has a regularly varying tail with index −β/(pτ ) < −1. Hence, using Karamata's theorem in the first step and (3.7) in the second, we obtain A ≤ lim sup n→∞ n t n (εq(n/t n )) 2τ a ′ 2 τ γ − τ (aq(n/t n )) τ P{W p > aq(n/t n )} ≤ lim sup n→∞ n t n ε 2τ q(n/t n ) τ a ′ 2 τ γ − τ a τ −γ t n n = 0 concluding the proof.
We are now ready to prove Theorem 3.2, which is the key intermediate step to prove the Theorems 2.1 and 2.2.
Proof of Theorem 3.2. It follows from (A2) that
Fix ε > 0. For ease of notation, we will let
Note that
It follows from (3.7) and (2.3) that lim sup
where the right-hand side goes to zero as ε → 0. Next we consider B 2 . Since we are interested in the behaviour as n → ∞ and q(n/t n ) → ∞ as n → ∞, we assume in the following that n is large enough so that
where the first inequality holds almost surely by (A3) when W p < aq(n/t n ).
Since E|∆ n | ∼ n, by Lemma 3.4, it now follows that lim sup n→∞ B 2 = 0. Hence, we obtain lim n→∞ A 1 = 0 proving the first claim. Next we show that
also tends to 0 as n → ∞. The proof follows a very similar line of argument as in the case of A 1 . First note that for n large enough,
That lim ε→0 lim n→∞ B ′ 1 = 0 again follows from (3.7) and (2.3). For B ′ 2 , first note that,
Now, by (3.7) and (2.3), we have that B ′ 2,1 goes to zero as n → ∞. For B ′ 2,2 , note that when aq(n/t n )) 1+̺ ≥ W p > aq(n/t n ), by (A3), q(n/t n )ξ n ε − E n ≥ q(n/t n )ξ n ε − C(aq(n/t n )) 1−̺ 2 ≥ q(n/t n )ξε/2 for n large enough. Hence, Lemma 3.4 and (2.3) yield lim sup n→∞ B ′ 2,2 ≤ lim sup n→∞ E|∆ n | t n P{W p > aq(n/t n ), |D n | > q(n/t n )ξε/2} = 0.
Thus we obtain that lim n→∞ A 2 = 0, which concludes the proof. Similarly as in Theorem 2.1, we consider the convergence in M + ((0, ∞]) since the measure ν γ is not locally finite at zero.
As a final ingredient for the proof of Theorem 2.1, we provide Lemma 3.6 below, which proves that the transformed weight sequence (q(n) −1 W p x ) x∈∆n converges to a Poisson process, while scaling by q(n/k n ) results in a deterministic measure as limit.
For n, k ∈ N, define
LetK denote the class of relatively compact sets in (0, ∞]. Note that the collection of sets I ⊂K given by
forms a dissecting semi-ring, see e.g. [12] , while the class U of finite unions of sets from I forms a dissecting ring. To prove (a), fix A ∈ U and note that we can write
Since given |∆ n |, the weights (W x ) x∈∆n are independent and distributed as F (·), letting p n,i = P{W ∈ q(n)(a i , b i ]}, we have
Since |∆ n |/n P − → 1 as n → ∞, by Skorokhod's representation theorem, one can define a sequence of random variables (X n ) n∈N on a common probability space such that X n = d |∆ n |/n for all n ∈ N and X n converges to 1 as n → ∞ almost surely in this space. Also, note that by (3.7),
and hence we have that x Xn n → P{η γ (A) = 0} as n → ∞ almost surely. Noting that the sequence (x Xn n ) n∈N is uniformly bounded by 1, an application of the dominated convergence theorem along with (3.10) now yields 
Also, since nX n = d |∆ n | is an integer, one has that nX n p n (1−p n ) nXn−1 ≤ 1, since it is the probability that a Binomial(nX n , p n ) random variable takes the value one. Now arguing similarly as for (a) using the dominated convergence theorem yields
This along with (3.10) implies (b), yielding the first assertion of the lemma. Next we prove the second claim of the lemma. By [10, Theorem 1.1], it is enough to show that for all B 1 , . . . , B k ∈ I, k ∈ N, (E kn,n (B 1 ), . . . , E kn,n (B k )) P − → (ν γ (B 1 ), . . . , ν γ (B k )) as n → ∞, which in turn follows from the one dimensional convergence
for any B ∈ I. Fix 0 < a < b ≤ ∞. First note that since |∆ n |/n P − → 1 as n → ∞, by (3.7) and Slutsky's theorem, we have that as n → ∞,
For ε > 0, again using that |∆ n |/n P − → 1 as n → ∞, we can write lim sup
Since E E kn,n ((a, b]) |∆ n | = T n , using Chebyshev's inequality, we obtain lim sup
where in the last step, we have used (3.7). Since ε > 0 was arbitrary, this and (3.12) imply (3.11) by Slutsky's theorem, thus concluding the proof.
We are now ready to prove Theorem 2.1 and Proposition 3.5.
Proof of Theorem 2.1 and Proposition 3.5. Let I be as in (3.9) . By [10, Theorem 1.1], the first assertion in Theorem 2.1 follows if we show that for all B 1 , . . . , B k ∈ I, k ∈ N,
Since by Lemma 3.6 we have that as n → ∞,
it is enough to show that for all B 1 , . . . , B k ∈ I, k ∈ N, as n → ∞,
which in turn follows if we show that for 0 < a < b ≤ ∞,
Thus, by Theorem 3.2 we have that as n → ∞,
it follows that as n → ∞,
This shows (3.13) proving (2.5).
Next, for a > 0, using (2.5), we obtain 3.4. Proof of Theorem 2.2. In this section, we establish our second main result Theorem 2.2. We first prove Lemma 3.7 below, which shows that for an intermediate sequence (k n ) n∈N , the random variable D (kn+1) (n) is comparable to ξ n q(n/k n ) when n is large. We note here that our proof very loosely adapts the proof of [19, Theorem 10], but the arguments differ significantly. In particular, a parallel of Lemma 3.7 which is a key step in the proof of Theorem 2.2, is proved there adapting certain techniques from [1] to embed the degree sequence of a linear preferential attachment model into a process constructed from a birth process with immigration. Instead, we make use of Proposition 3.5. 
Proof. For t > 0 let G n (t) = D kn,n ((t, ∞]) and G(t) = ν γ ((t, ∞]) = t −γ . By our assumption, we have that for all t > 0,
(3.15)
We will prove the result by contradiction. Fix ε > 0 and let A n and B n denote the events
Assume that lim sup n→∞ P{A n } ≥ δ > 0 for some δ > 0. Since under A n , there are at least k n + 1 points of D kn,n in the interval (1 + ε, ∞], one has that G n (1 + ε) ≥ (k n + 1)/k n > 1 on A n while G(1 + ε) = (1 + ε) −γ < 1. Hence, we obtain lim sup
contradicting (3.15) . Thus, we obtain that lim n→∞ P{A n } = 0. Noting that under B n , one has that
A similar argument as above shows that lim n→∞ P{B n } = 0. Since ε > 0 was arbitrarily chosen, this proves the result.
Before proving Theorem 2.2, we need to establish another lemma. Proof. For k ∈ N and y i = a + (b − a)i/k for 0 ≤ i ≤ k, we have that
Now, by our assumption and Slutsky's theorem, the lower and the upper bounds converge in probability to
respectively, as n → ∞. Fix ε > 0. Since both Σ l and Σ u converge to b a ν γ ((y, ∞]) dy y as k → ∞, choose k large enough so that |Σ l − Σ u | < ε/2. As
for k ∈ N chosen as above, one has
As noted above, both summands in the upper bound go to zero as n → ∞.
Noting that the choice of ε > 0 was arbitrary, this concludes the proof.
Finally, we prove Theorem 2.2, which shows the consistency of the Hill estimator.
Proof of Theorem 2.2: First note that
For M > 1, by Lemma 3.8, we have that as n → ∞, Next, we claim that as n → ∞, To see this, fix ε > 0 and note that for δ ∈ (0, 1),
Again by Lemma 3.8 we have,
which can be made equal to zero by choosing δ > 0 small enough. On the other hand, it follows from Lemma 3.7 that B → 0 as n → ∞, which proves Using (A2) for the first equality and substituting ξ n yq(n/k n ) by z in the second step, we can rewrite the expectation as
Since z → P{D n > z} belongs to RV −γ by Theorem 3.1, the function z → P{D n > z}/z belongs to RV −γ−1 . Thus, noting that −γ − 
Thus, we obtain 
Applications
In this section, we consider the random graph models I-V considered in Section 2 and prove Theorem 2.3. For the models I-IV the assumptions (A2)-(A4) follow from only assuming (A1) and the construction of the graphs. We show this in Section 4.1 proving Theorem 2.3 (a)-(c). In Section 4.2, we relate the model V to the model IV by a coupling argument, which yields Theorem 2.3 (d).
4.1.
Checking the assumptions for models I-IV. We start by showing that (A2) holds for these models. To establish this, we divide the models into two classes, ones with deterministic vertex sets (models I, II and IV) and models with random vertex sets (model III). First note that if the vertex sets (V n ) n∈N are deterministic with (D n,x , W x ) = d (D n,y , W y ) for all x = y ∈ V n , n ∈ N, (4.1)
then one can take the degree and the weight of any fixed vertex x n ∈ V n as the typical degree and weight respectively as it is straightforward to see from (4.1) that they satisfy (A2). The graphs I, II and IV all satisfy (4.1) by symmetry. In the case of III, since it has a Poisson process as its vertex set, specifying the typical degree-weight pair requires some justification. As mentioned in Section 2, for a Poisson process, its Palm measure is the measure when one adds the origin 0 to the original Poisson process. Extending the graph to include 0 as a vertex, it is not hard to see that the degree and the weight of the vertex 0 satisfy (A2). Next we check (A3). One typically needs some natural conditions on the model parameters for (A3) to hold. Interestingly, proving (A3) is a crucial step in showing long-range percolation in these models, a question that has been extensively studied in the literature (see [7, 22, 8, 14] ). The following lemma combines several results from [7, 22, 8, 14] with small modifications providing sufficient conditions for (A3) to hold in the graphs I-IV. 
where v d denotes the volume of the unit ball in R d and Γ(·) is the Gamma function. For the models I and II, the random variable Y n,w = (D n |W = w) is the degree of the origin with associated weight w, and can be represented as
where 1 x := 1 {{0, x} ∈ E n } with E n denoting the edge set of G n . Moreover, the random variables (1 x ) x∈Vn are independent. In this special case, the following lemma shows that (A4) always holds. Proof. Fix n ∈ N. We first prove the assertion for all even m ≥ 2. Let m = 2k for some k ∈ N. Using independence of the indicators in the first step and (A3) in the second, we have that
for some universal constants ξ ′ > 0 and C ′ > 0. For l ∈ N, recall that a partition σ of [l] is defined as a collection of disjoint non-empty sets σ 1 , . . . , σ k ⊆ [l] with k ∈ N, such that k i=1 σ i = [l]. The sets σ 1 , . . . , σ k are called blocks of the partition. By |σ| we denote the number of blocks of σ (i.e. |σ| = k), while |σ i | stands for the cardinality of the block σ i . Let Π(l) be the set of all partitions of [l], while Π ≥2 (l) denotes the set of all partitions of [l] with all blocks having size at least two.
Let p x = E1 x for x ∈ V n . Then, we have
Since the factors are independent with E(1 x − p x ) = 0 for all x ∈ V n , the above expectations vanish for all σ ∈ Π(2k) \ Π ≥2 (2k). Together with the fact that (1
Now, using (4.2) and the fact that |σ| ≤ k for σ ∈ Π ≥2 (2k), it follows that
for some constants a 2k and C 2k . This proves the result for all even m ≥ 2. Finally, note that for m = 1, the result is true by (4.2) and the Cauchy-Schwarz inequality. For m = 2k + 1 for some k ∈ N, the Cauchy-Schwarz inequality implies
for some constants a 2k+1 and C 2k+1 , which proves the result for all odd m ≥ 1, concluding the proof.
Proof of Theorem 2.3 (a)-(c).
The condition (A1) is assumed and, as noted above, all the models I-IV satisfy (A2 
Proof of Theorem 2.3 (d) . Recall that we assume (A1) with β > 2. We first prove that as n → ∞,
(4.4)
For n ∈ N, let A n be the event
Under A n , one has p xy = p ′ xy so that, by construction of the coupling, G 1 n = G 3 n . Now, for q ∈ (2/β, 1), P{A c n } ≤ P max 1≤k≤n W 2 k > n q + P {L n < n q } . Next, note that since β > 2, it follows from (A1) that m j := EW j < ∞ for j ∈ {1, 2}. Let B n denote the event
Define D E = n x,y=1 |E 2 n {x, y} − E 3 n {x, y}|.
Let (t n ) n∈N be either (k n ) n∈N or 1. Then, using the Markov inequality for D E 1 Bn , we obtain
The last two terms in (4.7) go to zero as n → ∞ by the weak law of large numbers. For the first term, letting E W denote the conditional expectation given the weights (W x ) x∈[n] , using (4.3) in the first step, we have that
Hence the first term in (4.7) also goes to zero as n → ∞. Thus, we obtain lim n→∞ P{D E > q(n/t n )} = 0. (4.8)
Now note that for any x ∈ [n], one has that |D 2 n,x − D 3 n,x | ≤ D E . Fix ε > 0 and 0 < a < ∞. For δ > 0 and n large enough so that 1/ q(n) < δ, we have P{|D 2 n ((a, ∞]) − D 3 n ((a, ∞])| > ε} ≤ P{D 3 n ((a − D E /q(n), a + D E /q(n))) ≥ 1} ≤ P{D E > q(n)} + P{D 3 n ((a − δ, a + δ)) ≥ 1}.
On the other hand, for n large enough so that 1/ q(n/k n ) < δ, a similar argument yields P{|D 2 kn,n ((a, ∞]) − D 3 kn,n ((a, ∞])| > ε} ≤ P{D E > q(n/k n )} + P{D 3 kn,n ((a − δ, a + δ)) ≥ ε}. The first terms in the two upper bound above goes to zero by (4.8) as n → ∞ while the second terms, by (4.6), converge to P{η β ((a − δ, a + δ)) ≥ 1} and 1{ν β ((a − δ, a + δ)) ≥ ε}, respectively, which both tend to zero as δ → 0. Since ε > 0 was arbitrary, we obtain that for any 0 < a < ∞, as n → ∞, Combining (4.6) and (4.9), arguing as in the proof of Theorem 2.1 by first showing joint convergence in probability for finitely many I-sets and using [10, Theorem 1.1], we obtain (4.4).
Finally we are left to prove the convergence of the Hill estimator for G 2 n . Since D 2 kn,n d − → ν β in M + ((0, ∞]) as n → ∞, by Lemma 3.7, it follows that D 2 (kn+1) (n) q(n/k n ) P − → 1 as n → ∞.
(4.10)
For the coupled graphs (G 1 n , G 2 n , G 3 n ), let (D i (u) ) u∈[n] denote the order statistics for the degree sequence of G i n , i ∈ {1, 2, 3}, and let H i kn,n be the corresponding Hill estimators, i.e.
Fix ε > 0. Note that when D E ≤ q(n/k n ) and D 2 (kn+1) (n) > q(n/kn)
2
, there exists an integer N ∈ N such that for all n ≥ N , one has log D 2 (u) (n) D 3 (u) (n) < ε/2 for all 1 ≤ u ≤ k n + 1, so that |H 2 kn,n − H 3 kn,n | = k −1 n kn u=1 log D 2 (u) (n)
Thus, for n ≥ N , we have P |H 2 kn,n − H 3 kn,n | > ε ≤ P{D E > q(n/k n )} + P D 2 (kn+1) (n) q(n/k n ) − 1 > 1 2 .
The first summand in the upper bound tends to zero as n → ∞ by (4.8), while the second term goes to zero by (4.10). As ε > 0 was arbitrary, this implies that as n → ∞, 
