Abstract Traditionally the view has been that direct expression of control and store mechanisms and clear mathematical semantics are incompatible requirements. This paper shows that adding objects with memory to the call-by-value lambda calculus results in a language with a rich equational theory, satisfying many of the usual laws. Combined with other recent work this provides evidence that expressive, mathematically clean programming languages are indeed possible.
Overview
Real programs have e ects|creating new structures, examining and modifying existing structures, altering ow of control, etc. Such facilities are important not only for optimization, but also for communication, clarity, and simplicity in programming. Thus it is important to be able to reason both informally and formally about programs with e ects, and not to sweep e ects either to the side or under the store parameter rug.
Recent work of Talcott, Mason, Felleisen, and Moggi establishes a mathematical foundation for studying notions of program equivalence for programming languages with function and control abstractions operating on objects with memory. This work extends work of Landin, Reynolds, Morris and Plotkin. Landin 14] and Reynolds 35] describe highlevel abstract machines for de ning language semantics. Morris 29] de nes an extensional equivalence relation for the classical lambda calculus. Plotkin 33] extends these ideas to the call-by-value lambda calculus and de nes the operational equivalence relation. Operational approximation is the pre-ordering induced by an operational semantics. Operational equivalence is the equivalence naturally associated with this pre-ordering. One expression operationally approximates another if for all closing program contexts either the rst expression is unde ned or both expressions are de ned and their values are indistinguishable (with respect to some primitive means of testing equality). Operational approximation and equivalence are congruence relations on expressions and hence closed under substitution and abstraction. Mason and Talcott in 39, 17, 18, 40] study operational approximation and equivalence for subsets of a language with function and control abstractions and objects with memory. Felleisen 8] de nes reduction calculi extending the call-by-value lambda calculus to languages with control and assignment abstractions. These calculi are simpli ed and extended by Felleisen and Hieb in 9]. Talcott, Mason, and Felleisen all apply their theories to expressing and proving properties of program constructs and of particular programs. Moggi 27, 28] introduces the notion of computational monad as a framework for axiomatizing features of programming languages. Computational monads are categories with certain additional structure that accommodate a wide variety of language features including assignment, exceptions, and control abstractions. An extension of the lambda-v calculus called the lambda-c calculus is presented and shown to be valid in all computational monads.
Reduction calculi and operational equivalence both provide a sound basis for purely equational reasoning about programs. Calculi have the advantage that the reduction relations are inductively generated from primitive reductions (such as beta-conversion) by closure operations (such as transitive closure or congruence closure). Equations proved in a calculus continue to hold when the language is extended to treat additional language constructs. However, simple reduction calculi are not adequate to prove many basic equivalences in languages with e ects. For example, Felleisen found it is necessary to extend his reduction calculus by meta principles (cf. the safety rule 8], thm 5.27, p.149]). Operational equivalence is, by de nition, sensitive to the set of language constructs and basic data available. Using operational approximation we can express and prove properties such as non-termination, computation induction and existence of least xed points which cannot even be expressed in reduction calculi. A key problem in developing reduction calculi is the trade-o between having a calculus rich enough to prove desired equivalences and having a calculus with nice theoretical properties such as the Church-Rosser property. Studying the laws of operational approximation and discovering natural extensions to reduction calculi provide useful insight into the nature of program equivalence.
This paper presents a study of operational approximation and equivalence in the presence of function abstractions and objects with memory. In existing applicative languages there are two mechanisms for, or approaches to, introducing objects with memory. We shall call these the imperative and functional approaches. In the imperative approach the semantics of lambda application is modi ed. Lambda variables are bound to unary memory cells. Variable cells are not rst class citizens, and can not be explicitly manipulated. Reference to a variable returns the contents of the cell and there is an assignment operation (:=, setq, or set!) for updating the contents of the cell bound to a variable. In the functional approach cells are added as a data type and operations are provided for creating cells and for accessing and modifying their contents. Reference to the contents of a cell must be made explicit. In the imperative approach one can no longer use beta-conversion to reason about program equivalence, since variables that can be assigned cannot simply be replaced by values. For example the program ( x:seq(setq(x; 1); x))2 evaluates to 1. The result of replacing all occurrences of x is an illegal program, while replacing only the nal x alters the meaning of the program. Also, a variable x represents a value only if it is not assigned to, via setq. The presence of setq makes it impossible to substitute for variables. To have a reasonable calculus one needs two sorts of variables: assignable and non-assignable. In the functional approach the semantics of lambda application is preserved and beta-value conversion remains a valid law for reasoning about programs. The imperative approach provides a natural syntax since normally one wants to refer to the contents of a cell and not the cell itself. However the loss of the beta rule poses a serious problem for reasoning about programs. This approach also violates the principle of separating the mechanism for binding from that of memory allocation 30]. Lisp and Scheme adopt both the imperative and the functional mechanisms for introducing memory. ML adopts only the functional mechanism. Following the Scheme tradition, Felleisen 8] takes the imperative approach to introducing objects with memory. In order to obtain a reasonable calculus of programs, the programming language is extended to provide two sorts of lambda binding and an explicit dereferencing construct.
We take the functional approach to introducing objects with memory, adding primitive operations that create, access, and modify memory cells to the call-by-value lambda calculus.
In the absence of higher-order objects, or structured data (tuples, records, : : :) memories with cells that contain only a single atom or cell are not adequate for representing general list structures. In the higher-order case we could equally well work with simple unary cell memories. We will work with S-expression memories (memories with binary cells) as this is the natural extension of our work on the rst-order case. An alternative is to introduce structured data in the rst-order case. We foresee no problem with doing this and plan to explore this approach in the future. Our work-to-date has focused attention on the memory aspects of computation.
In x2 we de ne the syntax and semantics of our language. Computation is represented as a simple term rewriting system. In x3 we give three equivalent de nitions of operational approximation and equivalence. Two of the de nitions are simple variants of the standard de nition a la Plotkin 33] . The third de nition is a weak form of extensionality and is the key tool for proving approximation and equivalence. In particular a simple semantic property is shown to imply operational equivalence using this form of extensionality. This property is a generalization of the notion of strong isomorphism de ned for the rst-order fragment in 17]. As a consequence the laws of strong isomorphism are valid for operational equivalence. For example, if one expression reduces to another then the two expressions are operationally equivalent. Several other principles for establishing operational equivalence are provided. In x4 we de ne a notion of recursion operator and give two examples. In a purely functional language recursion operators use self-application to implement recursion. When memory is introduced recursion operators may also use memory loops to implement recursion. Using the weak form of extensionality we establish that recursion operators compute the least xed point (with respect to operational approximation) of functionals. We also prove that recursion operators are operationally equivalent on functionals. In x5 we use the weak form of extensionality to derive a simulation induction principle for proving equivalence of pfn objects (operations with local memory). We give two examples illustrating the application of this principle. In the rst example we classify several presentations of streams by pfn objects and prove properties of operations on such stream presentations. In the second example we de ne and prove several results concerning objects. Objects are self-contained entities with local state. The local state of an object can only be changed by action of that object in response to a message. In our framework objects are represented as pfns (closures) with mutable data bound to local variables. We show how to specify an object, how such an object behaves, and how one can represent such an object. In x6 we relate the notions of operational equivalence and strong isomorphism in various fragments of our language. In particular we present results that essentially characterize the di erence between operational equivalence and strong isomorphism in the presence of higher-order objects. In the x7 we discuss additional related work. An abbreviated version of this paper appears as 20] We conclude this section with a summary of notational conventions. A glossary of notations can be found in the appendix. We use the usual notation for set membership and is the function f 0 such that Dom(f 0 ) = Dom(f) fyg, f 0 (y) = y 0 , and f 0 (z) = f(z) for z 6 = y; z 2 Dom(f). N = f0; 1; 2; : : :g is the natural numbers and i; j; n; n 0 ; : : : range over N.
2. The Framework.
The syntax of our language is a simple extension of that of the lambda calculus to include basic constants (atoms) and primitive operations. The semantics is given by rules for reduction to canonical form. Canonical forms consist of a syntactic representation of memory together with a value.
Syntax
We x a countably in nite set of variables, X, a countable set of atoms, A , and a family of operation symbols F = fF n n 2 Ng (F n is a set of n-ary operation symbols) with X, A , F n for n 2 N all pairwise disjoint. We assume A contains two distinct elements playing the role of booleans, T for true and Nil for false. From the given sets we de ne expressions, value expressions, contexts, and value substitutions.
De nition (L U E): The set of -expressions, L, the set of value expressions, U, and the set of expressions, E, are de ned, mutually recursively, as the least sets satisfying the following. If a 2 A , x 2 X, u 2 U, n 2 N, e j 2 E for j n, and 2 F n then a, x, and x:e 0 are in U, x:e 0 is in L while u, if(e 0 ; e 1 ; e 2 ), app(e 0 ; e 1 ), and (e 1 ; : : :; e n ) are in E. This de nition is expressed more compactly by the following system of equations:
We will use the equational form of de ning domains in the remainder of this paper. We let a; a 0 ; : : : range over A , x; x 0 ; : : :; y; z; : : : range over X, u; u 0 ; : : : range over U, ; 0 ; : : : range over L, and e; e 0 ; : : : range over E. We call elements of L pfns (Partial FuNctions). is a binding operator and free and bound variables of expressions are de ned as usual. FV(e) is the set of free variables of e. A closed expression is an expression with no free variables. We let E ; be the set of all closed expressions. In other words e 2 E ; abbreviates e 2 E and FV(e) = ;. Two expressions are considered equal if they are the same up to renaming of bound variables. efx := e 0 g is the result of substituting e 0 for x in e taking care not to trap free variables of e 0 .
The operations, F, are partitioned into algebraic operations and memory operations.
By an algebraic operation we mean a function mapping A n to A for some n 2 N. Algebraic operations are independent of memory. A memory operation acts on its arguments returning a value and possibly modifying the memory. The unary memory operations are fatom; cell; car; cdrg F 1 and the binary memory operations are feq; cons; setcar; setcdrg F 2 :
The remaining operations are assumed to be algebraic.
De nition ( ): A value substitution is a nite map from variables to value expressions. , 0 , : : :range over value substitutions. We write fx i := u i i < ng for the substitution with domain fx i i < ng such that (x i ) = u i for i < n. e is the result of simultaneous substitution of free occurrences of x 2 Dom( ) in e by (x), again taking care not to trap variables.
De nition (C): Contexts are expressions with holes. We use " to denote a hole. The set of contexts, C , is de ned by C = f"g + X+ A + X:C + if(C ; C ; C ) + app(C ; C ) + n2N F n (C n )
We let C, C 0 range over C . C e] ] denotes the result of replacing any holes in C by e. Free variables of e may become bound in this process. We often adopt the usual convention that ] ] denotes a hole.
In order to make programs easier to read we introduce some abbreviations. Multi-ary application and abstraction is obtained by currying, application is usually represented by juxtaposition rather than explicitly using app, and let is lambda-application. Sequencing is achieved via seq, seq(e 0 ; : : :; e n ) evaluates the expressions e i in order, returning the value of the last expression. This can be represented using let or if. We have de ned seq in terms of if. cond is the usual Lisp conditional. <e 0 ; : : :; e n > abbreviates the expression constructing a list with elements described by e 0 ; : : :; e n . A unary cell is the analog of an ML reference. In our language we use mk, get, set to represent the constructor, access, and update operations for unary cells. These abbreviations are summarized as follows. x 1 ; : : :; x n :e :=: x 1 : : : : x n :e e 0 (e 1 ; : : :; e n ) :=: app(: : :app(e 0 ; e 1 ) : : :e n ) letfx := e 0 ge :=: app( x:e; e 0 ) seq(e) :=: e seq(e 0 ; : : :; e n ) :=: if(e 0 ; seq(e 1 ; : : :; e n ); seq(e 1 ; : : :; e n )) cond ] :=: Nil cond e 0 ) e 0 0 ; e 1 ) e 0 1 ; : : :; e n ) e 0 n ] :=: if(e 0 ; e 0 0 ; cond e 1 ) e 0 1 ; : : :; e n ) e 0 n ]) <e 1 ; : : :; e n > :=: cons(e 1 ; : : :; cons(e n ; Nil) : : :) mk = x:cons(x; Nil) get = x:car(x) set = x; y:seq(setcar(x; y); Nil)
Semantics
In 22] we provide two operational semantics for expressions. The rst, a standard operational semantics, was based on memory structures, while the second was based on a syntactic reduction to canonical form. We present the reduction semantics here.
The operational semantics of expressions is given by a reduction relation 7 ! on descriptions (de ned below). Computation is a process of stepwise reduction of a description to a canonical form. In order to de ne the reduction rules and canonical forms we introduce the notions of redex, reduction context, and memory context. Redexes describe the primitive computation steps. A primitive step is either a -reduction, branching according to whether a test value is Nil or not, or the application of a primitive operation to a sequence of value expressions.
De nition (E redex ): The set of redexes, E redex , is de ned as
An expression is either a value expression or decomposes uniquely into a redex placed in a reduction context. Reduction contexts identify the subexpression of an expression that is to be evaluated next, they correspond to the left-rst, call-by-value reduction strategy of Plotkin 33] .
De nition (R): The set of reduction contexts, R, is the subset of C de ned by R = f"g + app(R; E) + app(U; R) + if(R; E; E) + n;m2N F m+n+1 (U m ; R; E n )
We let R, R 0 range over R. Lemma : : :; setcar(z n ; u a n ); setcdr(z n ; u d n ); ") where z i 6 = z j when i 6 = j. We include the possibility that n = 0, in which case ? = ". We let M denote the set of all such contexts and let ?; ? 0 ; : : : range over M . We begin with the action of the memory operations. atom is the characteristic function { using the booleans T and Nil { of the atoms, cell is the characteristic function of the cells. cons takes two arguments, creates a new cell (extending the memory domain) with the pair of arguments as its components, and returns the newly created cell. car and cdr return the rst and second components of a cell. setcar and setcdr destructively alter an already existing cell. Given two arguments, c and v, the rst of which must be a cell, setcar updates the given memory so that in the resulting memory the rst component of c is v. setcdr similarly alters the second component. Thus memories containing arbitrary values can be constructed. In particular a cell can store itself as one of its components. Finally, eq tests whether two values are identical. There are a number of possible choices for de ning eq in the presence of higher-order objects. The main criteria is that we do not allow eq to make any non-trivial distinctions involving higher-order objects. We have chosen to de ne eq to be false when either argument is a pfn. An alternative would be to de ne eq to be true when both arguments are pfns, but false if one but not both arguments is a pfn. In either case we can de ne a predicate that is true on pfns and false elsewhere, in this world, and hence either version can be de ned from the other. Note that in the atom, and cell rules if one of the arguments is a variable not in the domain of the memory context then the primitive reduction step is not determined. This is also the case in the car, cdr, setcar, and setcdr rules when z is not in the domain of ?.
We de ne single-step reduction on descriptions as follows.
De nition (7 
Operational Approximation and Equivalence
In this section we de ne the operational approximation and equivalence relations and study their general properties. Operational approximation (v) is a pre-ordering relation determined by the operational semantics. Operational equivalence ( =) is the corresponding equivalence relation obtained by intersecting operational approximation with its inverse. Modulo operational equivalence, operational approximation is a partial ordering with respect to de nedness. Operational equivalence formalizes the notion of equivalence as blackboxes. Treating programs as black boxes requires only observing what e ects and values they produce, and not how they produce them. Our de nition extends the extensional equivalence relations de ned by Morris 29] and Plotkin 33] (2) As a counter-example we have eq(x; x) = T but eq(cons(T; T); cons(T; T)) = Nil. ( 3) The context if("; car(T); T) will distinguish T and Nil.
The reason underlying (congruence.2) is that in the case of programs with e ects, returning a value is not an appropriate characterization of de nedness. In particular returning a value is not the same as being operationally equivalent to a value. This is in contrast to the purely functional case and is due to the presence of e ects. For example cons(x; y) always returns a value, but is not operationally equivalent to a value. Similarly an expression of the form ? x:e] ] is in general not operationally equivalent to a value. This distinction means that care must be taken in generalizing notions such as -conversion and xed-point operators (see x4.).
The rule for the pure lambda calculus has the form e = x:e(x) if x is not free in e.
In an applied calculus where there are objects that are not functions we need the additional restriction that e must denote a function. In the presence of basic data and equality tests an alternate de nition of operational approximation and equivalence is the following. De ne two closed expressions to be trivially approximate if whenever the rst is de ned then both return the same atom or both return cells, or both return pfns. Then de ne two expressions to be operationally approximate just if they are trivially approximate in all closing contexts. This corresponds to the de nition given by Plotkin. Both de nitions are equivalent in our setting since equality on basic data is computable. This is formalized by the following. 
Weak extensionality
Another characterization of operational approximation and equivalence is obtained by extending the semantic characterization of the maximum approximation relation given in 39]. This characterization states that two expressions are approximate just if all closed instantiations are trivially approximate in all reduction contexts. Suitably generalized, this characterization remains valid in the presence of memory. We de ne the approximation relation v ciu to mean that all closed instantiations of all uses are trivially approximate. We then show that this relation is the same as operational approximation. The v ciu characterization of operational approximation is the key for proving many laws of approximation and equivalence. A sketch of the proof of (ciu) appears at the conclusion of this section. A direct corollary of the (ciu) characterization of operational approximation is the following weak form of extensionality. In the absence of memory operations, two expressions are operationally approximate just if all closed instantiations of variables to values are approximate 39]. This is a form of extensionality. When objects with memory are introduced all closed instantiations of two expressions can be equivalent but still make essentially di erent use of the memory supplied so that a general context can distinguish them by supplying a memory and later modifying that memory. The notion of all closed instantiations being approximate, as well as the result just mentioned, is made explicit in the following. 3.2. Strong isomorphism Mason 17, 18] de ned the notion of strong isomorphism for the rst-order subset of our language and a powerful collection of tools was developed for reasoning about this relation.
Two expressions e 0 and e 1 are strongly isomorphic if for every closed instantiation either both are unde ned or both are de ned and evaluate to objects that are equal modulo the production of garbage. By garbage we mean cells constructed in the process of evaluation that are not accessible from either the result or the domain of the initial memory. A consequence of (ciu) is that strong isomorphism implies operational equivalence. Many useful laws of operational equivalence are in fact laws of strong isomorphism and reasoning about strong isomorphism is often much easier than reasoning about operational equivalence.
De nition ('): Two expressions are strongly isomorphic, written e 0 ' e 1 , if for every closing ?, either both diverge or both evaluate to the same object up to production of garbage. More precisely e 0 ' e 1 The converse of (striso) is false. In particular any two operationally equivalentexpressions will provide a counterexample, provided that they are distinct. What is surprising perhaps is that these are essentially the only counterexamples, as will be demonstrated in x6.
An immediate corollary of (striso) is that operational equivalence satis es the evaluation criteria. A simple application of (eval) is the following lemma.
Lemma (set.absorbtion): If z and w are distinct variables, then (a) letfz := cons(x; y)gseq(setcar(z; w); e) ' letfz := cons(w; y)ge (d) letfz := cons(x; y)gseq(setcdr(z; w); e) ' letfz := cons(x; w)ge To see this, note that in both cases the two sides reduce to the same description.
The following is a collection of laws of strong isomorphism, and by (striso) they are also laws of operational equivalence. They correspond to the context-independent subset of a complete set of rules for reasoning about memory operations in a rst-order setting 19, Proof (laws): In each case, for every closing ?; , we have that ?; e lhs and ?; e rhs are either both unde ned or reduce to a common description and hence e lhs ' e rhs .
To illustrate the utility of these laws we prove that one can delay setting the cdr of a newly created cell until the cell is referenced. This is a key property used in many optimizations of list processing algorithms. Many more examples can be found in 26, 23, 25, 24] Lemma (delaying assignment): If w 6 x:e(x) = x:( x:e 0 )(x) by (congruence) and lemma hypothesis = x:e 0 by (laws.i) = e by lemma hypothesis Corollary ( ): If e j = x:e 0 j for j < 2 and app(e 0 ; x) = app(e 1 ; x) then e 0 = e 1 . Proof ( ): Assume e j = x:e 0 j for j < 2 and app(e 0 ; x) = app(e 1 ; x). Then e 0 = x:e 0 (x) by ( ) = x:e 1 (x) by (congruence) and hypothesis = e 1 by ( )
Using weak extensionality
To see how (ciu) can be used we outline three methods for proving approximation. The rst method deals with the special case of proving approximation of pfns, the second method deals with proving approximation of pfn objects | pfns with local memory, and the third deals with the general case. Each of the methods amounts to nding a strengthening of the statement of (ciu) so that computation induction will work. Proof (ciu.iii): As for (ciu.i).
Recursion Pfns
In 39] the notion of recursion operator was introduced. A recursion operator computes the least xed point (with respect to operational approximation) of functionals and thus provides a mechanism for de nition by recursion. The de nition of recursion operator identi es the essential properties needed to prove the least-xed-point property and captures the essence of minimality in computational terms, namely that recursive calls are sub-computations. To de ne a notion of recursion operator, one must rst determine the class of objects of which one can meaningfully compute xed points. In the pure call-byvalue world these are clearly those objects that describe maps from functions to functions, i.e. expressions of the form (modulo operational equivalence) f: x:e. For any recursion operator rec, the xed-point property implies that rec( f; x:e)(x) = eff := rec( f; x:e)g.
In order to extend the notion of recursion operator to the world of memories we need to determine the analog of functional (i.e. meaningful arguments for a xed point operation). Recall that in the presence of memory e ects, there is a distinction between expressions that are equivalent to a value, and expressions that always return a value, since the latter may have observable e ects. Thus there are two possibilities for meaningful objects to compute xed points of: (i) functionals as in the non-memory case, i. These two expressions can be distinguished by a context that binds a to a cell with contents Nil; Nil] and produces distinguishable values depending on the length of a. Thus we take option (i).
Although the functionals we compute xed points of have no local memory, a recursion operator may create local store and hence xed points themselves will be pfn objects (pfns with local store). In addition, a functional may have free variables that refer to store created prior to the xed-point computation, and thus not recreated on each recursive call. ' ; ' = (?; ) fp:='g .
De nition (recnop)
We call ?; the associated xed-point template for rec (with parameter p) and we use the notation ? ' ; ' for (?; ) fp:='g always assuming that ?; has been chosen so that Dom(?) \ (FV(') fpg) = ;. Condition (i) says that rec(') evaluates to ? ' ; ' uniformly in the functional parameter. Condition (ii) says that applying ' to any value in a memory context whose restriction to Dom(?) is ? ' reduces, without modifying memory, to a computation of the body of the functional e with f replaced by ' . The precise form of (ii) was chosen to simplify the presentation and the proof of the least-xed-point property. Many operators will be equivalent to a recursion operator without satisfying (ii) as formulated. What is essential is that there is a smaller computation of a suitable form.
Theorem (recn): If rec and rec 0 are recursion operators then rec computes the least xed-point of functionals and is operationally equivalent to rec 0 on functionals. For any functional ' and any pfn object
The proof of (recn) is given at the end of this section. First we discuss some consequences and give two examples of recursion operators.
As a consequence of the recursion theorem functional equations can be solved using (any) recursion operator. We write f(x 1 ; : : :; x n ) e for f = rec( f: x 1 ; : : : x n :e). It is straightforward, but tedious, to extend this to mutually recursively de ned functions and we use similar notation to express least solutions to systems of equations. A corollary of the recursion theorem is that parameters can be moved across the recursion operator (cf An alternative method for representing recursive de nitions is by constructing a selfreferential loop using destructive memory operations. The method is essentially identical to the one suggested by Landin 14] . It is similar to the Scheme labels construct. It also corresponds in a strong sense to the Lisp implementation of recursion using defun -i.e. to having a separate environment for function symbols where expressions in the de ning bodies can refer to this 
Proof of the recursion theorem
Proof (recn): Let rec and rec 0 be recursion operators. Let ?; be the associated xedpoint template for rec (with parameter p), let ' be f; x:e F and let be ? 1 x:e 1 ] ]. We want to show ( x) rec(') = '(rec(')) (min) '( ) v ) rec(') v (eq) rec(') = rec 0 (') ( x) In the absence of memory we simply note that by computation rec(')(x) = e F ff := ' g = '(rec('); x). Then by congruence x:rec(')(x) = x:'(rec('); x) and by eta conversion we are done. However as we noted above the eta rule does not apply to pfn objects and so we have to work harder. By (eval) and the de nition of recursion operator rec(') = ? ' (eq) Similar to ( x).
Simulation Induction
It is often the case that the intuitive reason that two pfn objects are equivalent is that replacing one by the other results in similar computations. Here similar means that the computations have the same steps if one treats applications of the pfn objects under consideration as single steps. In general we need to consider families of similar pfn objects and computations that are related by replacing objects from one family by corresponding objects from the other family.
In this section we derive a principle we call simulation induction for proving equivalence of corresponding pairs of pfn objects. We begin by de ning the notion of simulation correspondence. An simulation correspondence is a family of pairs of pfn objects that describe similar computations. We show that corresponding pfn objects in a simulation correspondence are operationally equivalent, and we derive a principle called simulation induction that can be used to prove that a family of pairs of pfn objects is a simulation correspondence.
To simplify the statement of hygiene conditions we assume that variables are partitioned into four disjoint (and in nite) collections: c X for general cells, o X for cells local to pfn objects of interest, v Xfor general values, and p Xfor pfn parameters.
De nition (Object correspondence): An object correspondence is a collection of pairs of pfn objects satisfying certain simple hygiene conditions. Formally object correspondences are the subsets O of (M; where e r is a redex and not of the form u f (u a ) with u f a variable then both descriptions step uniformly to smaller corresponding computations. If e r has the form u f (u a ) with u f a variable then we are done by the simulation induction condition and (cr). Note that strong isomorphism to a value description implies reduction to that value description, modulo garbage collection.
Streams
As an illustration of the application of simulation induction we consider two classes of streams and relations between them. Streams are mechanisms for generating potentially in nite sequences. We will focus on streams of pure elements|values that (up to equivalence) are independent of memory. A pure sequence is a pfn that computes a total function from N to pure values. We consider two kinds of stream: onetime and reusable. A onetime stream is a pfn object which when queried returns the next element of the sequence being generated and updates its local store. The nth query produces the nth stream element and that pfn object can not in general be reused to generate the same element again. A reusable stream is a pfn object which when queried produces a pair consisting of the next stream element and a pfn representing the remainder of the stream. The behavior of the pfn object itself is unchanged and repeated query will return the same result.
To make these notions precise we de ne a collection of operations: s2o, s2r, o2r, r2o, and memo. s2o maps pure sequences into onetime streams. A onetime stream is a pfn object equivalent to s2o(f) for some pure sequence f and f is the sequence generated by that stream. s2r maps pure sequences into reusable streams A reusable stream is a pfn object equivalent to s2r(f) for some pure sequence f and f is the sequence generated by that stream. o2r maps onetime streams into reusable streams preserving the sequence generated. r2o maps reusable streams into onetime streams preserving the sequence generated. memo maps reusable streams to reusable streams preserving the sequence generated and memoizing the elements computed so far, so the second request for a given element looks it up rather that recomputing it.
De nition (stream operations): De nition (onetime and reusable streams): Let f be a pure sequence. A onetime stream generating f is a pfn object operationally equivalent to s2o(f). A reusable stream generating f is a pfn object operationally equivalent to s2r(f).
Theorem (s.o.r): For f a pure sequence (i) o2r maps reusable to onetime streams preserving the sequence generated:
(ii) r2o maps onetime to reusable streams preserving the sequence generated:
r2o(s2r(f)) = s2o(f) (iii) memo maps reusable to reusable streams preserving the sequence generated:
Corollary (o.r): o2r and r2o are inverses on their intended domains. 
Speci cations, Behaviors, and Objects
As a further indication of how our theory can be applied, we consider a generalization of the notion of stream which we call object. Objects are self-contained entities with local state. The local state of an object can only be changed by action of that object in response to a message. In our framework objects are represented as pfns (closures) with mutable data bound to local variables. In the current state of development the framework treats only sequential computation. However, the techniques such as simulation induction and constraint propagation (cf. 25]), have been designed with the goal in mind of treating objects that exist in and communicate with other objects in an open distributed system. In particular we aim to provide a basis for both informal and formal reasoning about actors and similar systems 11, 2, 43]. In 24] we apply these methods to give a formal derivation of an optimized specialized window editor from generic speci cations of its components.
We specify an object by a set of local parameters, a message parameter, and a sequence of message handlers. A message handler consists of a test function, a reply function and a list of updating functions (one for each parameter) The functions take as arguments the message and current value of the local parameters. Upon receipt of a message, the rst handler whose test is true is invoked. The local parameters are updated according to the update expressions and the reply is computed by the reply function. ( We associate to each speci cation S two programs: the local behavior function beh S , and the canonical speci ed object, obj S . The local behavior corresponding to S is purely functional. It is a closure with local parameters corresponding to those of the speci cation. When applied to a message, the behavior function corresponding to the updated local parameters is returned along with the reply to the message. If there is shared behavior then the current state of the shared behavior must be passed as an argument along with the message proper, and the updated shared behavior must be returned as well. The object speci ed by S has the local parameters stored in its local memory. When applied to a message, the object updates the local parameter memory and returns only the reply.
De nition (beh S ): beh S ( x)(msg) cond t 0 (msg; x) ) <beh S (u 0;1 (msg; x); : : :; u 0;k (msg; x)); r 0 (msg; x)> : : : t m (msg; x) ) <beh S (u m;1 (msg; x); : : :; u m;k (msg; x)); r m (msg; x)> T ) <beh S ( x); nil> ]
De nition (obj S ): obj S ( z)(msg) letfx 1 := get(z 1 )g : : :letfx k := get(z k )g cond t 0 (msg; x) ) seq( set(z 1 ; u 0;1 (msg; x)); : : :; set(z k ; u 0;k (msg; x)); r 0 (msg; x)) : : : t m (msg; x) ) seq(set(z 1 ; u m;1 (msg; x));
: : :; set(z k ; u m;k (msg; x)); r m (msg; x))
There is a protocol transforming operation beh2obj (behavior-to-object) that maps the behavior corresponding to S to the object speci ed by S. beh2obj allocates a cell and stores the behavior function there. When applied to a message it looks up the behavior, applies it to the message, stores the new behavior, and returns the reply. (There is also an inverse operation, but that is not needed here.) Behavior functions and objects generalize the notions of reusable and onetime streams. The reason for having two forms is that one can often compose behaviors and reason about them more easily than the corresponding objects. Using the connections established by the abstract speci cation and the protocol transformation one can obtain objects corresponding to transformed behaviors. The point is that di erent representations are better suited for carrying out di erent sorts of transformations, and one needs to have appropriate representations at hand and be able to move from one representation to another in a semantically sound manner.
De nition (beh2obj): beh2obj (beh) beh2objx(mk(beh)) beh2objx(z) (msg)letf<beh; r> := get(z)(msg)gseq(set(z; beh); r)
The relation between objects and behaviors, corresponding to the same speci cation, is captured by the following theorem. To verify this is a simulation correpsondence we only need to show that for any msg we can nd r; y such that ? b x ; beh2objx(z)(msg) ' ? b y ; r ? o x ; obj S ( z)(msg) ' ? o y ; r This is easily veri ed by using the rules for reduction.
Relating notions of equivalence and fragments
Since both operational equivalence and strong isomorphism are relations de ned relative to a class of contexts, it is of interest to compare these relations for various fragments of the language. We consider three such fragments: the zero-order fragment, the rst-order fragment, and the full higher-order language. The zero-order fragment is built up from variables and constants using the if and let constructs together with applications of primitive operations. This fragment is studied in 19, 21, 26] and a decision procedure is given for strong isomorphism.
De nition (U zo E zo ): U zo = X A E zo = U zo letfX:= E zo gE zo if(E zo ; E zo ; E zo ) n2N F n (E n zo )
The rst-order fragment is the language de ned and studied in 17]. It extends the zero order fragment by including the application of function variables together with functions de ned by systems of rst-order recursion equations. The only values are atoms and cells.
In this fragment we let F n be a set of n-ary function variables, for each n 2 N.
De nition (U fo E fo ): U fo = X A D = n2N <F n ; X n ; E fo > E fo = U fo letfX:= E fo gE fo if(E fo ; E fo ; E fo ) recdef(D ; E fo ) n2N (F n F n )(E n fo )
The higher order fragment is the language de ned in x2.1. Thus U ho = U, and E ho = E. De ne = ho , = fo , and = zo to be operational equivalence with respect to higher-order, rstorder, and zero-order contexts respectively.
De nition (v = ): Let 2 fzo; fo; hog then for e 0 ; e 1 2 E we de ne De ne ' ho , ' fo , and ' zo to be strong isomorphism with respect to higher-order, rstorder, and zero-order memory contexts and value substitutions respectively. Note that rst-order and zero-order value expressions coincide, and hence so do the respective notions of memory contexts and value substitutions.
De nition (' ): Let 2 fzo; fo; hog then for e 0 ; e 1 2 E we de ne e 0 ' e 1 In the rst case we are done trivially. In the second case ?; C reduces uniformly to a smaller computation without touching any holes.
In the third case we use our initial assumption.
As noted above strong isomorphism is a stronger notion than operational equivalence for the full language, since any two operationally equivalent but distinct -expressions will provide a counterexample. In fact these are the only counterexamples. The following theorem states that operational equivalence and strong isomorphism coincide on a natural fragment of the full higher-order language, E : . This is a generalization of the theorem of Mason General Case. In this case we allow new pfns to be created in the course of evaluating either (?; e 0 ) or (?; e 1 ) . This case requires substantially more work than in the previous case, although the idea is essentially the same. We must enclose each pre-existing pfn in a shell which performs a substantial amount of bookkeeping. Just as in the simple case the envelope will, when queried, reveal the identity of the pfn. It will also keep track of the progress of computation, and add to any newly created pfn a similar encasing. As a result of this extra work we obtain much more information concerning the relationship between e 0 and e 1 . We begin by de ning a bookkeeping pfnl, trace, using the standard notation for recursive de nition. The de nition has ve free variables y 0 ; y 1 ; y 2 ; y 3 ; y 4 ; which will refer to lists that will be used to store information. We shall describe their purpose and contents in detail after we have de ned trace. of all the cells that have been accessible at one time or another in the computation. As in the case of the list of pfns, duplication is sacri ced for exhaustiveness. It is used each time a pfn is applied, as a means of recording the state at the time of application. nconc is the usual destructive list operation. It destructively appends its second argument onto the tail of it rst, both being lists. mapcar is the usual Lisp mapping operation. it applies its rst argument to each element of its second argument, conses up a list of results and returning it as the value. cells, simply returns a list of all those cells reachable from its argument, in left-rst order say.
The de nition of the third, record, is quite complex, unlike its function which is to record, persistently, the structure of its argument. In other words we wish record(x) to return an entity which stores or records the structure of x at the time of application. This entity should be insensitive to any possible later modi cations to x: One solution is that record(x) should return a pfn that behaves like the path function of x (at the time of application). In short record is a simple programming problem, and we specify its assumed behavior leaving its de nition as an exercise.
De nition (record): (8? 
Conclusions
The results presented in this paper provide basic tools for specifying and reasoning about objects with memory and about programs acting on such objects. Our language is close to existing applicative (functional) languages such as Lisp, Scheme, and ML. An important feature is that memory can be represented as syntactic contexts. This simplies the expression of many properties since it provides natural notions of parameterized memory objects, of binding, and of substitution for parameters. In addition the syntactic representation allows us to compute with open expressions and provides a natural scoping mechanism for memory, simply using laws for bound variables. Many of the basic equivalence relations on memories and other semantic entities translate naturally into simple syntactic equivalences such as alpha-equivalence. A key result is the weak extensionality characterization of operational approximation and equivalence (ciu). This is the basis of several important methods for proving approximation and equivalence. (ciu) extends the safety theorem of Felleisen 8] , thm 5.27, p.149.
Two expressions are safely equivalent if every closed instantiation of every use is provably equivalent in the assignment calculus. Since calculi cannot express non-termination we have that safe equivalence implies operational equivalence but not conversely.
The key point of the proof methods based on (ciu) is that they reduce the problem to reasoning about computations where we can argue by cases and computation induction. What is needed now is to determine a small collection of rules that comprise the main uses of computation induction and to develop further syntactic methods for conditional reasoning. One approach is to extend the constraint techniques used for the rst-order completeness result in 19, 21, 26] . In 23] several examples that illustrate our techniques for reasoning about programs with e ects are given. They include the following: introducing a parameter to make single threaded store explicit; moving expressions that e ect common structure together and simplifying to express the cumulative e ect; moving an expression describing the computation of a value closer to its point of use (possibly modifying the description to make the move valid); representing mutable structure in abstract objects to encapsulate e ects and potential interference in a controlled way and to maintain invariants and representation integrity; and formulating induction principles that are valid in the presence of e ects. In 25] progress towards a theory of program development by systematic re nement is described. Here a formal system for propagating constraints into program contexts is presented. In this system, it is possible to place expressions equivalent under some non-empty set of constraints into a program context and preserve equivalence provided that the constraints propagate into that context. Constrained equivalence and constraint propagation provide a basis for systematic development of program transformation rules. Three key rules are: subgoal induction, recursion induction, and the peephole rule. In 24] we report progress in development of methods for reasoning about the equivalence of objects with memory and the use of these methods to describe sound operations on such objects, in terms of formal program transformations. We also formalize three di erent aspects of objects: their speci cation, their behavior, and their canonical representative. Formal connections among these aspects provide methods for optimization and reasoning about systems of objects. To illustrate these ideas we give a formal derivation of an optimized specialized window editor from generic speci cations of its components. A new result based on simulation induction is presented that enables one to make use of symbolic evaluation (with respect to a set of constraints) to establish the equivalence of objects.
Talcott in 39] de nes a class of pre-orderings called comparison relations and suggests maximal comparisons as an alternative to the methods of Scott, (see chapter 18 of Barendregt 3]) for obtaining extensional models of lambda calculi. Talcott 40] shows that for a language with function and control abstractions operational approximation as traditionally de ned is not a comparison relation. A re nement of operational equivalence is de ned and shown to be the maximum comparison relation. This equivalence relation is the basis of a fully quanti ed equational theory of function and control abstractions, and many examples of properties of programs are stated and proved. In Talcott 41] this work is formalized within a logic of variable types Feferman 6, 7] .
Abramsky 1] introduces notions of applicative transition system and bisimulation relation to provide meaning for lambda terms appropriate for lazy evaluation. Domain theory is used to characterize the maximum bisimulation relation and to prove full abstraction results. Howe 12] introduces a notion of lazy computation system that provides a richer term language than that of lambda transistion systems and extends the notion of bisimulation relation to this case. A technique of extension by closure conditions is used to prove that the maximum bisimulation is a (pre)congruence. This is similar to methods used in Talcott 39 ] to reason about comparison relations. Smith 37] applies the methods of Howe to develop syntactic notions analogous to the domain theoretic notions of least-upper and greatest-lower bound. These are used to prove the least-xed-point property of the Y combinator and to develop a computation induction principle. In cases where bisimulation and operational approximation agree, it appears that methods similar to those used in Talcott 39, 40] and in the present work yield simpler proofs of a number of theorems (S. Smith, private communication). However, bisimulation provides an alternative approach to equivalence and deserves consideration in computation systems that permit e ects other than non-termination. The de nition of bisimulation relation assumes that extensionality is consistent. Since the presence memory e ects makes this no longer true, the basic de nition would require some modi cation in order to extend the methods of Abramsky and Howe to the computational language presented in this paper. We plan to investigate this approach.
An early e ort in the direction of equational theories for proving correctness of higherorder imperative programs is Demers and Donahue 5]. They present an equational proof system for deriving assertions about programs in the language Russell, an extension of the higher-order typed lambda calculus with cells and destructive cell operations. Their work is motivated by a desire to clarify the meaning of program constructs via an equational theory rather than an operational or denotational semantics. They consider three unary and one binary relation in their system. The unary relations express the legality, wellformedness and purity of expressions, while the binary relation represents some intensional form of equivalence. The simultaneous deduction of legality, well-formedness, purity and equivalence makes the rules very complex. There are no formal results on the equational theory nor its relationship to the original lambda calculus. Boehm 4] de nes a rst-order theory for reasoning about programs in the language Russell. Program constructs are de ned by two classes of axioms: (1) axioms about the value returned and (2) axioms giving the e ect on memory. Some relative completeness results are given, but no decidable fragments are considered. Implicit in the completeness result of Mason and Talcott 19, 21 ] is a decision procedure for the semantic consequence relation. This is an important step towards developing computer-aided deduction tools for reasoning about programs with memory. This extended the work of Oppen 32] which gives a decision procedure for the rst-order theory of pure Lisp, i.e. the theory of atom, car, cdr, cons over acyclic list structures. Nelsen and Oppen 31] treats the quanti er-free case over possibly cyclic list structures, but neither treats updating operations.
In 23] notions of e ect and interference are used informally to give intuitive explanations of technical properties and results. These notions are not new. Reynolds 36] gives purely syntactic criteria for avoiding interference. Rather than prohibit interference entirely the aim is to isolate occurrences of interference and to make them syntactically obvious. This is accomplished by requiring that interference occur only within object like entities. This is very similar is spirit to our use of abstract objects to encapsulate access to structures. Our motivation is to be able to use this abstraction to facilitate reasoning about programs. Gi ord and Lucassen 15, 16] formalize notions of read, write, and allocate e ects for a language very similar to ours. An inference system for deducing e ect types is de ned and based on this system criteria are given for determining when expressions interfere, when results can be cached rather than being recomputed, etc. These methods should be contrasted with the more restrictive approaches that have recently been proposed. In Wadler 42 ] a type system using linear logic is used to enforce the single-threadedness of mutated objects. A similar goal is achieved by somewhat di erent syntactic means in 10, 34] We expect that combining the work on e ect and interference with the work on program equivalence will provide much more powerful tools for reasoning about programs as well as increasing the utility of the e ect systems for automatic manipulation of programs. The set of -free expressions 6:0
