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ОПИСАНИЕ ДИНАМИЧЕСКИХ ПРОЦЕССОВ 
ПРИ ПОМОЩИ ИНФОРМАЦИОННОЙ СЕТИ ПЕТРИ
Вводится новый вид сетей -  информационная сеть Петри. 
От классических сетей Петри отличается тем, что позволяет обра­
батывать не только дискретную, но и аналоговую информацию. 
Предложенная сеть обладает рядом особенностей, которые позво­
ляю т реализовать качественно новые системы управления, обла­
дающие адаптивными и самообучающимися элементами. Метод 
позволяет, используя типовые структуры, в кратчайшие сроки про­
ектировать интеллектуальные устройства управления. Приведены 
примеры реализации стандартных звеньев и простейшей системы 
двухпозиционного регулирования. Демонстрируется эффектив­
ность работы алгоритма по сравнению с двухпозиционным регули­
рованием.
Ключевые слова: сеть, граф, позиция, дуга, переход, фиш ­
ка, звено, регулятор.
На рынке средств автоматизации сущ ествует ш ирокий спектр продуктов, 
предназначенны х для организации систем автоматического управления технологи­
ческими объектами. Для реш ения задач автоматизации создаются типовые схемы, на 
основании которых могут быть реализованы системы автоматического управления.
Сущ ествую щ ие на сегодняш ний день продукты, как правило, ориентированы 
на моделирование либо системы управления, либо технологического процесса. Это 
связано с тем, что алгоритм управления обычно задаётся программно и представляет 
собой набор правил и инструкций. Вследствие этого, инструменты разработки и от­
ладки управляю щ их систем направлены на моделирование позиционны х и цифро­
вы х устройств. Для точного описания процессов, протекаю щ их в автоматизируемом 
объекте, необходимо задавать диф ференциальны е функции, описываю щ ие динамику 
процесса. Вследствие этого, возникает противоречие: для описания алгоритма управ­
ления необходим аппарат, который максимально просто и быстро позволил бы зада­
вать множество выходных воздействий как функцию от входных воздействий. В то же 
время, для успеш ного проектирования системы управления необходим набор инст­
рументов, позволяющ их описать статику и динамику объекта управления и оценить 
качество управления при помощи оперативного моделирования объекта управления 
и регулятора как единой системы.
В сущ ествующ их программных реш ениях алгоритм управления задаётся, как 
правило, на одном из пяти язы ков программирования принятых международным 
стандартом М ЭК 6-1131/3. С точки зрения написания управляю щ их структур, набор 
стандартных язы ков достаточно прост и функционален, однако не обладает необхо­
димой наглядностью и формальностью записи законов управления. Как следствие -  
возникновение ош ибок при проектировании, особенно при переходе от этапа моде­
лирования и макетирования к этапу экспериментального внедрения. Это связано с 
необходимостью переноса алгоритма в иную обрабатывающ ую среду. Например, на­
писание программы управления для контроллера по составленному технологом опи­












ного контроллера на другой. Как видно, необходим такой мате6матический аппарат, 
который был бы един на всех этапах реш ения технической задачи: описание автома­
тизируемого процесса, создание закона управления, моделирование системы автома­
тизации и макетные испытания, пробное внедрение, доводка и техническое обслуж и­
вание системы автоматизации. Унификация лингвистических средств позволит су­
щ ественно сократить ош ибки и неточности при переходе от одного этапа к другом у и, 
как следствие, сократить время разработки и повысить надёжность системы в целом.
Помимо унификации инструментов проектирования сущ ествуют сложности 
при комплексном моделировании систем управления. Средства моделирования 
обычно представляю т собой специализированные программные комплексы, напри­
мер, M ultisim , направленные на описание отдельных процессов. Такие приложения 
создаются индивидуально для каждого типа производства, и на их разработку необ­
ходимо больш ое количество материальны х и трудовых ресурсов. Другой путь описа­
ния и моделирования объекта управления -  применение математических программ­
ны х пакетов, например M atlab, использую щ их собственный язы к и внутренние сред­
ства обработки информации. П роблемой в использовании таких приложений явля­
ется слож ность интеграции с инструментами разработки системы управления. И ны ­
ми словами, возникает несовместимость между средствами моделирования системы 
управления и системой описания объекта управления. Эта проблема может реш аться 
путём создания дополнительного инструментария обмена данными между моделью 
объекта и моделью системы управления. Однако, это лиш ь частное реш ение пробле­
мы. Суть проблемы кроется в том, что для моделирования объекта необходимо про­
водить реш ение ряда дифф еренциальны х уравнений, т.е. проводить обработку ана­
логовой информации, а при проектировании системы управления необходимо напи­
сать программу для промыш ленного контроллера, т.е. максимально чётко создать 
правила для обработки дискретной информации.
Следовательно, при автоматизации технологических объектов нужен новый 
подход, использующ ий новый математический аппарат описания, единый для систе­
мы управления и объекта автоматизации.
При создании алгоритмов логического управления техническими и техноло­
гическими объектами удобно использовать помеченную сеть Петри -  графы опера­
ций [1]. Недостатком этого типа реализации управляю щ ей структуры является слож ­
ность обработки аналоговой информации.
С целью получения нового, более гибкого инструмента обработки информа­
ции, в том числе аналоговой, и выдачи управляю щ их воздействий введём понятие 
информационной сети Петри.
И н ф о р м а ц и о н н а я  с е т ь  П е т р и  (И С П ) -  это сеть, в которой, как и в графе 
операций [1], переходам-чёрточкам сопоставлены условия, а позициям-кружкам со­
ответствуют не технологические, вычислительные (математические) операции. Кро­
ме того, позиции характеризую тся промежуточными переменными, определяемыми 
массой фишки, а переходы дополнены  двумя типами и н ф о р м а ц и о н н ы х  в х о д о в  
(п о в ы ш а ю щ и й , обозначаемый кружком на конце перехода с символом «+» и п о ­
н и ж а ю щ и й , обозначаемый кружком на конце перехода с символом «-»). ИСП име­
ет входы и выходы, обозначаемые, соответственно, «крестиком», помеченным име­
нем Ini, и «стрелкой», помеченной именем Outi, и дополнительно содержит и н ф о р ­
м а ц и о н н ы е  д у г и . Начало информационной дуги обозначается «крестиком», а её 
конец -  «стрелкой». И нформационная дуга может помечаться коэффициентом уси ­
ления, изменяющ имся в диапазоне [0;1] и вписанным в треугольник, помещ ённый в 
разрыве дуги и направленный по направлению передачи информации по дуге. О т­
сутствие треугольника или пустой треугольник эквивалентны  единичному коэфф и­
циенту усиления дуги. Дуги могут начинаться только из позиций или из входа сети и 
заканчиваться на информационны х входах переходов, на треугольниках коэф ф ици­
ентов усиления или на выходах сети. Если одна информационная дуга заканчивается
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на треугольнике коэффициента усиления второй информационной дуги, то это из- 
мняет коэфф ициент усиления второй дуги таким образом, что результирую щ ий ко­
эф ф ициент усиления второй дуги равен произведению  исходного коэффициента на 
численное значение, передаваемое первой информационной дугой. Наконец, метки 
в позициях сети имею т м а с с у , которая изменяется по определенным правилам (см. 
ниже) в зависимости от коэффициентов усиления информационны х дуг и п о р о г а  
с р а б а т ы в а н и я  перехода, задаваемого информационными дугами. Кроме того, ИСП 
работает потактно (циклически), изменяя свои характеристики от такта к такту, а сам 
цикл заканчивается с выполнением вычислительной операции с заданной точностью 
или является бесконечным при реализации задач, требующ их обработку бесконечно­
го потока поступающ ей информации.




Рис. 1. Информационная сеть Петри
Рассмотрим более подробно суть работы введённой сети -  ИСП. П режде всего, 
работа сети заключается в потактном перемещ ении фиш ки по позициям. В отличие 
от графа операций и традиционны х сетей Петри [1], фиш ка не является неделимым 
элементом. Вводится, как говорилось в определении ИСП, понятие «масса фишки», 
леж ащ ая в диапазоне [о;1]. При графическом представлении ИСП фиш ка обознача­
ется в виде числа, указываемого в позиции сети и соответствующ его массе фишки. 
Фиш ка с нулевой массой эквивалентна отсутствию фишки.
Позиция в ИСП может иметь входящ ие и исходящ ие передающ ие дуги, а так­
ж е только исходящ ие информационные дуги (как и в графе операций и традицион­
ной сети Петри), а так ж е только исходящ ие информационные дуги.
П ередающ ая дуга обеспечивает переход метки (или её части) от одной пози­
ции к другой.
Информационная дуга передаёт лиш ь информацию о массе метки в соответст­
вующей позиции, но переход метки по информационной дуге невозможен. Внутри 
сети информационная дуга может начинаться только в позиции и заканчиваться на 
переходе. Однако, для обмена аналоговой информацией между сетью и внеш ним ми­
ром принято, что информационная дуга может начинаться в точке ввода аналоговой 
величины (Ini -  вход сети) и заканчиваться в точке вывода (Outi выход сети). Начало 
информационной дуги обозначается перекрестьем, конец дуги помечается стрелкой, 
в отличие от передающ ей дуги, информационная дуга может иметь более одного 
конца. Кроме того, для информационной дуги можно установить коэффициент уси­
164 НАУЧНЫЕ ВЕДОМОСТИ У Серия История. Политология. Экономика. Информатика.
2011. № 13 (108). Выпуск 19/1
ления в диапазоне [о;1]. На графе это обозначается в виде коэффициента, вписанного 
в треугольник, помещ ённый в разрыв дуги и направленный по направлению переда­
чи информации. Коэффициент усиления дуги может быть динамически изменён. 
Для этого к треугольнику может быть подключена дополнительная информационная 
дуга. В этом случае если треугольник пустой (что равносильно единичному коэф ф и­
циенту усиления), то коэффициент усиления принимается равным значению массы 
фишки в переходе, из которого идёт информационная дуга к треугольнику. Если в 
треугольнике вписан коэффициент, то коэффициент усиления дуги принимается 
равным нулю, если в позиции, из которой исходит информационная дуга, идущая к 
треугольнику, масса фишки равна нулю. Отсутствие треугольника эквивалентно еди­
ничному коэффициенту усиления.
Переход является основным элементом, обеспечиваю щ им возмож ность вы ­
полнения операций с аналоговыми величинами. П ереход осущ ествляет передающ ую 
и информационную функцию. П ередающ ая функция перехода, заключается в пере­
носе массы фиш ек из позиций соединённы х с переходом входящ ими передающ ими 
дугами в позиции связанные с переходом исходящ ими дугами при наличии условия 
срабатывания перехода. И нформационная функция перехода заключается в коррек­
тировке условия срабатывания перехода в зависимости от масс фишек, информация 
о которых передаётся информационными дугами на понижающ ий и повыш ающий 
входы перехода. В отличие от сети Петри, условие срабатывания перехода можно 
корректировать. Граф ик функция передачи перехода изображён на рис.2.
Рис. 2. Функция передачи перехода
Из графика видно, что при превыш ении массы фиш ек порога срабатывания 
передаваемая масса прямо пропорциональна избытку входной массы, т.е. разнице 
между массой фиш ек на входе перехода и порогом срабатывания.
К оличество входны х передаю щ их и инф орм ационны х дуг для перехода не-
Мвх = £  Pi
ограниченно, а входом  ф ункции передачи является значение i=hn , где
П -  количество передаю щ их дуг на входе перехода, М в  - общ ая масса ф иш ек на
входе перехода, P i  -  м асса ф иш ки в позиции, связанной передаю щ ей дугой с вхо­
дом  перехода. П ереход м ож ет находиться в двух состояниях: откры том  (сработав­
ш ем) и закры том  (неактивном). П ереход считается сработавш им , если
М вх  > М ср М ср  _, где - порог срабаты вания перехода. В случае срабаты вания пере­
хода последовательно производятся два действия: ум еньш ение м ассы  м еток в по­
зициях, связанны х передаю щ им и дугам и с входом перехода и увеличение массы  
м еток в позициях, связанны х с переходам и исходящ им и предаю щ им и дугам и. 
Ф орм ально, операцию  мож но записать в виде:
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где P  -  позиция перед сработавш им переходом; n -  количество позиций, связанных 
с входом сработавш его перехода; P, -  позиция после сработавш его перехода; m -  ко­
личество позиций, связанны х с выходом сработавш его перехода; P o s(  х) -  нелиней­
ная функция, удовлетворяю щ ая условиям:
(P os(х) = х, / при / х  > 0 ,
[P os(х) = 0, /  при / х  < 0 .
П орог срабатывания зависит от состояния информационных входов перехода. 
У  перехода имеется два информационны х входа: повыш ающ ий и понижающий. П о­
выш ающ ий графически изображается символом «+», а понижающ ий символом «-». 
К  информационным входам могут быть подключены информационные дуги. В отсут­
ствие информационных дуг уровень срабатывания перехода (М ср) принимается рав­
ным о. При подаче сигналов по информационным дугам уровень срабатывания оп­
ределяется как
М  = У  P  • к  -  У  P  • к  ,ср / у х х / у у ’ (4 )
у=1..m
где кх -  коэффициент усиления информационной дуги, связывающ ей переход Px с 
повыш ающ им информационным входом, к у -  коэффициент усиления инф ормаци­
онной дуги Py , связывающ ей переход Py с понижающ им информационным входом.
Информация поступает в систему как сигнал по информационным дугам, иду­
щим к соответствующим переходам, а управляющее воздействие выдаётся системой в 
виде сигнала о массе фишки в позиции по исходящей из неё информационной дуге.
П оступающ ий в систему сигнал должен быть предварительно нормирован и 
леж ать в диапазоне [о;1]. Это ж е относится и к вы ходу системы.
Построенная по приведённым правилам сеть обладает следующими свойствами:
1. Свойство неизменности общей массы фишек. Это достигается благодаря 
правилам перераспределения масс (1), (2). Так как в одной позиции масса фишки не 
превыш ает 1, то с течением времени масса не может быть потеряна или, наоборот, 
появиться в системе. Вследствие этого исключается возможность насыщ ения сети 
фиш ками или исчезновение фишек, что могло бы привести к наруш ению работоспо­
собности сети.
2. Исходя из условия срабатывания переходов (4), для перехода можно вы де­
лить помимо двух состояний (отрыт, закрыт) три режима функционирования: А  -  
активный режим, М ср  е  (0 ;1) , в этом режиме переход срабатывает при достижении 
входной массы меток определённого уровня; В -  режим отсечки, М ср  е  [1; да], в этом 
реж име переход не сработает при любом состоянии предстоящ их позиций (всегда за­
крыт); С -  режим нулевого ограничения, М ср  е [ - д а ;0 ] , в этом состоянии переход 
обеспечивает перенос входной массы любой величины (всегда открыт).
i =1, n
х = 1 . .п
166 НАУЧНЫЕ ВЕДОМОСТИ У Серия История. Политология. Экономика. Информатика.
2011. № 13 (108). Выпуск 19/1
Информационная сеть Петри может обучаться путем нахождения соответст­
вую щ их коэффициентов информационных дуг, получаемым путем задания их экс­
пертами или путем их нахождения по условиям рациональной эксплуатации, что д е­
лает ее сходной с нейронными сетями.
Разработку информационной сети Петри можно разделить на два этапа: 
структурный и параметрический.
На этапе структурного синтеза необходимо задать множества позиций и пере­
ходов и установить между ними связи в виде информационны х и передаю щ их дуг. На 
этом этапе алгоритм представляется в виде графа. Структура сети задаёт основные 
принципы функционирования описываемой системы.
Этап параметрического синтеза заключается в выборе коэффициентов ослаб­
ления информационны х дуг, которые обеспечат корректную обработку поступаю щ их 
сигналов о состоянии системы. По аналогии с классическими нейронными сетями 
этот этап будем называть «обучением» информационной сети Петри.
Благодаря возможности работы  с аналоговыми величинами появляется воз­
мож ность описать стандартные структуры, выполняющ ие типовые линейные и нели­
нейны е математические операции. С помощ ью информационной сети реализованы 
такие элементарные операции как суммирование, умножение, деление, интегриро­
вание, дифференцирование, нелинейности типа ограничение, люфт, зона нечувстви­
тельности. Имея типовые структуры можно в кратчайш ие сроки описать систему, 
пользуясь математическими моделями объектов и элементов системы управления 
описанными с помощ ью классических инструментов теории управления. В то же 
время возмож ность адаптации и самонастройки, которую можно реализовать в ин­
формационны х сетях, позволяет получать качественно новые решения.
Таким образом, для создания слож ны х интеллектуальных систем управления 
с помощ ью информационны х сетей Петри нет необходимости реш ать задачу управ­
ления технологическим объектом с «нуля». За основу новой системы могут быть взя­
ты разработанные ранее структуры управления и затем дополнены  механизмами 
адаптации и самоорганизации.
В качестве примера приведём типовые структуры.
На рис. 3 приведена структура реализующ ая функцию алгебраического сум ­
матора.
Рис. 3. Информационная сеть Петри, реализующая операцию суммирования
Формально операция, производимая блоком, записывается в виде:
O ut1 = In1 + In2 -  In3 -  In4. (5 )
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В данной структуре может быть произвольное число положительных и отри­
цательных входов. Для произвольного количества входов операцию можно записать 
в виде:
O ut1 = I  In, - S  In, , (6)
i=1..n ,=1..m
где Ini - положительные входы сумматора, In j - отрицательные входы сумматора.
Операция выполняется за один проход обработки сети, это означает, что зна­
чение O u ti будет вычислено согласно (5) после однократной процедуры переноса 
массы через переходы T i  и Т2 и после этого, при условии неизменности значения 
входов Ini, In2,...,Inn , перераспределение масс фиш ек по позициям не происходит.
На рис. 4 изображена структура, производящая операцию перемножения опе­
рандов.
Рис. 4. Информационная сеть Петри, реализующая операцию умножения
Типовая структура реализует операцию умножения, значение выхода опреде­
ляется следую щ им образом
O ut1 = In1 х In2. (7)
Как и операция сложения, операция умножения выполняется за один такт об­
работки сети.
Помимо выполнения арифметических операций, не требующ их, обработки 
динамической информации, при помощи информационной сети Петри можно реа­
лизовать типовые структуры, реализую щ ие операции интегрирования и диф ф ерен­
цирования. Для этого необходимо ввести способ отсчёта временных интервалов. Учёт 
времени осущ ествляется за счёт того, что время обработки сети является ф иксиро­
ванным и представляет собой заранее известную константу A  t. Для выполнения этих 
операций, как правило, требуется более одного цикла обработки сети. Циклом обра­
ботки понимается однократное выполнение правил (1) и (2) для всех позиций сети.
Для моделирования больш ого количества объектов необходима структура, 
описывающ ая динам ику апериодического процесса. Простейш им примером такой 
структуры является сеть, реализующ ая операция интегрирования. Такая структура 
приведена на рис. 5.
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Рис. 5. Информационная сеть Петри, реализующая операцию интегрирования
В связи с тем, что масса фиш ек леж ит в диапазоне [o;i], то для реализации, 
как интегрирования «вверх» (т.е. y (x )  = J x d t , при x > 0 ), так и интегрирования
У (х) = J xdt х < 0 
«вниз» (т.е. J , при х ^ и ) было использовано две линии подачи аргумента:
In1 и In 2 . в  данном случае:
In1 = х , при х > 0, | (8)
In1 = 0, при х -  0 ;
In2 = 0 , при х — 0 , (9 )
In2 = х
, при х < 0
Аналогичны м образом структура выводит информацию:
Out1 = J xdt y(x) = J xdt > 0
J , при J ,
Out1 = 0 , при У( X) = J
Out 2 = xdt
при
Out 2 = 0
= J xdt -  0 
y(x) = J xdt < 0 




И нтегрирование входной величины производится по времени, с интервалом 
дискретизации A  t равным времени одного такта обработки информационной сети. 
Это время фиксировано и может быть заранее определено.
Ещё одним часто встречающ имся в технике динамическим процессом являет­
ся процесс дифференцирования. Целесообразно рассмотреть структуру сети, которая 
моделирует процесс аналогично передаточной функции реального диф ференци­
рующ его звена:
K  • v 
W  (v) = K
(12)
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Диф ф еренцирую щ ее звено моделируется с помощью трёх замкнуты х блоков 
(рис.6). Блок, состоящий из позиций P i, P2 и переходов T i, T2 является повторите­
лем. Блок, состоящ ий из позиций P5, P6 и переходов T5, T6 так же является повтори­
телем, однако выход этого блока отстаёт от выхода первого блока на один цикл обхо­
да сети. Блок, состоящий из позиций P3, P4 и переходов T3, T4 является алгебраиче­
ским сумматором и находит разницу между выходами первых двух блоков.
Рис. 6. Информационная сеть Петри, моделирующая реальное дифференцирующее звено
Для исследования динамических свойств системы необходимо составить ите­
рационную модель, в которой циклически применяются правила перераспределения 
масс м еж ду фиш ками (1,2) и условия срабатывания переходов (4) для всех узлов 
ИСП. В результате применения модели можно получить реакцию структуры на типо­
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Рис. 7. Реакция информационной сети Петри, 
моделирующей реальное дифференцирующее звено на скачок
щ у
У
Для диф ф еренциального звена, описанного передаточной функцией (12), пе­
реходная характеристика описывается уравнением:
K  - -
h(t) = —  • e r . (13)
Для управляющ его воздействия, идентичного воздействию, приведённому 
на рис. 7, получается реакция, приведённая на рис.8.
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Рис. 8. Реакция реального дифференцирующего звена на скачок
Как видно из графиков (рис.7, 8), реакции на скачок схожи, что делает воз­
можным применение приведённой структуры ИСП для описания диф ф еренцирую ­
щ их процессов.
Для моделирования больш ого количества объектов необходима структура, 
описывающ ая динам ику апериодического процесса. Такая структура приведена на 
рис. 9.
Апериодическое звено моделируется одним замкнутым контуром, состоящ им 
из позиций P i, P2 и переходов T i, T2. Переход T1 срабатывает, когда входной сигнал 
превыш ает выходной сигнал.
-=»-Out1
Рис. 9. Информационная сеть Петри, моделирующая апериодический процесс
Данная структура является динамической, и для обработки требует, как пра­
вило, несколько тактов. Функция, реализуемая приведённой структурой, представля­
ет собой ступенчатую функцию, которая в точках излома повторяет экспоненциаль­
ную кривую, описываемую формулой:
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O u tl(t) = (1 -  e Т) • In l(t)
(14)
Используя функции позиций и переходов (1, 2, 4), можно получить итераци­
онную модель ИСП. Для учёта времени примем один пересчёт ИСП за единицу. Ре­
зультат моделирования, представляю щ ий собой ступенчатую функцию, и экспонен­
циальная кривая приведены на рис. 10.
Рис. 10. Реакция информационной сети, моделирующей апериодический процесс,
и апериодического звена на скачок
Для перехода от передаточны х функций к информационной сети Петри целе­
сообразно найти зависимость между параметрами сети и коэффициентами аперио­
дического звена. Переходная характеристика апериодического звена с единичным 
коэффициентом усиления описывается функцией (14). Необходимо найти ф ункцио­
нальную зависимость между коэффициентом усиления информационной дуги K и
постоянной времени Т  . Для этого проводится регрессионный анализ последова­
тельности пар K и Т , для которых графики ступенчатой функции информационной 
сети и кривой экспоненциальной функции совпадают[2].
Исходя из общего вида последовательности точек, реш ение ищем в виде:
У = в 1 • /  (х) + А  • f  2 (х) + в  • f 3 (х) + в 4 • f 4 (х) , где (15)
f 1 (х) = 1
/ 2( х) = х -0-5,
/3 ( х) = x
f 4 (X) = X-1-5.
П одставляя в (15) пары значений K и Т для эквивалентны х графиков, можно 
получить набор данны х (табл. 1), позволяю щ их найти аналитическую зависимость.
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Таблица 1
Данные к выводу регрессионного уравнения зависимости K и Т
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№
f 1( x ) / 2 ( x ) f 3 ( x ) f 4 ( X) y ( x )
1 1 0.913 О.833 О.761 О,9
2 1 О.83 О.69 О.573 О,8
3 1 О.767 О.588 О.451 О,7
4 1 О.7О7 О.5 О.354 О,6
5 1 О.632 О.4 О.253 О,5
6 1 0.535 О.286 О.153 О,4
7 1 О.447 О.2 О.О89 О,3
8 1 О.354 О.125 О.О44 О,2
9 1 О.236 О.О56 О.О13 О,1
10 1 О.213 О.О45 9 .691e-3 О,О8
11 1 О.183 О.О33 6.О86е-3 О,О6
12 1 О.152 О.О23 3 .546e-3 О,О4
13 1 О.1О8 О.О12 1.276e-3 О,О2
М атрица регрессоров имеет вид:
'  / 1 1 / 1 2 / 1 3 / 1 4  ^ ( 1 0.913 0.833 0.76Г
/ 2 1 / 22 / 23 / 2 4 1 0.83 0.69 0.573
/ 3 1 / 3 2 / 3 3 / 3 4 1 0.767 0.588 0.451
/ 4 1 / 42 / 43 / 44 1 0.707 0.5 0.354
/ 5 1 / 5 2 / 5 3 / 5 4 1 0.632 0.4 0.253
/ 61 / 62 / 63 / 64 1 0.535 0.286 0.153
/ 71 / 72 / 73 / 7 4 = 1 0.447 0.2 0.089
/ 81 / 82 / 83 / 84 1 0.354 0.125 0.044
/ 9 1 / 92 / 93 / 94 1 0.236 0.056 0.013
./1 0 1 / 102 / 103 /  104 1 0.213 0.045 0.009
У ш / 112 / 113 /  114 1 0.183 0.033 0.006
/ 121 / 122 / 123 /  124 1 0.152 0.023 0.003
V ./ 1 3 1 / 132 / 133 / 134 J V1 0.108 0.012 0.001,
Вектор измерений имеет вид:
У 1 ' ( 0.9
У  2 0.8
У 3 0.7
У  4 0.6
У  5 0.5
У 6 0.4
У  7 = 0.3
У  8 0.2




У 13 У V °Ш
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Вектор М Н К-оценок определяется, исходя из формулы:
в  = (F T • F )-1 • F T • У (18 )
Подставляя в функцию (18) матрицы (16,17), получаем вектор коэффициентов:
в  =
( -  0 .031  ^
0.335 
0.991 
V-  0 .253 У
(19)
Искомое реш ение после подстановки коэффициентов (19) в уравнение (15) 
принимает вид:
У = - 0.031  + 0.335  • x ~°.5 + 0.991  • x -  -  0.253  • x -15 (2О)
Для определения значимости коэффициентов необходимо оценить остаточ­
ную дисперсию So2. Для этого составляем таблицу.
Таблица 2
Данные к расчёту остаточной дисперсии зависимости K и Т
№ Xi yi ym ( yi - УрО2
1 1.2 0.907 0.9 4 .97e-5
2 1.45 0.785 0.8 2 .191e-4
3 1.7 О.694 0.7 3 .141e-5
4 2 О.612 0.6 1.36e-4
5 2.5 0.513 0.5 1.676e-4
6 3.5 О.392 0.4 6.302e-5
7 5 О.294 0.3 3 .942e-5
8 8 О.199 0.2 3 .154e-7
9 18 0.099 0.1 3 .809e-7
10 22 0.083 0.08 8.069e-6
11 30 0.062 0.06 2 .449e-6
12 43 0.042 0.04 4.651e-6
13 85 0.017 0.02 1.151e-5
Из табл. 2 находим:
О , = 1  (У, -  У „  )2 = 7 .2 8 7 -1 0 -
i=1
Остаточная дисперсия равна:
Q 0 7 ,28 7  •Ю -4
S 2 = ^ ^  = ^ --------------= 8,097  • 10-
n - 1 13 -  4
S 0 = 8,998  •Ю -3.
Среднеквадратичное отклонение коэффициента регрессии:
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где dii -  диагональный элемент матрицы
( 4.389  -  34.563
(F T ■ F )-‘
{ ? '  ■F )- ‘ .
71,974 -  43,844 ^
-  34,563 291,733 -  629,832  392,511 
71,974 -  629,832  1,403 ■ 103 -  895,756
-  43,844 392,511 -  895,756  582,966  ,
S e1 =  8 ,9 9 8  ■ 1 0 -3 л/4 ,3 8 9  =  0 ,0 1 9 ,
S e2 =  8 ,9 9 8  ■ 1 0 _3 ^/2 9 1 ,7 3 3  =  0 ,1 5 3 ,
S e3 =  8 ,9 9 8  ■ 1 0 - V 1 4 0 3  =  0 ,3 3 7 ,
S e4 =  8 ,9 9 8  ■ 1 0 “3J 5 8 2 ,9 6 6  =  0 , 2 1 7  . .e4 V ’ > . (24)
Для уровня значимости а  = 0,1 критическое значение функции распределе­














= 1,644 < t,
= 2,182  > tu ,
= 2,94  > t.
= 1,228 < t.
(25)
Из приведённого анализа (25) следует, что значимыми коэффициентами яв­
ляю тся Р 2 и в 3, следовательно, регрессионное уравнение принимает вид:
у  = 0.335  ■ х~°'5 + 0.991  ■ x -  (2б)
П овторный поиск коэффициентов для уравнения вида (26) дал схожие резуль­
таты. Таким образом, для перехода от передаточны х функций к информационной 




3 ■ л/т т
(27)
Для корректного функционирования алгоритмов на контроллере необходимо 
учесть время одного обхода сети. За это время происходит обегание всех элементов 
сети. На графике переходного процесса (рис.10) одному обходу сети соответствует по­
стоянный по длительности участок с неизменной амплитудой. Учиты вая длитель­
ность этого участка, то есть время однократной обработки сети, равное T j , уравнение 
(27) принимает вид:
1 1 (28)K  = -+-
'j  j
Уравнение (28) может быть применено при реш ении практических задач по 
переходу от передаточных функций к ИСП.
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Помимо непрерывных функций, с помощ ью информационной сети Петри 
можно реализовать дискретные операции. В качестве примера на рис.11 приведена 
структура, реализующ ая двухпозиционны й регулятор.
Рис. 11. Информационная сеть Петри, моделирующая 2-позиционный регулятор
В данном регуляторе реализуется закон управления, который соответствует 
зависимости, приведённой на рис. 12.
O u t l
Рис. 12. Статическая характеристика 2-позиционного регулятора
В результате моделирования была исследована динамика работы  приведён­
ной структуры (рис.9). В качестве управляю щ его воздействия на вход регулятора по­
давалось ступенчатое воздействие.
Рис. 12. Реакция 2-позиционного регулятора на скачок
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Н аличие прямого и инверсного выхода у  регулятора позволяет настраивать 
уровень как верхней, так и нижней позиции регулятора.
Имея типовые структуры, описываю щ ие процессы, протекающ ие в объектах и 
системах, можно проектировать и моделировать различны е устройства. В качестве 
примера приводится система позиционного регулирования объектом, описываемым 
апериодическим звеном. Типовая структура такой системы представлена на рис.13.
Рис. 13. Структура системы автоматизации 
с двухпозиционным регулятором
Используя типовые блоки, можно сформировать информационную сеть П ет­
ри, моделирующ ую эту систему (рис.14). Эта сеть включает в себя два блока: 
2-позиционный регулятор (P i, P2, T i, T2), апериодический блок (P3, P4, T3, T4). Эти 
блоки были промоделированы ранее, при их комбинации свойства каждого из них 
остаются неизменными.
Out1
Рис. 14. Информационная сеть Петри, моделирующая замкнутую систему 
с 2-позиционным регулятором
Используя итерационную модель сети, можно получить реакцию структуры на 
типовые воздействия (рис.15).
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Рис. 15. Реакция замкнутой системы на скачок
Как видно из графиков, система приходит в устойчивый автоколебательный ре­
жим. Для сравнения системы, моделируемой с помощью ИСП, с системой, описанной с 
помощью передаточных функций (рис. 13), на графике приведёна реакция обеих систем, 
в одной системе координат. Постоянная времени Т  объекта управления была согласова­
на с ИСП при помощи функции согласования коэффициентов (27). Для моделирования 
автоколебаний в позиционный регулятор был добавлен гистерезис, причём его величи­
на подбиралась исходя из условия равенства частоты колебаний в системе, моделируе­
мой при помощи ИСП, и модели, полученной из передаточных функций. По реакции 
системы на скачок можно судить о том, что система, описываемая при помощи ИСП, во 
многом повторяет динамику классической системы.
На рис. 16 приводится фазовый портрет для замкнутой системы с двухпозици­
онным регулятором (рис. 13):
Рис. 16. Фазовый портрет замкнутой системы с 2-позиционным регулятором: а -  система 
описана при помощи ИСП; б  -  система описана с использованием передаточных функций
щ у
У
Особенности поведения систем связаны с различиями в поведении регулято­
ров. Регулятор, приведённый на рис.11 позволяет системе с теми ж е временными ха­
рактеристиками получать лучш ее качество регулирования, в частности происходит 
уменьш ение величины выбега. Это связано с тем, что регулятор, моделируемый ИСП, 
адаптирует величину управляю щ его воздействия и при правильной настройке систе­
мы можно добиться сведения автоколебательного реж има к асимптотическому.
Фазовый портрет движения системы для регулятора, моделируемого ИСП, 
представляет собой устойчивый фокус а для классического представления -  пре­
дельный цикл. Это подтверждает, что регулятор, реализованный с помощ ью ИСП 
обладает качественно новыми характеристиками, и позволяет добиться лучш его ка­
чества регулирования.
Проведённое моделирование показало, что информационная сеть Петри по­
зволяет моделировать динамические процессы, причём сущ ествую т простые методы 
перехода от описания систем в виде передаточны х функций к сетевому представле­
нию алгоритма управления.
В отличие от структурной схемы, представленной на рис.13, информационная 
сеть Петри является конечным продуктом процесса проектирования системы автома­
тизации и готова к исполнению на лю бы х вычислительных платформах, снабж ённых 
специализированным интерпретатором (в том числе и на промыш ленных контрол­
лерах). При использовании классического подхода к проектированию систем автома­
тического управления структурную схему (рис. 13) необходимо привести к конечным 
итерационным функциям и записать на одном из языков программирования. На 
этих этапах могут возникнуть ошибки функционирования, связанные с погреш но­
стями дискретизации и написания дополнительного программного обеспечения.
Таким образом, информационная сеть Петри является сквозным лингвисти­
ческим средством, позволяющ им напрямую перейти от алгоритма к опытной или 
промыш ленной системе управления, реализованной на вычислительной платформе.
В рассмотренной сети чётко прослеживается параллелизм выполняемых опе­
раций, так как контуры функционируют независимо, оказывая лиш ь корректирую ­
щее влияние. Обеспечение параллелизма выполнения операций бесспорное пре­
имущ ество сетей Петри. В связи с этим при создании моделей на основе инф ормаци­
онных сетей Петри целесообразно выделять отдельные замкнутые контуры, вы пол­
няю щ ие чётко заданную функцию, и устанавливать нечёткие информационные связи 
меж ду ними. А  это, в свою очередь, снижает риск возникновения непредусмотренных 
ситуаций и повыш ает надёжность системы.
По сравнению с помеченной сетью Петри [1] информационная сеть Петри даёт 
ряд преимущ еств. П редложенный аппарат позволяет вести обработку аналоговой 
информации без предварительной дискретизации. Кроме того, благодаря возмож но­
сти плавного изменения промеж уточны х величин можно сущ ественно сократить 
размеры  графа. При реализации устройства это сокращ ает время на обработку и эко­
номит занимаемую алгоритмом память вы числительного устройства.
Таким образом, механизм информационных сетей Петри даёт ряд принципи­
ально новых возможностей для реализации слож ных систем управления нечёткими 
объектами.
Возмож ность интеграции модели объекта управления и модели системы ав­
томатизации делает предлагаемый аппарат наглядным и удобным, что облегчает 
процесс проектирования и уменьш ает вероятность ошибки.
Теоретические исследования велись по использованию математического ап­
парата информационных сетей Петри (ИСП) для моделирования динамических 
звеньев, а так ж е для проведения параллельных вычислений, что позволит сущ ест­
венно ускорить проверку вновь предлагаемых алгоритмов и их работу при внедрении 
на реальны х объектах с применением контроллеров при наилучш ем сочетании пока­
зателей цена-возможности. Сочетание описаний алгоритмов посредством ИСП и по­
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меченны х сетей Петри (графов операций) позволит охватить всю гамму описаний как 
объектов, так и систем управления, чего не позволяю т сущ ествующ ие стандарты 
М ЭК  61131-3 -
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DESCRIPTION OF DYNAMIC PROCESSES WITH INFORMATION NETWORK OF PETRI
The new kind of networks -  an information network of Petri is 
entered. From classical networks of Petri differs that allows to process 
not only discrete, but also the analog information. The offered network 
possesses a number of features which allow to realize qualitatively new 
control systems possessing adaptive and self-training elements. The me­
thod allows, using typical structures, in the shortest terms to project in­
tellectual control means. Examples of realization of standard links and 
the elementary system of on-off regulation are resulted. Overall perfor­
mance of algorithm in comparison with on-off regulation is shown.
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