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Abstract—Manifold Learning occupies a vital role in the
field of nonlinear dimensionality reduction and its ideas also
serve for other relevant methods. Graph-based methods such
as Graph Convolutional Networks (GCN) show ideas in common
with manifold learning, although they belong to different fields.
Inspired by GCN, we introduce neighbor propagation into LLE
and propose Local Neighbor Propagation Embedding (LNPE).
With linear computational complexity increase compared with
LLE, LNPE enhances the local connections and interactions
between neighborhoods by extending 1-hop neighbors into n-hop
neighbors. The experimental results show that LNPE could ob-
tain more faithful and robust embeddings with better topological
and geometrical properties.
Index Terms—Manifold Learning, Local Neighbor Propaga-
tion, Topological and Geometrical Properties
I. INTRODUCTION
OVER the past few decades, manifold learning has al-ready caused broad attention and applied in biological
science[1], [2], image reconstruction [3], pose estimation [4],
[5], [6], etc. The history of manifold learning can be tracked
to some local algorithms such as Locally Linear Embedding
(LLE) algorithm [7], Local Tangent Space Alignment (LTSA)
algorithm [8] and some global algorithms such as the Isometric
Mapping (ISOMAP) algorithm [9] and the Maximum Variance
Unfolding (MVU) algorithm [10]. Besides, corresponding to
nonlinear manifold learning methods, there are some linear
embedding methods which are more conductive to practical
applications such as Locality Preserving Projection (LPP) [11],
Neighborhood Preserving Embedding (NPE) [12], Neighbor-
hood Preserving Projection (NPP) [13]. However, its difficult
for linear methods to deal with complex nonlinear data.
In recent years, manifold learning has been used in many
applications such as text [14], image [15], [16], [17], audio
[18] and video [15], [19].
Locally linear methods in manifold learning such as LLE
has been widely proposed and applied. Hessian Locally Linear
Embedding (HLLE) [20], Modified Locally Linear Embedding
(MLLE) [21] and Improved Locally Linear Embedding (ILLE)
[22] are some improved versions for LLE. Among the LLE-
based methods, HLLE has high computational complexity and
MLLE would not run on weak-connected or even worse data
distributions. Actually, computational or algorithmic complex-
ity and robustness are issues to be addressed for many im-
proved LLE-based methods. This years, Graph Convolutional
Network (GCN) becomes an important topic and graph-based
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algorithms reflect similar idea with manifold learning. In this
paper, we improve LLE and propose a simple and unambigu-
ous method named Local Neighbor Propagation Embedding
(LNPE), which are introduced neighbor propagation used in
GCN. LNPE extends the neighborhood size through neighbor
propagation layer by layer and enhance the topological con-
nections within each neighborhood. From the view of global
mapping, neighborhood interactions increase with neighbor
propagation to improve the global geometrical properties. With
linear computational complexity increase, we propose a simple
but effective framework through LNPE. Experimental results
verify the effectiveness of our LNPE and performance with
different dataset and neighborhood size show the robustness.
The remainder of this paper is organized as follows. We
first introduce related work in Section 2. Section 3 shows the
main body of this paper, which includes the motivation of
LNPE, the mathematical background, the LNPE framework
and computational complexity analysis. The experimental re-
sults are presented in Section 4 to verify the effectiveness and
robustness of LNPE and Section 5 summarize our work in this
paper.
II. RELATED WORK
The essence of manifold learning is how to maintain the
relationship corresponding to the intrinsic structure between
samples in two different spaces. Researchers have done lots
of work to measure the relationship from different aspects.
PCA maximizes the global variance to reduce dimensional-
ity, while Multidimensional Scaling (MDS) [23] considers the
low-dimensional distance between samples that is consistent
with high-dimensional data. Based on MDS, ISOMAP utilize
the shortest path algorithm to realize global mapping. Besides,
MVU realizes an ”unfolding” manifold through positive semi-
definite and kernel technique, and RML [24] obtains the in-
trinsic structure of manifold with Riemannian method instead
of Euclidean distance. Compared with ISOMAP, LLE repre-
sents local manifold learning, which obtains neighbor weights
with locally linear reconstruction. Furthermore, Locally Linear
Coordination (LLC) [25] constructs a local model and makes
a global alignment and contributes to both LLE and LTSA.
LTSA describes local curvature through the tangent space of
samples and takes the curvature as the weight of tangent space
to realize global alignment.
Another genre in manifold learning is graph-based em-
bedding. Classical graph-based manifold learning methods
include LE [26] and its linear version LPP. More related
algorithms include NPE, Orthogonal Neighborhood Preserving
Projections (ONPP) [27], etc. Graph method produces a far-
reaching influence on machine learning and related fields. For
instance, graph is introduced into semi-supervised learning in
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LE, and LLE is also a kind of neighbor graph. Moreover, L-1
graph-based methods such as Sparsity preserving Projections
(SPP) [28] and its supervised extension [29] occurs with the
wide application of sparse methods.
III. LOCAL NEIGHBOR PROPAGATION EMBEDDING
In this section, the idea of neighbor propagation is intro-
duced gradually. The motivation of LNPE will be firstly stated
to explain the origin of LNPE, and then we will give a review
of the basic algorithm prototype. Finally, the LNPE framework
is naturally expressed.
A. Motivation
LLE, which is a classically effective method, should be a
representative of local information based methods in manifold
learning. In the case of simple data distribution, LLE tends
to get satisfactory results. But once the data distribution
becomes complex or sparse, it is difficult for LLE to maintain
topological and geometrical properties. The following items
show the reasons.
1) The neighborhood size is hard to determine for complex
or sparse data. Inappropriate neighbors will be selected
with a larger neighborhood size.
2) LLE focuses more on each single neighborhood, but is
weak in the interaction between different neighborhoods.
Thus, it is difficult to obtain the ideal effect in geomet-
rical structure preserving.
There is a natural contradiction between Item 1 and Item
2. More specifically, the interaction of neighborhood infor-
mation will be weakened by small neighborhood inevitably,
which will produce unconvincing geometrical and topologi-
cal structure of embedding results. In order to improve the
capability and robustness of LLE, we introduce neighbor
propagation into LLE and propose Local Neighbor Prop-
agation Embedding (LNPE), inspired by GCN. The 1-hop
neighborhood is extended to n-hop neighborhood through n
neighbor propagation, which will enhance the connections of
points in different neighborhoods. In this way, LNPE avoids
short circuit selection (Item 1) by setting a small neighborhood
size k. Meanwhile, i-hop neighbors expands neighborhood
size to depict local parts adequately by enhancing the topolog-
ical connections. Furthermore, correlations between different
neighborhoods (Item 2) are generated in neighbor propagation
to produce more overlapping information, which is conducive
to preserve geometrical structure.
B. Mathematical Background
Based on LLE, LNPE introduces neighbor propagation to
improve the applicability. We firstly review the original LLE
before the LNPE framework is stated.
Suppose X = {x1, . . . ,xn} ⊂ RD indicates a high-
dimensional dataset which lies on a smooth d-dimensional
manifold approximately, LLE tends to embed the intrinsic
manifold from high-dimensional space into lower-dimensional
subspace with preserving geometrical and topological struc-
tures. Based on the assumption of local linearity, LLE firstly
reconstructs each high-dimensional data point xi through
linear combination within each neighborhood Ni, where
Ni indicates the k-nearest neighbors of xi and Ni =
{xi1 , . . . ,xik}. Then the reconstruction weights matrix W in
high-dimensional space can be determined by minimizing the
total reconstruction error ε1 of all data points.
ε1(W) = ‖XW −X‖2F , (1)
where W = [~w1, ~w2, · · · , ~wn] ∈ Rn×n, the i-th column
vector ~wi indicates the reconstruction weights of data point
xi and ‖ · ‖F is the Frobenius norm. To remove the influence
of transformations including translation, scaling, and rotation,
a sum-to-one constraint ~wTi ~1 = 1 is enforced for each
neighborhood.
Let Y = {y1, . . . ,yn} ⊂ Rd be the corresponding dataset
in low dimensions. The purpose of LLE is to preserve the same
local structures reconstructed in high-dimensional space. Then
in the low-dimensional space, LLE chooses to utilize the same
weights W to reproduce the local properties. The objective is
to minimize the total cost function
ε2(Y) = ‖YW −Y‖2F , (2)
under the constraint YYT = I. Thus, the high-dimensional
coordinates are finally mapped into lower-dimensional obser-
vation space.
C. Local Neighbor Propagation Framework
LLE would obtain unsatisfactory embedding results when
facing complex data, where the local and global data prop-
erties are not easy to maintain. A faithful embedding is
root in more sufficient within-neighborhood and between-
neighborhood information of local and global structure. For
LLE, the interactive relationship in single neighborhood is not
enough to reproduce detailed data distribution, especially when
the neighborhood size k is not large enough. The neighborhood
propagation is introduced into LLE to intensify the topological
connections within neighborhoods and interactions between
neighborhoods.
High-dimensional reconstruction. Based on the single
reconstruction in each neighborhood, LNPE propagates neigh-
borhoods and determines propagating weight matrix. Similarly,
we define the high-dimensional and low-dimensional data as
X = {x1, . . . ,xn} ⊂ RD and Y = {y1, . . . ,yn} ⊂ Rd,
respectively. Suppose that we have finished the single recon-
struction with LLE (Eq. 1) and got the weight matrix W1.
In the meantime, the first reconstructed data X(1) = XW1
are obtained from the first reconstruction with LLE. LNPE
is to reuse the reconstructed data such as X1 to reconstruct
the original data points in X again with the reconstructed
data previously. Then the first neighborhood propagation is
to utilize X1 to reconstruct original data X through
ε(W2) = ‖XW1W2 −X‖2F , (3)
where W2 corresponds to the weight matrix in the first neigh-
bor propagation. Thus, we can simply combine the weight
matrices W1 and W2 as W = W1W2. Compared with
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W1 in LLE, W extends the 1-hop neighbors to 2-hop neigh-
bors, which expands the neighborhood size through neighbor
propagation. One of the most important advantages is that
neighbor propagation could enhance topological connections
while avoiding short circuit. Besides, a truth worthy of note is
that the multi-hop neighbors hold lower weights in the process
of propagation. Then after i−1 propagations, each data point to
be reconstructed establishes relations with its i-hop neighbors.
The (i− 1)-th neighbor propagation can be formulated as
ε(Wi) = ‖XW1 · · ·Wi−1Wi −X‖2F , (4)
where Wi indicates the weight matrix in the (i−1)-th neighbor
propagation. From the perspective of weight solution and
optimization, the i-th neighbor propagation depends on all
the first i− 1 weight matrices and each weight matrix in the
propagation must be determined in turn.
Global low-dimensional mapping. Similar to LLE, the
low-dimensional embedding in LNPE is to reproduce the
high-dimensional properties determined in the reconstruction.
LNPE aims to preserve all the topological connections from 1-
hop neighborhoods to n-hop neighborhoods with n weight ma-
trices. We define that the matrix product Pi =W1W2 · · ·Wi
is the product of weight matrices in the first i − 1 neighbor
propagation. And then the low-dimensional total optimization
function can be expressed as
ε(Y) =
t+1∑
i=1
‖YPi −Y‖2F , (5)
where the parameter t + 1 denotes the total hop in the
high-dimensional reconstruction with t neighbor propagations.
According to the properties of F-norm, the low-dimensional
objective Eq. 6 can be written as
ε(Y) = Y
(
t+1∑
i=1
(Pi − I)(Pi − I)T
)
YT , (6)
where I ∈ Rn×n indicates the identity matrix. Under the
constraint YY = I , the low-dimensional coordinates can be
easily obtained by decomposing the target matrix. It should
be noted that the bottom eigenvalue of M is 0, so Y actually
consists of the bottom 2 ∼ d + 1 eigenvectors. The detailed
algorithm is shown as Algorithm 1.
Eq. 5 and Eq. 6 show that LNPE aims to preserve all
the learned properties in the high-dimensional reconstruction.
Specifically speaking, for the sequence i = 1, 2, · · · , t, a
smaller i aims at maintaining the topological connections
within each neighborhood, while a larger i pays more attention
to expand the neighborhood interactions between different
neighborhoods.
D. Computational Complexity
The computational complexity of LNPE naturally follows
LLE. Calculating the k nearest neighbors scales as O(Dn2).
In some special data distributions, the computational com-
plexity can be reduced to O(n log n) with K-D trees [30].
Computing the weight matrix in t+1 reconstructions scales as
Algorithm 1 LNPE Algorithm
Require:
high-dimensional data X ⊂ RD;
neighborhood size k;
target dimensionality d;
the neighbor propagation times t.
Ensure:
low-dimensional coordinates Y ⊂ Rd;
1: Find the k-nearest neighbors Ni = {xi1 , · · · ,xik} for
each data point.
2: Compute the weight matrix W1 with LLE.
3: Initialize a zero matrix M.
4: for e = 1 : t do
5: Compute the matrix product Pe =W1W2 · · ·We
6: Compute M =M+ (Pi − I)(Pi − I)T
7: Compute the reconstruction data X(e) = XPe
8: for each sample xi, i = 1, · · · , n do
9: Compute ~w(e+1)i in We+1 with X and X
(e) through
minimizing ‖xi −X(e)~w(e+1)i ‖22
10: end for
11: end for
12: Compute M =M+ (Pt+1 − I)(Pt+1 − I)T
13: Solve Y = arg min
Y
Tr(YMYT )
O((t+1)nk3). Besides, computing matrices P and M scales
as O(p1n3) with sparse matrix and the final calculation of
eigenvectors of a sparse matrix has computational complexity
O(p2n
2), where p1 and p2 is parameters related to ratio of
nonzero elements in sparse matrix [31].
IV. EXPERIMENTAL RESULTS
Synthetic experiments are conducted in this section to verify
the effectiveness of LNPE. We select 4 common synthetic
dataset and limit the data amount n between 1000 and 300.
More specifically, we choose 5 LLE-related algorithms as the
compared methods and each method is run on these 4 synthetic
datasets to compare the dimensionality reduction results. For
each dataset, we set 2 different neighborhood size k to observe
the changes of experimental results and verify the robustness
of LNPE. For the regularization coefficient σ in LNPE and
any compared methods that need a regularization in the listed
experiments, it is set as 10−3, 10−4, 10−2, 10−2 on S-Curve,
Swiss-Roll, Sphere, Helix dataset, respectively.
Fig. 1 shows the embedding results in the dimensionality
reduction with LNPE and several compared methods. For S-
Curve dataset in Fig. 1 (b), LLE performs poorly when the
neighborhood size k is 7 and the embedding performance
get improvements when k is larger. Compared with LLE,
HLLE, LLC, MLLE, LTSA and our LNPE all obtain faith-
ful results. More specifically, through neighbor propagation,
LNPE improves the topological and geometrical properties
when k is smaller. Besides, for Swiss-Roll dataset, because
of the local high curvature and short circuit, LLE fails in
preserving intrinsic manifold structure. But LNPE shows high
performance, because neighbor propagation in LNPE enhances
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Fig. 1. Experiments with LLE, HLLE, LLC, MLLE, LTSA and LNPE on several synthetic datasets. (a) The S-Curve dataset with n = 1000 samples. (b)
The embedding results on S-Curve dataset. (c) The Swiss-Roll dataset with n = 1000 samples. (d) The embedding results on Swiss-Roll dataset. (e) The
Sphere dataset with n = 300 samples. (f) The embedding results on Sphere dataset. (g) The Helix dataset with n = 500 samples. (h) The embedding results
on Helix dataset.
the local topological connections and neighborhood interac-
tions. Furthermore, LLE and LNPE are better at addressing
data such as Sphere and Helix dataset shown in Fig. 1 (f) and
(h). As k changes from 5 to 9, LLE and LNPE could obtain
stable results. It also demonstrates that LNPE, which introduce
neighbor propagation into LLE, retains the feasible properties
of LLE.
V. CONCLUSION
LLE usually fail in addressing complex data where the
local connections and neighborhood interactions are difficult to
obtain. We introduce neighbor propagation in GCN into LLE
and propose LNPE to improve the embedding performance.
Compared with original LLE, LNPE could obtain more faithful
embeddings with linear computational complexity increase.
The experimental results show that our LNPE improves em-
bedding performance and is more robust than LLE.
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