We show that the coefficient array of a family of Chebyshev moments defines an involution in the group of Riordan arrays. We then extend this result to certain families of d-orthogonal polynomials.
Introduction
In this note, we exhibit two families of parameterized generalized Chebyshev polynomials [16] whose moments have coefficient arrays that are involutions in the Riordan group of lower-triangular matrices. The structure of the paper is as follows. Readers who are familiar with any of the above introductory topics may safely skip the relevant section.
Preliminaries on Riordan arrays
We recall some facts about Riordan arrays in this introductory section. A Riordan array [3, 20] is defined by a pair of power series g(x) = g 0 + g 1 x + g 2 x 2 + · · · = ∞ n=0 g n x n , and
f n x n .
We require that g 0 = 0 (and hence g(x) is invertible, with inverse 1 g(x) ), while we also require that f 0 = 0 and f 1 = 0 (hence f (x) has a compositional inversef (x) = Rev(f )(x) defined by f (f (x)) = x). The set of such pairs (g(x), f (x)) forms a group (called the Riordan group [20] ) with multiplication (g(x), f (x)) · (u(x), v(x)) = (g(x)u(f (x)), v(f (x)), and with inverses given by
,f (x) .
The coefficients of the power series may be drawn from any ring (for example, the integers Z) where these operations make sense. To each such ring there exists a corresponding Riordan group.
There is a matrix representation of this group, where, to the element (g(x), f (x)), we associate the matrix (a n,k ) 0≤n,k≤∞ with general element t n,k = [x n ]g(x)f (x) k .
Here, [x n ] is the functional that extracts the coefficient of x n in a power series [17] . In this representation, the group law corresponds to ordinary matrix multiplication, and the inverse of (g(x), f (x)) is represented by the inverse of (t n,k ) 0≤n,k≤∞ .
The Fundamental Theorem of Riordan arrays is the rule (g(x), f (x)) · h(x) = g(x)h(f (x)), detailing how an array (g(x), f (x)) can act on a power series. This corresponds to the matrix (t n,k ) multiplying the column vector (h 0 , h 1 , h 2 , . . .) T .
Example 1. Pascal's triangle, also known as the binomial matrix, is defined by the Riordan group element
This means that we have
To see that this is so, we need to be familiar with the rules of operation of the functional [x n ] [17] . We have
The binomial matrix is an element of the Bell subgroup of the Riordan group, consisting of arrays of the form (g(x), xg(x)). It is also an element of the hitting time subgroup, which consists of arrays of the form xf ′ (x)
f (x) , f (x) . Arrays of the form (1, f (x)) belong to the associated or Lagrange subgroup of the Riordan group.
Note that all the arrays in this note are lower triangular matrices of infinite extent. We show appropriate truncations.
Many examples of sequences and Riordan arrays are documented in the On-Line Encyclopedia of Integer Sequences (OEIS) [21, 22] . Sequences are frequently referred to by their OEIS number. For instance, the binomial matrix B = 1 1−x , x 1−x ("Pascal's triangle") is A007318. The diagonal sums of this matrix are the Fibonacci numbers F n+1 . The sequence F n is A000045. In the sequel we will not distinguish between an array pair (g(x), f (x)) and its matrix representation.
The Hankel transform of a sequence a n is the sequence of determinants h n = |a i+j | i≤i,j≤n [13, 15] .
The Catalan numbers C n = 1 n+1 2n n A000108 have generating function
We note that Rev(xc(x)) = x(1 − x).
The Catalan numbers C n are the unique numbers such that the sequences C n and C n+1 both have their Hankel transforms given by h n = 1 for all n ≥ 0.
There are a number of combinatorially important Riordan arrays that are closely related to the Catalan numbers. The principal ones are (1, xc(x)) A106566, (1, c(x)−1) = (1, xc(x) 2 ) A128899, (c(x), xc(x)) A033184 and (c(x) 2 , xc(x) 2 ) A039598. These, and their reverse triangles, are collectively known as Catalan matrices. For instance, the matrix (1, xc(x)) begins 
. This is A106566.
Riordan involutions
An involution in the group of Riordan arrays is a Riordan array A such that A 2 = I, that is, A is an element of order 2 [7, 8, 19] . For instance, the arrays I = (1, x) and (1, −x) are involutions. The result is trivial for I, and for (1, −x) we have
A less trivial example is the Riordan array 1 1−x , −x 1−x which is a signed version of Pascal's triangle (the binomial matrix) which begins
We have
Thus the Riordan array 1 1−x , −x 1−x is a Riordan involution. The next result follows from a general principal to be found in [19] . Here we give a direct proof.
Thus we must solve the equation
to solve for the reversion of −xc(x) 3 . Equivalently, we must solve
The solution of this equation that satisfies u(0) = 0 is given by
We wish now to show that 1
In order to verify this, we substitute x(1 − x) = xc(x) for x. We find that
Similarly,
By the uniqueness of the reversion process, we conclude that 
The general term of the unsigned matrix is 3k+1 n+2k+1 2n+k n−k . We note that the diagonal sums of this unsigned number triangle (c(x), xc(x) 3 ) are the moment sequence a n that begins 1, 1, 3, 9, 29, 97, 333, 1165, 4135, 14845 , . . . , or A081696. We have the integral representation [2] 
The Hankel transform of a n is 2 n and that of the once shifted sequence a n+1 is 2 n (1 − n).
Proof. This follows by the general result that if (g(x), f (x)) is an involution then so is (g(x) n , f (x)) for all n ∈ Z.
The Riordan array (c(
The unsigned matrix is A107842, with general term 3k+2 
This is A109262. The Hankel transform of this sequence is given by
We note further that these two diagonal sum sequences appear respectively as the first and second column in the inverse of the Riordan array ( 
Riordan arrays and orthogonal polynomials
We recall the following well-known results (the first is known as "Favard's Theorem"), which we essentially reproduce from [13] , to specify the links between orthogonal polynomials [9, 12, 23] , three term recurrences, and the recurrence coefficients and the generating function of the moment sequence of the orthogonal polynomials. [13] (Cf. [24] , Théorème 9 on p.I-4, or [25] , Theorem 50.1). Let (p n (x)) n≥0 be a sequence of monic polynomials, the polynomial p n (x) having degree n = 0, 1, . . . Then the sequence (p n (x)) is (formally) orthogonal if and only if there exist sequences (α n ) n≥0 and (β n ) n≥1 with β n = 0 for all n ≥ 1, such that the three-term recurrence
[13] (Cf. [24] , Proposition 1, (7), on p. V-5, or [25] , Theorem 51.1). Let (p n (x)) n≥0 be a sequence of monic polynomials, which is orthogonal with respect to some functional L. Let
be the corresponding three-term recurrence which is guaranteed by Favard's theorem. Then the generating function
The Hankel transform of a given sequence A = {a 0 , a 1 , a 2 , ...} is the sequence of Hankel
The Hankel transform of a sequence a n and its binomial transform are equal.
In the case that a n has a generating function g(x) expressible in the form
then we have [13] Heilermann's formula
(2)
Note that this is independent of α n . Along with the two power series g(x) and f (x), we can define two associated power series
and
.
Note that the notationf (x) denotes the compositional inverse of the power series f . Thus we havef (f (x)) = x, and f (f (x)) = x.
We shall also use the notationf (x) = Rev(f )(x). The (infinite) matrix whose bivariate generating function is given by
is called the production matrix of M [10, 11, 18] . It is equal to the matrix
whereM is the matrix M with its first row removed. It is an infinite lower Hessenberg matrix.
If the Riordan array M has a production matrix P defined by A(x) and Z(x), then we can show that
If Z(x) = γ + δx, and A(x) = 1 + αx + βx 2 (where we assume that δ = 0 and β = 0), then P will be tri-diagonal. The matrix P begins
In this case, we have
and R = M −1 will be the coefficient array of a family of orthogonal polynomials P n (x) [6] where
where the general (n, k)-th term of R is p n,k . In this case, we call M the moment matrix of the family of orthogonal polynomials P n (x) [5] . More generally, if the matrix M has a production matrix that has a k-diagonal form, we will continue to call the elements of the first column of M "moments".
and defines the polynomial sequence P n (x) that begins
These are the scaled Chebyshev polynomials of the second kind U n (x/2) where we have
More generally, we have the following result [6] .
is the coefficient array of the generalized Chebyshev polynomials of the second kind given by
By the method of coefficients [17] we then have 
The main results
The coefficient array of the moments µ (2) n (y) of the generalized Chebyshev orthogonal polynomials defined by
Proof. The moments of the orthogonal polynomials whose coefficient array is given by
are given by the elements of the first column of the inverse matrix
Thus the coefficient array of the moments has generating function given by
. We calculate that 1
On the other hand, we have that the bivariate generating function of the Riordan involution
The moments of the orthogonal polynomials whose coefficient array is given by
The generalized Chebyshev orthogonal polynomials defined by the array 1+yx+yx 2 (1+x) 2 , x (1+x) 2 are given by
We may ask whether there are values of r and s such that 1+ryx+syx 2
leads to a Riordan involution, other than r = s = 1. The answer is no. First, we require that r = 1 to ensure that the diagonal of the square of the moment coefficient array be all 1s. Secondly, if we take the case of 1+yx+syx 2 (1+x) 2 , x (1+x) 2 , we find that the square of the moment coefficient matrix begins
Thus s = 1 is a necessary condition for there to be an involution. By the above, it is also a sufficient condition.
The Hankel transform of the moments
We have the following result.
Proposition 9. The generating function g (2) y (x) of the moment sequence µ (2) n (y) can be expressed as the continued fraction
Proof. Let G(x, y) be the continued fraction above. Then
where G 1 (x, y) is defined by the continued fraction
It is well known that G 1 (x, y) = c(x) 2 . Thus
A simple calculation now shows that G(x, y) = g
y (x).
Corollary 10. The Hankel transform h
n (y) of the moments µ
n (y) is given by h n (y) = (1 − y) n .
Thus the coefficient array of the polynomial sequence h 
The coefficient array of the polynomial sequence h (1) n (y) given by the Hankel transform of µ
The reversal of this triangle, which begins
A general result
Using the same methods as above, we have the following more general result.
Proposition 11. The coefficient array of the moments of the paramaterized orthogonal polynomials whose coefficient array is given by the Riordan array 1 + (2 − a + y)x + (−a + b + 1 + y)x 2 1 + ax + bx 2 , x 1 + ax + bx 2 is given by the Riordan involution (g(x), f (x)) where we have
In this case, the moments will have a generating function expressible as the continued fraction 1
The moments thus have the Hankel transform h n = (−1) n (y − a + 1) n b ( n 2 ) .
In particular, the first column elements of the Riordan involution (the case y = 0) have their generating function expressible as
with Hankel transform h n = (a − 1) n b ( n 2 ) .
Example 12. We take the case of a = 3 and b = 2. Thus the coefficient matrix of the orthogonal polynomials in question is given by
The moments then have generating function
This is then the bivariate generating function of the Riordan involution which is A225887. This counts the number of Schröder paths of semi-length n for which the (2, 0)-steps that are on the horizontal axis come in 3 colors. This sequence has generating function given by the continued fraction
This matrix begins
The row sums of the involution matrix begin 1, 3, 10, 36, 138, 558, 2362, 10398, 47326, . . . .
These have their generating function given by the continued fraction
The row sums of the matrix obtained by taking the absolute value of the entries of the involution matrix begin 1, 5, 28, 164, 982, 5954, 36382, 223466, 1377538, . . . .
The generating function of this sequence can be expressed as
Example 13. For the case a = 1 and b = 2 we obtain the Riordan involution
The row sums of this matrix begin 1, −1, 0, 0, −2, −2, −10, −26, −86, . . . with generating function given by
This sequence has its Hankel transform given by
The row sums of the absolute value matrix begin 1, 1, 2, 4, 10, 26, 74, 218, 670, . . . .
This sequence has a generating function expressible as the continued fraction
Its Hankel transform is given by h n = 2 ( n 2 ) .
A factorization theorem
We begin this section with an example that will motivate the general factorization result that will follow.
Example 14. We consider the Riordan array 
The general element of this matrix is (−1) n−k n+k+1 2k+1 . The inverse of this matrix is given by 
We now form the Riordan array given by the following product.
We obtain the Riordan array
. 
This matrix begins
This matrix is a Riordan involution.
In a similar vein, we have the following result.
Theorem 15. For a given Riordan array (g(x), f (x)), the product
is a Riordan involution.
Proof. We have that
,f (−f (x)) .
Then
Thus if we begin with the Riordan array
we are led to the Riordan involution given by (G, F ) where we have
Corollary 16. The Riordan array
Similar results to this corollary may be found in [1] .
Example 17. We take the example of (g, f ) = 1 + x + x 2 1 + 2x + x 2 ,
We form the product
In terms of matrices, this begins
This is the Riordan involution
We can write this as
In particular, we see that The Hankel transform of this sequence is given by
Specialising to the case of the orthogonal polynomials defined by (g(x), f (x)) = 1 1 + ax + bx 2 ,
we have the following corollary.
Corollary 18. The orthogonal polynomial coefficient array
defines the Riordan involution given by
Example 19. The RNA involution. We start with the Riordan array Taking the product of these two matrices, we obtain the matrix that begins
which is the RNA involution [7] , defined by
Further results
The matrix M with
is the coefficient array of a family of orthogonal polynomials. This is evidenced by the fact that the production matrix of M is given by the matrix that begins 
Indeed, it is the three-diagonal form of this matrix that tells us that we are working with orthogonal polynomials. In like manner, the matrix
has a production matrix that begins 
The four-diagonal form of this matrix tells us the M −1 is the coefficient array of a family of 2-orthogonal polynomials, where a 1-orthogonal family of polynomials is a usual orthogonal family of polynomials.
We begin our discussion of the general case by looking at the case of the ternary numbers T n = 1 2n+1 3n n A001764. We denote by t(x) the generating function of the ternary numbers, which satisfies t(x) = 1 + xt(x) 3 . We have
Example 20. We consider the elements in the first column of the inverse Riordan array
These are polynomials in y which begin 1, 3 − y, y 2 − 8y + 12, −y 3 + 13y 2 − 52y + 55, y 4 − 18y 3 + 117y 2 − 320y + 273, . . . .
They have a coefficient array which begins
This is the Riordan array (t(x) 3 , −xt(x) 5 ) which by [19] 
We note that the right border in absolute value begins 1, 2, 11, 170, 7429, 920460, 323801820, 323674802088, . . . , which is A051255(n + 1). The sequence A051255 counts the number of cyclically symmetric transpose complement plane partitions in a (2n) × (2n) × (2n) box. This is the Hankel transform of the ternary numbers 1 2n+1 3n n . In like fashion, the moments of the matrix
have coefficient matrix given by the Riordan involution (t(x) 2 , −xt(x) 5 ), the moments of the matrix
have coefficient matrix given by the Riordan involution (t(x), −xt(x) 5 ), and the moments of the matrix
have their coefficient matrix given by the Riordan involution (1, −xt(x) 5 ).
The methods of [19] now allow us to give the general result.
Theorem 21. The coefficient matrix of the moments of the parameterized Riordan array
The moments in question are then the moments of the corresponding (k − 1)-orthogonal polynomials [14] .
Conclusions
We have seen that parameterized Riordan arrays of the form
are closely related to certain Riordan involutions. These involutions arise as the coefficient arrays (expansions in the parameter y) of the polynomial sequences (in y) that arise as the first columns of the inverse matrix. In the case of k = 2, the polynomials concerned are generalized Chebyshev polynomials. In the cases studied above, the polynomial sequences have interesting Hankel transforms.
Moreover, we have seen that for every Riordan array (g(x), f (x)), there is a Riordan involution given by the product
,f (−x) .
Appendix -a look at the case of the Chebyshev polynomials of the first kind
For the sake of completeness, we present a small discussion of the Chebyshev polynomials of the first kind T n (x) and related moments. While the Chebyshev polynomials of the second kind have a Riordan array as their coefficient array -namely, the Riordan array 1 1+x 2 , 2x 1+x 2 , the coefficient array for the Chebyshev polynomials of the first kind is not given by a Riordan array, but by an almost-Riordan array of the first kind [4] . This means that the coefficient array is given by a Riordan array, with a column prepended, which in this case means that the overall matrix is not a Riordan array.
The sequence T n (x) begins As an almost Riordan array of the first order, we write the coefficient array as
As before, we shall use the term "moments" for the first column elements of the inverses of the matrices that we shall present.
We consider the parameterized almost Riordan array, based on the generalized Chebyshev polynomials of the first kind, given by 1 + yx + yx 2 1 + x 2 | 1 + yx + yx 2 (1 + x 2 ) 2 , In this case, we do not get an involution. Indeed, the inverse of this matrix is given by
The generating function of the moment sequence may be expressed as the continued fraction
which is equal to 1 1 + yx − (1 − y)x 2 c(x 2 ) .
We deduce from the continued fraction that the Hankel transform of the moment sequence is given by h n = (1 − y) n .
We note that the sequence with generating function 
