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Degree of Master of Science 
(in Mechanical Engineering) 
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In a normal coronary artery, the flow is laminar and the velocity is parabolic in nature. 
Over time, plaques deposit along the artery wall, narrowing the artery and creating an 
obstruction, a stenosis. As the stenosis grows, the characteristics of the flow change and 
transition occurs, resulting in turbulent flow distal to the stenosis. To date, direct 
numerical simulation (DNS) of turbulent flow has been performed in a number of studies 
to understand how stenosis modifies flow dynamics. However, the effect of the actual 
shape and size of the obstruction has been disregarded in these DNS studies. An ideal 
approach is to obtain geometrical information of the stenotic channel using medical 
imaging methods such as IVUS (Intravascular Ultrasound) and couple them with 
numerical solvers that simulate the flow in the stenotic channel. The purpose of the 
present thesis is to demonstrate the feasibility of coupling the IVUS geometry with DNS 
solver. This preliminary research will provide the necessary tools to achieve the long 
term goal of developing a framework for the morphological features of the stenosis on the 
flow modifications in a diseased coronary artery. 
In the present study, the geometrical information of the stenotic plaque has been provided 
by the medical imaging team at the Cleveland Clinic Foundation for 42 patients who 
underwent IVUS. The integration of the geometrical information of the stenotic plaque 
with the DNS was performed in 3 stages 1) fuzzy logic scheme was used to group the 42 
patients into categories, 2) meshing algorithm was generated to interface with the DNS 
solver, and 3) the existing DNS for channel flow was modified to account for 
inhomogeneity in the streamwise direction. 
A plaque classification system was developed using statistical k-means clustering with 
fuzzy logic. Four distinct morphological categories were found in plaque measurements 
obtained from the 42 patients. Patients were then assigned a degree of membership to 
each category based on a fuzzy evaluation system. Flow simulations showed distinct 
turbulent flow characteristics when comparing the four categories, and similar 
characteristics within each category. 
An existing DNS solver that used the fourth-order velocity second-order vorticity 
formulation of the Navier-Stokes equations was modified to account for inhomogeneity 
in the streamwise direction. A multigrid method was implemented, using Green's 
method to compute unknown boundary conditions at the walls in using an influence 
matrix approach. The inflow is the free stream laminar flow condition; the outflow is 
computed explicitly with a buffer domain and by parabolizing the Navier Stokes 
equation. The transitional flow solver was tested using blowing and suction disturbances 
at the wall to generate the Tollmien-Schlichting waves predicted by linear stability 
theory. 
The toolset developed as a part of this thesis demonstrates the feasibility of integrating 
realistic geometry with DNS. This tool can be used for patient-specific simulation of 
stenotic flow in coronary and carotid arteries. Additionally, within the field of fluid 
dynamics, this framework will contribute to the understanding of transition and 
turbulence in stenotic flows. 
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Chapter 1 
INTRODUCTION AND REVIEW OF LITERATURE 
The following chapter summarizes the literature to-date concerning the computational 
modeling of coronary flows, including laminar and turbulent modeling approaches. 
Additionally, the approach considered for the present study is addressed. 
1.1 Introduction 
In a normal coronary artery, the flow is laminar and the velocity profile is parabolic in 
nature. The inertial losses are minimal and the viscous losses are most significant, due to 
the shear stress generated by velocity (Pedley 1980). Cholesterol and fatty substrates that 
are commonly present in blood, deposit along the artery wall. Eventually, irregular 
plaques build along the wall, resulting in the narrowing (obstruction) of the artery - a 
stenosis (Roache 1963). As the stenosis grows, the characteristics of the flow change and 
transition occurs, resulting in turbulent flow distal of the stenosis. In the last three 
decades, research groups have extensively studied stenotic flow by means of 
experimental methods as well as numerical models. In the post-stenotic flow field vortex 
shedding, recirculation, and highly turbulent zones have been found (McDonald and 
Kreskovsky 1974; Stein and Sabbah 1980; Ahmed and Giddens 1983a; Ku 1997; 
Wootton and Ku 1999; Berger and Jou 2000; Taylor and Draney 2004). Altobelli and 
Nerem (1985) used anemometry to examine flow in actual baboon and canine hearts, and 
observed velocity oscillations and flow skewing. Back, et. al. (1984) created a casting of 
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an actual human coronary artery with stenosis, and found that there was increased 
pressure loss through a realistic stenosis when comparing to an idealized model of a 
stenosis. 
Many numerical studies have been performed to understand how stenosis modifies flow 
dynamics. In these models, the Reynolds, Womersley, and Stanton Numbers, in 
combination with the percent reduction in diameter or area due to the stenosis, are used as 
a standard metrics to evaluate flow features. To simulate flow in a stenotic channel, 
laminar flow is often used as a first-pass assumption, and the effects of turbulence are 
generally ignored. From a flow perspective this assumption is not accurate, especially for 
large stenoses, although it does show the correlation between wall shear and stenosis size 
(Bathe and Kamm 1999; Tang, Yang et al. 1999; Stroud, Berger et al. 2000; Yakhot, 
Grinberg et al. 2005). More details about laminar flow models are discussed in Section 
1.2. 
Turbulent flow simulations were first attempted using simplified turbulent models such 
as the Reynolds Averaged Navier-Stokes (RANS) equations, k-epsilon, k-omega, and 
Large Eddy Simulation (LES). For the most part, the models can predict shear stress 
parameters, but do not perform well at predicting post-stenotic velocity fluctuations 
(Ghalichi, Deng et al. 1998; Mittal, Simmons et al. 2001; Mallinger and Drikakis 2002; 
Stroud, Berger et al. 2002; Mittal, Simmons et al. 2003; Varghese and Frankel 2003; 
Ryval, Straatman et al. 2004). Further details about turbulent models are discussed in 
Section 1.3. 
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Recently, Direct Numerical Simulations (DNS) have been performed for idealized 
stenosis in order to determine instability mechanisms during transition (Beratlis, Balaras 
et al. 2005; Sherwin and Blackburn 2005). In DNS, the Navier-Stokes equations are 
solved exactly without any approximations or models for turbulence. DNS and these 
results are discussed in Section 1.4. 
Stenosis morphology appears to significantly affect flow physics (Back, Cho et al. 1984; 
Stroud, Berger et al. 2000; Stroud, Berger et al. 2002; Yakhot, Grinberg et al. 2005). 
Idealized stenosis morphologies such as semicircles, sinusoids, or Gaussians are usually 
modeled because they are easily parameterized, and can be used for validation with 
previous analytical solutions and experimental models. However, these idealized shapes 
do not capture all of the realism of the transition to turbulence. Fundamental flow 
dynamics analysis in a channel flow over obstructions (roughness elements) have 
revealed that realistic morphological features, such as roughness spacing, distribution, in 
addition to overall height, can significantly alter the development of turbulence 
(Bhaganagar, Kim et al. 2004), and such features are present in human plaque 
morphologies (Back, Cho et al. 1984). Further discussion about plaque morphology 
follows in Section 1.5. 
The subsequent sections are arranged as follows. Section 1.2 discusses laminar flow 
assumptions for stenotic flows. Section 1.3 summarizes results of turbulent modeling, 
and Section 1.4 covers DNS in depth. The importance of plaque morphology is presented 
in Section 1.5, and the present study is outlined in Section 1.6. 
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1.2 Laminar Approximation for Stenotic Flows 
Early numerical investigations of the effect of stenosis on flow features used laminar 
flow assumptions. In laminar models, wall shear stress (WSS) has emerged as the critical 
fluid parameter to understand the effect of plaque on blood flow. Some researchers have 
even obtained correlations between fluctuating WSS and the presence of stenosis (Stein, 
Walburn et al. 1982; Nerem 1992; Giddens, Zarins et al. 1993). 
Laminar flow assumptions are also made in order to simplify the flow physics when 
another parameter of interest is being studied, such as wall compliance and non-
Newtonian fluid effects. Buchanan et. al. (2000) studied the effect of blood flow models 
on the development of the distal vortex. Tang et. al. (1999) and Bathe et. al. (1999) 
discovered regions of low and high WSS distal of the stenosis when studying compliance 
effects. Yakhot et. al. (2005) and Stroud et. al. (2000) studied the effect of stenosis 
asymmetry and roughness on flow, and found an increased number of regions with WSS 
fluctuations when comparing to smooth stenosis morphologies. All of the laminar 
models capture the recirculation zones (regions of high WSS fluctuations) distal of the 
stenosis, and report the peak WSS at the throat. 
In summary, laminar models are useful for capturing WSS correlations for low Reynolds 
number flows. However, for physiologically accurate Reynolds numbers and stenosis 
geometries, ignoring post-stenotic turbulence will lead to errors in the prediction of flow 
characteristics, as laminar models cannot predict the post-stenotic flow accurately. 
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Unlike laminar flows, turbulent flows are highly three-dimensional and have high 
magnitude velocity fluctuations, thus resulting in enhanced drag and mixing, and higher 
shear stress. 
1.3 Turbulent Models for Stenotic Flows 
To add another level of realism into models of stenotic flows, turbulence can be 
introduced by means of a model. Ghalichi et. al. (1998) and Bluestein et. al. (1999) used 
FIDAP finite element software with a low Reynolds Number (Re) k-co model. Both 
studies report a post-stenotic region with recirculation zones that break down and 
ultimately result in turbulence. Varghese and Frankel (2003) performed an extensive 
comparison of the RANS, k-e, k-co, and low Re k-co approaches using the commercial 
package FLUENT. The only model that compared well to the experimental velocity 
results of Ahmed and Giddens (1983; 1984) was the low Re &-omega approach. 
However, all turbulent modeling approaches gave improved estimates of WSS as 
compared with laminar models. Other studies with turbulent models for stenotic flows 
include earlier k-co work by Bluestein (1997), Stroud et. al. (2002) with comparisons of k-
s, and Ryval et. al. (2004) with RANS and k-co. 
For idealized stenosis geometry, Mallinger and Drikakis (2002) used a third order finite 
volume multigrid approach for large-eddy simulation (LES) of an axisymmetric stenosis. 
Mittal et. al. (2003) used a second order primitive variable formulation to perform LES of 
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stenosis in a channel flow. The direct numerical simulation (DNS) of transitional flow 
over sinusoidal protrusion in a pipe geometry was first performed by Sherwin and 
Blackburn (2005). 
Despite the promise of low Re k-a> and LES turbulent modeling for idealized stenosis 
geometries, the use of a classical turbulent model is not a good starting point for studying 
realistic stenosis shapes, as there are currently no good wall roughness models for 
turbulence. Roughness affects the development of turbulence, and so DNS is an ideal 
option for this problem. 
1.4 Direct Numerical Simulation of Stenotic Flows 
In direct numerical simulation (DNS), the Navier-Stokes (N-S) equations are solved 
exactly without any simplifications and no assumptions are made about the flow. 
Consequently, the equations are more difficult to solve numerically due to time step and 
Reynolds number restrictions to ensure numerical stability, and accurate spatial and 
temporal resolution of the smallest turbulent scales (Pope 2000). 
Other complications of DNS are implementation issues. Usually, a solver is written for a 
particular coordinate system, and the equations are optimized to take advantage of any 
flow symmetry. To study complex geometries, such as stenosis, a coordinate 
transformation of the Cartesian N-S equations must be performed, or an immersed 
boundary method needs to be implemented in a Cartesian channel. With such specialized 
implementations, solver validation must be considered. Methods for validating DNS 
6 
solvers usually involve 1) comparisons to experimental data, 2) comparisons to well-
understood problems such as a driven cavity flow, or 3) comparisons to linearized flow 
equations for which analytical solutions exist, such as the Orr-Sommerfield equations 
(Orszag 1971). 
Even with these limitations of DNS, recent advances in supercomputing have allowed for 
higher Reynolds number transitional and turbulent flows. DNS is desired for one simple 
reason - its unrivaled accuracy. In fact, DNS data is commonly used to validate turbulent 
models, such as LES and RANS. Given the complications and high cost of acquiring 
accurate stenotic flow data, and the lack of an accurate wall model for turbulent flow, 
DNS is the ideal approach for studying the effect of plaque shape and roughness on flow. 
Until recently, the use of DNS to model stenotic flows was a nonexistent field of study, 
due mostly to the aforementioned complications of DNS. Sherwin and Blackburn (2005) 
used a Galerkin spectral element method to examine instability mechanisms in an 
axisymmetric stenosis. Beratlis et. al. (2005) used a second order embedded-boundary 
method to study complications with inflow conditions on a stenosed channel. Varghese 
(2006) used a similar spectral element code to examine the effect of a geometric 
perturbation in stenosis shape by examining a mildly elliptical stenosis. The results of all 
of these studies show flow instability developments for between Re=500 and i?e=1000 in 
the region distal of the stenosis. All results are in good agreement with the experimental 
results published by Ahmed and Giddens (1983; 1984). This progress is indeed 
encouraging for the use of DNS as a reliable and feasible research tool for stenotic flows. 
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1.5 Plaque Morphology 
In the following section, the state of the art of medical imaging is discussed in Section 
1.5.1, followed by a discussion about the importance of morphology in stenotic flow in 
Section 1.5.2. 
1.5.1 Medical Imaging 
Clinicians, scientists, and engineers have recognized the significance of fluid-dynamics 
within coronary arteries. Contemporary diagnostic methods, however, can only provide 
morphological and histological information within coronary arteries. The most relevant 
current methods of studying fluid dynamics within coronary arteries are summarized 
next, in terms of an invasive technique and imaging techniques. 
Table 1.1. Comparison of current medical imaging techniques for obtaining plaque and 
flow information. 
Imaging technique 
Angiography 
Intravascular 
Ultrasound (IVUS) 
Computed 
Tomography (CT) 
Magnetic Resonance 
Imaging (MRI) 
Strengths 
Provides information about 
channel narrowing; reveals 
advanced stenosis 
Characterizes image of lumen 
and vessel wall 
Evaluate anatomy 
Provides morphology and 
histology of plaque 
Weaknesses 
Cannot detect when plaque initially 
builds and develops 
Detailed turbulent flow characterization 
cannot be provided 
Radiation precludes as research tool. 
Limited in resolution 
Limited in spatial and temporal 
accuracy for turbulent flows (area-
averaged velocity) 
Coronary Angiography is commonly used for detecting stenotic coronary lesions. 
Imaging techniques such as Intravascular Ultrasound (IVUS), Computed Tomography 
(CT) and Magnetic Resonance Imaging (MRI) have emerged for providing 
comprehensive view of coronary anatomy and supplement the information provided by 
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angiography. These imaging methods are valuable tools for detection and morphological 
and histological assessment of the plaque. The relative advantages and disadvantages are 
summarized in Table 1.1 
The current state of art of medical imaging versus angiography makes them a superior 
choice to obtain accurate geometric information about the plaque geometry and stenosed 
artery. A viable strategy is to use IVUS as a tool to provide the morphology and 
histology information of the diseased artery, and to use advanced numerical 
methodologies to simulate the flow and understand the detailed turbulent flow patterns. 
Therefore, for the present study discussed in Section 1.6, IVUS is chosen as the preferred 
method for obtaining plaque morphology. 
1.5.2 Morphology and Stenotic Flow 
An important physiological feature of stenotic flow that was disregarded in the previous 
DNS studies was the morphology of the stenosis itself, and the effect of its shape 
(obstruction) on the spatio-temporal flow structures. Stenosis is usually quantified by a 
percent reduction in diameter of the artery. The stenosis is thus quantified based on the 
height of the obstruction alone. The DNS results of Sherwin and Blackburn (2005) and 
Varghese (2006) for idealized stenoses showed that turbulent flow started to develop for 
50% and greater stenosis at i?e=1000, which is consistent with the experimental results of 
Ahmed and Giddens (1983). However, what is still unclear is the effect of the shape of 
the stenosis, in addition to its height, for the prediction of the flow distal to the stenosis. 
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It is known that stenosis shape affects the WSS parameters. Stroud et. al. (2000) 
observed that a large stenosis aspect ratio (defined as streamwise length over diameter) 
reduces the amount of vortex shedding and therefore the likelihood of turbulent flow. 
Using a laminar flow model, Yakhot et. al. (2005) used a sample irregular stenosis 
obtained from a coronary artery casting by Back et. al. (1984), and showed that small 
irregularities affect wall shear and vorticity. Under laminar flow assumptions, Stroud et. 
al. (2000) have demonstrated that for idealized test cases with identical degree of 
stenosis, axisymmetric and non-axisymmetric lesions exhibited significantly different 
flow fields and wall shear distributions. These results suggest the importance of plaque 
morphology rather than a percentage based criterion to characterize the flow. It is 
becoming clear that degree of stenosis is not a true representation of the degree or 
characteristics of turbulence, and suggests a need to explore the dependence of the flow 
features on the morphological features of the plaque. A further detailed analysis of 
plaque morphology and its effect on turbulence, as well as a comprehensive study using 
DNS to examine the effect of stenosis size and roughness on transitional stenotic flow, 
has not been conducted. 
1.6 Present Study 
This thesis focuses on the development of tools in three areas to support the modeling of 
coronary flows including 1) the meshing of complex plaque geometries, 2) the 
morphological classification of plaque obtained from IVUS, and 3) DNS solver 
enhancements to interface with the above two items. 
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Meshing is the first step of the interfacing of the geometry of the stenotic channel with 
the DNS Cartesian mesh. The meshing of complex plaque geometry created using 
commercial CAD software is complicated by the use of a Cartesian finite difference 
solver. Although the solver implements an immersed body method (IBM) that has been 
previously validated (Bhaganagar, Kim et al. 2004), the geometry must still be identified 
for the IBM algorithm in a process known as tagging. A customized meshing solution 
was developed to perform tagging of the plaque geometry. Additionally, this customized 
mesher extracts geometric information from the CAD file and makes decisions about 
mesh resolution using a rule-based system. Further details about the customized mesher 
are discussed in Appendix A. 
The next step is the grouping of the plaque data into categories by identifying similar 
patterns and trends between the plaques. Given plaque geometry obtained from IVUS for 
a number of patients, a methodology was developed in order to group these plaques. 
Plaque morphological parameters are computed, and then each patient is assigned a 
degree of membership to four unique categories using a fuzzy logic evaluation system. 
Flow parameters are then computed based on DNS flow simulations in each category. 
Further details are discussed in Chapter 2. 
A DNS solver for a channel with periodic boundaries has been modified to account for 
non-periodic inflow/outflow conditions, allowing the study of transition to turbulence. 
The geometry is introduced using the immersed boundary method (IBM) algorithm with 
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a multigrid solver. An influence matrix method is used to compute unknown boundary 
conditions at the walls. The solver is then piecewise validated, followed by testing using 
disturbances to generate Tollmien-Schlichting waves (TS-waves). Further details about 
the implementation and validation results are discussed in Chapters 3 and 4, respectively. 
There are some limitations to the present study, mainly 1) the use of a stenotic channel to 
study what is realistically pipe geometry, and 2) the Reynolds Number discussed in 
Chapter 4 is based on the critical Reynolds Number for transition and not a physiological 
Reynolds Number. However, the focus in the present study is to create the tools to model 
stenotic morphology, and these limitations will be addressed in the discussion of future 
work in Chapter 5. 
1.7 Scope of Study 
The long-term goals of this study are to develop a framework for flows in stenotic 
channels in order to 1) predict an accurate location of transition, 2) provide a detailed 
flow-visualization to understand flow mechanics in the transition region, 3) obtain an 
accurate estimate of the turbulent characteristics, and 4) identify the effect of the shape of 
the obstruction (stenosis) on the location of transition. 
The tools developed in this thesis, as applied to the long-term study, will aide with further 
investigations of the transition point and comparisons between different stenosis shapes 
and magnitudes. Cardiologists could use this information to develop a tool for placing a 
stent in the optimal location along the stenosis for the invasive stenting procedure, a 
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common treatment protocol for the treatment of coronary artery disease. In addition, this 
tool can be used as a predictive method to categorize plaques based on their type (shape) 
in addition to degree of stenosis. A particular plaque could thus be correlated to a risk 
category, based on the flow characteristics such as turbulent stress, wall shear stress, and 
turbulence levels. 
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Chapter 2 
PLAQUE MORPHOLOGY DATA 
This chapter summarizes the methodology for processing the plaque data obtained from 
in-vivo measurements. Additionally, details are discussed concerning the fuzzy 
classification system that was devised in order to group similar plaque morphologies. 
2.1 Obtaining Plaque Data 
To date, all of the numerical studies considered here of stenotic flow used idealized 
approximations of the stenosis, treating the geometry as a single, smooth, symmetric 
bump. In these cases either a sine function or Gaussian distribution was used. In reality, 
the plaque is irregular and asymmetric, as shown in Figure 2.1. To date, the studies that 
have been conducted on realistic morphologies have assumed laminar flow. The reason 
for the lack of such studies is attributed to complications that arise, such as capturing 
geometric irregularities in a structured mesh, and due to lack of accurate morphological 
information of the plaque. 
In the two studies considered here that modeled a rough stenosis, only Yakhot (2005) 
used the geometry from an actual coronary artery. The geometry was obtained by Back 
(1984) by making a mold of a cadaver artery, and cross-sectional measurements were 
published in this study. The model created by Yakhot considered only laminar flow, 
which is understood to be an unrealistic assumption for physiological flow in the larger 
arteries, such as the left anterior descending (LAD) and the left circumflex (LCx) (Ku 
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1997). The flow in these arteries is of interest because it has been shown that plaque 
primarily develops at the site of the LAD and LCx bifurcations (Svindland 1983; Kimura, 
Russo et al. 1996; Ding, Biggs et al. 1997; Badak, Schoenhagen et al. 2003). 
Figure 2.1. Sketch of the diseased section of the artery with stenosis geometry (black) as 
circular (top), gaussian (center), and irregular and asymmetric (bottom). 
An important aspect of this research is to use realistic plaque morphology obtained from 
medical imaging and integrate with numerical solvers to obtain the flow solution. For this 
purpose, the plaque data considered in this study was obtained from in-vivo 
measurements of patients who underwent intravascular ultrasound (IVUS) by the medical 
imaging group (Badak, Schoenhagen et al. 2003) at the Cleveland Clinic Foundation 
Ohio. In their study, they examined 148 patients with mild to moderate coronary artery 
disease (< 50% diameter stenosis angiographically) at the major bifurcation site of the 
LAD and LCx branches of the coronary artery tree. Only major bifurcation lesions were 
included, without prior intervention and a side-branch > 2 mm in diameter. Patients were 
excluded in the cases of inadequate image quality, another side branch within 10 mm 
proximal or distal to the target bifurcation, and calcification involving > 90° of the vessel 
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cross-section. The remaining 69 lesions in 69 patients (49 LAD and 20 LCx) were 
considered for their study (Badak, Schoenhagen et al. 2003). After examining the data, 
some further patients were excluded due to missing data. The final patient pool 
considered for morphological classification consisted of LAD data for 42 patients, which 
proved to be ample for determining morphological trends (discussed further in Section 
2.2.3). 
IVUS imaging was performed in a standard fashion by the Cleveland Clinic Foundation 
medical imaging group. Commercially available IVUS equipment including either the 
ClearView Ultra System or the Galaxy (Boston Scientific Inc., Maple Grove, Minnesota, 
USA) were used. Ultracross (3.2 Fr, 30 MHz) and Atlantis (3.0 Fr, 40 MHz) imaging 
catheters were the catheters used. An angioplasty-guiding catheter was engaged in the 
left main artery. After intracoronary nitroglycerin (200 (j,g), the IVUS catheter was 
advanced over a 0.014 in guide wire and positioned at the mid to distal portion of the 
coronary artery. An automatic motorized pullback at a rate of 0.5 mm/s was performed 
from the most distal site to the left main Ostium with ultrasound images recorded on 
0.5 in super VHS videotape. Cineangiographic documentation of catheter position and 
verbal annotation were used for site identification. 
The portion of the pullback containing the bifurcation and adjacent segments was 
digitized at 30 frames per second into a 640x480 pixel matrix image with an 8-bit gray 
scale. From the digitized pullback, the images straddling the bifurcation were identified 
(slices P and D in Figure 2.2). IVUS cross-sections were analyzed at 1 mm intervals in 
16 
the vessel segments from 5 mm proximal and 5 mm distal to these two points (slice B in 
Figure 2.2). For each lesion a total of 13 slices were analyzed. The proximal segment 
included slices to P to -5 and the distal segment included sites to D to +5. 
PTO 
PT270 PT90 
Lower Wall PT180 
PT180 
Section A-A 
Figure 2.2. The locations for plaque thickness measurements along the artery from Badak 
et. al. 2003. 
2.2 Plaque Classification 
Motivation for classification is discussed in Section 2.2.1, pre-processing and preparation 
of the data in Section 2.2.2, and discussion of the chosen independent (morphological) 
parameters and categories in Section 2.2.3. The fuzzy classification methodology is 
discussed in Section 2.2.4, followed by validation and flow simulation results in Section 
2.2.5. 
2.2.1 Motivation for Classification 
The motivation for classification was two-fold. Conducting DNS for all of the patient 
data was not feasible due to the simulation and data processing time required. It can be 
estimated that running 50 simulations with each taking 1 week to run, would require a 
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full year of computation time and nearly 3 TB of storage. Although the current state of 
computational technology did not restrict this option, it was not a practical approach to 
conduct DNS for all patients for this phase of the study. Another motivation for 
classification was to make progress toward the long-term goal of creating a framework 
for studying coronary artery disease. Classifications based on plaque morphology and 
flow parameters may eventually be proven to correlate to atherosclerosis risk categories. 
A cardiologist may benefit from a tool that assesses atherosclerosis risk based on plaque 
morphology, and therefore the tool could serve as an early detection methodology. 
2.2.2 Preprocessing of the IVUS data 
Plaque thickness was obtained at 13 locations lengthwise along the artery and at 4 
angular positions in the circumferential direction shown in Figure 2.2 as PTO, PT90, 
PT180, and PT270. As shown at the wall, PT180 corresponds to the lower wall of the 
channel and PTO to the upper wall. It has been demonstrated that plaque develops most 
significantly along the lower wall (Svindland 1983; Kimura, Russo et al. 1996; Ding, 
Biggs et al. 1997; Badak, Schoenhagen et al. 2003). 
Based on these conclusions, the data considered for classification was a 2D slice at 
PT180, which consisted of plaque height at each lengthwise location. With these plaque 
thickness measurements, a surface map of the plaque was re-created and placed in a 
bifurcated artery for visualization, shown in Figure 2.3. The original data was 
interpolated to the simulation grid domain using a bi-cubic interpolation. 
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Figure 2.3. Sketch of the reconstruction of plaque data (of a sample patient) embedded 
within a pipe with bifurcation geometry. 
Type 1 
Protruding 
Type III 
Descending 
Type II 
Ascending 
—^__^  
Type IV 
Diffused 
; 
- ~ ~ ~ " " 1 1 
Figure 2.4. Sketch of the four canonical plaque types based on a preliminary qualitative 
examination of 42 patients. 
2.2.3 Determination of Categories 
A qualitative inspection of the plaque data of the 42 patients revealed four distinct 
patterns or trends (canonical types) as shown in Figure 2.4. These types were quantified 
by a total of five non-dimensionalized statistical parameters that were chosen to represent 
the geometrical features of the plaque (obstruction). These included typical statistical 
parameters such as standard deviation, mean, maximum, minimum, as well as regressions 
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through sections and all of the data. The choice of these parameters had two benefits -
they were independent parameters, and they provided a complete description of the 
morphological features of the plaque. The following sub-sections introduce these five 
parameters and explain how they were be used to represent the types shown in Figure 2.4. 
2.2.3.1 Type I (Protruding) 
For type I, to characterize a protrusion three morphological parameters were required: the 
height of the protrusion and the slope on the two extreme locations. The first 
parameter, a, was used to detect the peak of the protrusion, where y is the maximum 
plaque height, and y is the mean plaque height, defined below in Eq. 2.1. The slope at 
the proximal and distal locations of the peak was represented as m+ and m~ respectively. 
The slope was non-dimensionalized by the maximum possible slope over half of the 
channel, defined by m'- (y - y)/ (0.5*L), where y is the minimum plaque height, and L 
is the length of the channel. 
^ y 
a = — Eq. 2.1 
y 
P =~z; Eq.2.2 
m 
P = — Eq.2.3 
m 
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The final non-dimensionalized slope parameters, are/T and fi~, given in Eq. 2.2 and Eq. 
2.3 respectively. Plaque classified as Type I has a high positive value of a , as well as 
high magnitude values of fi+ and / T . 
2.2.3.2 Types II and III (Ascending and Descending) 
For Types II and III, the plaque exhibited an overall ascending (Type II) or descending 
(Type III) trend, captured by a single non-dimensional slope parameter, /?, given below in 
Eq. 2.4. 
m 
P = — Eq. 2.4 
m 
Here, m is the trend line slope computed over the entire channel, and 
m'= (y-y)/L. The same slope parameter was used for the classification of Types II and 
III. Plaque classified as Type II has large positive value for /?, and conversely Type III 
has a large negative value for /?. 
2.2.3.3 Type IV (Diffused) 
For the diffused plaque type, only one morphological parameter, a, was required, given 
in Eq. 2.5, where y is the standard deviation of the plaque height. Diffused plaque has a 
low standard deviation relative to the mean. 
O" = — Eq. 2.5 
y 
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Figure 2.5 shows examples of each of these four types and their corresponding parameter 
values. Realistically, some of the plaques were perfect replicas of the canonical types 
(given in Figure 2.4), while others were combinations of two or more canonical types. In 
the fuzzy classification system, it was acceptable for a patient to be partially a member of 
more than one type, although there are some combinations that were not possible (e.g. 
ascending and descending). 
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Figure 2.5. Statistical parameter values for plaque thickness data (in mm) at PT180 of 
four patients belonging to each of the four types. 
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2.2.4 Fuzzy Classification and Evaluation 
This section starts with an overview of Fuzzy Logic in Section 2.2.4.1. The fuzzy 
classification system that was developed for the present study is described in Section 
2.2.4.2. 
2.2.4.1 Overview of Fuzzy Logic 
A fuzzy logic methodology using the concept of fuzzy sets (Zadeh 1965; 1976) has been 
used to facilitate the study of flow surrounding the plaque. A fuzzy logic classification 
system was applied by identifying geometrical parameters for the plaque, and associating 
each parameter with a set of possible membership values (Zadeh 1974) for the 
categorization of the plaques into well-defined and distinct types. The approach consisted 
of following important steps: (a) identifying independent parameters to describe the data, 
(b) categorizing the data using qualitative and quantitative approaches, and (c) 
application of fuzzy membership functions followed by fuzzy evaluation. Steps (a) and 
(b) were discussed in Section 2.2.3, and the discussion of (c) follows, in Section 2.2.4.2. 
2.2.4.2 Fuzzy Classification System 
With the results of the qualitative examination and the cluster analysis, the distinct 
morphology of each category was determined. Rules were constructed in order to 
classify each patient into the four categories. The initial Boolean rule-set was created for 
23 
each of the four types, with limiting parameters, y, used as cut-offs for classification, as 
shown in Table 2.1. The values of the y parameter were initially guessed, and then 
adjusted during the fine-tuning of the fuzzy classification system. 
Table 2.1. The Boolean and fuzzy rule assembly used for the classification of plaque 
shapes. 
Canonical 
Type 
Type 1 
Protruding 
Type II 
Ascending 
Type III 
Descending 
Type IV 
Diffused 
Boolean Rules 
wd>yI AND/T <-YJ 
AND / T > y, 
THEN Typel is true 
ELSE Typel is false 
\*P>Yn 
THEN Typell is true 
ELSE Typell is false 
*P<Ym 
THEN Typelll is true 
ELSE Typelll is false 
\r°<Yiv 
THEN TypelV is true 
ELSE TypelV is false 
Fuzzy Rules 
IF CC is high AND P is low AND 
P is high 
THEN patient is strong Typel 
IF p is high / medium / low 
THEN patient is strong / moderate / 
weak Typell 
IF /J is low / medium / high 
THEN patient is strong / moderate / 
weak Typelll 
IF (J is low / medium / high 
THEN patient is strong / moderate / 
weak TypelV 
Boolean evaluation results in one of two possible values (false=0 and true=l), where 
fuzzy evaluation results in any value between 0 and 1, termed a degree of membership, u.. 
Fuzzy membership functions are defined in order to quantify the linguistic variables. The 
fuzzy membership functions for the morphological parameters were created from the y 
parameters used in the Boolean evaluation, and with an additional parameter called the 
spread, A. An example of the construction of membership functions for a is shown in 
Figure 2.6, with the fine-tuned values of y and X, over the entire range of a values 
from [0, 2.5]. The trapezoidal shape of the low, medium, and high membership functions 
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allowed for a gradual transition in \x over the transition region, Tk, between low-medium 
and medium-high. The other morphological parameters / T , (3~, /?, and a had identically 
constructed membership functions, only differing values of y and X. Additionally, 
standard guidelines (Yen and Langari 1999) were followed to ensure 1) that two non-
adjacent membership functions do not overlap, and 2) the sum of the degree of 
membership, u., of any two overlapping membership functions is equal to one. 
2A.=0.5 y=1.75 
High 
1.75 2.5 S 
Figure 2.6. Example of the standard construction of membership functions. 
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Figure 2.7. The complete fuzzy rule-set for Type I. 
To construct the fuzzy classification system, first the rules for each type were assembled, 
by converting the Boolean rules to linguistic rules, as shown in Table 2.1. Type II, Type 
III, and Type IV each had a single dominant parameter with the three possible linguistic 
values, low, medium, and high, thus giving 31=3 rules. However, Type I was described 
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by three dominant parameters with the three possible linguistic values giving 3 = 27 
rules. Shown in Table 2.1 for Type I is only one of the 27 rules, while all of the rules are 
shown in Figure 2.7 for Type I for completeness. The linguistic variables used to 
describe the types are chosen as weak, moderate, and strong (W,M,S) to distinguish them 
from the linguistic variables used to describe the morphological parameters, but in 
essence have the same meaning as low, medium, and high (L,M,H). 
With the complete rule set, an evaluation was then performed. For Type I, there are three 
parameters joined with a conjunction (the AND operator) that must be evaluated to 
determine the overall degree of Type I. With fuzzy rules, it is common to use the 
minimum function for aggregation of the conjunction operator (Yen and Langari 1999). 
For Type II, Type III, and Type IV there was a direct mapping from the parameter 
membership functions to the type membership functions, making evaluation 
straightforward. 
2.2.5 Validation and Results of Fuzzy Classification 
A quantitative analysis to validate the selection of the morphological parameters was 
performed. For this purpose, &-means cluster analysis was performed - a method 
commonly used in statistics to determine groups of statistically similar data. The 
validation obtained from statistical cluster analysis is presented in Section 2.2.5.1, 
followed by the results for the fuzzy classification in Section 2.2.5.2, and concluding with 
flow simulation results in Section 2.2.5.3. 
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2.2.5.1 Statistical Cluster Analysis 
In &-means cluster analysis, the driver behind the computation is principal component 
analysis (PCA), or more generally, Eigen-value analysis. First the dimensionality of the 
problem is reduced to the principal components, then a number of &-means cluster centers 
are determined, and each data point is then associated with a particular cluster based on 
its distance from the centers. As shown in Figure 2.8, four distinct clusters are revealed 
in the three-dimensional parameter space, for Type I (A)5 Type II (*), Type III ( O), and 
Type IV (Q ). Using the results of the PCA, the number of dimensions was reduced from 
five to three to conduct the &-means cluster analysis. This quantitative validation 
confirmed the four clusters (types) observed from qualitative examination in the selection 
of morphological parameters. 
-1 1 
Figure 2.8. Results of &-means cluster analysis for the 42 patients showing the four 
clusters. 
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2.2.5.2 Results of the Fuzzy Classification 
A cut-off criterion was used (degree of membership greater than 0.5) to determine the 
percentage of patients belonging to each type. As shown in Figure 2.9, out of 42 patients, 
28% were of Type I (protruding), 18% were of Type II (ascending), 20% were of Type 
III (descending) and 23% were of Type IV (diffused). Of all the patients, 6% showed 
strong a combination of types i.e. partial members of multiple types (strong in Type I and 
III and Types I and IV) and the remaining 5% did not fit in any of the above types. 
0 5 10 15 20 25 30 
Percentage 
Figure 2.9. Percentage of patients belonging to each of the four types, combinations of 
types (hybrid) and failure (none) based on a cutoff criterion. 
Overall, the fuzzy classification system was a success as all the data could be categorized 
into clusters. In such a classification system, the degree of membership to a canonical 
type would ideally correspond directly to the magnitude of the flow parameters of 
interest. Eventually, a classification system like this one could be used to evaluate patient 
flow parameters without having to run time-consuming and costly flow simulations. The 
results of preliminary flow simulations are presented next in Section 2.2.5.3. 
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2.2.5.3 Results of the Flow Simulations 
It is known that the flow becomes turbulent distal to the blockage; the problem has been 
simplified by making the assumptions 1) initial conditions are turbulent and the flow 
conditions are at bulk Reynolds number of 3000, 2) the geometry is a straight-channel 
model with height and spanwise width of channel as 4 mm (average diameter of normal 
LAD), and streamwise length of the channel as 24 mm (corresponds to the locations from 
IVUS data), 3) the flow conditions are steady, and, 4) the blockage is represented as a 
plaque on the lower-wall of the channel, and the upper-wall is considered to be 
flat/smooth. Cases with identical degrees of stenosis (30% reduced cross section) were 
chosen, but with varied morphological forms. The 30% figure was chosen in order to 
keep the lower wall geometry sufficiently below the half-height of the channel, avoiding 
interference with the boundary layer of the smooth upper wall. 
A DNS solver implemented by Bhaganagar, Kim et. al. (2004) has been used to simulate 
turbulent flow in a channel by solving the three-dimensional incompressible Navier-
Stokes equations. The flow equations are calculated on the regular geometry of a 
periodic channel. The Navier-Stokes equations are expressed in vertical-velocity and 
vertical-vorticity formulation (Bhaganagar, Rempfer et al. 2002). The plaques are 
prescribed as three-dimensional roughness within the channel as a function of the 
streamwise (x) and spanwise (z) variables at a specified virtual surface. A no-slip 
condition is imposed at this virtual boundary via a body force term. A numerical 
resolution of 106 grid points has been used. The simulations are extremely 
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computationally intensive, and simulations for each case took on average 2-4 days on 34-
node supercomputer. Note at this point, that the solver used for these simulations was not 
the solver that is later discussed in Chapter 4. 
Turbulence is random in nature, and can be decomposed into deterministic mean 
component and fluctuating, random turbulent quantities. The turbulence fluctuations are 
generally characterized by statistical quantities such as root-mean-square (RMS). Shown 
in Figure 2.10 is the RMS of u (streamwise, urms) velocity fluctuations scaled by the 
corresponding wall-friction velocity, ux, for all the four types plotted against wall-normal 
distance, y, where y=0 mm corresponds to the lower-wall (where plaque is present). In 
the lower-half of the channel, the profiles were distinctly type dependent. The effect of 
plaque morphology on the RMS of u fluctuations was quite significant. Types II and III 
exhibited larger peak values compared to Types I and IV. The location of this peak 
velocity was roughly the same for all the types other than Type II, which was moved 
away from the wall. The influence of the plaque was not present on the upper-wall of the 
channel, thus supporting the assumption of a channel with lower-rough wall and upper-
smooth wall, and that the effects of the roughness were not experienced by the flow near 
the opposite wall. 
From the RMS of velocity fluctuations, it can be concluded that for identical height of the 
roughness-plaques (degree of stenosis), the RMS of u was strongly dependent on other 
morphological features of the roughness. For the sake of clarity, the intensity of RMS at 
different locations above the plaque is tabulated in Table 2. Differences were observed 
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between the four types, and these differences were dominant close to the plaque (y=0.1 
mm, y=0.2 mm, y=0.6 mm, y=\ mm) and as expected the differences diminish gradually 
away from the plaque (y=2 mm). At a given location, large differences in the magnitude 
as high as 53% were observed. The results demonstrate significant inter-type flow 
differences for the four types of plaques. 
Table 2.2. Comparison of RMS streamwise velocity fluctuations for patients belonging to 
each of the four types at different wall-normal distances above the plaque. 
Types 
Typel 
Type II 
Type III 
Type IV 
y = 0.1 mm 
1.91 
2.05 
2.24 
1.60 
y = 0.2 mm 
1.95 
2.45 
2.30 
1.66 
y = 0.6 mm 
2.70 
3.06 
3.07 
2.50 
y = 1.0 mm 
2.60 
3.19 
2.65 
2.66 
y = 2.0 mm 
1.28 
1.50 
1.54 
1.38 
"nwU 
Figure 2.10. The variation of RMS of the streamwise velocity fluctuations along the wall-
normal direction for patients belonging to each of the four types. 
Next, simulations were performed for three additional patients (cases) all belonging to 
Type I with identical degree of stenosis to confirm similarities in flow characteristics. 
Type I was chosen for this comparison because 1) a single type needed to be chosen due 
to time constraints with running simulations to compare all of the types, and 2) Type I 
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with its characteristic peak-valley morphology will exhibit stronger turbulence compared 
to the other types. Table 2.3 compares the intensity of streamwise RMS velocity at 
different locations above the plaque and all these measurements have been computed at 
streamwise location of 4 mm distal to the plaque. A maximum difference of 3% is 
computed between the three cases are observed at these locations, thus suggesting that the 
differences between the intra-type flows are small compared to the inter-type flows. 
Table 2.3. Comparison of the RMS of streamwise velocity fluctuations for three different 
patients belonging to Type I. 
Cases 
(Typel) 
CASE1 
CASE 2 
CASE 3 
y = 0.1 mm 
1.91 
1.95 
1.89 
y = 0.2 mm 
1.95 
1.96 
1.92 
y = 0.6 mm 
2.70 
2.70 
2.50 
y = 1.0 mm 
2.60 
2.50 
2.30 
y = 2.0 mm 
1.28 
1.28 
1.21 
The results in Table 2.2 and Table 2.3 show the promise of a morphological classification 
system. For Type I, there was a correlation between morphology and RMS streamwise 
velocity fluctuations, and Type I was also unique from the other types. Of course, as part 
of a more expansive investigation, further (expensive) simulations need to be conducted 
for Types I, II, III, different degrees of stenosis need to be compared, and correlations to 
other statistical flow parameters need to be investigated. 
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Chapter 3 
DNS SOLVER 
This chapter summarizes methodology, both numerical and physical, of the newly 
developed DNS algorithm for studying transition in a stenotic channel. The governing 
equations, modeling parameters, and assumptions for the stenosis are discussed. 
3.1 Assumptions 
For modeling blood flow, some assumptions must be considered. Firstly, blood is treated 
as a Newtonian fluid, which has been shown to be a valid assumption for high Reynolds 
number flows (Pedley 1980). Secondly, the wall is assumed to be rigid, since wall 
compliance has been shown to have a secondary (and minimal) effect on the development 
of flow structures (Ku 1997). Shown below in Figure 3.1 is a diagram of the channel, 
showing the coordinate directions. 
vertical, v 
spanwise, w 
Z=3L 
BUFFER streamwise, 
u 
x=xL 
Figure 3.1. The physical domain used for numerical simulations with a laminar inflow 
and buffer domain at the outflow. 
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3.2 Modifications of the Existing DNS Solver for Complex Geometry 
A DNS solver was developed to simulate flow over complex geometry was modified to 
introduce the inhomogeneity in the streamwise direction. Refer to Bhaganagar, Kim et. 
al. (2004) for the details of the governing equations, spatial discretization and temporal 
integration scheme. The governing equations are the Navier-Stokes (N-S) equations in 
the vertical velocity (v) and vertical vorticity (co) formulation. The resultant equations 
are fourth order equations for v and second order equations for o>. Due to numerical 
simplicity the fourth order v equation is spilt into an evolution equation for the Laplacian 
of the vertical velocity ( $ and Laplace equation for v. This splitting requires boundary 
conditions and the inflow and outflow conditions for <f>. The subsequent sections describe 
the modifications which include specifying the inflow/outflow conditions and 
modifications of the flow solver. 
3.2.1 Inflow and Outflow Conditions 
A laminar inflow condition was prescribed, and at the outflow a buffered parabolized 
condition was applied based on the previous work of Bhaganagar, Rempfer et al. (2002). 
The inflow for streamwise velocity (u), vertical velocity (v), and the Laplacian of the 
vertical velocity ( $ were prescribed for parabolic laminar flow, given in Eq. 3.3. At the 
outflow, the N-S equations were parabolized as given in Eq. 3.4, and a buffer domain 
technique was used. The natural no-slip boundary conditions for this flow are given at 
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the walls in Eq. 3.1 and Eq. 3.2. For the initial condition, a stationary flow condition was 
prescribed for all flow parameters. Here,//2 = 0 , and Eq. 3.4 is obtained by the 
parabolization of the N-S equations. 
v = 0 | y = ±\ 
dy 
u/Uc=y(l-y2) 
v = 0 | x=0 
0=0 | x=0 
di_ 
dt ~ 
dy2 
( 
H2 + 
J_dV 
Re 5y2
 y 
Eq. 3.1 
Eq. 3.2 
Eq. 3.3 
Eq. 3.4 
Eq. 3.5 
3.2.2 Boundary Conditions 
As described in Bhaganagar, Kim et. al. (2004), the resulting N-S equations in the 
velocity-vorticity formulation are given below. The Reynolds number, Re, is based on 
the centerline inflow velocity, Uc, the half-height of the channel, S, and the kinematic 
viscosity, v, given in Eq. 3.9. The nonlinear terms are represented by hv and ha,, and here 
hv=hm=0. 
dt v Re 
V2v = <t> 
Eq. 3.6 
Eq. 3.7 
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Eq. 3.8 
Eq. 3.9 
The equation set given in Eq. 3.6 and Eq. 3.7, with the boundary conditions described in 
Section 3.2.1, represents a completely defined system, although the boundary conditions 
for <j> at the walls are unknown. The unknown values for ^ were determined using 
Green's Method. In essence, the solution for v and ^ were separated into the sum of a 
particular solution {vp,<f>p) and homogeneous solutions (vpk,0pk) over all of the 
boundary points,/?, given in Eq. 3.10 and Eq. 3.11 shown below in indicial notation. The 
indices k and/? increment from 1 to P, where P=2(Nx-2). 
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Eq. 3.10 
Eq. 3.11 
Eq. 3.12 
The boundary conditions used to determine the homogeneous solution, 0pk, were guessed 
as 0pk = Spk, the Kronecker delta. The derivative of Eq. 3.10 with respect to y is given in 
Eq. 3.12, and is denoted with superscript ( ' ). The homogeneous solution, v'pk, is a full 
square matrix that was computed and inverted in a pre-processing step, and v'~pk is 
commonly known as the influence matrix. The influence matrix was then used during the 
simulation to compute the influence coefficients, Xk, given in Eq. 3.13 by rearranging 
Eq. 3.11. The unknown (/> boundary conditions were determined from Eq. 3.11. Further 
information about influence matrix methods as applied to computational fluid dynamics 
is given by Daube (1992). 
^ = v , i ( V , - v , J F ) Eq.3.13 
Dxu = -Dx(Dyv) Eq. 3.14 
The equation for the streamwise velocity simplifies so that a one-dimensional compact 
finite difference system was obtained. The simplified form is given in Eq. 3.14 for the 
streamwise component, u, where the If and Z/ operators represent the second derivative 
with respect to x and y, respectively. Given v, the right-hand side is known, and a tri-
diagonal Pade scheme can be used to solve Eq. 3.14 for u. 
3.2.3 Solution of the Resultant Algebraic Equations 
As the resultant discretized equations are partial differential equations in the streamwise 
and wall-normal direction, the tri-diagonal solver used in the previous DNS solver was 
replaced with a multigrid solver developed by Bhaganagar (2002). As the multigrid 
solver was written in ANSI-C, it required interfacing with the Fortran-90 DNS solver. 
For the present study, the two major DNS solvers were merged 1) a Fortran-90 parallel 
channel code, implemented with the immersed boundary method, and 2) a serial ANSI-C 
2D multigrid solver for a flat plate, implemented with a two step method for computing 
boundary conditions from the influence matrices. The chore of porting one solver to the 
37 
other language was too cumbersome, so instead the mixed languages were compiled and 
linked together. Appendix D describes issues related with mixing Fortran-90 and ANSI-
C, including compatibility of data types and differences with array storage schema. 
3.2.4 Integration of Plaque Data 
In order to use the plaque data supplied by Badak, Schoenhagen et. al (2003) for 
classification and simulation, some pre-processing operations were conducted. Since 
more data points were required for the simulation grid, the original data was interpolated 
to the simulation grid domain using a bi-cubic interpolation using the built-in Matlab 
function 'interp2'. The data was then imported into the simulation with the option of 
running 2D simulations on a plaque data slice, or 3D simulations on a mapped plaque 
surface. Given the equations developed in this formulation, the solution procedure for 
the 2D equations is is as follows: 
1. Specify the initial conditions for the entire domain 
2. Solve at the outflow for v and 0 using the parabolized N-S equations at the 
outflow. The boundary conditions are obtained using the influence matrix method 
3. Obtain the boundary conditions in the interior of the domain for </> using the 
influence matrix method. This process requires two steps, first by guessing the 
boundary values and then solving for them. 
4. Obtain the error in the guess values at the boundaries of the interior nodes, and re-
compute the solution for v and ^. 
5. Apply the buffer domain to v at the outflow 
6. Solve for u. 
7. Repeat 2-6 until simulation time is reached. 
The challenge associated with the new the channel code, was the computation of the </> 
boundary conditions (step 4 above). To test and validate Green's Method and other 
changes to the code structure, 2D test problems were created, as discussed in Chapter 4. 
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Chapter 4 
RESULTS OF DNS SOLVER TESTING 
This chapter summarizes the results that were obtained from a stepwise testing of the 
newly developed DNS solver functionality. The results of testing the new Pade routines 
are given in Section 4.1, the evolution of Poiseuille flow in Section 4.2, the Helmholtz 
and Poisson multigrid solvers in Section 4.3, and for the 2D blowing and suction in 
Section 4.4 . 
4.1 Testing the Pade Routines 
As discussed in Section 3.3, a 4th order compact finite difference scheme, commonly 
referred to as the Pade scheme, was used for all the spatial derivatives. At the 
boundaries, 3r order explicit finite difference stencils were used due to stability issues 
that arise when using 4th order Pade boundaries. 
To account for the streamwise inhomogeneity and to compute the derivatives in this 
direction, the Fourier method was replaced by the compact finite difference method. The 
derivative function in the streamwise direction was validated using a convergence plot to 
confirm the order of the scheme for a square grid with the number of grid points, 
N=65,129,257,513. The original Pade function for computing wall normal derivatives 
was validated as well, for comparison. 
f(x, y) = sm(ny) cos(nx) Eq. 4.1 
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The first and second derivatives with respect to the streamwise and normal directions 
were computed for a test function for which the analytical solution is known, given above 
in Eq. 4.1. Shown in Figure 4.1 is the error, computed as the difference between the 
numerical and corresponding analytical solutions for two cases. 
x10 
5n 
0 
x10 
0 0 
0 -1 0 -1 
Figure 4.1. Discretization error in the Pade scheme for the second derivative with respect 
to x (left) and first derivative with respect to y (right). 
slope = 3.5 slope = 3.5 
Figure 4.2. Fourth order convergence of the Pade scheme for the second derivative with 
respect to x (left) and first derivative with respect to y (right). 
Shown in Figure 4.2 is a logarithmic plot of the convergence of the Pade scheme for the 
same two cases presented in Figure 4.1. Plotted on the vertical axis is the 2nd -norm of 
the error, and the logarithmic slope is given for each case. The overall order of accuracy 
for the newly developed streamwise Pade derivative function compared well to the 
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existing and previously validated wall-normal Pade derivative function. From this result, 
and the low error presented in Figure 4.1, it was concluded that the Pade schemes were 
accurately computing spatial derivatives. 
4.2 Results of Evolving Poiseuille Flow 
As discussed in Section 3.3, the same semi-implicit time integration that was present in 
the original channel code was used in the new DNS channel code. The interior of the 
channel was initialized to stationary flow, where the evolution of the streamwise velocity 
was observed. Shown in Figure 4.3 is the transient solution for i?e=180 at the midpoint 
of the channel. This location took the most time to reach steady-state, which was 
achieved after roughly 3000 iterations. From this result, it was concluded that the time-
integration scheme was working properly with the implementation of the new data 
structures. 
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Figure 4.3. The mean streamwise velocity attaining steady state for poiseuille flow 
conditions. 
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4.3 Testing the Helmholtz and Poisson Solvers 
The Helmholtz and Poisson solvers were previously validated by Bhaganagar, Rempfer 
et. al. (2002), however testing as a part of the present study verified 1) that the 
modifications to the right hand side assembly were implemented correctly for a non-
periodic streamwise direction, and 2) that the Fortran-C interfacing was behaving as 
expected. 
The Helmholtz solver was tested for a range of Reynolds numbers and time step sizes, 
and both the Poisson and Helmholtz solvers were tested for different grid resolutions. 
Table 4.1 below shows the combinations of parameters that were tested. The physics and 
numerics of the stenosis model would require values in the mid-range for each of these 
parameters. The number of smoothers used in the multigrid solvers was chosen based on 
the previous work of Bhaganagar (2002). 
Table 4.1. Numerical parameters used for validating the flow solvers. 
Grid Resolution, N 129,257,513 
Time Step, dt 0.002, 0.0002 
Reynolds Number, Re 102, 103, 104, 105 
The analytical functions given in Eq. 4.2 and Eq. 4.3 were chosen to satisfy the continuity 
condition given in Eq. 3.2. The analytical solution for the right hand side was computed 
using Eq 3.6 and Eq. 3.7, the nonlinear term hv was mathematically equal to zero, and the 
analytical solution for (/> and v were used at the boundaries. The error was computed by 
42 
subtracting the numerical solution from the analytical. The Helmholtz solution for ^ is 
shown in Figure 4.4, the residual in Figure 4.5 and the error in Figure 4.6 for a 513x513 
grid, with Re=\05, dt=0.002. The residual was of order 0(1O~12) and the error of order 
6>(10"9). 
Figure 4.4. Numerical solution from the Helmholtz solver. 
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Eq. 4.2 
Eq. 4.3 
Figure 4.5. Residual obtained from the Helmholtz solver. 
Figure 4.6. Error with respect to the exact analytical solution obtained from the 
Helmholtz solver. 
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The results of these tests were in agreement with the results presented by Bhaganagar, 
Rempfer et. al. (2002). The low residual signifies that convergence was obtained in the 
multigrid solver, and the low error shows that the scheme was also accurate, completing 
the validation of the Helmholtz solver. 
The Poisson solver was tested for various grid resolutions, as it was not dependent on 
Reynolds number or time step. The solution for v is shown in Figure 4.7, the residual in 
Figure 4.8 and the error in Figure 4.9 for a 513x513 grid. The residual was of order 
O(10"6) and the error of order 0(10"8). The low error and residual results were also in 
agreement with the results of Bhaganagar (2002), completing the validation of the 
Poisson solver. 
Solution for v 
0 -1 
Figure 4.7. Numerical solution from the Poisson solver. 
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Residual for v 
0 -1 
Figure 4.8. Residual obtained from the Poisson solver. 
0 -1 
Figure 4.9. Error with respect to the exact analytical solution obtained from the Poisson 
solver. 
46 
4.4 Testing using 2D Blowing and Suction 
The transition process is highly dependent on the initial disturbances, and one of the 
several routes to transition is the fundamental breakdown route. This route was first 
observed in Klebanoffs vibrating ribbon experiments in 1962, characterized by a single 
frequency and popularly known as the K-breakdown or the fundamental breakdown. The 
vibrating ribbon induces predominantly a two-dimensional response, in which the least 
stable linear mode rapidly dominates the flow downstream of the ribbon; the resulting 
Tollmien-Schlichting waves (TS-waves) evolve linearly for several wavelengths 
downstream but eventually three-dimensional disturbances become appreciable as a 
result of secondary instabilities. Force transition is created by means of a vibrating 
ribbon, downstream of the vibrating ribbon, two-dimensional TS-waves were observed to 
travel with the flow, when the amplitudes of the disturbance is low, they grow according 
to the linear theory, but when the amplitudes of the disturbance is high, the waves grow 
downstream to large amplitude resulting in the setting in of the secondary instability, 
significant spanwise modulation of both the mean velocity. The three dimensional 
secondary waves grow rapidly, forming concentrated shears at the peaks. The resulting 
high-inflection velocity profiles develop an instability leading to the final laminar 
breakdown and development of turbulent flow. The sequence of events, growth of a 
primary TS-wave, peak-valley structure in the spanwise direction, appearance of spikes 
and final breakdown to turbulence were first observed by Klebanoff and it is referred to 
as the K-breakdown. 
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To validate the numerical equations, the initial stage of transition consisting of the 
generation of Tollmien-Schlichting waves was simulated. Previous numerical validations 
have introduced disturbances by using a combined blowing and suction strip 
(Bhaganagar, Rempfer et al. 2002) or a single port using either blowing or suction 
(Chung, Sung et al. 1997). In terms of flow-physics, Chung reports significant distortion 
in the flow-field, with the wave leading the centerline in the case of blowing, and lagging 
the centerline in the case of suction. Such distortions are not present in the case of a 
blowing and suction strip, allowing for a better validation with the solution from linear 
stability theory. Thus, the blowing and suction strip was the chosen approach for this 
study. 
blowing/suction at buffer :>-;>>>>>: 
lower wall, vjet( x) domain ::::::::>:::::: 
x^ • , m 
0 6 \ y 12 18 24 
x/5 
Figure 4.10. Sketch of the channel geometry with blowing and suction disturbances 
introduced into the domain. 
A blowing and suction strip was introduced at the lower wall, as defined in Eq. 4.4 and 
shown in Figure 4.10. The normal velocity jet, vjet, was represented by a summation of 
Gaussian distributions given in Eq. 4.4 with amplitude At (suction when At < 0), centered 
at Xj with a spread a. The parameters used for the suction jet defined in Eq. 4.4 were 
Ai=-A2=10~4, o=0.7, and xy=6.8 and X2=8.0. The simulation was conducted on a 104 grid, 
t O 
1.5 
1 
0.5 
n 
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for Re=l04 as defined in Eq. 3.9, with a time step of 0.002 (non-dimensionalized by 
centerline velocity Uc and channel half height, 8). The initial conditions were given as 
Poiseuille flow for the streamwise velocity and vjet for the normal velocity at the wall, 
with the computed initial condition for fusing Eq 3.7. The wall-normal flow field shown 
shortly after the initial time is given in Figure 4.11, to show the DNS capturing the vJe, 
boundary condition at the lower wall. 
v,.e,(x) = 2> , . exp [ (x -x ; ) 2 / c7 2 ] Eq.4.4 
i 
At time /=10.0, the streamwise velocity is shown in Figure 4.12. As seen in this figure 
the disturbances were observed beyond the vicinity of blowing/suction strip but they are 
present 3 wavelengths downstream of the disturbance. These results validate that the 
correct governing equations were solved, since the TS-waves as predicted by the linear 
stability theory are observed. The next part of the study will focus on introducing three-
dimensional disturbances to validate the weakly nonlinear stability theory. 
/ s 
1 \ 
idi 
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X 
Figure 4.11. Wall-normal velocity contours at nondimensional time t=0.4 after the start of 
the simulation. 
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Figure 4.12. Streamwise velocity contours at nondimensional time t=10.0 after the start 
of the simulation 
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Chapter 5 
DISCUSSION AND FUTURE WORK 
This chapter summarizes the results of the tools developed as a part of this thesis, namely 
the DNS solver, the fuzzy classification system for plaque morphology, and the 
customized mesher. Also addressed is the future work required to achieve the desired 
scope of the long-term study. 
5.1 Discussion of Results 
In summary, tools have been successfully developed to simulate transitional flow in a 
stenotic channel by integrating the plaque geometry with the numerical solvers. DNS 
was used to solve the Navier-Stokes equations in the velocity-vorticity formulation using 
a multigrid method with fourth-order compact finite differences and a semi-implicit third 
order Runge-Kutta (RK3) scheme for the nonlinear terms and Crank-Nicolson for the 
linear terms. Green's method was used to generate influence matrices to determine the 
unknown boundary conditions in a two-step process. The inflow was prescribed, and the 
outflow explicitly computed at each step with a buffer applied at the end of the 
computational domain. TS-waves were generated by blowing and suction disturbances 
applied at the wall of the computational domain. 
The IBM algorithm successfully captured the plaque in the channel flow simulations. A 
customized meshing tool was developed to automate the tagging and mesh refinement of 
plaque and bifurcation geometry in a Cartesian channel. The mesher uses geometry 
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defined parametrically in a CAD file, allowing easy and fast modification for any plaque 
morphology and bifurcation angle. 
Finally, digitized plaque data was obtained from IVUS imaging of patients conducted by 
the Cleveland Clinic Foundation medical imaging team. From the data, four unique 
morphological categories were found, and the 42 patients were assigned a degree of 
membership to each of the four categories using a fuzzy classification system. Flow 
simulations were conducted on the four canonical types, and it was successfully 
concluded that 1) each category exhibited distinct flow features, and 2) patients within a 
category exhibited similar flow features. Thus, the fuzzy classification system 
successfully identifies morphological trends which strongly correlate to flow features. 
5.2 Future Work 
The purpose of this study was to develop the tools required to progress towards the long-
term goal of developing a framework for studying stenotic flows. The region of interest 
is distal of the stenosis, where the flow transitions to turbulence. A more thorough 
understanding is required of the turbulent characteristics of this flow field. The tools 
developed in the present study will help to accomplish the following items in the future. 
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Firstly, a complete validation of the newly developed DNS solver needs to be conducted 
by generating the TS-waves predicted by linear stability theory. The solver was 
previously implemented and validated in 3D for periodic streamwise boundaries, 
however the tests discussed in Chapter 4 focused on 2D results for non-periodic 
boundaries. The final validation needs to be extended to 3D for non-periodic boundaries. 
Once the validation of the DNS solver has been completed, the tools developed for 
meshing can be used with the remaining plaque data to simulate physiological coronary 
flow. As flow data becomes available, further trends and correlations can be extracted 
regarding how morphology affects turbulent flow parameters and the location of 
transition. The foundation for the fuzzy classification system that was developed for the 
present study (namely the four morphological plaque types) can be fine-tuned with the 
new flow data using the methodology discussed in Chapter 2. 
Eventually, further realism of coronary flow will be incorporated into the framework. 
Two of the more interesting physiological features, at least from a flow perspective, are 
pulsative flow (studied using the non-dimensional Womersley number), and pipe flow 
(contrasted with the approximation as channel flow in the present study). 
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Appendix A 
MESH GENERATION 
Cartesian Meshing 
Although CFD finite-difference solvers offer more accuracy when compared to finite-
element type solvers, the implementation of geometric boundaries is usually more 
difficult, especially when the grid is Cartesian and the geometry is complex (not 
Cartesian). Usually the mesh has to be adjusted more qualitatively than quantitatively, 
and the geometry entities need to be hard-coded. These complications make finite-
difference CFD modeling more time consuming. However, the focus of this research is 
to speed up the mesh generation and geometry modeling time by using CAD in 
combination with an automated mesher. 
The advantage of CAD packages, and specifically parametric CAD, is that they offer a 
great solution to representing complicated geometries. The three main advantages are 1) 
ease of use - constraints and dimensions are set up in a way that allow for easy 
modification, 2) accuracy of calculation, and 3) time savings on geometry modeling. 
The focus of this study was to find a solution for speeding up the geometric modeling and 
meshing time for a bifurcation geometry with a 2D Cartesian mesh. In the following 
study, CAD packages, CAD file formats, and commercial meshers were evaluated. The 
study concludes with the development of a customized meshing solution to meet the 
interfacing requirements of the plaque geometry with the DNS solver. 
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CAD File Formats 
For our application, the CAD file format must meet the following criteria: 
1. Must be a neutral format (ie. non-proprietary) 
2. ASCII (text) format 
3. Capable of representing 2D geometry, as surface or wireframe 
Table A. 1 shows some CAD formats and how they qualify. The STL format represents 
geometry using tetrahedra, while the STEP, IGES, and VDA formats represent edges and 
surfaces using splines in the NURBS representation. The DXF and SAT formats use an 
entity-based representation method. All of these formats are 3D capable. 
Table A.l. Comparison of CAD file formats, showing the three desired capabilities. 
Format Type 
STL 
STEP 
IGES 
DXF 
SAT 
VDA 
Neutral 
Format 
• 
• 
• 
• 
ASCII 
text 
2D 
Capable 
Although the STEP, IGES, and VDA formats fit the criteria defined above, the IGES 
format was chosen over the others for two reasons, a) it has been a published standard for 
longer than the others, b) the IGES translators typically have more export options in 
commercial CAD packages. 
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Creating the Geometry 
The geometry can be created in any CAD package that supports surface design and can 
export IGES-NURBS. An evaluation of commercial and freeware CAD packages is 
given in Table A.2. Ultimately, SolidWorks was chosen because a site license existed, 
and the package generates surfaces. 
Table A.2. Comparison of CAD package functionality for creating bifurcation geometry. 
CAD Package 
Pro\D Express 
SolidWorks 
Rhino 3D 
CADX11 
Alibre 
Pro\Engineer 
AutoCAD 
Freeware 
• 
• 
IGES 
NURBS 
Surface 
CAD 
• 
• 
• 
• 
Mesh Generation Tools 
Since 2D geometry is being meshed for the DNS solver, the mesher had to meet some 
requirements, summarized as follows, and shown in Figure A.l. Firstly, the mesh had to 
be Cartesian, within a specified rectangular boundary, and not body-fitted. Secondly, the 
geometry was "submersed" in the boundary, and mesh refinement had to be triggered by 
walls and corners. Lastly, points along the boundary of the geometry that were in line 
with the Cartesian mesh had to be tagged for interpolation. 
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Table A3 . Comparison of mesher functionality for bifurcation meshing. 
Mesher 
Amtec Mesh 
Generator 
GrigGen 
UMaine Tool 
IGES 
NURBS 
Translator 
• 
• 
Non-body 
fitted 
meshing 
• 
• 
Favorable 
opinion of 
interface 
• 
• 
Obtain 
tagging info 
• 
Automation 
possible 
• 
Figure A. 1. Bifurcation cartesian mesh sketch, for use with the immersed body method, 
showing increased resolution at critical locations. 
There were several commercial meshers to choose from, and an analysis of two meshing 
options is given in. From these options, there was not a single package that fully met the 
requirements in Table A.3. Mesh Generator was a good basic package with an IGES 
translator, but could not create a non-body fitted mesh, or generate tagging information. 
The UMaine Tool accomplished all the goals for the DNS mesher, but to-date an IGES 
translator has not been integrated into the tool. Therefore, the meshing 
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solution involved Mesh Generator serving as the IGES translator, and the UMaine Tool 
serving as the mesher. The UMaine Meshing tool was named SCNoB, or "Structured, 
Cartesian, Non Body-fitted." 
Input into the Mesher 
Since the IGES translation was done external to the UMaine meshing tool, a mechanism 
was needed in order to import the geometry into the mesher. A new geometry format 
was created, that served as the basis for all meshing computations. The format was called 
the "SCNoB Geometry Format", with a file extension of'.SGM'. 
Essentially, the SGM format consisted of keypoints and edges that define the 2D surface 
geometry. A keypoint entry had a keypoint ID, and x,y location in 2D space. An edge 
entry had the edge ID, and the two keypoints that were the endpoints of the edge. A 
typical SGM file is shown in Figure A.2. 
The SGM format was created as ASCII text, which allowed for straightforward parsing. 
Given bifurcation geometry from a raw-data set, the SGM format would be created using 
Excel formulas/macros, or using a Matlab script. Given geometry from a CAD file, the 
Mesh Generator IGES translator would be used to create a Tecplot data block, which 
would be imported by SCNoB to create the SGM. 
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Figure A.2. Sample SGM File, the ASCII geometry file format developed for use as input 
into the customized mesher, SCNoB. 
Generating the Mesh 
A mesh generation algorithm to meet our constraints was unconventional because of the 
fact that the mesh was 1) non-body-fitted 2) Cartesian and 3) the generation needed to be 
partially automated. However, certain geometries can be grouped into "mesh categories," 
which enabled some degree of meshing automation according to rules. SCNoB was 
coded with the "mesh category" grouping in-mind, to the point where a developer could 
easily insert a new meshing algorithm in the place of, or in addition to, the current 
algorithm set. The mesh category examined in this study was the case for the bifurcation 
geometry, for which a zone-decomposition meshing technique was implemented, as 
shown in Figure A.3. The domain boundary serves as a perimeter for nine rectangular 
zones, intelligently constructed around keypoints on the bifurcation geometry. 
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* • 
Figure A.3. Illustration of the zone decomposition method for bifurcation meshing 
refinement. 
For the bifurcation case, nine zones were constructed with a Chebeyshev-Uniform-
Chebeyshev gridding in the vertical (y) direction, and a uniform grid in the horizontal (x) 
direction. The user specifies the node distribution by giving a minimum grid distance 
value. This value sets the size for the uniform grids, and the initial spacing on the 
Chebeyshev grid. 
The mesher only needs to store the intervals along the x and y axis while generating the 
mesh. It does not need to store each point in the mesh, so the time complexity of the grid 
generation is of order 0{ Nx+Ny ), where A'JC and Ny are the number of grid points in the 
x and v directions, respectively. 
Obtaining Tagging Info 
Since the mesh is Cartesian, grid points did not fall exactly on the boundary geometry, as 
was the case shown in Figure A.4 below. In cases when the geometry is not in alignment 
with the Cartesian coordinate system, the grid points rarely fall on top of the geometry. 
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In Figure A.4, the blue dots are the grid points generated using the zone-decomposition 
method, and the red line is the geometry imported (SGM format). 
12 , 1 3 14 15 16 17 18 19 
Figure A.4. Illustration of geometry tagging, performed after the mesh has been 
generated. 
For the DNS solver, the no-slip condition must be enforced at the geometric boundaries. 
For the case of the grid points which are not coincident with the geometry, an 
interpolation algorithm determined the body-force to be applied at the node nearest to the 
bifurcation geometry, using what is known was the immersed boundary method (IBM). 
In order to perform the interpolation, the geometry needed to be tagged. The tagging 
involved creating points along the boundary (shown along the solid line) that coincide 
with the Cartesian mesh gridlines (shown along the dashed line). With these points, a 2D 
interpolation stencil was constructed, and the proper body-force value was applied at the 
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nearest node. A tagging algorithm for the bifurcation geometry was included with the 
development of the SCNoB tool. The solver currently implements a linear interpolation 
method to compute the body-force. 
File Output 
From the SCNoB interface, the mesh file was outputted as x,y data in the SMH format, 
and the tagging information as x,y data in the STG format in a separate file. The intent 
was to keep the tagging and mesh information separate in order to simplify the file I/O 
for the DNS interpolation algorithm. The output mesh file contains all of the mesh points 
as x,y data, giving both space and time complexity of order 0( Nx*Ny ) . The time and 
space complexity could be reduced to 0(Nx+Ny) by using just a single array of all the x 
values, and then all the y values. 
Extension into 3D 
The development to date has addressed 2D geometry and meshing. However, there will 
be a need to modeling 3D phenomena based on complex 3D shapes. The use of both 
parametric CAD and the zone-decomposition approach will scale into three dimensions. 
Most CAD environments are natively 3D, and the parametric capabilities simplify the 
geometry creation process. 
66 
Meshing Examples 
Human bifurcation geometry for the LAD and LCx were be obtained and recreated as 2D 
surface geometry in CAD, translated by Mesh Generator, and meshed and tagged using 
SCNoB. Shown in Figure A.5 below are the mesh and tagged geometry for the 
bifurcation for two different but common physiologic bifurcation angles, for 64 by 65 
grid points in x andy, respectively. Note in Figure A.5 the relocation of the nine zones to 
fit the new geometry. 
Additionally, plaque buildup was modeled along the artery walls. The plaque geometry 
was provided by Badak, Schoenhagen, et. al. (2003) at 13 locations in the streamwise 
direction. However, since the DNS solver required significantly more resolution in this 
direction, a natural cubic spline was constructed through the data points to fit the desired 
resolution in the streamwise direction. An example of the splined IVUS plaque data is 
shown in Figure A.6, as compared with the egg carton roughness bumps modeled by 
Bhaganagar, Kim, et. al. (2004). 
2 
1.5 
1 • 
-1.5 
-2 
! I ! I I I i I I t ! ! I I ! I I I I 1 
iiiiiiiiiiiiiiiir 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
2 
1 5 
1 
0.5 
0 
-0.5 
-1.5 
-2 
; ! ! ! M i m m i t l l t l l 
-
Figure A.5. Bifurcation meshing at different bifurcation angles 34° and 56°. 
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Figure A.6. Complete 2D artery geometry displayed with mesh, bifurcation, and plaque 
as egg carton (top) and actual IVUS data (bottom). 
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Appendix B 
RESULTS OF FUZZY CLASSIFICATION 
Shown below in the table are the results of the fuzzy classification system, quantitatively 
as the degree of membership to each of the types identified in Chapter 2. The qualitative 
type was assigned by our research group, which examined the morphology of each 
patient individually, and was used for validation of the fuzzy classification system. 
Table B.l. Quantitative results of fuzzy classification for degree of strong, with 
qualitative assessment of type. 
Patient 
1 
2 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
17 
20 
31 
32 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
Typel 
0.95 
0.65 
0.00 
0.35 
1.00 
0.00 
0.30 
0.00 
0.55 
0.05 
0.30 
0.15 
0.00 
0.00 
0.70 
0.25 
0.00 
0.75 
0.00 
0.30 
0.45 
0.30 
0.00 
0.00 
0.40 
0.00 
1.00 
0.00 
0.00 
0.15 
0.50 
1.00 
1.00 
0.00 
0.35 
0.80 
0.55 
0.00 
0.20 
0.45 
0.10 
0.00 
Quantitative 
Typell Typelll 
0.00 0.00 
0.00 0.00 
0.00 0.30 
0.00 0.80 
0.00 0.00 
1.00 0.00 
0.00 0.00 
0.00 0.10 
0.00 0.00 
0.00 0.25 
0.00 1.00 
0.00 1.00 
1.00 0.00 
1.00 0.00 
0.00 0.00 
1.00 0.00 
0.00 0.25 
0.00 0.85 
0.95 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.95 
0.00 1.00 
0.80 0.00 
0.00 0.30 
0.70 0.00 
0.40 0.00 
0.00 1.00 
1.00 0.00 
0.00 1.00 
0.00 0.45 
0.00 0.50 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.00 
1.00 0.00 
0.00 0.00 
0.00 0.00 
0.00 0.30 
1.00 0.00 
TypelV 
0.00 
0.00 
0.60 
0.00 
0.00 
0.00 
0.00 
0.25 
0.45 
0.00 
0.85 
0.00 
0.00 
0.00 
0.35 
0.95 
0.85 
0.00 
0.00 
0.05 
0.00 
0.00 
0.10 
0.00 
0.80 
0.00 
0.00 
0.00 
0.00 
0.00 
0.50 
0.00 
0.00 
0.10 
0.80 
0.00 
0.55 
0.00 
1.00 
0.60 
0.00 
0.00 
Qualitative 
Type 
1 
1 
4 
3 
1 
2 
1 
4 
1 
3 
4 
3 
2 
2 
1 
4 
4 
4 
2 
1 
1 
3 
3 
2 
4 
2 
1 
3 
2 
3 
1 
4 
1 
4 
4 
1 
1 
2 
4 
4 
3 
2 
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Appendix C 
DISCRETIZATION COEFFICIENTS 
Time Integration Coefficients 
Listed in the table below are the time integration coefficients a„, bn, and c„ used for the 
low-storage 3-step Runge-Kutta RK3 scheme, where dt is the time step. 
Table C.l. Runge-Kutta RK3 coefficients for numerical integration, 3 Step, 3rd order. 
Compact Finite Difference Coefficients 
For the spatial discretization, compact finite differences were used due to their ability to 
resolve small scales better than traditional or explicit finite differences. Bhaganagar, 
Rempfer, et. al. (2002) implemented a fourth order (Pade) scheme for transition over a 
flat plate, which served as the basis for the formulation of the numerical scheme for 
transition in a channel. Shown here are the steps to developing this discretization, 
starting with the compact finite difference stencils for the streamwise (x) and vertical (y) 
directions. 
70 
Eq. C.l 
Eq. C.2 
For the Pade scheme, di = dj =[-\,0, 1], and the coefficients a^, fy, Qdi, by are obtained 
by matching terms in Taylor series expansions. The derivatives are shown using 
abbreviated notation, where ^/dx2 is represented by If and d^/dy2 is represented by Ef. 
The Poisson equation for v with these substitutions is shown in Eq. C.3. 
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Eq. C.3 
In order to combine the expressions for the compact stencils, first Eq. C.l and Eq. C.2 are 
pre-multiplied by /?<# and adh and summed with respect to dj and di. The resulting 
expressions are given in Eq. C.4 and Eq. C.5. 
Eq. C.4 
Eq. C.5 
Eq. C.6 
When combining Eq. C.4 and Eq. C.5, and substituting into Eq. C.3, the final form of the 
equation simplifies to Eq. C.6. Similar relations can be derived for the Helmholtz 
equations for <j> and normal vorticity, co, and are given below in Eq. C.7 and Eq. C.8, 
respectively, where A=(a„+bn)/2Re and the right hand sides/and g are given in Eq. 3.5 
andEq. 3.7. 
The spatial discretization of the Helmholtz and Poisson equations results in a nine point 
stencil. A coefficient matrix is shown below in Eq. C.9, illustrating the structure of Eq. 
C.6 discretized with compact finite differences. Although the matrix has a block-banded 
structure, a direct solver method was impractical due to the matrix inversion that was 
required. Instead, the resultant system was solved using a multigrid method. The matrix 
elements are represented by block structure in Eq. CIO. Further details about the 
computation of the coefficients can be found in Bhaganagar (2002). 
Eq. C.9 
Eq. CIO 
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Appendix D 
FORTRAN-C MIXING 
The best combination of the two DNS codes was to keep the MPI and IBM functionality 
of the channel code, and to introduce a call to the multigrid solver. The challenge with 
this combination was interfacing the solver code (written in ANSI C) with the channel 
code (written in Fortran-90). There were several options, including: 
1. Using the automated code translation utility f2c 
2. Porting the code manually 
3. Compiling the C and Fortran-90 code separately, and combine when linking. 
Immediately, f2c was ruled out due to the complications with translating Fortran-90 code 
(it was designed for Fortran-77). Ideally, the translation was desired in the opposite 
direction (from C to F, and not F to C), and complications would have arisen with 
translation of the MPI functionality from Fortran-90 to C, due to the implementation of 
MPIALLTOALLV calls for column-major storage and not row-major storage. 
The second and third options were weighed equally at first. The main disadvantages of 
the third option were the memory management, data type, and function call issues, while 
the disadvantage of the second option was the amount of time and effort spent re-coding 
and, most importantly, re-validating. Considering these issues, the third option (mixing 
Fortran-90 and C) was chosen and an interface was created between the two codes. A 
vast amount of information was available on the internet concerning mixing Fortran and 
C. 
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The pseudo-code for the interfacing is shown in Figure D.l. The segments shown in the 
C code wrapper_function_in_c_ served as a wrapper for the executemgrid function (which 
does the all the computation). The wrapper function, called from the Fortran-90 
subroutine, served as the interface between the Fortran and C data structures. 
The first interoperability issue was ensuring the equivalence of data types. Note the data 
types that are equivalent when comparing the declarations of nx, ny, nz, re, ur, and ui 
between the two languages (int/integer and doubie/doubie precision). Compiler options 
can be used to toggle float/real precision to double/double precision (such as -r8 with the 
pgf90 compiler) to ensure compatibility at the linking step. 
The second interoperability issue was executing the wrapper call and constructing the 
wrapper. Since all Fortran variables by default are passed by reference, they needed to be 
received by reference as arguments in the wrapper function. These values were then 
copied for convenience to avoid the dereferencing syntax each time the variable was used 
(ie. use of nx instead of *Pnx). Additionally, the wrapper function contained an underscore 
at the end of the function name, since the Fortran-90 compiler appends an underscore to 
the end of each function name (ie. can wrapperfunctionin c (.. > matched with void 
wrapper_funct ion_in_c_( . . ) ) . 
The last interoperability issue was related to passing arrays. Conventional desktop 
memory is one-dimensional, and Fortran-90 uses a column-major storage scheme for 
multidimensional arrays, while C uses row-major storage. For a 2D static array that is 
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passed between the Fortran-90 code and the wrapper, the difference in storage scheme 
simply means that the transpose of the actual array will be received. However, this 
implementation used dynamic arrays, which must be de-referenced using index notation 
(ie. [i* (ny-i) +(j-n ]), or a copy must be made in order to use array notation (ie. m [j]). 
In this implementation, in order to avoid changing the existing array notation to index 
notation, a copy was made when the Fortran-90 array was received. When the 
computation in executemgrid finished, a copy function was called to copy the values back 
to the Fortran-90 array. As a result, an additional amount of memory was required on 
each node for the interfacing, on the order of 2*nx*ny (because u and rhs are copied). 
The time required to perform the copy is similarly proportional, but was of insignificant 
magnitude compared to the solver execution time. 
An issue of trivial complexity but of importance when considering the implementations is 
the coefficient of the LaPlacian operator in the Helmholtz equation. In the formulation of 
the Fortran-90 channel code, this coefficient was equal to 1, while in the ANSI-C 
transition code it was equal to a value such that the constant was equal to 1. So in order 
to achieve consistency, when the right-hand side is constructed in the channel code, it 
needs to be divided by the constant before being used by the existing multigrid solver 
routines. 
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! Fortran-90 code 
subroutine execute_solver(nx, ny, nz, re, ur, ui) 
integer, intent(in) :: nx,ny,nz 
double precision, intent(in) :: re 
double precision, intent(inout) :: ur(nx,ny,nz/2,3), ui(nx,ny,nz/2,3) 
double precision :: rhsr(nx,ny,nz/2), rhsi(nx,ny,nz/2) 
! fill ur and ui with inflow, outflow, BC, and guess 
! 
! call multigrid solver in c for each z-location 
! and for for normal-velocity (2nd component of u) 
do z=l,nz/2 
! construct rhsr, rhsi 
I 
call wrapper_function_in_c(nx,ny,re,ur(:,:,z,2),rhsr(:,:, z)) 
call wrapper_function_in_c(nx,ny,re,ui(:,:,z,2),rhsi(:,:,z)) 
enddo 
end subroutine execute_solver 
/* C code */ 
void wrapper_function_in_c_(int *pnx, int *pny, double *pre, double *u_F90, 
double *rhs_F90) 
{ 
int nx=*pnx; 
int ny=*pny; 
double re = *pre; 
/* Alloc_Vector_Vector uses malloc in a for-loop */ 
/* to dynamically allocate memory for a 2D array */ 
/* with limits l..nx, l..ny */ 
double **u_c = Alloc_Vector_Vector(1,nx,l,ny); 
double **rhs_c = Alloc_Vector_Vector(1,nx,l,ny); 
/* Copies memory from the F90 array to */ 
/* the C array */ 
copy_recv(u_F90,u_c,nx,ny); 
copy_recv(rhs_F90,rhs_c,nx,ny); 
/* Execute the multigrid, code not shown here */ 
execute_mgrid(u_c,rhc_c,nx,ny,re); 
/* Copy solution back to fortran array */ 
copy_send(u_F90,u_c,nx,ny); 
/* De-allocate interfacing arrays */ 
Free_Vector_Vector(u_c); 
Free_Vector_Vector(rhs_c); 
} 
void copy_recv(double *u_F90, double **u_c, int nx, int ny) 
{ 
int i,j; 
for(i=l; i<=nx; i++) 
for(j=l; j<=ny; j++) 
u_c[i][j] = *(u_F90 + (j-l)*nx + (i-1) ) ; 
} 
Figure D.l. Pseudo-code for C-F90 wrapper function. 
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