Calculation of Indirect Ties
The frequency decay function is constructed on the argument that the rate at which the strength of the relation decreases with the increasing length of its corresponding path distance should vary with the social structure in which it occurs (Burt 1992) . This decay function for developer i is given as
where f ij is the number of developers that i can reach within and including path length j, and N i is the total number of developers that i can reach in the network. Then d ij is the decay associated with the information that is received from developers at path length j. The frequency decayed indirect ties measure for developer i is then calculated as
where N is the total number of developers in the network and w ij is the number of developers that lie at a path length of j from i. The larger the group over which a developer has to devote its time and energy, the weaker the relationship that it can sustain with any one member of the group, and the stronger the relationship with the closer ones. We divide this number by the number of project members to calculate a measure of frequency decayed indirect ties for a project.
Calculation of External Cohesion
Our measure of external cohesion for a developer is Burt's (1992) network constraint. It measures the extent to which a project member i's external network is invested in her relationship with external alter j. The constraint posed by external alter j on ego 1 i is measured as in Burt (2004) and averaged over all project members:
where N p is the number of project members and N e is the number of developers external to the project. There are two components to this constraint measure. First is the proportion of her total network time and energy that i directly allocates to external alter j ( )
where z ij is the tie strength between i and j. The second component is the strength of the indirect connections between i and j through mutual contacts q:
Here p iq is the proportion of her total network time and energy that i devotes to q and p qj is the proportion of her total network time and energy that contact q devotes to contact j. Note that contact q belongs to a group a developers that are external to the focal project. This formulation allows us to measure the extent to which a project member's external alters share relationships with each other. The higher values of constraint for a project imply that its external alters are more connected with each other. The higher the project's mean level of constraint, the greater its external cohesion and the lower the amount of global structural holes in its external network.
Calculation of Technological Diversity
We first define the technological position of each project. Extant software engineering research suggests that the technological position of a software project can be defined on the following dimensions: type of the project (such as gaming or Internet applications, etc), programming language, user interface and operating system (Jones 1984; Sacks 1994) . Each of these dimensions represents a different type of technical expertise. Project type represents the application domain knowledge whereas the other three represent the tools knowledge that comprises the knowledge of process, data, and functional architecture (Kim and Stohr 1998) . Software engineering research has shown that the similarity of domain and tools affect the amount of knowledge that can be reused from one project to another ( Banker and Kaufman 1991; Lee and Litecky 1999) .
Following Jaffe (1986), we characterize a project's technological position by a vector F p = (F 1 …F k ), where k is the total number of categories under the four dimensions, and F i is an indicator variable that equals 1 if the project p falls under category i. A project can fall under several categories within a single dimension. Technological diversity between the two projects p and q, is then calculated by the angular separation or uncentered correlation of the vectors F p and F q (Jaffe 1986 ):
Technological diversity varies from zero to one, with a value of one indicating the greatest possible technological diversity between two projects. This measure of diversity is purely directional; it is not affected by the length of the vector F and has been used in other studies (Jaffe 1986; Sampson 2007) . We calculate the technological diversities of a focal project with all of the projects with which it shares a developer. We sum these measures and divide it by the number of such projects to calculate the technological diversity measure for the focal project. Table A1 provides the descriptive statistics of the untransformed main variables. As a diagnostic test for the presence of multicolinearity, we calculated variance inflation factors (VIF) for each variable (Greene 2003) . These factors measure how much of the variance of the estimated regression coefficients are inflated as compared to when the predictor variables are not linearly related. A maximum VIF value in excess of 10 is frequently taken as an indication that multicolinearity may be unduly influencing the estimates. The VIF of all predictor variables in the specified models were below 7, indicating that multicolinearity is not a problem. The Numbers correspond to the variables names in Table A2 In the full sample high correlations among the network variables are due to a preponderence of zeros for isolate projects. On a subsample that included only those projects that have at least one project member working on an outside project, the correlations were significantly reduced as shown in Table A4 . The Numbers correspond to the variables names in Table A2 .
Hierarchical Bayes Estimation Procedure
} represents the set of parameters that vary across projects (random effects parameters). Let L(lnDV it ) be the likelihood function for Equation 1 in the paper where i is project; t is network year. Further, we have θ i = ν'Z i + g θi , where Z i is a vector of ones, v is the matrix of parameters which also represent the mean effect size, and g θi ~ N(0, G θi ).
The model is estimated using a standard MCMC hierarchical Bayes estimation procedure, using a Gibbs Sampler and the Metropolis Hastings algorithm coded in Matlab (Rossi et al 2005) . In the hierarchical Bayes procedure, the first 100,000 observations were used as burn-in and the last 25,000 were used to calculate the conditional posterior distributions. The MCMC works as follows: MCMC recursively generates draw from the conditional distribution of the model's parameters.
where X i are the independent variables as defined in Equation 1.
Step 1
Metropolis-Hastings algorithm is used to draw from the conditional distribution of θ i . To reduce the autocorrelation between draws of the Metropolis-Hastings algorithm and to improve the mixing of the MCMC we used an adaptive Metropolis adjusted Langevin algorithm (Atchade 2006) .
Step 2 
