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Abstract. We consider the learning task consisting in predicting as well
as the best function in a finite reference set G up to the smallest possible
additive term. If R(g) denotes the generalization error of a prediction
function g, under reasonable assumptions on the loss function (typically
satisfied by the least square loss when the output is bounded), it is known
that the progressive mixture rule gˆ satisfies
ER(gˆ) ≤ ming∈G R(g) + C log |G|n , (1)
where n denotes the size of the training set, E denotes the expectation
w.r.t. the training set distribution and C denotes a positive constant.
This work mainly shows that for any training set size n, there exist ǫ > 0,
a reference set G and a probability distribution generating the data such
that with probability at least ǫ
R(gˆ) ≥ ming∈G R(g) + c
√
log(|G|ǫ−1)
n
,
where c is a positive constant. In other words, surprisingly, for appro-
priate reference set G, the deviation convergence rate of the progressive
mixture rule is only of order 1/
√
n while its expectation convergence
rate is of order 1/n. The same conclusion holds for the progressive in-
direct mixture rule. This work also emphasizes on the suboptimality of
algorithms based on penalized empirical risk minimization on G.
1 Setup and notation
We assume that we observe n pairs of input-output denoted Z1 = (X1, Y1), . . . ,
Zn = (Xn, Yn) and that each pair has been independently drawn from the same
unknown distribution denoted P . The input and output space are denoted re-
spectively X and Y, so that P is a probability distribution on the product space
Z , X × Y. The quality of a (prediction) function g : X → Y is measured by
the risk (or generalization error):
R(g) = E(X,Y )∼P ℓ[Y, g(X)],
where ℓ[Y, g(X)] denotes the loss (possibly infinite) incurred by predicting g(X)
when the true output is Y . We work under the following assumptions for the
data space and the loss function ℓ : Y × Y → R ∪ {+∞}.
Main assumptions. The input space is assumed to be infinite: |X | = +∞.
The output space is a non-trivial (i.e. infinite) interval of R symmetrical w.r.t.
some a ∈ R: for any y ∈ Y, we have 2a− y ∈ Y. The loss function is
– uniformly exp-concave: there exists λ > 0 such that for any y ∈ Y, the set{
y′ ∈ R : ℓ(y, y′) < +∞} is an interval containing a on which the function
y′ 7→ e−λℓ(y,y′) is concave.
– symmetrical: for any y1, y2 ∈ Y, ℓ(y1, y2) = ℓ(2a− y1, 2a− y2),
– admissible: for any y, y′ ∈ Y∩]a; +∞[, ℓ(y, 2a− y′) > ℓ(y, y′),
– well behaved at center: for any y ∈ Y∩]a; +∞[, the function ℓy : y′ 7→ ℓ(y, y′)
is twice continuously differentiable on a neighborhood of a and ℓ′y(a) < 0.
These assumptions imply that
– Y has necessarily one of the following form: ] − ∞; +∞[, [a − ζ; a + ζ] or
]a− ζ; a+ ζ[ for some ζ > 0.
– for any y ∈ Y, from the exp-concavity assumption, the function ℓy : y′ 7→
ℓ(y, y′) is convex on the interval on which it is finite1. As a consequence, the
risk R is also a convex function (on the convex set of prediction functions
for which it is finite).
The assumptions were motivated by the fact that they are satisfied in the fol-
lowing settings:
– least square loss with bounded outputs: Y = [ymin; ymax] and ℓ(y1, y2) = (y1−
y2)
2. Then we have a = (ymin+ymax)/2 and may take λ = 1/[2(ymax−ymin)2].
– entropy loss: Y = [0; 1] and ℓ(y1, y2) = y1 log
(
y1
y2
)
+(1− y1) log
(
1−y1
1−y2
)
. Note
that ℓ(0, 1) = ℓ(1, 0) = +∞. Then we have a = 1/2 and may take λ = 1.
– exponential (or AdaBoost) loss: Y = [−ymax; ymax] and ℓ(y1, y2) = e−y1y2 .
Then we have a = 0 and may take λ = e−y
2
max .
– logit loss: Y = [−ymax; ymax] and ℓ(y1, y2) = log(1 + e−y1y2). Then we have
a = 0 and may take λ = e−y
2
max .
Progressive indirect mixture rule. Let G be a finite reference set of pre-
diction functions. Under the previous assumptions, the only known algorithms
satisfying (1) are the progressive indirect mixture rules defined below.
For any i ∈ {0, . . . , n}, the cumulative loss suffered by the prediction function
g on the first i pairs of input-output is
Σi(g) ,
∑i
j=1 ℓ[Yj , g(Xj)],
1 Indeed, if ξ denotes the function e−λℓy , from Jensen’s inequality, for any probability
distribution, Eℓy(Y ) = E
(− 1
λ
log ξ(Y )
) ≥ − 1
λ
logEξ(Y ) ≥ − 1
λ
log ξ(EY ) = ℓy(EY ).
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where by convention we take Σ0 ≡ 0. Let π denote the uniform distribution on
G. We define the probability distribution πˆi on G as
πˆi ∝ e−λΣi · π
equivalently for any g ∈ G, πˆi(g) = e−λΣi(g)/(
∑
g′∈G e
−λΣi(g′)). This distribution
concentrates on functions having low cumulative loss up to time i. For any
i ∈ {0, . . . , n}, let hˆi be a prediction function such that
∀ (x, y) ∈ Z ℓ[y, hˆi(x)] ≤ − 1λ logEg∼πˆi e−λℓ[y,g(x)]. (2)
The progressive indirect mixture rule produces the prediction function
gˆpim =
1
n+1
∑n
i=0 hˆi.
From the uniform exp-concavity assumption and Jensen’s inequality, hˆi does
exist since one may take hˆi = Eg∼πˆi g. This particular choice leads to the pro-
gressive mixture rule, for which the predicted output for any x ∈ X is
gˆpm(x) =
∑
g∈G
(
1
n+1
∑n
i=0
e−λΣi(g)∑
g′∈G e
−λΣi(g
′)
)
g(x).
Consequently, any result that holds for any progressive indirect mixture rule in
particular holds for the progressive mixture rule.
The idea of a progressive mean of estimators has been introduced by Barron
([3]) in the context of density estimation with Kullback-Leibler loss. The form
gˆpm is due to Catoni ([7]). It was also independently proposed in [4]. The study
of this procedure was made in density estimation and least square regression in
[8,5,15,6]. Results for general losses can be found in [12,2]. Finally, the progressive
indirect mixture rule is inspired by the work of Vovk, Haussler, Kivinen and
Warmuth [13,11,14] on sequential prediction and was studied in the “batch”
setting in [2].
The symbol C will denote some positive constant whose value may differ from
line to line. The logarithm in base 2 is denoted by log2 (i.e. log2 t = log t/ log 2)
and ⌊x⌋ denotes the largest integer k such that k ≤ x.
2 Expectation convergence rate
First let us define the expectation convergence rate of a learning algorithm.
Definition 1. For a given reference set G of prediction functions and a set P of
probability distributions on Z = X ×Y, a positive sequence (∆n)n≥2 is said to be
an expectation convergence rate of a learning algorithm producing the prediction
function gˆ iff there exist C > c > 0 such that
1. for any distribution P ∈ P and any n ≥ 2, we have
ER(gˆ)− infg∈G R(g) ≤ C∆n (3)
3
2. for large enough n, there exists P ∈ P for which
ER(gˆ)− infg∈G R(g) ≥ c∆n.
We say that the rate ∆n is optimal iff the previous item 2 is also satisfied for any
other algorithm, in other words iff there is no algorithm having an expectation
convergence rate ∆˜n satisfying limn→+∞ ∆˜n/∆n = 0.
The following theorem shows that the expectation convergence rate of any
progressive indirect mixture rule is at least (log |G|)/n and that for any positive
integer d, there exists a set G of d prediction functions such that this rate is
optimal whether we take P as the set of all probability distributions on Z or
the set of all probability distributions on Z for which the output has almost
surely two symmetrical values (e.g. {-1;+1}-classication with exponential or logit
losses).
Theorem 1. Any progressive indirect mixture rule satisfies
ER(gˆpim) ≤ min
g∈G
R(g) + log |G|λ(n+1) .
Let y1 ∈ Y − {a} and d be a positive integer. There exists a set G of d predic-
tion functions such that: for any learning algorithm, there exists a probability
distribution generating the data for which
– the output marginal is supported by 2a−y1 and y1: P (Y ∈ {2a−y1; y1}) = 1,
– ER(gˆ) ≥ min
g∈G
R(g)+e−1κ
(
1∧ ⌊log2 |G|⌋n+1
)
, with κ , sup
y∈Y
[ℓ(y1, a)−ℓ(y1, y)] > 0.
Proof. See Appendix A.
The second part of Theorem 1 has the same (log |G|/n)-rate as the lower
bounds obtained in sequential prediction ([11]). From the link between sequential
predictions and our “batch” setting with i.i.d. data (see e.g. [2, Lemma 3]),
upper bounds for sequential prediction lead to upper bounds for i.i.d. data, and
lower bounds for i.i.d. data leads to lower bounds for sequential prediction. The
converse of this last assertion is not true, so that the second part of Theorem 1
is not a consequence of the lower bounds of [11].
The following theorem shows that for appropriate set G:
– the empirical risk minimizer has a
√
log |G|/n-expectation convergence rate.
– any empirical risk minimizer and any of its penalized variants are really
poor algorithms in our learning task since their expectation convergence
rate cannot be faster than
√
log |G|/n. This last point explains the interest
we have in progressive mixture rules.
Theorem 2. If B , supy,y′,y′′∈Y [ℓ(y, y
′) − ℓ(y, y′′)] < +∞, then any empiri-
cal risk minimizer, which produces a prediction function gˆerm in argming∈G Σn,
satisfies:
ER(gˆerm) ≤ min
g∈G
R(g) +B
√
2 log |G|
n .
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Let y1, y˜1 ∈ Y∩]a; +∞[ and d be a positive integer. There exists a set G of d
prediction functions such that: for any learning algorithm producing a prediction
function in G (e.g. gˆerm) there exists a probability distribution generating the
data for which
– the output marginal is supported by 2a−y1 and y1: P (Y ∈ {2a−y1; y1}) = 1,
– ER(gˆ) ≥ min
g∈G
R(g)+ δ8
(√
⌊log2 |G|⌋
n ∧2
)
, with δ , ℓ(y1, 2a−y˜1)−ℓ(y1, y˜1) > 0.
Proof. See Appendix B.
3 Deviation convergence rate
The efficiency of an algorithm gˆ can be summarized by its expected risk ER(gˆ),
but this does not precise the fluctuations of R(gˆ). In several application fields
of learning algorithms, these fluctuations play a key role: in finance for instance,
the bigger the losses can be, the more money the bank needs to freeze in order to
alleviate these possible losses. In this case, a “good” algorithm is an algorithm
having not only low expected risk but also small deviations.
The deviation convergence rate we define now is concerned with exponen-
tial deviation inequalities (such as Hoeffding’s inequality or more generally such
as standard statistical learning inequalities on the supremum of empirical pro-
cesses).
Definition 2. Let 0 < γ ≤ 1. For a given reference set G of prediction functions
and a set P of probability distributions on Z = X × Y, a positive sequence
(∆′n)n∈N is said to be a deviation convergence rate of order γ of a learning
algorithm iff there exist C > c > 0 such that
1. for any distribution P ∈ P, integer n ≥ 2, and ǫ > 0, with probability at least
1− ǫ w.r.t. the training set distribution, we have
R(gˆ)− infg∈G R(g) ≤ C
[
logγ(eǫ−1)
]
∆′n, (4)
2. for large enough n, there exist ǫ > 0 and a distribution P ∈ P such that with
probability at least ǫ w.r.t. the training set distribution, we have
R(gˆ)− infg∈G R(g) ≥ c
[
logγ(eǫ−1)
]
∆′n.
The following lemma shows that the expectation convergence rate of a learn-
ing algorithm is at least of order of its deviation convergence rate. The expec-
tation convergence rate can also be strictly faster as the comparison between
Theorems 1 and 3 shows.
Lemma 1. Let gˆ satisfy: for any ǫ > 0, with probability at least 1− ǫ, (4) holds.
Then we have
ER(gˆ)− infg∈G R(g) ≤ 2γC∆′n.
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Proof. It suffices to integrate the deviations. Let R∗ = infg∈G R(g). By Jensen’s
inequality, we have
(
ER(gˆ)−R∗
C∆′n
)1/γ
− 1
≤ E
(
R(gˆ)−R∗
C∆′n
)1/γ
− 1
≤ E
{[(R(gˆ)−R∗
C∆′n
)1/γ − 1
]
∨ 0
}
=
∫ +∞
0 P
{(R(gˆ)−R∗
C∆′n
)1/γ − 1 > u}du
=
∫ 1
0 P
{
R(gˆ)−R∗ > C∆′n logγ(eǫ−1)
}
dǫ
ǫ [setting u = log(ǫ
−1)]
≤ 1.
The following theorem shows that the deviation convergence rate of order
1/2 of any progressive indirect mixture rule is at least 1/
√
n and that there
exists G such that the deviation convergence rate of order 1/2 of any progressive
indirect mixture rule is 1/
√
n whether we take P as the set of all probability
distributions on Z or the set of all probability distributions on Z for which the
output has almost surely two symmetrical values (e.g. {-1;+1}-classication with
exponential or logit losses).
Theorem 3. If B , supy,y′,y′′∈Y [ℓ(y, y
′)−ℓ(y, y′′)] < +∞, then any progressive
indirect mixture rule satisfies: for any ǫ > 0, with probability at least 1− ǫ w.r.t.
the training set distribution, we have
R(gˆpim) ≤ min
g∈G
R(g) +B
√
2 log(ǫ−1)
n+1 +
log |G|
λ(n+1)
Let y1 and y˜1 in Y∩]a; +∞[ such that ℓy1 is twice continuously differentiable
on [a; y˜1] and ℓ
′
y1(y˜1) ≤ 0 and ℓ′′y1(y˜1) > 0. Consider the prediction functions
g1 ≡ y˜1 and g2 ≡ 2a− y˜1. For any training set size n large enough, there exist
ǫ > 0 and a distribution generating the data such that
– the output marginal is supported by y1 and 2a− y1
– with probability larger than ǫ, we have
R(gˆpim)− min
g∈{g1,g2}
R(g) ≥ c
√
log(eǫ−1)
n
where c is a positive constant depending only on the loss function, the sym-
metry parameter a and the output values y1 and y˜1.
Proof. See Section 4.
This result is quite surprising since it gives an example of an algorithm which
is optimal in terms of expectation convergence rate and for which the deviation
convergence rate is (significantly) worse that the expectation convergence rate.
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4 Proof of Theorem 3
4.1 Proof of the upper bound
We would like to thank an anonymous reviewer for suggesting the following proof,
which leads to better constants than the original one based on PAC-Bayesian
inequalities.
Let Zn+1 = (Xn+1, Yn+1) be an input-output pair independent from the
training set Z1, . . . , Zn and with the same distribution P . From the convexity of
y′ 7→ ℓ(y, y′), we have
R(gˆpim) ≤ 1n+1
∑n
i=0 R(hˆi). (5)
Now from [16, Theorem 1] (see also [9, Proposition 1]), for any ǫ > 0, with
probability at least 1− ǫ, we have
1
n+1
∑n
i=0 R(hˆi) ≤ 1n+1
∑n
i=0 ℓ
(
Yi+1, hˆ(Xi+1)
)
+B
√
log(ǫ−1)
2(n+1)
(6)
Using [11, Theorem 3.8] and the exp-concavity assumption, we have
∑n
i=0 ℓ
(
Yi+1, hˆ(Xi+1)
) ≤ min
g∈G
∑n
i=0 ℓ
(
Yi+1, g(Xi+1)
)
+ log |G|λ (7)
Let g˜ ∈ argminG R. By Hoeffding’s inequality, with probability at least 1− ǫ, we
have
1
n+1
∑n
i=0 ℓ
(
Yi+1, g˜(Xi+1)
) ≤ R(g˜) +B
√
log(ǫ−1)
2(n+1)
(8)
Merging (5), (6), (7) and (8), with probability at least 1− 2ǫ, we get
R(gˆpim) ≤ 1n+1
∑n
i=0 ℓ
(
Yi+1, g˜(Xi+1)
)
+ log |G|λ(n+1) +B
√
log(ǫ−1)
2(n+1)
≤ R(g˜) +B
√
2 log(ǫ−1)
n+1 +
log |G|
λ(n+1) .
4.2 Proof of the lower bound
We cannot use standard tools like Assouad’s argument (see e.g. [10, Theorem
14.6]) because if it were possible, it would mean that the lower bound would
hold for any algorithm and this is (non trivially) false.
To prove that any progressive indirect mixture rule have no fast exponen-
tial deviation inequalities, we will show that on some event with not too small
probability, for most of the i in {0, . . . , n}, π−λΣi concentrates on the wrong
function.
The proof is organized as follows. First we define the probability distribution
for which we will prove that the progressive indirect mixture rules cannot have
fast deviation convergence rates. Then we define the event on which the progres-
sive indirect mixture rules do not perform well. We lower bound the probability
of this excursion event. Finally we conclude by lower bounding R(gˆpim) on the
excursion event.
Before starting the proof, note that from the “well behaved at center” and
exp-concavity assumptions, for any y ∈ Y∩]a; +∞[, on a neighborhood of a, we
have: ℓ′′y ≥ λ(ℓ′y)2 and since ℓ′y(a) < 0, y1 and y˜1 exist.
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Probability distribution generating the data and first consequences.
Let γ ∈]0; 1] be a parameter to be tuned later. We consider a distribution gen-
erating the data such that the output distribution satisfies for any x ∈ X
P (Y = y1|X = x) = (1 + γ)/2 = 1− P (Y = y2|X = x),
where y2 = 2a − y1. Let y˜2 = 2a − y˜1. From the symmetry and admissibility
assumptions, we have ℓ(y2, y˜2) = ℓ(y1, y˜1) < ℓ(y1, y˜2) = ℓ(y2, y˜1). Introduce
δ , ℓ(y1, y˜2)− ℓ(y1, y˜1) > 0. (9)
We have
R(g2)−R(g1) = 1+γ2 [ℓ(y1, y˜2)− ℓ(y1, y˜1)] + 1−γ2 [ℓ(y2, y˜2)− ℓ(y2, y˜1)] = γδ.
(10)
Therefore g1 is the best prediction function in {g1, g2} for the distribution we
have chosen. Introduce Wj , 1Yj=y1 − 1Yj=y2 and Si ,
∑i
j=1 Wj . For any
i ∈ {1, . . . , n}, we have
Σi(g2)−Σi(g1) =
∑i
j=1[ℓ(Yj , y˜2)− ℓ(Yj , y˜1)] =
∑i
j=1 Wjδ = δ Si
The weight given by the Gibbs distribution π−λΣi to the function g1 is
π−λΣi(g1) =
e−λΣi(g1)
e−λΣi(g1)+e−λΣi(g2)
= 1
1+eλ[Σi(g1)−Σi(g2)]
= 1
1+e−λδSi
. (11)
An excursion event on which the progressive indirect mixture rules
will not perform well. (11) leads us to consider the event:
Eτ =
{∀i ∈ {τ, . . . , n}, Si ≤ −τ
}
,
with τ the smallest integer larger than (log n)/(λδ) such that n− τ is even. (We
could have just as well chosen n− τ odd; see (17) below.) We have
logn
λδ ≤ τ ≤ log nλδ + 2. (12)
The event Eτ can be seen as an excursion event of the random walk defined
through the random variables Wj = 1Yj=y1 − 1Yj=y2 , j ∈ {1, . . . , n}, which are
equal to +1 with probability (1 + γ)/2 and −1 with probability (1− γ)/2.
From (11), on the event Eτ , for any i ∈ {τ, . . . , n}, we have
π−λΣi(g1) ≤ 1n+1 . (13)
This means that π−λΣi concentrates on the wrong function, i.e. the function g2
having larger risk (see (10)).
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Lower bound of the probability of the excursion event. This requires
to look at the probability that a slightly shifted random walk in the integer
space has a very long excursion above a certain threshold. To lower bound this
probability, we will first look at the non-shifted random walk. Then we will
see that for small enough shift parameter, probabilities of shifted random walk
events are close to the ones associated to the non-shifted random walk.
Let N be a positive integer. Let σ1, . . . , σN be N independent Rademacher
variables: P(σi = +1) = P(σi = −1) = 1/2. Let si ,
∑i
j=1 σi be the sum of
the first i Rademacher variables. We start with the following lemma for sums of
Rademacher variables.
Lemma 2. Let m and t be positive integers. We have
P
(
max
1≤k≤N
sk ≥ t; sN 6= t;
∣∣sN − t
∣∣ ≤ m) = 2P(t < sN ≤ t+m
)
(14)
Proof (of Lemma 2). The result comes from the well known mirror trick used to
compute the law of
(
sups≤tWs,Wt
)
where W denotes a Brownian motion. Con-
sider a sequence σ1, . . . , σN which belongs to the event E of the l.h.s. probability.
Let J be the first integer j such that sj = t. Since
– the sequences σ1, . . . , σN and σ1, . . . , σJ ,−σJ+1, . . . ,−σN have the same
probabilities,
– both sequences belong to E and are different since J < N ,
– exactly one of the sequences satisfy sN > t,
we have
P
(
max
1≤k≤N
sk ≥ t; sN 6= t;
∣∣sN − t
∣∣ ≤ m) = 2P(sN > t;
∣∣sN − t
∣∣ ≤ m),
which is the desired result.
Let σ′1, . . . , σ
′
N be N independent shifted Rademacher variables to the extent
that P(σ′i = +1) = (1 + γ)/2 = 1− P(σ′i = −1). These random variables satisfy
the following key lemma
Lemma 3. For any set A ⊂ {(ǫ1, . . . , ǫN) ∈ {−1, 1}n :
∣∣∑N
i=1 ǫi
∣∣ ≤ M} where
M is a positive integer, we have
P
{
(σ′1, . . . , σ
′
N ) ∈ A
} ≥
(
1−γ
1+γ
)M/2(
1− γ2)N/2P{(σ1, . . . , σN ) ∈ A
}
(15)
Proof (of Lemma 3). Let s be an integer such that N − s is even and |s| ≤ M
Consider a sequence ǫ1, . . . , ǫN such that
∑N
i=1 ǫi = s. Then the numbers of −1
and +1 in the sequence are respectively (N − s)/2 and (N + s)/2. Consequently,
we have
P[(σ′1,...,σ
′
N )=(ǫ1,...,ǫN )]
P[(σ1,...,σN )=(ǫ1,...,ǫN )]
= (1 + γ)(N−s)/2(1− γ)(N+s)/2,
hence
P{(σ′1, . . . , σ′N ) = (ǫ1, . . . , ǫN )
}
≥ (1− γ2)N/2( 1−γ1+γ
)M/2
P
{
(σ1, . . . , σN ) = (ǫ1, . . . , ǫN)
}
.
By summing over the sequences ǫ1, . . . , ǫN in A, we obtain the desired result.
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We may now lower bound the probability of the excursion event Eτ . Let M
be an integer larger than τ . We still useWj , 1Yj=y1−1Yj=y2 for j ∈ {1, . . . , n}.
By using Lemma 3 with N = n− 2τ , we obtain
P(Eτ ) ≥ P
(
W1 = −1, . . . ,W2τ = −1; ∀ 2τ < i ≤ n,
∑i
j=2τ+1 Wj ≤ τ
)
=
(
1−γ
2
)2τ
P
(∀ i > 2τ ∑ij=2τ+1 Wj ≤ τ
)
=
(
1−γ
2
)2τ
P
(∀ i ∈ {1, . . . , N} ∑ij=1 σ′j ≤ τ
)
≥ ( 1−γ2
)2τ
P
(∣∣∑N
i=1 σ
′
i
∣∣ < M ; ∀ i ∈ {1, . . . , N} ∑ij=1 σ′j ≤ τ
)
≥ ( 1−γ2
)2τ( 1−γ
1+γ
)M/2(
1− γ2)N2 P(|sN | ≤M ; ∀ i ∈ {1, . . . , N} si ≤ τ
)
(16)
By using Lemma 2, since τ ≤M , the r.h.s. probability can be lower bounded:
P
(|sN | ≤M ; max
1≤i≤N
si ≤ τ
)
= P
{
max
1≤i≤N
si ≤ τ ; sN ≥ −M
}
≥ P
{
max
1≤i≤N
si < τ ; |sN − τ | ≤M + τ ; sN 6= τ
}
= P
{
|sN − τ | ≤M + τ ; sN 6= τ
}
−P
{
max
1≤i≤N
si ≥ τ ; |sN − τ | ≤M + τ ; sN 6= τ
}
= P
{|sN − τ | ≤M + τ ; sN 6= τ
}− 2P{τ < sN ≤M + 2τ
}
= P
{−M ≤ sN < τ
}− P{τ < sN ≤M + 2τ
}
= P
{− τ < sN ≤M
}− P{τ < sN ≤M + 2τ
}
= P
{− τ < sN ≤ τ
}− P{M < sN ≤M + 2τ
}
Let us consider only the integer M > τ such that n−M is even, or equiva-
lently N −M is even. Since N − τ = n− 3τ is also even, we have
P
(|sN | ≤M ; max
1≤i≤N
si ≤ τ
)
≥∑τ−1k=0 P(sN = 2− τ + 2k)−
∑τ
k=1 P(sN =M + 2k)
≥ τ [P(sN = τ)− P(sN =M)],
(17)
where the last inequality comes from properties of the binomial coefficients.
Combining (16) and (17), we obtain
P(Eτ ) ≥ τ
(
1−γ
2
)2τ( 1−γ
1+γ
)M/2(
1− γ2)N2 [P(sN = τ)− P(sN =M)] (18)
where we recall that τ have the order of logn, N = n − 2τ has the order of n
and that γ > 0 and M ≥ τ have to be appropriately chosen.
To control the probabilities of the r.h.s., we use Stirling’s formula
nne−n
√
2πn e1/(12n+1) < n! < nne−n
√
2πn e1/(12n), (19)
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and get for any s ∈ [0;N ] such that N − s even,
P(sN = s) =
(
1
2
)N( N
N+s
2
)
≥ ( 12
)N (N
e
)N
√
2πNe
1
12N+1
(N+s2e )
N+s
2 (N−s2e )
N−s
2
√
π(N+s)
√
π(N−s)e
1
6(N+s) e
1
6(N−s)
= 1
(1+ s
N
)
N+s
2 (1− s
N
)
N−s
2
√
2N
π(N2−s2)e
1
12N+1− 16(N+s)− 16(N−s)
≥
√
2
πN
(
1− s2N2
)−N2 (1− s
N
1+ s
N
) s
2
e−
1
6(N+s)
− 1
6(N−s)
(20)
and similarly
P(sN = s) ≤
√
2
πN
(
1− s2N2
)−N2 (1− s
N
1+ s
N
) s
2
e
1
12N+1 (21)
These computations and (18) leads us to takeM as the smallest integer larger
than
√
n such that n−M is even. Indeed, from (12), (20) and (21), we obtain
limn→+∞
√
n[P(sN = τ) − P(sN = M)] = c, where c =
√
2/π
(
1 − e−1/2) > 0.
Therefore for n large enough we have
P(Eτ ) ≥ cτ2√n
(
1−γ
2
)2τ( 1−γ
1+γ
)M/2(
1− γ2)N2 (22)
The last two terms of the r.h.s. of (22) leads us to take γ of order 1/
√
n up
to possibly a logarithmic term. We obtain the following lower bound on the
excursion probability
Lemma 4. If γ =
√
C0(logn)/n with C0 a positive constant, then for any large
enough n,
P(Eτ ) ≥ 1nC0 .
Behavior of the progressive indirect mixture rule on the excursion
event. From now on, we work on the event Eτ . We have gˆpim = (
∑n
i=0 hˆi)/(n+
1). We still use δ , ℓ(y1, y˜2)− ℓ(y1, y˜1) = ℓ(y2, y˜1)− ℓ(y2, y˜2). On the event Eτ ,
for any x ∈ X and any i ∈ {τ, . . . , n}, by definition of hˆi, we have
ℓ[y2, hˆi(x)] − ℓ(y2, y˜2) ≤ − 1λ logEg∼π−λΣi e−λ{ℓ[y2,g(x)]−ℓ(y2,y˜2)}
= − 1λ log
{
π−λΣi(g1)e
−λδ + π−λΣi(g2)
}
= − 1λ log
{
e−λδ + (1− e−λδ)π−λΣi(g2)
}
≤ − 1λ log
{
1− (1− e−λδ) 1n+1
}
In particular, for any n large enough, we have ℓ[y2, hˆi(x)] − ℓ(y2, y˜2) ≤ Cn−1,
with C > 0 independent from γ. From the convexity of the function y 7→ ℓ(y2, y)
and by Jensen’s inequality, we obtain
ℓ[y2, gˆpim(x)] − ℓ(y2, y˜2) = ℓ[y2, 1n+1
∑n
i=0 hˆi(x)]− ℓ(y2, y˜2)
≤ 1n+1
∑n
i=0 ℓ[y2, hˆi(x)]− ℓ(y2, y˜2)
≤ τδn+1 + Cn−1
< C1
logn
n
(23)
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for some constant C1 > 0 independent from γ. Let us now prove that for n large
enough, we have
y˜2 ≤ gˆpim(x) ≤ y˜2 + C
√
log n
n ≤ y˜1, (24)
with C > 0 independent from γ.
Proof. For any y ∈ Y, let t = 2a−y. We have ℓ(y2, y)−ℓ(y2, y˜2) = ℓy1(t)−ℓy1(y˜1).
Since ℓ′y1(y˜1) ≤ 0, ℓ′′y1(y˜1) > 0, ℓ′′y1 ≥ λ(ℓ′y1)2 and ℓ′′y1 is continuous on [a; y˜1],
there exists m > 0 such that ℓ′′y1 > m on [a; y˜1]. For any y˜2 < y ≤ a, from
Taylor’s expansion, we have
ℓ(y2, y)− ℓ(y2, y˜2) > (t− y˜1)ℓ′y1(y˜1) + (t−y˜1)
2
2 m
≥ (t−y˜1)22 m
= (y−y˜2)
2
2 m
(25)
Let y0 , y˜2 +
√
2C1 logn
mn where C1 is the constant appearing in (23). For n large
enough, we have y0 ≤ a and we may apply (25) to y = y0. We get
ℓ(y2, y0)− ℓ(y2, y˜2) > C1 lognn . (26)
Since ℓy1 is convex, ℓ
′
y1(y˜1) ≤ 0 and ℓ′′y1(y˜1) > 0, the function ℓy1 decreases on
] − ∞; y˜1] ∩ Y. By symmetry, the function y 7→ ℓ(y2, y) is non-decreasing on
[y˜2; +∞[∩ Y. From (23) and (26), we get gˆpim(x) /∈ [y0; +∞[, which ends the
proof of the upper bound of gˆpim(x).
For the lower bound, for any x ∈ X , by definition of hˆi, we have
ℓ[y1, hˆi(x)] − ℓ(y1, y˜1) ≤ − 1λ logEg∼π−λΣi e−λ{ℓ[y1,g(x)]−ℓ(y1,y˜1)}
= − 1λ log
{
π−λΣi(g1) + π−λΣi(g2)e
−λδ}
≤ δ.
By Jensen’s inequality, we obtain
ℓy1 [gˆpim(x)] − ℓy1(y˜1) = ℓ[y1, 1n+1
∑n
i=0 hˆi(x)] − ℓ(y1, y˜1)
≤ 1n+1
∑n
i=0 ℓ[y1, hˆi(x)] − ℓ(y1, y˜1)
≤ δ
= ℓy1(y˜2)− ℓy1(y˜1).
Since the function ℓy1 decreases on ] − ∞; y˜2] ∩ Y, we get that gˆpim(x) ≥ y˜2,
which ends the proof of (24).
From (24), we obtain
R(gˆpim)−R(g1) = 1+γ2
[
ℓ(y1, gˆpim)− ℓ(y1, y˜1)
]
+ 1−γ2
[
ℓ(y2, gˆpim)− ℓ(y2, y˜1)
]
= 1+γ2
[
ℓy1(gˆpim)− ℓy1(y˜1)
]
+ 1−γ2
[
ℓy1(2a− gˆpim)− ℓy1(y˜2)
]
= 1+γ2
[
δ + ℓy1(gˆpim)− ℓy1(y˜2)
]
+ 1−γ2
[− δ + ℓy1(2a− gˆpim)− ℓy1(y˜1)
]
≥ γδ − (gˆpim − y˜2)|ℓ′y1(y˜2)|
≥ γδ − C2
√
logn
n ,
(27)
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with C2 independent from γ. We may take γ =
2C2
δ
√
(logn)/n and obtain: for
n large enough, on the event Eτ , we have R(gˆpim)−R(g1) ≥ C
√
logn/n. From
Lemma 4, this inequality holds with probability at least 1/nC4 for some C4 > 0.
To conclude, for any n large enough, there exists ǫ > 0 s.t. with probability at
least ǫ,
R(gˆpim)−R(g1) ≥ c
√
log(eǫ−1)
n .
where c is a positive constant depending only on the loss function, the symmetry
parameter a and the output values y1 and y˜1.
Remark 1. Had we consider the progressive mixture rule, this last part of the
proof would have been much simpler. Indeed, for n large enough, on the event
Eτ , from (13), we have
p , 1n+1
∑n
i=0 π−λΣi(g1) ≤ τn+1 + sup
τ≤i≤n
π−λΣi(g1) ≤ C log nn
and gˆpm =
1
n+1
∑n
i=0 Eg∼π−λΣi g = pg1+(1−p)g2 ≡ y˜2+p(y˜1− y˜2). So we have
y˜2 ≤ gˆpm ≤ y˜2 + C log nn ≤ y˜1,
which is much stronger than (24) (and much simpler to prove).
A Proof of Theorem 1
The first assertion is a direct consequence of Lemma 3.3 and Corollary 4.1 of [2].
The second assertion is based on an Assouad’s type lower bound ([1, Inequality
(8.19)]. Let y2 = 2a− y1 and m˜ = ⌊log2 |G|⌋. We use the notation introduced in
[1, Section 8.1]. We consider a
(
m˜, 1n+1 ∧ 1m˜ , 1
)
-hypercube of probability distri-
butions with h1 ≡ argminy∈Yℓy1(y) and h2 ≡ argminy∈Yℓy2(y). We obtain
ER(gˆ)−min
g∈G
R(g) ≥ ( ⌊log2 |G|⌋n+1 ∧ 1
)
dI
(
1− 1n+1 ∧ 1⌊log2 |G|⌋
)n
≥ ( ⌊log2 |G|⌋n+1 ∧ 1
)
dIe
−1,
where the last inequality comes from [1 − 1/(n + 1)]n ց e−1. Now the edge
discrepancy dI can be computed:
dI = ψ1,0,y1,y2(1/2)
= inf
y∈Y
ℓ(y1,y)+ℓ(y2,y)
2 − 12 infy∈Y ℓ(y1, y)−
1
2 infy∈Y
ℓ(y2, y)
= inf
y∈Y
ℓ(y1,y)+ℓ(y1,2a−y)
2 − infy∈Y ℓ(y1, y)
= sup
y∈Y
[ℓ(y1, a)− ℓ(y1, y)],
where the last equality uses that the function y 7→ ℓ(y1,y)+ℓ(y1,2a−y)2 is convex.
Finally, from the “well behaved at center” assumption, the supremum is positive.
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B Proof of Theorem 2
Let g˜ ∈ argminG R and η > 0. Hoeffding’s inequality applied to the random
variable W = ℓ[Y, g˜(X)]− ℓ[Y, g(X)] ∈ [−B;B] for a fixed g ∈ G gives
Eeη[W−EW ] ≤ eη2B2/2
for any η > 0. Since the random variable Z1, . . . , Zn are independent, we obtain
Eeη[nR(g)−nR(g˜)+Σn(g˜)−Σn(g)] ≤ eη2nB2/2.
Consequently we have
n
{
ER(gˆerm)−R(g˜)
} ≤ E{nR(gˆerm)− nR(g˜) +Σn(g˜)−Σn(gˆerm)
}
≤ 1η logEeη[nR(gˆerm)−nR(g˜)+Σn(g˜)−Σn(gˆerm)]
≤ 1η logE
∑
g∈G
eη[nR(g)−nR(g˜)+Σn(g˜)−Σn(g)]
≤ 1η log
(|G|eη2nB2/2).
The first assertion follows from the (optimal) choice η =
√
(2 log |G|)/(nB2).
The second assertion is based on an Assouad’s type lower bound. Let y2 =
2a− y1 and m˜ = ⌊log2 |G|⌋. We use the notation introduced in [1, Section 8.1].
We consider a
(
m˜, 1m˜ , d˜II
)
-hypercube of probability distributions with h1 ≡ y˜1
and h2 ≡ y˜2 , 2a − y˜1 and d˜II has to be optimized in [0; 1]. In the proof of
Theorem 1, we take the set G such that ming∈G R(g) = ming R(g), where the
second minimum is w.r.t. all possible prediction functions. Here the trick is to
realize that ming∈G R(g) for our learning setting equals to ming R(g) for the
learning task in which the output space is only {y˜1, y˜2}. Therefore we apply
([1, Inequality (8.17)] with the function φ appearing in the edge discrepancy dI
defined as φy1,y2(p) = min
y∈{y˜1,y˜2}
{
pℓ(y1, y) + (1− p)ℓ(y2, y)
}
. We get
ER(gˆ) ≥ min
g∈G
R(g) +mwdI
(
1−√nwdII
)
= min
g∈G
R(g) + dI
(
1−
√
n
m˜ d˜II
)
.
From the symmetry and admissibility assumptions of the loss function, we have
ℓ(y2, y˜2) = ℓ(y1, y˜1) > ℓ(y2, y˜1) = ℓ(y1, y˜2), hence δ , ℓ(y1, y˜2) − ℓ(y1, y˜1) > 0.
We obtain
dI = ψ 1+
√
d˜II
2 ,
1−
√
d˜II
2 ,y1,y2
(1/2)
= φy1,y2(1/2)− 12φy1,y2
(
1+
√
d˜II
2
)
− 12φy1,y2
(
1−
√
d˜II
2
)
= φy1,y2(1/2)− φy1,y2
(
1+
√
d˜II
2
)
= 12ℓ(y1, y˜1) +
1
2ℓ(y2, y˜1)−
(
1+
√
d˜II
2 ℓ(y1, y˜1) +
1−
√
d˜II
2 ℓ(y2, y˜1)
)
=
√
d˜II
2 δ.
The optimization of the lower bound leads us to choose d˜II =
m˜
4n ∧ 1 and we get
the desired result.
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