In a spatial database, an object may extend arbitrarily in space. As a result, many spatial data structures (e.g., the quadtree, the cell tree, the R+ -tree) represent an object by partitioning it into multiple, yet simple, pieces, each of which is stored separately inside the data structure. Many operations on these data structures are likely to produce duplicate results because of the multiplicity of object pieces. A novel approach for duplicate processing based on proximity of sPatial objects is presented.
Introduction
Spatial databases are usually organized in data structures that provide efficient access and flexible manipulation of data.
There are several ways of representing a spatial object inside a data structure.
Some data structures (e.g., the R-tree [9] and the Grid File [12] ) represent a spatial object by just one entity inside the data structure (e.g., by the object's bounding rectangle in the case of the R-tree and by a point in a higher dimensional space in the case of the Grid File). On the other hand, another family of data structures (e.g., the quadtree
[10], cell tree [8] , and R+-tree [6]) represent a spatial object by partitioning it into more than one piece, each of which is stored separately inside the data structure.
In this paper, we focus on the latter family of data structures.
We attempt to take advantage of the spatial characteristics of objects as a guide to duplicate processing (see [5] for an overview of techniques for duplicate processing Permission to co y without fee all or part of this material is E granted provided t at the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and Its date appear, and notice is given that copying is by permission of the Association of Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. CIKM '94-11/94 Gaitherburg MD USA ID 1994 ACM 0-89791 -674-3194/001 1..$3.50 hjs@cs.umd.edu in database systems) that result from spatial database operations.
It is worth mentioning that duplicate processing in spatial databases is slightly different from conventional duplicate elimination in database systems because with spatial databases, different pieces of the same object can span multiple buckets of the underlying data structure. For example, in the case of the R+-tree and the quadtree, duplicates arise because the object is partitioned into pieces. We can benefit from knowing that these pieces are contiguous in space (if this is really the case). In particular,
we define an op eration, termed
Report.
Unigue, which manages to process duplicates and report each object in the data structure just once, regardless of the multiplicity of the partitions of the object inside the spatial data structure. Report.Unique can be viewed aa an alternative approach to hashing (see [7] for a good coverage of hashing techniques) when dealing with spatial data. Report-Unique maintains a dynamic data structure, termed the active border [15] , that serves as a repository for the objects currently being processed, termed active objects. The active border data structure resembles a dynamic hash table.
When conventional haahing techniques are used there is no way of predicting when an object will not be referenced again and hence can be safely deleted from the haah table.
Using spatial prop erties of the underlying objects, the active border can grow and shrink in constant time.
By knowing the extent and proximity of the objects, we can detect when all the pieces comprising the object have been processed and hence can delete the object entry from the active border.
This way we can avoid the situation that the hash table grows until it reaches its maximum limit, i.e., O(number of objects in the database).
In fact, by using the active border technique we can limit the storage complexity to be in the order of the active objects only. A look-up function, also baaed on spatial proximity, can be used to access entries in the active border. The look-up function is the spatial analog of a hash function.
As we demonstrate in the paper, an important advantage of proximity-based look-up functions is that as a result of their use, buckets in the active border are guaranteed not to overflow.
In addition, we also show how we can utilize the proximity information to reduce the number of disk-I/O requests during duplicate processing. The rest of the paper is organised as follows.
In In the PMR quadtree, a line segment is divided into several pieces, where each piece is associated with the quadtree block that it intersects. to contain a variable number of line segments. It is constructed by inserting the line segments one-by-one into an initially empty structure consisting of one block. Each line segment is inserted into all of the blocks that it intersects or occupies in its entirety. During this process, the occupancy of each affected block is checked to see if the insertion caused it to exceed a predetermined splitting threshold.
If the splitting threshold ia exceeded, then the block is split once, and only once, into four blocks of equal size.
Each block in the PMR quadtree stores the object identifiers of the lines passing through it. The full description of the line segments (e.g., the start and end coordinate values of the end-points)
is stored in what is called the feature Figure 2a shows the decomposition of rectangle r into its constituent quadtree bIocks. We assume that the rectangles need not be disjoint. We also adopt the restriction that each quadtree block is completely inside all of the rectangles that overlap it. In other words, the case that only part of a quadtree block lies in a rectangle is not allowed.
For example, this restriction means that block B of yield the decomposition given in Figure 2b . In this section we present a simple duplicate processing algorithm that does not require additional space (e.g., in contrast to the O(n) space required for hashing in the caae of a database of n objects).
We also discuss the limitations of th~algorithm.
In the remaining sections of the paper, we will address these limitations and try to tackle them. We present the algorithm for the case of a database of line segment objects.
A similar algorithm can be described for a database of rectangular objects. In order to exploit the proximity of object pieces we define a test function, say t, such that given a spatial object, say o, with k pieces, PI, PZ, . . . . pk, t has a value of false for only one of the pieces, say pj of o. Application oft to the rest of the pieces yields the value of true.
Any function i that satisfies this criterion can be used as a means of suppressing all pieces of o other than pj from reporting o's object identifier, and hence can be adopted by the Report.Unique operation. For example, in the case of hashing, a function tl is defined as follows (a is a blt array with all its elements initialized to have a value of false, and oid(p;) Figure 2a must be decomposed when rectangle s is added to is the identifier of the object to which piece pi belongs):
We can get rid of the O(n) space requirements of the function tl in the following way. This gives rise to algorithm Report. Uniquel described below. We traverse the blocks of the PMR quadtree, and for each block, say l?, we perform the following actions:
1.
2.
3.
For each object identifier i stored in B (that corresponds to piece pi), retrieve the line segment descrip tion, say li, from the feature Notice also that the algorithm works only in the case where the pieces comprising the spatial object are contiguous. The case where the pieces of an object are disjoint (e.g., due to clipping parts of the object by a window operation, described in Section 2) is handled in Section 5. f2 is performed nk times, where n = the number of objects in the database, and k is the average number of pieces per object in the database.
WFl
Notice that in order to perform the point-in-block test (tz) we must access the feature table (via the object identifier) each time we encounter a piece of a line segment. Thh is necessary in order to retrieve the start point of the line segment.
Assuming that the cost of retrieving a segment from the feature table is Cio, then the execution time of the algorithm is 4knC,Pti
The cost term knCio
Basically, it represents the cost of retrieving line segments from the feature table (once for every line partition, amounting to k disk requests per line segment). A better algorithm would perform only n such requests, i.e., one request per line segment in the database instead of one request for each piece of each Iine segment.
Thus, we would like to develop an algorithm that does not need the O(n) extra storage (or at lead having an asymptotic storage cost less than O(n)), yet one that still performs only n duk requests (e.g., n accesses to the feature table).
In the following sections, we show how we can achieve this goal. However, this depends on a closer scrutiny of the nature of the spatial objects which is the subject of the next section.
4
Object Classification
An important factor affecting the performance of the Reportllnique operation is the nature of the objects stored in the database.
For example, what is the effect of restricting the lines to be rectilinear, in contrast to lines with arbitrary slopes? As another example, suppose that objects are partially clipped as is the situation after a window operation (described in Section 2). Is it more difficult to report these clipped objects than reporting non-clipped objects? As an illustration of the second example, note that due to the way the PMR quadtree is defined, Report-Uniquel does not work properly if the line segments are partially clipped. This is shown in in Figure 4 . In particular, when a line is clipped (e.g., as a result of a window operation), the PMR quadtree does not update the starting and ending points of the clipped line in the feature table.
This is done since the line may be shared by other indexes in the database. In addition, this ensures consistency when portions of line segments are removed and then are added back later in the processing as a result of set operations [16] . Thus the feature table is not updated and the clipped line segment is stored implicitly.
As a result, if a line, say 1, in Figure 4 is clipped so that only s remains and ifs does not contain 1's starting point, then s will not be reported by Report Xlniquel. This case suggests that we have to consider the alternative classes of objects (e.g., clipped objects) when developing algorithms for Report-Unique since it affects the correctness of the algorithm.
Due to space limitations, we restrict our discussion to rectangular objects only. More details about the classification and duplicate processing algorithms for line segment objects can be found in [2] .
Spatial objects of type rectangle can be classified in the folIowing way (the different classes are given in Figure 5 ):
Class-1 rectangles: a rectangle having no clipped or missing portions as illustrated in Figure 5a , and termed a regular rectangle.
Clase-2 rectangles:
a rectangle where only a rectangular portion of it is included and the rest of the rectangle is clipped as illustrated in Figure 5b , and termed a clipped rectangle.
Class-3 rectangles: a rectangle where several portions (holes) may be missing, but still the rest of the rectangle ie connected, as illustrated in Figure SC, pieces, as illustrated in Figure 5d , and termed a disjoirat rectangle.
Although disjoint, all the portions of the rectangle refer to, and represent, just one object of type rectangle. that lie outside one or more rectangular query windows (Figure 6b) . These rectangles result from clipping-out regular rectangles against the query rectangles. Notice that each of the resulting rectangles is still representable as a fourconnected region. Claaa-4 represents the parts of a rectangle that lie inside (or outside) one or more query windows of arbitrary shape. For example, Figure 6C is the result of intersecting and clipping a rectangle with a number of simple polygons.
We further classify rectangles of each class into the following types according to their orientation:
c Type-1 rectangle: rectilinear rectangles, i.e., whose sides are parallel to the axes ( Figure  7a ).
Q Type-2 rectangles: arbitrary rectangles -i.e., rectangles whose orthogonal sides have arbitrary orientations (slopes) ( Figure  7b ). 
Duplicate Processing for Rectangular Objects
Below, we present algorithms for the Report.Unique problem that can handle several claes/type combinations of rectangular objects given in Section 4, and see how these combinations affect the complexity of the algorithm. It ia important to observe that rectangles of the underlying database are allowed to overlap in space. Let q be the maximum number of overlapping rectangles at any point in apace, i.e., for any block, there are at most q overlapping rectangles.
5.1
Class-1 Type-1 and Class-2 Type-1 Rectangles
The rectangles that correspond to these claes/type comblnations are ones whose sides are parallel to the z and y axes where come of the rectangle may be clipped (Ckuw-2) but are still of rectangular form. Our goal for this Class/Type combination is not to perform any disk 1/0 to the feature table.
In this case, the only information at hand are the rectangle identifiers in the quadtree blocks.
The algorithm traverses the rectangle quadtree blockby-block and maintains the active set of rectangle identifiers. These correspond to the rectangles that intersect the block. A rectangle identifier, say rid, which corresponds to a rectangle, say r, is added to the active set when rid is first encountered during the traversal. rid is deleted from the active set once all the quadtree blocks that r intersects have been visited.
The necessary storage is bounded by the maximum size of the active set during the execution of the algorithm.
The size of the active set is considerably smaller than n, the number of rectangle in the spatial database.
In order to execute the algorithm efficiently, we need to organize the active set of rectangles.
The organization of the active set depends on the operations that are to be performed on the set. Figure 8 . Each element of the active border corresponds to an edge (border) in the active border. Initially, the active border consists of two elements that correspond to the north and west borders of the image.
When the algorithm terminates, the active border consists of elements that correspond to the south and east borders of the entire image. In other words, whenever a node is visited by the algorithm, the elements of the active border are updated accordingly to include the border of this new block.
We define an active rectangle as a rectangle that is partially processed, i.e., at least one of the quadtree blocks overlapping with this rectangle has not been processed yet. A rectangle is inactive if either all or none of the blocks through which it passes have been processed by the traversal algorithm.
There is a data bucket associated with each element of the active border.
Each bucket is of capacity q, which is the same as the bucket capacity of the underlying quadtree block. Every element of the active border stores in its bucket the set of rectangle identifiers which correspond to the active rectangles that intersect the portion of the active border corresponding to this element. Rectangle identifiers are added to the active border when they are encountered during the traversal, and are propagated into the active border until all the pieces of a rectangle have been visited.
A rectangle is reported when it is being deleted from the active border,
The problem is how to detect that a rectangle has been processed in its entirety when there is no means for the algorithm to know the coordinate values of the end-points of the rectangle. In order to achieve this, the algorithm maintains some temporary information in the active border to help it determine that the lower-right corner of the rectangle has been reached and that the rectangle identifier can be reported. For example, consider the rectangle r given in Figure 2a . We use Figure 8 to illustrate the process of reporting its presence. Heavy shading is used to indicate that the block has already been traversed. When block A is encountered during the traversal (Figure 8a ), r's identifier (associated with A) is inserted into the active border. When block B is visited ( Figure  8b ), r's identifier is time (e.g., when processing block C in Figure 8c ) a special marker symbol, say or, is associated with the active border element that led to the detection of this fact (e.g., the active border element that is adjacent to block C). Notice that er is propagated into the active border when block D is processed ( Figure 8d) . As another example, we observe that a special marker symbol, say Sr is added to the active border element contiguous to block E (Figure 8e ) and is propagated into the active border elements to the east of E, when their adjacent blocks in the database are processed.
At the time block F is processed (Figure 8f) , the active border elements to the north and west of F will contain the special markers or and sx, respectively.
This situation serves to indicate that we are through.
At thm point, both or and sr are deleted from the active border and r's identifier is reported. Notice that r is reported once all the blocks comprising r have been visited by the traversal procedure. For example, in Figure 8f , at the time block F is visited, we are sure that all the blocks inside r are already processed by the algorithm. This is because a NW, NE, SW, SE traversal order is admissible [4] . The complexity of the algorithm can be evaluated as follows. When a block in the quadtree that corresponds to a leaf node is processed, the portion of the active border that is adjacent to the block must be located.
In [3], a technique is described that enables the blocks to be located in the active border in constant time. This is achieved by traversing (and updating) the active border along with the quadtree traversal while psssing and stacking pointers to guarantee that the exact location in the active border is available (O(1) time) whenever needed, so that searching in the active border is entirely avoided.
The reader is referred to [3] for further details.
Once the appropriate active border element is located, testing this element for the existence of a rectangle as well as insertion and deletion of a rectangle can each be done in O(g) time which is really a constant or O(l). As demonstrated in this section, our rdgorithm does not need to perform any disk 1/0 requests to access the feature table. As a result, the time complexity of this slgorithm is O(nkg) which is proportional to the number of object pieces in the database that are encountered during the traversal. Notice that the factor q is included because all the procedures that access the active border perform in O(g) time, as described in the introduction of Section 5. The space complexity is O(active rectangles), where the active rectangles are the ones that intersect the active border at any given point. The sise of the active set in the worst case is O(qT) where q is the maximum number of objects that can be stored in a quadtree block before it overflows (i.e., the bucket size) and T is the width (e.g., pixels) of the space comprising the underlying spatial database. In practice, it is expected that the sise of the active set is considerably smaller than O(gT).
Observe that it is guaranteed that the active border buckets will never overtlow since there is one-to-one correspondence between elements of the active border and blocks of the underlying quadtree.
Since each block can hold up to q rectangles, then at worst each bucket will hold the same number of rectangles and hence cannot overflow.
Notice that the ahrorithm does not deDend on the actual coordinate values of the rectangle since 'it does not access the entries in the feature table and hence it works correctly even if rectangles are clipped due to some intersection with a rectangular window (CISSS-2 rectangles).
propagated into the active border. Upon encountering a western or southern boundary of a rectangle for the first (c) When block C is processed a special marker symbol er is inserted into the active border.
(d) er is propagated into the active border when block D is processed. (e) When block E is processed a special marker symbol sr is inserted into the active border.
(f) r is reported at the time block F is processed and both er and sx are deleted from the active border.
5.2
Ctass-3 Type-1 and Ciass-4 Type-1 Rectangles Class-3 and C1SS54 imply that the rectangles may have notches on them or may even consist of disjoint pieces. For these classes, we cannot avoid accessing their entries in the feature table in order to know the real extent of the rectangles while traversing them. Rectangle identifiers are propagated in the active border (regardless of whether we are traversing a part of the rectangle or a clipped out portion of the rectangle) until the lower-right corner of the rectangle is visited by the traversal.
In this case, the rectangle is reported and deleted from the active border. This implies that the algorithm has to issue some disk 1/0 requests to the feature table. The algorithm proceeds as follows:
2.
Traverse the spatial database as well as the active border simultaneously in the NW, NE, SW, SE order. When the block containirur the lower-right corner of rectangle r is reached, rep~rt the ident~er of r, and delete r's information from the active border. Figure 9 illustrates the locations at which a disk 1/0 request is issued and when a rectangle is reported for several possible rectangles in Class-3 and Class-4. Notice that for Class-3 rectangles one, or more disk 1/0 requests can be issued. For Class-4 rectangles, more than one disk 1/0 request is possible (e.g., Figure 9g ) depending on the number of blocks in one of the four line segments of the window boundary that has a NE-SW orientation and is closest to the origin of the underlying space. Notice that for Class-4 rectangles, if the upper-left corner of the rectangle is not clipped out, then only one disk 1/0 request is issued regardless of the number of d~joint pieces of the rectangle (e.g., Figure  9h ). Since the upper-left corner of the rectangle is processed first, a disk 1/0 request is issued to the feature table and the coordinate values of the end-points of the rectangle are made known to the active border. This helps avoid any further disk 1/0 requests. Observe that this is not the case when the upper-left corner of the rectangle is clipped out (e.g., Figure 9f ) . Figures  9f and 9g illustrate the cases where the maximum number of disk 1/0 requests for Class-3 and Class-4 rectangles can be generated, respectively. Let kw be the number of blocks in the edge of the window with a NE-SW orientation that is closest to the origin of the underlying space. Figure 10 illustrates the worst case number of disk 1/0 requests that are required with lines of th~orientation. Observe that a disk 1/0 request occurs with every other piece in the object.
Therefore Notice that theupper-left corner of the rectangle is not clipped out.
It is worth mentioning that the task of uniquely reporting spatial objects isdlfferent from that ofconnected component labeling [13, 14] . In the latter task weare interested in assigning a unique identifier to each four-(freight-) connected region in the underlying space. The principal difference is that, generally speaking, the inputs of the two tasks are different.
More specifically, in Report.Unique we can always perform a disk 1/0 request to the feature table and retrieve the object's exact description.
This information is not made available to the connected component labeling algorithms. In fact, the main purpose of the connected component labeling algorithms is to build the object's exact description from the local information given in the underlying space. As a result of the difference in the nature of the type of input and the goals of the two tasks, their complexities are u awl m reqlmi Figure 10 : The maximum number of disk requests that can arise for a line with NE-SW orientation.
different. For example, Figure 11 demonstrates the worstcase complexity for the connected component labeling algorithm (measured in terms of the new labels that have to be introduced).
On the other hand, the shape of the re- Figure 11 : An 8 x 8 image that results in generating a maximum number of equivalence pairs for the connected component labeling algorithm.
gion in Figure 11 does not represent the worst case d~k 1/0 complexity for Report -Unique.
In particular, only two disk 1/0 requests will be issued (i.e., when blocks A and B are visited).
The worst case number of disk 1/0 requests for Report-Unique for clipped-out rectangles (Claas-3) is given in Figure 9f . Notice that having a saw-tooth-like shape (e.g., as in Figure 11 ) does not change the worst case since at block B of Figure 11 , a disk 1/0 request is issued to retrieve the exact description of the rectangle from the feature table, and this description will be propagated in the active border in the eastern and southern directions.
This covers all the sawtooths to the east and south of block B, thereby obviating the need for additional disk 1/0 requests (e.g., at block C).
Rectangles of Type-2
In order to ensure that rectangles of arbitrary orientations are reported only once, we maintain their rectilinear bounding box in the active border (Figure 12a ) and report the rectangle identifier once the lower-right corner of the bounding box is covered by the traversal.
As described in Section 5. (also in Figurea 9f, 9g, and 10) the number of disk 1/0 requests to the feature table is proportional to [RI, where kw is the number of blocks in the line segment of the window boundary with a NE-SW orientation that is closest to the origin of the underlying space ( Figure  12 b) . Notice that once this set of disk 1/0 requests is issued, the algorithm does not need to access the feature table again since the propagation of the rectangle identifier and coordinate values in the active border will help avoid any further disk 1/0 requests to the feature table.
[3]
6 Conclusion and Future Research processing using the spatial characteristics of objects is a challenging problem.
In particular, using the spatial characteristics of the objects enables us to adapt techniques used with hashing.
For example, we were able to reduce the number of disk 1/0 requests (e.g., in comparison to O(nk) disk 1/0 requests when using hashing), sometimes to O or O(n) which is a significant improvement. In addition, by using the extent and proximity of spatial objects we were able to detect when an object is no longer needed in the active border (analogous to a hash table), and hence we were able to bound the size of the table.
This was achieved by deleting the objects that are entirely processed by the algorithm. Future work involves developing better algorithms for other class/type combinations, classifying spatial objects besides line segments and rectangles as well as developing algorithms for them, and considering other spatial data structures that partition objects besides the quadtree variants. 
