Abstract. We observe a link between the window size of mass concentration and the rate of explosion of the Strichartz norm by revisiting Bourgain's mass concentration for the L 2 -critical nonlinear Schrödinger equations.
Introduction
Consider the initial value problem for the L 2 -critical case of nonlinear Schrödinger equation, N LS In this note we investigate the dependence of the window of mass concentration upon the growth of the L
We show that if, close to J.C. is supported in part by N.S.E.R.C. Grant R.G.P.I.N. 250233-03. S.R. is supported in part by N.S.F. grant DMS-0531337. 1 The pair q = ∞, r = 2 is obviously omitted from this claim since the L 2 x norm is conserved under the (1.1) evolution. and their
−β with β = 1. Another family of blowup solutions is known (see [7] and [4] , [5] ) which is slightly faster (by log | log(T * − t)|) than β = 0. 
cube, and when there is no confusion the indices will be dropped τ = τ
and r > 0 the set B(a, r) = {x ∈ R d : |x − a| < r} is an open ball of radius r. For a measurable set E ∈ R 2 , denote by P E the Fourier restriction with respect to the x-variable: P E ψ =ψχ E . The linear evolution of the Schrödinger equation in (1.1) is denoted by e it△ , i.e.
Acknowledgements: This project began while the authors participated in the Fall 2005 Semester on Nonlinear Dispersive Wave Equations at M.S.R.I.
Strichartz norm explosion =⇒ tight concentration window
First, we show the dependence of the size of mass concentration window upon the divergence rate of L
Proposition 2.1. Suppose that T * < ∞ and
, where
Furthermore, for any 0 < t < T * there exists a square
Proof. We follow [2] where the mass concentration in the space dimension d = 2 is established keeping in mind the generalization to all space dimensions from [1] . First, recall that a time sequence {t n } ր T * is chosen such that for any n
for some small η. If η > 0 is small enough, then on the interval (t n , t n+1 ) the nonlinear part of the evolution u(t n ) → u(t) is insignificant compared to the linear flow e i(t−tn)△ u(t n ):
and thus,
We impose η < min(1,
, where c is the implicit constant in (2.1). Then the bound (2.1) implies
i.e., the sequence {t n } has the following property
Fix n ∈ N and the time interval (t n , t n+1 ). Denote
by mass conservation. Using the "Squares" Lemma ( §2 in [2] and [1, Lemma 3.1]), we obtain the following localizations in frequency and space-time domains.
• For any ǫ 0 > 0 there exist
Expand (2.4) and apply (2.5) and (2.6)
Then the above estimate together with (2.9) may be rewritten as
Denote τ = τ j0 , A = A j0 (l(τ ) ≤ c 0 A) and the center of τ by ξ 0 . Using the "Tubes" Lemma ( §3 in [2] and [1, Lemma 3.3]), we know:
By (2.12) and (2.11) we obtain (2.13) 1 4
Since the number of tubes N 1 is finite, there exists a tube Q k0 = I × K(t) such that (2.13) produces (2.14) 1 4
Using Plancherel and suppf j0 ⊆ τ , we obtain a refined version of the previous inequality
By Cauchy-Schwarz we obtain
By (2.8), we obtain
Considering (2.16) again, we have c η
Therefore, there exists a mass concentration time t * n ∈ I ∩ (t n , t n+1 ) such that
2 , and therefore,
where the last estimate follows from c η (
2 ) (and thus, K(t * n )) can be covered by a finite number of balls (or cubes) of radius (side length) (T * −t * n ) β+1 2
(and this number is independent of n). Choosing one of them, and noting that l(τ ) ≥ c
and since n is arbitrary, the proposition follows.
Remark 2.2. Observe that we didn't use the splitting of the interval (t n , t n+1 )
as on page 261 in [2] , since we had the estimate (2.8) of (t n+1 − t n ) in terms of (T * − t n ) β+1 , β + 1 > 1, which gives a nonzero bound in (2.17) . In Bourgain's argument α = 1, i.e. (t n+1 − t n ) < (T * − t n ), which is not enough to conclude mass concentration with the above argument, and thus, a more careful splitting of the time interval is needed.
Remark 2.3. The above result can be extended to a more general form of the lower bound on the Strichartz norm in (2.1). Suppose
where G(s) → +∞ as s → 0 and G ∈ C 2 (0, 1). Then the window in the mass concentration (2.2) changes as follows:
Similar changes hold for (2.3).
Observe that by the argument of Bourgain [2] and Bégout-Vargas [1] we always have the case (2) . The case (1) is an improvement of (2) when G grows faster than 
with the constant independent of n, and thus,
Hence, the size of τ = τ j0 is estimated as
which implies the result in (1) . Note that if G has a faster grows than | ln(T * − t)|, then to get the parabolic window of concentration, we need the extra splitting of the interval (t n , t n+1 ) as on page 261 in [2] or in Step 3 of Prop. 4.1 in [1] . This finishes the proof of the remark.
As an example, consider G(T
which is wider than the parabolic window. If G(T * − t) = ln | ln(T * − t)|, then the case (2) holds and the window of concentration is parabolic.
Tight concentration window =⇒ Strichartz norm explosion
The following statement shows how the radius of mass concentration affects the divergence rate of the L
-norm. We will use the shorthand notation P L(t) to denote the Fourier restriction operator P {|ξ|≤L(t)} .
Suppose there exists α ≥ 1 2 and ǫ > 0 such that
.
Then there exists t n ր T * such that Proof. The condition (3.1) implies that there exists a sequence of times {t n } ∞ n=1
with t n ր T * and a sequence of cubes
where the last step is by Hölder's inequality.
Fix n ∈ N and let 0 < δ = δ n < (T * − t n ) 2α (recall 2α ≥ 1). Raising to the
3) by l(J n ) 2 and integrating both sides with respect to t on (t n , t n + δ), we obtain
dx dt 4 To be strictly correct, we should raise both sides in (3.4)-(3.6) to the power
to obtain norms so that we can apply the triangle inequality. 
by Hölder's and the conservation of mass, we obtain the bound on term I in (3.6) using the definition of L(t) and the bound on l(J n )
The second term in (3.6) is estimated by the space-time norm on all
We may assume that F ∈ C 1 (R) by either approximating the solution u by smooth functions or by approximating F from below by C 1 functions. Then
Substituting all above estimates into (3.6), we obtain
Taking δ ց 0 (n is fixed), subtracting the first term from the left-hand side and raising to the power
This implies
Integrating from 0 to t n (recall F (t = 0) = 0), we obtain
and
Thus, along the chosen time sequence {t n } we obtain (3.2), which finishes the proof. , where the function g can be written as g(T * − t) = [−(∂ t G)(T * − t)] −1/2 for some C 1 -function G with the properties that as t → T * both G(T * − t) → ∞ and [−(∂ t G)(T * − t)] → ∞. Then the conclusion in (3. 2) modifies to (3.8) F (T * − t n ) G(T * − t n ).
For example, g(T * − t) = (T * − t) α | ln(T * − t)| −γ with α > 1/2 and γ ∈ R, or α = 1/2 and γ ≥ 0 6 would satisfy the above conditions. The last case produces the logarithmic divergence | ln(T * − t)| 2γ+1 of the Strichartz norm u .
To prove this general statement we repeat the proof of the above Proposition with appropriate modifications and instead of (3.7) we arrive to
Integrating in time from 0 to t n and using the definition of g, we obtain (3.8) . The proof follows from [2] , [1] , where it is shown that finite time blowup solutions parabolically concentrate in L 2 , and the above remark with g(T * − t) = (T * − t) 1/2 .
6 in fact, γ > −1/2 satisfies the condition on G, however, for −1/2 < γ < 0 the window of concentration is wider than parabolic
