Background: Manual sleep scoring is deemed to be tedious and time consuming. Even among automatic methods such as Time-Frequency (T-F) representations, there is still room for more improvement. New method: To optimise the efficiency of T-F domain analysis of sleep electroencephalography (EEG) a novel approach for automatically identifying the brain waves, sleep spindles, and K-complexes from the sleep EEG signals is proposed. The proposed method is based on singular spectrum analysis (SSA). The single-channel EEG signal (C3-A2) is initially decomposed and then the desired components are automatically separated. In addition, the noise is removed to enhance the discrimination ability of features. The obtained T-F features after preprocessing stage are classified using a multi-class support vector machines (SVM) and used for the identification of four sleep stages over three sleep types. Furthermore, to emphasize on the usefulness of the proposed method the automatically-determined spindles are parameterised to discriminate three sleep types. Result: The four sleep stages are classified through SVM twice: with and without preprocessing stage. The mean accuracy, sensitivity, and specificity for before the preprocessing stage are: 71.5 ± 0.11%, 56.1 ± 0.09% and 86.8 ± 0.04% respectively. However, these values increase significantly to 83.6 ± 0.07%, 70.6 ± 0.14% and 90.8 ± 0.03% after applying SSA.
Introduction
Sleep research has applications in medical science, psychology, and bioengineering. Amongst different sleep disorders such as sleep apnoea, insomnia and narcolepsy, many of them divulge themselves through sleep disturbances like 5 depression and schizophrenia [1] . Sanitising and studying sleep can be accomplished through polysomnographic (PSG) measurements, encompassing EEG, electromyogram (EMG), and electrooculogram (EOG) [2] . The Rechtschaffen and Kales standard (R&K) [3] and American Academy 10 of Sleep Medicine (AASM) [4] are commonly used to guideline, regulate, and govern the standards for classifying and monitoring the sleep stages. R&K described the sleep as a six sequence stages including: awake, stage 1, stage 2, stage 3, stage 4 , and rapid eye movement (REM). Stages 15 1, 2, 3, and 4 are categorised under non-rapid eye movement (NREM). However, sleep stages 3 and 4 are recently movement under closed eyelids [6] .
Study of sleep stages has gained appreciation from the researchers. This is because of the fact that different sleep disorders and sleep deprivation impact on individuals as well as public health to the large extend [7] . Manual sleep 50 stage classification and scoring is performed by experts and clinicians. However, this method is subject to human error. Moreover, the manual method is a very tedious and arduous exercise which leads to a low reliability and high subjective error [8] . In order to effectively 55 tackle this problem different automatic classification of sleep stages based on multi-channel EEG signals [9] [10] or single-channel EEG signal [11] [12] are highly desired.
Automatic sleep detection is an active area in research. Nonetheless, T-F methods compared with other techniques 60 have received more attention due to existing clear T-F patterns in sleep EEG. Most of the solutions for sleep EEG analysis like Fourier transform are only capable of providing generic frequency specification while the transient events are not discussed explicitly. Wavelet transform (WT) is another technique for sleep analysis. However, there are a couple of drawbacks associated with WT including dependency of its results to the choice of mother wavelet and also the fact that the wavelet basis functions are not data dependent. In addition, unlike Fourier trans-70 form which only exploits sinusoid functions or in case of wavelet transform which uses mother wavelet, matching pursuit(MP) benefits from a large dictionary size which gives high flexibility in signal structure identification and parameterizations and better deals with nonstationarity of 75 the signals. [13] .
For years, different T-F representation methods have been used for automatic sleep stage classification [12, 14, 15] . However, these methods are impacted by interferences stemmed from unwanted components. Durka in [16] pro-80 posed automatic detection and parametrization of sleep events on the premise of MP spectrum. However, in stage N3 the alpha wave totally vanishes and non-frequent low amplitude spindles may occur. The spindles have frequency within alpha range but usually occur in the absence 85 of normal brain alpha wave. In addition, the key components for classifying the sleep stages are brain waves, sleep spindles, and K-complexes. In the T-F energy map for various sleep stages in [16] all components including desired and undesired are plotted. Hence the purpose of this 90 paper is to append a preprocessing stage to address these issues.
Singular spectrum analysis (SSA) method is leveraged for automatic identification and extraction of desired components: brain waves, spindles and K-Complex in their 95 actual locations. SSA has had emerging application in trend extraction, time series decomposition, periodicity extraction, signal extraction, noise reduction, and filtering [17, 18] . In time series analysis, SSA plays a major role as a robust technique for tackling a diverge range of issues 100 in practice. Recently, in terms of biomedical signal processing application, SSA has been used for restoration of heart sound from lung sound [19] , and separating ECG and EMG [20] . It has been also considered for estimation of detailed gait analysis and parameters from 105 a wearable devices [21] . More recently, SSA has been employed in signal processing applications such as processing of multichannel EEG signals for classification of five sleep stages [9] and evaluation of alpha and delta waves for more accurate determination of the transition 110 between two sleep stages [22] . This paper describes the extraction of desired components from EEG signals prior to applying T-F transform and classification. The overall strategy of this work is illustrated in Figure 1 . Note that the EEG sleep signals are 115 deemed to have nonstationarity. SSA benefits from the elements of classical time series analysis, linear algebra, multivariate geometry, multivariate statistics, dynamical systems, and signal processing, and can exploit the signal nonsstationarity [17] . In addition, the noise component 120 can be removed during the SSA decomposition. This is envisaged to be another significant merit of SSA as a preprocessing stage.
Here, a new constrained SSA has been proposed. Then, the extracted features from both methods i.e. with and 125 without preprocessing stage, were classified with the aid of the support vector machine (SVM) classifier. Classification accuracy of awake, N1+ REM, N2, and SWS is improved through using SSA preprocessing.
In this work, SSA is applied to sleep EEG 130 analysis. In another study, pulse oximetry and heart rate sensors are employed in order to diagnose sleep disorders [23] . Therefore, as a future work, the current application can be improved by incorporating the joint motion [21] , heart rate, and
135
EEG analysis of human sleep.
Sleep EEG in the course of NREM is characterised with sleep spindles. The degree of hyperpolarization of thalamocortical cells (TC) justifies the given fluctuations and the causing method. With the aid of fast Fourier transform (FFT), spectral analysis of the NREM displays frequency specific modulation of spindle frequency activity which varies based on the homeostatic sleep pressure [24] [25] . Hence as another SSA application, through parameterising the automatically extracted sleep spindles, we also focus on the impact of different sleep types on the extracted spindles characteristics. In other words, the effect of enhanced sleep pressure after sleep deprivation (SD) and low sleep pressure after sleep extension (SE) on spindle characteristics is analysed using mean amplitude, 150 density (i.e. the number of sleep spindles per 20 seconds epoch), duration, and frequency. After that, the spindles' features are employed as an input to the SVM classifier to classify normal sleep (SN), SE, and SD.
The rest of this paper is organised as follows: section 2
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overviews the fundamentals of the employed method. Section 3 reveals the experimental results obtained and and discuss the results. Finally, the last section draws the concluding points.
Materials and Methods
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2.1. Matching Pursuit MP has been introduced by Mallat and Zhang in [26] . MP application is based on adaptive delineation of signal (y) with functions selected from a wide collection of waveforms, known as dictionary (F). In the initial stage, the waveform that best fits the signal (f γ0 ) is selected from the dictionary F. Then, in each iteration n we have [16] :
Let H be the Hilbert space. f γn and R n y are the waveform matched to the signal and the remaining signal after each iteration respectively and R n y, f γn refers to crosscorrelation. The perfect signal approximation is achieved in an infinite number of iterations. Nonetheless, practically, a few number of waveforms (after finite number of iterations) result in a good signal approximation.
where M is the total number of iterations. Functions f γ are selected from dictionary of the Gabor functions. Gabor is the best filtering in the T-F domain and can provide the optimal T-F localization using the complete Dirac and Fourier bases [16] . Real valued continuous time Gabor functions are shown as:
where N (γ) is a normalising factor of f γ and λ = {u, ω, s} corresponds to the parameter of the Gabor function (translating, modulating, and scaling). T-F distribution of the energy of the signal can be driven from expansion (2) . Hence, the Wigner distributions W of the chosen function are added while the cross-terms are removed so that [26] [16] :
where e y is the T-F distribution.
Singular Spectrum Analysis
SSA works based on how well the diverged components can be taken apart from each other [20] . The fundamen-165 tal SSA approach entails two stages which complement each other; decomposition and reconstruction. Each of these two stages, in turn, encompasses two distinct stages. The first stage involves embedding accompanied by singular value decomposition (SVD) to decompose the signal.
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Stage two consisting of grouping and diagonal averaging, reconstruct the signal while exploiting it for further analysis .
Decomposition
In the case of basic univariate SSA, a time series f should be mapped into a matrix known as trajectory matrix:
with one-dimensional vectors
T , where n = s − l + 1 and l is the window length (1 < l < s). Note that, the window length l should be adequately large to cater the information about the data variation. It is evident from (5) that the trajectory matrix is a Hankel matrix where the diagonal elements (i + j = const) are equal [17, 27] .
Following the previous stage, SVD is performed to decompose the trajectory matrix into its eigen subspaces. To this end, consider the covariance matrix C x = XX T with eigenvalues λ 1 , λ 2 , . . . , λ l in the decreasing order (λ 1 > λ 2 > . . . > λ l ) and q 1 , q 2 , . . . , q l corresponding eigenvectors; therefore, SVD of the trajectory matrix can be rewritten as:
where
The set (λ j , q j , v j ) is named the j-th eigentriple of the matrix X. The definition of X j is equivalent to the elementary matrix. Projecting a time series onto each eigenvector yields the corresponding temporal principal component (PC) [19, 28] .
Reconstruction
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In the initial step of reconstruction stage, the elementary matrices X j are splitted into several groups and then the matrices within each group are summed [17] . Therefore, each group is displayed by the related matrixX g ⊂ R l×n where:
in which,X g represents the sum of the elementary matrices within the group g, g t specifies the total number of groups, and index g refers to the g-th subgroup of eigentriples. After completing the split stage, a specific (X g ) is chosen and then Hankelization procedure (averaging along entries with indices i + j = const) reconstructs the subseries. In this case ifx ij points to an element of the matrix (X g ), k-th term of the new reconstructed seriesx ij is computed by making the average of all along all i, j in a way that (i + j = k + 1). Therefore, the following parameters can be initialized as k = 1,f 1 =x 11 and for k = 2,f 2 = (x 12 +x 21 )/2 and so on [17] .
wheref indicates the reconstructed time series with length s. Note that one of the major problems in SSA is to find an appropriate group of eigentriples in order to reconstruct the desired component [29] .
Constrained SSA
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In order to extract the EEG periodic signals such as spindles, alpha, theta, and delta the following constrains can be applied: I. Subspace Rejection; Each eigenvalue in the decomposition stage represents the variance of the signal in the direction of the corresponding PC. Eigenvalues related to the more powerful signals are located in the lower subspaces whereas less powerful signals occur in higher subspaces where the noise components usually arise. Therefore, the lower subspace is desirable here. To separate the lower subspace from the noise part, the following criterion should be applied to remove the noise part . All the PCs associated with the eigenvalues above 90% of the total variance of the signal (i.e. the sum of all eigenvalues equals the total variance of the original time series) are omitted. Eigenvalue λ j is rejected if j > L, where [19] :
h is defined as the number of eigenvalues whose overall energy is 90% of the total energy. II. Periodic Component Extraction; a pseudo-periodic time series is factorised into some eigenvalue pairs using SSA [30, 28] . Since the objective of this section is to extract 190 the oscillatory components (i.e. sleep spindle, delta, theta, and alpha), the periodicity nature of these components is used here to choose the best subgroup of PCs for reconstruction of the brain waves. Thus, using the lower subspace indicated in the former subsection, only eigenvalues 195 appeared as pairs are selected. Following equation (7) and [17] , the best subgroup of X is selected by minimisation of X − X therefore the contribution of the trajectory matrix generated by the corresponding eigentriple ( λ j , q j , v j ). However, the following points are important for the eigenvalue pairs selection [19, 28] :
• The possibility that the selected eigenvalue pairs be-
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long to noise components.
• The possibility of having two equal eigenvalues is low mainly due to noise effect.
Therefore, in order to acquire the actual periodic pair, the eigenvalue pairs λ j and λ i are chosen as a pair only if all 210 of the following circumstances are satisfied: i. i and j are less than L, where L is defined in (10) to discards all eigenvalues assumed to be associated with noise
where the value of K can be changed according to the waveforms amplitude. Hence, a specific K value is set for each PC. Alpha, theta, and delta contain higher amplitudes than spindles. Therefore, according to what was discussed earlier, since their eigenvalues are within the lower sub-220 spaces, higher thresholds are chosen for them (K = 0.05).
On the other hand, for spindles with lower amplitudes, the eigenvalues are skewed towards right and thus a lower value for K is selected (K = 0.005). If no eigenvalue pairs are obtained, it simply means that the component does 225 not exist in the given time domain signal [28] . However, if some eigenvalues is chosen, the highest peak in the Fourier transform of the associated eigenvectors is relevant to the frequency of the periodic component [31] . Therefore, the power spectrum density is used to estimate the related 230 frequency. The peak is required to fall into the desired frequency range (i.e. spindles (12-16 Hz), alpha (8-12 Hz), theta (4-7 Hz), and SWA (1-4 Hz)).
K-complex has a different structure compared to spindles and other mentioned sleep EEG waves. It abruptly 235 appears in the EEG signal with larger amplitude in a shorter period of time. Subsequently, the extraction of K-complex is relatively easy. The distribution of this waveform has a greater kurtosis than the rest of the EEG signal. As a result, seeking the highest kurtosis, the summation 240 of the signals reconstructed from a group of eigenvalues and their associated eigenvectors constitute the detection of K-complex. Parameter Settings: The size of embedding window l (number of columns of trajectory matrix) should make a com-245 promise between low computational complexity and information quality. The embedding window should be sufficiently large to capture at least one period of the expected periodic signal. In addition, it has been suggested that l should not be more than n/2 [17] . Window length is 250 also selected based on the lowest frequency of interest F w (l >= F w F s ) [19] . Therefore, by setting l to 200, more than two cycles of the oscillatory components are covered by the window (Fs=sampling frequency of 256 Hz).
Feature Extraction
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SSA is applied to the EEG signal for decomposing each 10 second segment into different frequency bands. Precise representation of the sleep EEG commonly demands for the localization of signal structure in time and frequency simultaneously. Therefore, appropriate temporal 260 and spectral features are extracted from the EEG signals in different frequency ranges. These statistical descriptors are then used as the inputs to the classifier for classification purpose:
• Mean of absolute power in different frequency bands • Sum of power in all frequency bands: P6
• Mean and standard deviation of ratios including P1, P2, P3, P4, and P5 divided by P6 produce 12 features.
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• Mean and standard deviation of
(delta activity),
• Mean and standard deviation of P 4 P 6 (alpha activity),
(K-complex and sleep spindle), [15] 
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• Mean and standard deviation of ratios:
Multiclass SVM classification
In a review of classification algorithms for EEG signals the performances of K-nearest neighbor (KNN), SVM, and 280 linear discriminant analysis (LDA) have been compared [33] . Based on this study, they recommended an SVM classifier for this purpose. SVM has also been previously used for classification of sleep stages [34, 35] .
The nature of SVMs are based on binary classification 285 algorithms [17] . In case of linearly-separable data, SVM attempts to construct optimum hyperplane separating the training samples and the decision boundaries. Hyperplane construction whereby v T x + b = 0 (v represents the hyperplane coefficients vector and bias term is notated by b) 290 in a way that the margin between the hyperplane and the nearest point is magnified to the maximum in a way which can fit into the quadratic-optimization problem [36] .
In case of linearly-inseparable data, the support vectors are taken into consideration and mapped to a high di- Nonetheless, the RBF kernel is extensively employed which forms the cornerstone of the current research as well. Generally, the development of SVMs are for two-classes classification problems. However, the aim of this work is to automatic discrimination between four classes (awake,
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N1 + REM, N2, and SWS). For this objective, the design of multiclass SVM with a "one-against-all" approach is implemented.
Results and Discussion
In this paper, in order to to accentuate the usage of 310 SSA as a preprocessing step for sleep events detection, MP time-frequency representation is employed. MP has been used to compare the effect of preprocessing data on the T-F representation. The results prove that by using SSA as the method in the preprocessing stage, better represen-315 tation and identification of the desired signal components can be achieved. The ultimate goal of the current work is to automatically classify the sleep stages. Therefore, the preprocessed data is used for feature extraction and then classification. This work concentrate on two stages; 
Data
Thirty-six healthy men and women each participated in two laboratory sessions, one involving a sleep extension 330 protocol and the other a sleep restriction protocol. During each session PSG measures were recorded at a sampling rate of 256Hz for an SN (8 hours), seven condition nights SE, (10 hours); SD, (6 hours) and a recovery night (12 hours) following a period of total sleep deprivation. This 
Real Data
Using MP as explained in section 2.1, the sleep stages 345 are detected and the sleep EEG structure is analysed using 10s segments of the single-channel EEG signal (C3-A2) by k-complex), and SWS (delta wave). These specific sleep events in each stage are highlited by red points in each subfigure. Each blob displayed in the T-F map of energy is associated with one Gabor function. As can be seen in Figure 3 , using SSA and the constraint 360 explained, all the brain waves and also spindles and kcomplexes are well separated. Sleep spindles are oscillatory components within the frequency range of (12-14 Hz) which last for 0.5-1 second are visible as horizontal lines in the T-F domain and each spindle is described by only 365 one atom which makes it possible to follow its evolution in time and space. The circular structure spread in fre- this method is that further to its separating characteristic, it acts as a filter for preprocessing of the signals. Then, the T-F energy map clearly represents each wave by its specific frequency band.
Feature Detection Experiment
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For this experiment an 8 second, N=2048 sample of the real data which shows the transition of two sleep features: sleep spindle and k-complex, is selected. Employing the previously discussed procedure for detection of these two features in Constrained SSA section, the sleep spindles 390 and k-complexes can be well separated from EEG signal. Figure 4 (a-c) illustrates how constrained SSA can be utilized to separate signal into different components simultaneously. In order to better illustrate the performance of the algo-395 rithm, the T-F map of energy of the original signal and the extracted components are represented in Figure 5(a-c) .
Classification of Awake/N1+REM/N2/SWS
The single-channel EEG signals from half of the data were utilized to train the classifier. The rest of the data 400 were utilized to test the reconstructed model. Table 1 illustrates the statistical description of the training and testing data by 30 second EEG epochs. Most of automatic sleep stage classification methods are employed by different PSG recordings such as EEG, EOG, and EMG [10] . However,
405
in the current work we classified four sleep stages based on single channel EEG signal. Since N1 and REM have similar characteristics they can be merged into one class. Hence, we attempt to classify four sleep stages consisting of awake, N1 + REM, N2,
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and SWS. SVM utilized the training data to find the hyperplane which maximize the margin between the classes. Afterwards, the optimum classification is achieved through applying the separating hyperplane to the testing data.
In order to evaluate the classifier performance, accu-415 racy, sensitivity, and specificity are calculated. The accuracy, sensitivity, and specificity are defined as follows:
Accuracy: number of correct decisions total number of cases Sensitivity:
number of true positive decisions number of actually positive cases 420 Specificity: number of true negative decisions number of actually negative cases These statistical comparisons are employed over SN data for both before and after preprocessing are shown in Table 2 . From accuracy viewpoint, using SSA, the overall 425 classification performance has been improved. There is in average 12.1% performance improvement in accuracy by applying the proposed method. The significant result achieved here is of immense value since it improves the automatic sleep stage classification to a large extent. When
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it comes to sensitivity, it is incremented by 14.5% in average for all the stages from before to after preprocessing. Following the same strategy, four sleep stages are classified for SE and SD nights . The result for SE before and after SSA preprocessing are brought in results for SD can be seen in Table 4 . Regarding SE, the accuracy for total stages hits the peak of 79.8 ± 0.08% after preprocessing compared with 73.0 ± 0.10% before that. Similar result can be seen regarding SD with performance improvement in sensitivity from 61.4 ± 0.09% to 440 72.1 ± 0.07% using the proposed method. In summary, The accuracy of all sleep stages for 3 types of sleep shows a significant improvement except stage N1+REM, see tables 2-4. We consider S1 and REM as a single stage due to their similarity in EEG pattern. Despite that, the de-
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tection of N1+REM has not significant changes amongst sleep stages. Since N1 is a transition stage between wakefulness and asleep, it is still a challenging issue to find an appropriate feature that would separate N1 from N2 and wakefulness.
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The k-fold cross validation (CV) technique is used to validate the classifier. The classifier performance shows 11.09 % error though 10-fold CV method. As another example to shows the efficiency of our proposed method, Fig 
Classification of SE/SN/SD
For all the sleep types, it is desirable to compute different spindle characteristics such as spindle mean amplitude, density, frequency, and lastly the duration. Figure 7 de-460 picts the mean and the standard error of the mean (SEM) for all subjects. The substantial point here is that SN's values for the duration, amplitude, density, and frequency always fall into a domain limited to the SE nights on one hand as well as the SD nights on the other for all four cases. These results not only confirm but also further expand that the characteristics of sleep spindle are remarkably in-480 fluenced by homeostatic sleep pressure. Our findings in terms of SD validate the reduction of spindle density after SD [24, 25] . Previous works believed that the only significant change occurs with the density [24, 37] . While, our results prove that the duration, amplitude and fre-485 quency also change noticeably for SD nights compared to SN nights. Similar to ours, the work in [25] confirms that all the values change for SD and state that the changes are negligible for the duration. Our work, however, steps further by proving that a significant difference is also exist for 490 duration. This stems from the fact that what is detected with our approach for the automatic detection of the sleep spindles is not subject to any change of scale.
The growth observed in the spindle amplitude of SD case as well as the reduction seen in the frequency advo-495 cate the hypothesis of a greater level of synchronization in TC when homeostatic sleep pressure is enhanced [25] . Furthermore our findings further stress that with SE, the spindle amplitude goes down whereas the frequency rises. In view of this result, we argue that it is likely that there 500 is a lower level of synchronisation in TC when homeostatic sleep pressure is low.
At the next stage, the previously mentioned values calculated for different spindle parameters act as the input features for the SVM classifier to categorise sleep types 505 such as SE, SN, and SD. The associated accuracy, sensitivity and specificity are shown in Table 5 .
Conclusions
In this article we incorporated the MP-based T-F representation of sleep EEG together with an effective ap-510 proach for refining the data. The refining procedure is based on a known method namely SSA. SSA not only provides all the necessary features of the data for the classification of sleep stages, but also removes the undesired components to considerably improve the classification perfor-515 mance. In addition, thanks to the SSA, parameterising the sleep spindles of SN, SD, and SE has noticeably enhanced to an extent that the sleep types were classified. The proposed constrained SSA decomposes the signals into their constituent components in a supervised manner in order 520 to ensure that the desired components are well preserved while the undesired ones are set aside. The proposed hybrid method paves the way for further analysis of sleep EEG to enable characterisation of sleep abnormalities and many mental and physical disorders. This work has the 525 potential for more diverse set of subjects and features for classifying other set of sleep stages. In addition, here, only normal subjects are involved. Further studies will include those with sleep disorders and other related abnormalities. . 
ACKNOWLEDGMENT
