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??????????????????????????????????????????
??????????????????????????????????????????
??????????????????????????????????????????
??????????????????? WSD ????????????????????
??????????????????????????????????????????
???????? one-hot-vector ??????????????????????????
????????????BERT ????????????????????????
BERT ??????????????????????????????????????
??????????????????????????????????????????
?????????? BERT ????????????????????????????
???????????????????????? WSD ????????????
??????????????????? BERT ??????????????????
? SemEval-2 ????????? (Okumura et al. (2011))??????????????
???????????????
2. ????
WSD ??????????????????????????????????????
???????????????????????????????????WSD ????
??????????????????????????????????????????
???? one-hot-vector ???????????????????????????????
??????????????????????????????????????????
?????
?????????????????????????????????????????
??????????????????????????????????????????
??????????????????????????????????????????
??????????????????????????????????????????
??????????????????????? (Cai et al. (2007))??????????
????????????? (Sugawara et al. (2015)Iacobacci et al. (2016))?
???????????????????????? word2vec ? GloVe ???????
??????????????????????????????????????????
??????????????????????????????????????????
??????????????????????????????????????????
????????????????WSD ???????????????????????
?????????????? (Neelakantan et al. (2015)Chen et al. (2014))??????
???????????????????????(1)?????? WSD ?????
???????????????????????? WSD ??????????????
(1) ??????????????????????
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??????????????????????????????????????????
??????????????????????????????????????????
??OpenAI GPT (Radford et al. (2018))???????????? Transformer (Vaswani
et al. (2017))? decoder ???????????????(2)?ELMo (Peters et al. (2018))
???????????????????????????? 2 ????? LSTM ????
???????????????????????BERT ? OpenAI ? ELMo ?????
??????????????????
3. BERT ???? WSD
3.1 BERT
BERT ???????? Multi-head attention ????Multi-head attention ? n???
??????????????????????????????????????????
??????? n?????????????
Multi-head attention ??????????? self attention ??? Q,K, V ? 3 ???
????????????????m??????????Multi-head attention ??m?
?????? dk(= m/k) ????????????? Q,K, V ?????????????
Q,K, V ???? dk × dk ???????????Multi-head attention ???? n?? m
???????????????????? n× dk ??? X ??????Q,K, V ????
n × dk ??? XQ,XK,XV ????????? Q′,K ′, V ′ ????????(3)??? self
attention ????
softmax
(
Q′K ′T√
dk
)
V ′
??? n× dk ????????????? k ?????????n× dk ???? k ????
????????????????n×m???????????????????????
????? Multi-head attention ?????????
BERT ??? Multi-head attention ? 12?????? 24???????????????
BERT ? n?????????????????????????? n?????????
??????????????????
3.2 feature based ???
BERT ???????????????????????? fine tuning ???????
BERT ????????????????????????????????BERT ???
??????????????????????????????????????????
??????????????????????????????????????????
???????????????BERT ?????????? feature based ???????
??? BERT ????????????????????????????????????
(2) ????????????????????
(3) Scaled Dot-Product Attention
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??????? BERT ????? WSD ????????????? WSD ??????
???????? feature based ????
4. ??
4.1 ?????
WSD ???????? SemEval-2 ????????????????????? WSD
?????? 50????????????????????? 50?????????
?????? BERT ???????????????????????????????
???????????
http://nlp.ist.i.kyoto-u.ac.jp/index.php?BERT%E6%97%A5%E6%9C%AC%E8%AA%
9EPretrained%E3%83%A2%E3%83%87%E3%83%AB
???? Juman++ ??????????????? BERT ?????????????
????????WSD ????????????????????? WSD ???????
????
4.2 ??????
???? 2???????????????????????????????? 768 ?
???????????????????????????? (? 1??)????? 50??
????100 epoch ?????????????????????????????????
???
????
i
E
???
????
? 1 BERT ??? WSD
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4.3 ????
??????????????????????50??????????????????
?????????? 1??????? BERT(2) ???????(4)?????? Standard
? WSD ?????????????????????? SVM ?????????????
???????????????????
? 1 ???? (???)
???? Standard BERT(2) BERT(3a) BERT(3b)
?? 0.82 0.76 0.82 0.82
?? 0.88 0.86 0.66 0.66
??? 0.42 0.64 0.38 0.38
??? 0.72 0.86 0.58 0.58
??? 0.94 0.94 0.94 0.94
?? 0.70 0.66 0.54 0.54
??? 0.74 0.80 0.72 0.72
??? 0.94 0.94 0.94 0.94
??? 0.18 0.74 0.18 0.18
?? 0.72 0.72 0.56 0.56
??? 0.98 0.98 0.98 0.98
?? 0.98 0.96 0.78 0.78
?? 0.84 0.84 0.84 0.84
?? 0.98 0.98 0.98 0.98
?? 0.80 0.84 0.78 0.78
?? 0.56 0.66 0.36 0.64
?? 0.90 0.82 0.90 0.90
?? 0.72 0.70 0.70 0.70
?? 0.86 0.86 0.86 0.86
?? 0.84 0.88 0.84 0.84
??? 0.88 0.96 0.32 0.32
?? 0.46 0.82 0.42 0.42
?? 0.86 0.88 0.86 0.86
?? 0.46 0.60 0.28 0.56
?? 0.54 0.62 0.52 0.52
?? 0.92 0.94 0.92 0.92
? 0.78 0.78 0.78 0.78
?? 0.72 0.72 0.60 0.60
?? 0.94 0.94 0.56 0.56
?? 0.46 0.44 0.26 0.28
?? 0.80 0.88 0.50 0.50
?? 0.90 0.86 0.86 0.86
?? 0.60 0.60 0.50 0.50
??? 0.98 0.98 0.96 0.98
??? 0.78 0.86 0.78 0.78
?? 0.96 0.96 0.96 0.96
?? 0.82 0.80 0.64 0.64
? 0.92 0.92 0.92 0.92
?? 0.90 0.92 0.90 0.90
?? 0.98 0.98 0.98 0.98
? 1.00 1.00 1.00 1.00
? 0.84 0.84 0.62 0.62
??? 0.54 0.70 0.52 0.52
??? 0.82 0.86 0.70 0.70
?? 0.80 0.80 0.80 0.80
?? 0.68 0.82 0.68 0.68
??? 0.76 0.76 0.76 0.76
?? 0.88 0.88 0.88 0.88
?? 0.94 0.94 0.94 0.94
?? 0.24 0.70 0.24 0.24
?? 0.77 0.82 0.70 0.71
(4) BERT(3a)? BERT(3b) ?????????
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5. ??
???????????????? 2 ?????????????? 3 ???????
??????????? 50 ????????????? 1 ??????? BERT(3a) ?
BERT(3b) ?????????BERT(3a) ? BERT(2)???? 100 epoch ???????
????????????BERT(3b) ? 100 epoch ??????????????????
??????????
2?? BERT(2) ??????????????????????Standard ???????
?? BERT ??????????????????????????????WSD ????
??????????????????????????????????????????
6. ????
????? WSD ?????????????????? BERT ???????????
?????????????????
??????????????? BERT ???????? SemEval-2 ????????
??????????????????????????????????????????
????????????????BERT ?? WSD ?????????????????
????????? fine tuning ????WSI ? all-word WSD ??????????
???
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