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With complex networks emerging as an effective tool to tackle multidisciplinary problems, models
of network generation have gained an importance of their own. These models allow us to exten-
sively analyze the data obtained from real-world networks, study their relevance and corroborate
theoretical results. In this work, we introduce methods, based on degree preserving rewiring, that
can be used to tune the clustering and degree-correlations in directed networks with random and
scale-free topologies. They provide null-models to investigate the role of the mentioned properties
along with their strengths and limitations. We find that in the case of clustering, structural rela-
tionships, that are independent of topology and rewiring schemes are revealed, while in the case of
degree-correlations, the network topology is found to play an important role in the working of the
mechanisms. We also study the effects of link-density on the efficiency of these rewiring mechanisms
and find that in the case of clustering, the topology of the network plays an important role in de-
termining how link-density affects the rewiring process, while in the case of degree-correlations, the
link-density and topology, play no role for sufficiently large number of rewiring steps. Besides the
intended purpose of tuning network properties, the proposed mechanisms can also be used as a tool
to reveal structural relationships and topological constraints.
I. INTRODUCTION
Large-scale global connectivity has become an indis-
pensable part of our lives and as a consequence, complex
networks have gained an enormous importance in multi-
ple fields of research and applications [1–4]. With rapid
advances in technology, abundant data about these sys-
tems has been made available and this is redefining how
we perceive and understand complex networks. Analy-
ses of these datasets have revealed a multitude of prop-
erties associated with the respective networks. Though
some of these properties could be causal or consequential,
some structural and functional and others independent
or interrelated, it is clear that our understanding of com-
plex networks depends crucially on our understanding of
their associated properties, origins and relationships. Al-
though, in a lot of cases, we lack proper understanding
of the origins of these properties, we are nevertheless in-
terested in studying how they affect each other and the
overall structure and functioning of the network. To this
end, models of network generation, both growth mecha-
nisms [5–12] and static mechanisms [13–16], have become
an integral aspect of the study of complex networks.
In this regard, considerable work has been done on
generating scale-free (SF) networks, using both growth
and static methods. Further properties, like degree-
correlations and clustering have also been incorporated
into static methods [17–22] and growth models [23–27].
Despite the availability of extensive literature, we find
that the bulk of it is limited mostly to undirected net-
works. In spite of their abundant occurrence and rich
structural variety, directed networks have been given sig-
nificantly less attention [28–32] or have been approxi-
mated to the undirected case.
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In this work, we focus our attention on directed net-
works, with 2 important properties: 2-node degree-
correlations and clustering. We use existing models to
generate directed SF and random networks. We then
propose Degree Preserving Rewiring (DPR) mechanisms
to introduce and tune the properties of interest in these
networks. Methods based on DPR allow us to isolate the
role of the degree distribution and related intrinsic struc-
tural properties and focus on the aspects that are unique
to the network under consideration [32][33][34]. We com-
pare and contrast the performance of these mechanisms
on the 2 types of networks and investigate their effects
and side-effects. We also study the effect of link density
on the performance of these techniques.
II. DPR METHODS FOR TUNING OF
CLUSTERING
In networks, the tendency for nodes to organize into
well-knit neighborhoods or form small cliques, is referred
to as clustering, and is quantified by the Mean Cluster-
ing Coefficient (MCC). These substructures, occur spon-
taneously in most networks and play an important role
in the spreading of epidemics in large communities and
also effect network flow in local neighborhoods.
The MCC of a network is defined as the average of
Local Clustering Coefficients (LCCs) of all nodes in the
network. The LCC of a node is the ratio of number of
pairs of connected neighbors of the node to the number
of pairs of neighbors of the node. In other words, it
measures the extent to which the neighbors of a node
form closed triplets with the node of interest.
In directed networks, as a consequence of the direction-
ality of edges, 4 different types of simple closed triplets
are possible [28]. The 4 types of triangles, namely, Cy-
cles, Middleman-triangles (Mids), In-triangles (Intri) and
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2Out-triangles (Outri) are shown in fig.1.
1
23
HAL
1
23
HBL
1
23
HCL
1
23
HDL
1
23
HEL
1
23
HFL
1
23
HGL
1
23
HHL
FIG. 1. Different types of simple closed triplets possible in a
directed network are shown w.r.t node-1: (A,B)-Cycles (C,D)-
Mids (E,F)-Intri and (G,H)-Outri.
Given a network of size N, represented by an adjacency
matrix A, and where dini , d
out
i and d
↔
i are the in-degree,
out-degree and bidirectional edges, respectively, of node
i, the MCCs w.r.t each of the triangles can be calculated
as follows:
Ccyc =
1
N
N∑
i=1
(AAA)ii
dini d
out
i − d↔i
(1a)
Cmid =
1
N
N∑
i=1
(AATA)ii
dini d
out
i − d↔i
(1b)
Cint =
1
N
N∑
i=1
(ATAA)ii
dini (d
in
i − 1)
(1c)
Cout =
1
N
N∑
i=1
(AAAT )ii
douti (d
out
i − 1)
(1d)
To improve the amount of clustering in the network,
we employ mechanisms that identify a suitable chain of
connected nodes, that can then be reconfigured to give
a closed triplet of the desired form, while preserving the
degrees of the nodes involved. While the mechanisms
are distinct for different types of triplets, they only differ
very little from each other based on the triplet of interest.
To improve the amount of clustering w.r.t cycles, we
use the following procedure:
Step-1: Calculate the initial value of Ccyc using (1a).
Select a node i, whose neighborhood can be suitably mod-
ified. While there is no fixed manner in which i can be
chosen, the only condition that needs to be satisfied is
that i must have at least 1 incoming link and 1 outgoing
link. In other words, the in and out degrees of i must be
greater than or equal to 1. It is also worth mentioning
that i can be chosen either uniformly randomly or in a
weighted manner, where the weights could be LCC of i,
in-degree of i or out-degree of i. Although a weighted
selection of i would seem to be more effective, we find
that, for a given number of rewiring steps, the networks
undergo approximately the same amount of change in
clustering. Therefore, for the purpose of this work, i is
chosen uniformly randomly.
Step-2: From the list of incoming neighbors of i, we
randomly select a node j, and from the list of outgoing
neighbors of i, we select k.
Step-3: From the list of incoming neighbors of j, we
randomly select a node m, and from among the outgoing
neighbors of k, we select n. If it is not possible to make
either of the selections, we go back to step-1.
Step-4: If nodes m, n and i are distinct, and edges
(m,n) and (k,j) do not exist, then edges (m,j) and (k,n)
are rewired to (k,j) and (m,n). In this process, a cyclic
triplet (j,i,k) is created.
Step-5: Calculate Ccyc of the network. If there is an
overall increase from the initial value, then retain the
change and go back to step-1. If there is a decrease in
clustering, then reject the rewiring and go back to step-1.
The above process is iterated for a predetermined num-
ber of steps or until a predetermined value of clustering
coefficient is reached.
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FIG. 2. Schematic representation of the DPR mechanism for
tuning clustering w.r.t cycles.
To improve the amount of clustering w.r.t mids, we use
the following procedure:
Step-1: Calculate the initial value of Cmid from (1b).
Randomly select a node i, with both in and out-degrees
greater than or equal to 1.
Step-2: Select node j from among the incoming neigh-
bors of i and node k from among the outgoing neighbors
of i.
Step-3: Further, select node m from among the outgo-
ing neighbors of j and node n from the incoming neigh-
bors of k. If any one of them is not possible, then go back
to step-1.
Step-4: If m, n and i are distinct and edges (j,k) and
(n,m) do not exist, then edges (j,m) and (n,k) are rewired
to (j,k) and (n,m), forming a middleman triangle (j,i,k).
Step-5: Calculate Cmid of the network. If there is an
overall decrease in clustering, then reject the rewiring
and go back to step-1, and in case of an overall increase,
retain the rewiring and go to step-1.
The above process is iterated for a predetermined num-
ber of steps or until a predetermined value of clustering
is reached.
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FIG. 3. Schematic representation of the DPR mechanism for
tuning clustering w.r.t mids.
To improve the amount of clustering w.r.t intri, we use
the following procedure:
Step-1: Calculate the initial value of Cint using (1c).
Randomly select a node i, with in-degree greater than 1.
Step-2: Select nodes j and k from among the incoming
neighbors of i.
Step-3: Further, select node m from the neighbors (in
and out) of j and node n from the neighbors (in and out)
of k. If any one of them is not possible, then go back to
step-1.
Step-4: If m, n and i are distinct and edges (j,k) and
(n,m) do not exist and (j,m) and (n,k) exist, then edges
(j,m) and (n,k) are rewired to (j,k) and (n,m), to form an
in-triangle (j,i,k). Else, if nodes m, n and i are distinct,
and edges (m,n) and (k,j) do not exist and (m,j) and (k,n)
exist, then edges (m,j) and (k,n) are rewired to (k,j) and
(m,n), once again forming an in-triangle (j,i,k).
Step-5: Calculate Cint of the network. If there is an
overall decrease in clustering, then reject the rewiring
and got back to step-1, and in case of an overall increase,
retain the rewiring and go to step-1.
The above process is iterated for a predetermined num-
ber of steps or until a predetermined value of clustering
is reached.
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FIG. 4. Schematic representation of DPR mechanisms for
tuning clustering w.r.t intri.
To improve the amount of clustering w.r.t outri, we
use the following procedure:
Step-1: Calculate the initial value of Cout using (1d).
Randomly select a node i, with out-degree greater than
1.
Step-2: Select nodes j and k from among the outgoing
neighbors of i.
Step-3: Further, select node m from the neighbors (in
and out) of j and node n from the neighbors (in and out)
of k. If any one of them is not possible, then go back to
step-1.
Step-4: If m, n and i are distinct and edges (j,k) and
(n,m) don’t exist and (j,m) and (n,k) exist, then edges
(j,m) and (n,k) are rewired to (j, k) and (n, m), to form an
out-triangle (j,i,k). Else, if nodes m, n and i are distinct,
and edges (m, n) and (k, j) do not exist and (m,j) and
(k,n) exist, then edges (m,j) and (k,n) are rewired to (k,j)
and (m,n), once again forming an out-triangle (j,i,k).
Step-5: Calculate Cout of the network. If there is an
overall decrease in clustering, then reject the rewiring
and go back to step-1, and in case of an overall increase,
retain the rewiring and go to step-1.
The above process is iterated for a predetermined num-
ber of steps or until a predetermined value of clustering
is reached.
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FIG. 5. Schematic representation of DPR mechanisms for
tuning clustering w.r.t outri.
III. RESULTS FOR TUNING OF CLUSTERING
We test the performance of the proposed mechanisms,
presented in the previous section, on a directed SF net-
work and a directed random network and study the effec-
tiveness of these mechanisms in generating the properties
of interest. We use the directed configuration model [16]
to generate a random network, while the SF network is
generated using the model given by Bollobas et al. in [9].
The working of the mechanisms are first studied for a
given parameter value of the networks and then a further
investigation is conducted for different parameter values
of the respective networks. In the SF network model,
the link-density(k¯) is parametrized by β. We see from
[9] that in the N→ ∞ limit, k¯ = β/(1-β). This allows
us to compare performances of the rewiring mechanisms
in SF networks and ER networks of approximately the
same link-density.
To study the generation of any type of triangles, we
generate 2 ensembles, each consisting of 100 networks.
The first ensemble contains directed ER (random) net-
works of size N = 103 and link-density equal to 5 and
the second ensemble contains SF networks of size N =
103 and β = 0.8. The DPR method for the clustering of
interest is applied iteratively to these ensembles of net-
4works and the average results are shown in fig.6.
From fig.6, we observe that for a given N and approx-
imately the same average degree, the mechanisms affect
a substantially greater change in the ER network com-
pared to the SF network, for the same number of rewiring
steps. This is particularly pronounced in the case of Cout,
where DPR introduces twice the amount of change in ER
networks than in the SF networks. The MCCs show a
rapid initial increase following which they remain more
or less constant or show a very slow increase.
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FIG. 6. (Color Online) MCC values for the different types of
clustering generated in ER networks (right) and SF networks
(left) as a function of rewiring steps. The ER networks are
generated with N = 103 and k¯ = k¯in = k¯out = 3 and the SF
networks are generated with N = 103 and β = 0.8.
We also notice how certain structural side-effects of
the DPR mechanisms manifest themselves, independent
of the network topology. For example, when a network
is rewired to increase Cout, there is noticeable increase
in Cint and Cmid. This can be explained by analyzing
fig.5. When the node i is selected and the links between
its first and second neighbors are rewired, as a conse-
quence of the rewiring, 2 complementary triangles, w.r.t
its first neighbors, are also created. We also notice that
there is almost equal increase in both Cint and Cmid. A
similar effect is observed in the case of Cmid, where Cint
and Cout show an increase. In the case of Cint, there
is an increase in both Cout and Cmid, but unlike in the
former 2 cases, the amount of change in MCC w.r.t the
complementary triangles is not equal. There is greater
increase in Cmid than Cout. Also, this is observed only
in the case of SF networks. However, none of this is ob-
served in the case of Ccyc as the complementary triangles
formed are also cycles.
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FIG. 7. (Color Online) Different MCC values generated in
ER networks (right) and SF networks (left) for multiple pa-
rameter values. ER networks are studied for k¯ = 2, 3, 4, 5 and
SF networks for β = 0.5, 0.66, 0.75, 0.8. The values shown
are obtained after 106 rewiring steps.
From fig.7, we see that in SF networks, different MCCs
show the same qualitative behavior but different quan-
titative behaviors. They get rewired to different values
for the same number of rewiring steps. This requires
further investigation to ascertain if it is a structural limi-
tation. Cout reaches a value of 0.6 for β = 0.8 while Cint
reaches only as high as 0.3 and Cmid and Ccyc go higher
upto 0.4. The behavior of all 4 MCCs is consistent with
increasing values MCCs for gradually increasing values
of β. In the ER network, the final values of MCCs are
not as smoothly varying as in the SF network. Ccyc and
Cmid have values clustered close together for k¯ = 2, 3, 4,
5 while the values for Cint and Cout are more smoothly
distributed. Overall, on comparing the results in both
the network types, we find that all the DPR mechanisms
for clustering are affected to some extent by the network
topology.
IV. DPR METHODS FOR TUNING OF
CORRELATIONS
Degree-correlations measure the tendency of nodes
to connect with other nodes with similar or dissim-
ilar degrees. While it is not completely understood
whether these correlations are the cause or consequence
of other properties/processes, the importance of their ef-
fect on network structure and dynamics cannot be ig-
nored. While correlations can be studied w.r.t any enu-
5merative property (color, race etc.) or scalar property
(age, income etc.) of the nodes, correlations between
node-degrees gain further importance because of the in-
terplay between the two structural properties involved.
In directed networks, since each node has an in-degree
and an out-degree, 4 types of 2-node degree-correlations
can be defined, namely, In-In, In-Out, Out-In and Out-
Out degree correlations. Further in this paper, we will re-
fer to a particular type of correlation as p-q, where p,q ∈
{In,Out} and p and q are associated with the source and
target nodes respectively. The traditional metric used
to quantify degree correlations is the Pearson correlation
coefficient, rpq , as introduced in [17].
But, as was shown in [35][36][37], rpq scales with the
network size N and therefore, in the case of distributions
with heavy tails, it converges to a non-negative number
as N→ ∞. As a result, it does not lend itself well to
capture the dissortativity in large SF networks. For this
reason, in this work, we turn to the Spearmans rank cor-
relation(2), to quantify these dependencies.
ρpq =
12
∑
eR
p
eR
q
e − 3M(M + 1)2
M3 −M (2)
where Rpe and R
q
e are the ranks of source and target
nodes associated with edge e, based on their p and q-
degrees, respectively, and ρpq is referred to as the Spear-
man’s Rho [37]. Both ρpq and r
p
q are bound in the range
[-1,1], with the values being positive when nodes of simi-
lar degrees are connected by an edge and negative when
nodes of dissimilar degrees are connected. The value be-
comes 0 when there is no net bias.
In order to design a mechanism to tune degree correla-
tions, we start with the rewiring rule from [33] and adapt
it to the case of directed edges, where the identities of
the source and target nodes need to be additionally pre-
served. We modify the procedure in [33] in the following
manner.
Given p,q ∈ {in, out}, we randomly choose 2 links,
(a,b) and (c,d). From among the 2 source nodes, a and
c, we select the node with higher p-degree and from the
target nodes, b and d, we select the node with higher
q-degree. If they aren’t identical or already connected
by a link, then the existing links are deleted and new
links are placed between the 2 selected nodes and the 2
remaining nodes. This is done to prevent the appear-
ance of multi-edges and self-edges during the course of
rewiring. Repeated iteration of the rewiring step (fig.8
(top)) generates a network that is assortative in p-q type
of correlations.
To generate a network with dissortative p-q correla-
tions, 2 links (a,b) and (c,d) are randomly chosen. From
among the source nodes, the node with higher p-degree is
selected and from the target nodes, the node with smaller
q-degree is selected. Existing links are deleted and new
links are placed between the 2 selected nodes and the
2 remaining nodes, while simultaneously ensuring that
no multi-edges or self-loops are created. This rewiring
a b
c d
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FIG. 8. Schematic representation of DPR mechanisms for
assortative rewiring (top) and dissortative rewiring (bottom).
step (Fig.8 (bottom)) is iterated over to incrementally
increase the dissortativity in the network.
V. RESULTS FOR TUNING OF
CORRELATIONS
To study the generation of degree-correlations, we gen-
erate 2 ensembles, each containing 100 networks of size N
= 104. The SF networks are generated with β = 0.8 and
the ER networks with k¯ = 5. The relevant assortative
and dissortative rewiring mechanisms are iterated over
on these ensembles and the results, that are ensemble
averages, are shown in fig.9.
In ER networks, all variants of the mechanisms work
perfectly and the networks show only the relevant p-
q correlations (p,q ∈ {in,out}) that correspond to the
respective rewiring mechanism and nothing else (fig.9
(right)). However, the SF networks present a more inter-
esting scenario (fig.9 (left)). Although the p-q correlation
of interest is introduced to the largest extent, other vari-
ants also arise with considerable magnitude. Since the
same mechanisms do not result in a similar behavior in
ER networks, it is evident that this behavior is not the
result of rewiring itself but some other topological prop-
erty. On examining the 2 types of networks for topologi-
cal differences besides the distribution of degrees, we find
them to be identical in all aspects except the case of 1-
node correlation. We find that, in ER networks, there is
no correlation between the in and out degrees of a given
node, while in the case of SF networks, there is a very
strong correlation. This can be traced back as an artifact
of the construction process in [9], where nodes appear-
ing early in the growth process, have higher in and out
degrees. To confirm 1-node correlations as the cause for
the observed behavior, we introduce 1-node in-out corre-
lations in ER networks in a systematic manner. Fig.10
shows the change in behavior of 2-node Out-Out correla-
tion when the 1-node correlation is gradually increased.
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FIG. 9. (Color Online) Results of DPR mechanisms, associ-
ated with the 4 different types of degree-correlations, in ER
networks(right) and SF networks(left). The results for assor-
tative and dissortative rewirings, for each variant of correla-
tion are plotted together for ease of comparison.
Also, for the same number of rewiring steps, the ab-
solute value of ρpq is smaller in the case of assortative
rewiring and higher in the dissortative case. Another im-
portant feature is that, in the case of in-out and out-in
correlations, the results for assortative and dissortative
rewiring show qualitatively similar behavior with the 4
types of correlations showing 3 distinct values. This sym-
metric behavior is not seen in the case of in-in and out-out
correlations, where the correlations taking the interme-
diate values further split up, so that the 4 variants take
4 distinct values. Further, this splitting only occurs in
the case of assortative rewiring and not in the dissorta-
tive case, leading to further questions about 2-node and
1-node structural relationships.
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FIG. 10. (Color Online) Results of rewiring mechanisms for
2-node Out-Out correlations in ER networks as 1-node in-out
correlation is gradually increased to take values of (a)-0, (b)-
0.2, (c)-0.4 and (d)-0.6. The results extend without loss of
generality to other variants of 2-node correlations.
In ER networks, assortative and dissortative rewirings
are studied for k¯ = 2, 3, 4, 5. The behavior is identical in
both cases, with higher link-densities showing slower rate
of change (fig.11 (right)). We also see that for sufficiently
large number of rewiring steps, the absolute values of ρpq ,
corresponding to all k¯, converge to a large value close
to 1. The results are similar in the case of dissortative
rewiring in SF networks, for corresponding values of β
(fig.11 (left)). In assortative rewiring, however, values of
ρpq do not quite converge for increasing values of β. The
7network reaches lower values of ρpq for higher values of β,
for the same number of rewiring steps.
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FIG. 11. (Color Online) Effects of link-density on the per-
formance of rewiring mechanisms for In-In correlations in ER
networks (right) and SF networks (left). Rewiring for In-Out,
Out-In and Out-Out correlations also show similar qualitative
and quantitative behaviors.
VI. CONCLUSIONS
To summarize, we have presented DPR mechanisms
to tune the amount of degree-correlations and cluster-
ing in directed networks with random and SF topolo-
gies. These mechanisms allow us to explore the relevant
properties, independent of the topology, in our attempt
to understand their role in the structural organization
and functioning of the networks. They provide alter-
nate ways to introduce and tune properties, especially
when growth mechanisms fail, due to our lack of knowl-
edge about the processes or mechanisms leading to these
properties. Having mechanisms that can artificially tune
the amount of clustering makes it easier to study the role
of clustering in information dissemination in computer or
social networks and rumor-spreading in online or offline
communities. It also helps in designing and testing effi-
cient mitigation strategies to contain epidemics in con-
tact networks. In this regard, the ability to tune 2-node
degree-correlations also plays an important role. Tun-
ing correlations also helps us to study their effect on the
robustness of networks under attack and during failure.
We find that, for both correlations and clustering, the
density of links in the network does not affect any qualita-
tive change in the working of the mechanisms. The gen-
eral observation is that higher link-densities slow down
the effects of rewiring. We also conclude that the topol-
ogy itself affects the qualitative behavior of the mech-
anisms. There exist structural side-effects that are in-
herent in the definitions of the properties, as a result of
which some properties cannot be manipulated in isola-
tion. Basically, the results emphasize on the structural
relationships present in directed networks, particularly in
SF networks. Finally, although we set out to find mech-
anisms to tune clustering and degree-correlations in di-
rected networks, we find that the same mechanisms dou-
ble up as tools to explore further structural relationships
in the networks.
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