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Abstract
Let S be a set of n points in general position in the plane. Join every
pair of points in S with a straight line segment. Let cr(S) be number
of pairs of these edges that intersect in their interior. Suppose that this
number is known. In this paper we consider the problem of computing
cr(S′), where S′ comes from adding, deleting or moving a point from S.
1 Introduction
A set of points in the plane is in general position if no three of its points are
collinear. Let G be a graph on n vertices. A rectilinear drawing of G is a
drawing of G in the plane, in which its vertices are placed at points in general
position, and its edges are drawn as straight line segments joining these points.
A pair of straight line segments in the plane crosses if their intersection
is a single point different from their endpoints. The number of crossings of a
rectilinear drawing is the number of pairs of its edges that cross. The rectilinear
crossing number of G is the minimum number of crossings over all rectilinear
drawings of G; we denote it by cr(G).
In the case when G is a complete graph, the number of crossings in a rec-
tilinear drawing of G, depends only on the position of its vertices. Let S be a
set of n points in general position in the plane, and let cr(S) be the number of
crossings in a rectilinear drawing of the complete graph Kn with S as its vertex
set. We abuse notation and refer to cr(S) as the number of crossings of S. Note
that
cr(Kn) = min{cr(S) : S is a set of n points in general position in the plane}.
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Since this value only depends on n, for brevity we refer to cr(Kn) as cr(n). The
current best bounds on cr(n) are
0.379972
(
n
4
)
< cr(n) < 0.380473
(
n
4
)
+Θ(n3).
The lower bound was given by A´brego Ferna´ndez-Merchant, Lean˜os and Salazar
[A´FMLS08]; the upper bound was given by Fabila-Monroy and Lo´pez [FL14].
The computation of cr(n) is an active research problem in Combinatorial Ge-
ometry. For a recent survey regarding the rectilinear crossing number of Kn see
[A´FMS13].
A successful approach for upper bounding cr(n) has been to provide con-
structions that take a point set with few crossings and produce a larger point
set also with few crossings. The new set is then fed again to the construction to
produce an even larger set with few crossings. Applying this process iteratively,
arbitrarily large point sets with few crossings can be found. This approach has
been refined over the years [Sin71, BDG03, AAK06, A´FM07, A´CFM+10]. With
the current best such construction being that of A´brego, Cetina, Ferna´ndez-
Merchant, Lean˜os, and Salazar [A´CFM+10].
A salient feature of this approach is that to find a new general upper bound
for cr(n) it is sufficient to find a small point set with sufficiently few crossings.
In [FL14], a simple heuristic was used for this purpose. They improved many
of the best known sets of 27, . . . , 100 points with few crossings1. In particular,
they found a set of 75 points with 450492 crossings. This point set together
with the construction of [A´CFM+10] provide the current best upper bound on
cr(n).
The heuristic used in [FL14] is as follows. Choose a random point p of S, and
a random point q near p. Afterwards, compute cr(S \ {p}∪{q}). If this number
is less or equal to cr(S) then replace p with q in S. The improvements obtained
in [FL14] were done by many iterations of this procedure. Experimentally, it
seems that heuristics of these type work well in practice; recently in [BK15],
Balko and Kyncˇl used simulated annealing to improve the best upper bound on
Kn on a parameter similar to the rectilinear crossing number; this parameter is
called the pseudolinear crossing number.
In the heuristic of [FL14], at most one point of S changes position at each
step. We have observed experimentally that removing or adding a point from
a point set with few crossings tends to produce a point set with few crossings.
Thus, it is sensible to consider the following problem.
Problem 1 Suppose that S′ is obtained from S by either moving, removing or
adding a point. Assuming that cr(S) is known: What is the time complexity of
computing cr(S′)?
Since cr(S) can be computed in O(n2) time, perhaps Problem 1 can be
solved in o(n2) time. Although we are currently unable to solve Problem 1 in
1These point sets were obtained from Oswin Aichholzer’s page
http://www.ist.tugraz.at/aichholzer/research/rp/triangulations/crossing/
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subquadratic time, we are able to prove the following amortized results on this
problem.
Theorem 1 Let S be a set of n points in the general position in the plane; let
C be a set of Θ(n) “candidate” points, such that S ∪ C is in general position
and C ∩ S = ∅. Let p be a point in S. Then the set of values
{cr(S′) : S′ = S \ {p} ∪ {q}, q ∈ C}
can be computed in O(n2) time.
Theorem 2 Let S be a set of n points set in general position in the plane.
Then the set of values
{cr(S \ {p}) : p ∈ S}
can be computed in O(n2) time.
Theorem 3 Let S be a set of n points in the general position in the plane; let
C be a set of Θ(n) “candidate” points, such that S ∪ C is in general position
and C ∩ S = ∅. Then the set of values
{cr(S ∪ {q}) : q ∈ C}
can be computed in O(n2) time.
Note that in each of these theorems the amortized time per point is linear.
We implemented2 the algorithms implied by Theorems 1, 2 and 3. These
implementations are being used in an ongoing project to improve the upper
bound on cr(n) [ADFM+]. This project has improved the current upper bound
on cr(n); we refrain from mentioning its value as it is not part of this pa-
per and has not been made public yet. Our implementations are available at
www.pydcg.org. In Section 2, we provide some preliminary definitions and
Lemmas. In Section 3, we prove Theorems 1, 2 and 3.
2 Preliminaries
In this section we prove some lemmas that are used to prove Theorems 1, 2
and 3. Afterwards, we recall the concept of the λ-matrix of a point set; we also
provide a characterization of the number of crossings of a point set in terms of
its λ-matrix.
We frequently need to know, for every point p ∈ S, the counterclockwise
order around p of the points in S \ {p}. We have the following lemma.
Lemma 4 The set of counterclockwise orders around p of S\{p}, of every point
p ∈ S, can be computed in O(n2) time.
2Our implementations run in O(n2 logn) time.
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Proof. Dualize S to a set of n lines. The corresponding line arrangement can
be constructed in O(n2) time with standard algorithms. The clockwise orders
of S \ {p} around each p ∈ S can then be extracted from this line arrangement
in O(n2) time. 
Let p be a point not in S. For every point q ∈ S, let Sp(q) be the set of
points in S to the left of the directed line from p to q.
Lemma 5 Let p be a point not in S. Suppose that each point r ∈ S has a
weight w(r) assigned to it, and that the counterclockwise order around p of the
points in S is known. Then the set of values

∑
r∈Sp(q)
w(r) : q ∈ S

 .
can be computed in linear time.
Proof. Let q1 be a point in S. Let ℓ be the directed line from p to q1. Rotate
ℓ counterclockwise around p, and let (q1, . . . , qn) be the points of S in the order
as they are encountered by ℓ during this rotation. This order can be computed
from the counterclockwise order of the points in S around p in O(n) time.
Compute
∑
r∈S(q1)
w(r) in O(n) time. Since
∑
r∈S(qi)
w(r) can be computed
from
∑
r∈S(qi−1)
w(r) in constant time, the result follows. 
The λ-Matrix
Let p and q be a pair of points not necessarily in S. Let λS(p, q) be the number
of points of S that lie to the left of the directed line from p to q; in the case that
p = q, we set λS(p, q) := 0. Let p1, p2, · · · , pn be the points in S. The λ-matrix
of S is the matrix whose (i, j)-entry is equal to λS(pi, pj). The following lemma
is well known; it can be proven from Lemma 5 by assigning a weight equal to
one to every point in S.
Lemma 6 The λ-matrix of a set of n points in general position in the plane
can be computed in O(n2) time.

It is known that the λ-matrix of S determines cr(S). This was shown inde-
pendently by Lova´sz, Wagner, Welzl, and Wesztergombi [LL04], and by A´brego
and Ferna´ndez-Merchant [AFm03]. We now provide another characterization of
cr(S) in terms of the λ-matrix of S. For two any finite sets of points P and Q,
define
fS(P,Q) :=
∑
p∈P
∑
q∈Q
(
λS(p, q)
2
)
.
Lemma 7
cr(S) = fS(S, S)−
n(n− 1)(n− 2)(n− 3)
8
.
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Proof. Let p, q, r and s be four different points of S. We call the tuple ((p, q), {r, s})
a pattern. If the points r and s are both to the left of the directed line from p
to q, we say that ((p, q), {r, s}) is a type-A pattern, otherwise we call it a type-
B pattern. We denote by A(S) and B(S) the number of type-A and type-B
patterns in S, respectively.
Let P be a set of four points. If P is in convex position, then P determines
4 type-A patterns and 8 type-B patterns. If P is not in convex position, then
P determines 3 type-A patterns and 9 type-B patterns. Let 2(S) denote the
number of subsets of S of four points in convex position, and let △(S) denote
the number of subsets of S of four points not in convex position. Thus,
A(S) = 42(S) + 3△(S) and
B(S) = 82(S) + 9△(S).
Note that A(S) +B(S) = n(n− 1)(n− 2)(n− 3)/2, cr(S) = 2(S) and
A(S) =
∑
p,q∈S
(
λS(p, q)
2
)
.
Therefore,
cr(S) = A(S)− (A(S) +B(S))/4
= fS(S, S)−
n(n− 1)(n− 2)(n− 3)
8
.

3 Proofs of Theorems 1, 2 and 3
Proof of Theorem 2
For every point p ∈ S, compute the clockwise order of S \ {p} around p; after-
wards, compute the λ-matrix of S. By Lemmas 4 and 6 this can be done in
O(n2) time. Using the λ-matrix of S compute fS(S, S), {fS({p}, S) : p ∈ S}
and {fS(S, {p}) : p ∈ S} in O(n2) time.
Note that by Lemma 7, for every p ∈ S we have that
cr(S \ {p}) = fS\{p}(S \ {p}, S \ {p})−
(n− 1)(n− 2)(n− 3)(n− 4)
8
.
Thus, it is enough to compute {fS\{p}(S \ {p}, S \ {p}) : p ∈ S} in O(n
2) time,
For every p ∈ S, let
∇p := fS\{p}(S \ {p}, S \ {p})− fS(S, S) + fS({p}, S) + fS(S, {p}).
To compute {fS\{p}(S \ {p}, S \ {p}) : p ∈ S} in O(n
2) time, we compute
{∇p : p ∈ S} in O(n2) time. Note that
∇p =
∑
q∈S\{p}
∑
r∈S\{p}
((
λS\{p}(q, r)
2
)
−
(
λS(q, r)
2
))
.
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Let r be a point in S \ {p}. Note that if p is to the right of the directed line
from q to r then (
λS\{p}(q, r)
2
)
−
(
λS(q, r)
2
)
= 0;
and if p is to the left of the directed line from q to r then(
λS\{p}(q, r)
2
)
−
(
λS(q, r)
2
)
= 1− λS(q, r).
Moreover, p is to the left of the directed line from q to r if and only if r is to
the left of the directed line from p to q.
For every point q ∈ S do the following. To every point r ∈ S \ {q} assign
the weight wq(r) := 1− λS(q, r). Thus,
∑
r∈S\{p}
((
λS\{p}(q, r)
2
)
−
(
λS(q, r)
2
))
=
∑
r∈Sp(q)
wq(r).
By Lemma 5, for a fixed q ∈ S, the set of values

∑
r∈Sp(q)
wq(r) : p ∈ S \ {q}


can be computed in linear time. This implies that the set



∑
r∈Sp(q)
wq(r) : p ∈ S \ {q}

 : q ∈ S


can be computed in O(n2) time. Therefore,
{∇p : p ∈ C}
can be computed in O(n2) time; the result follows.
Proof of Theorem 3
Let P := S ∪C. For every point p ∈ P , compute the clockwise order of P \ {p}
around p; by Lemma 4, this can be done in O(n2) time. To every point p ∈ P
assign a weight of w(p) = 1 if p is in S, and a weight of w(p) = 0 if p is in C.
Use Lemma 5 to compute the set of values

∑
r∈Pp(q)
w(r) : p, q ∈ P


in O(n2) time. Note that for every pair of points p, q ∈ P we have that
λS(p, q) =
∑
r∈Pp(q)
w(r).
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Therefore, fS(S, S), {fS({p}, S ∪ {p}) : p ∈ S} and {fS(S ∪ {p}, {p}) : p ∈ S}
can be computed in O(n2) time.
Note that by Lemma 7, for every p ∈ C we have that
cr(S ∪ {p}) = fS∪{p}(S ∪ {p}, S ∪ {p})−
n(n+ 1)(n− 1)(n− 2)
8
.
Thus, it is enough to compute {fS∪{p}(S ∪{p}, S∪{p}) : p ∈ C} in O(n
2) time.
For every p ∈ C, let
∇p := fS∪{p}(S ∪ {p}, S ∪ {p})− fS(S, S)− fS({p}, S)− fS(S, {p}).
To compute {fS∪{p}(S ∪ {p}, S ∪ {p}) : p ∈ C} in O(n
2) time, we compute
{∇p : p ∈ S} in O(n2) time. Note that
∇p = fS∪{p}(S ∪ {p}, S ∪ {p})− fS(S, S)− fS({p}, S)− fS(S, {p})
= fS∪{p}(S ∪ {p}, S ∪ {p})− fS(S, S)− fS∪{p}({p}, S)− fS∪{p}(S, {p})
= fS∪{p}(S, S)− fS(S, S)
=
∑
q∈S
∑
r∈S
((
λS∪{p}(q, r)
2
)
−
(
λS(q, r)
2
))
.
Let r be a point in S. Note that if p is to the right of the directed line from
q to r then (
λS∪{p}(q, r)
2
)
−
(
λS(q, r)
2
)
= 0;
and if p is to the left of the directed line from q to r then(
λS∪{p}(q, r)
2
)
−
(
λS(q, r)
2
)
= λS(q, r).
Moreover, p is to the left of the directed line from q to r if and only if r is to
the left of the directed line from p to q.
For every point q ∈ S do the following. To every point r ∈ S assign the
weight wq(r) := λS(q, r). Thus,
∑
r∈S∪{p}
((
λS∪{p}(q, r)
2
)
−
(
λS(q, r)
2
))
=
∑
r∈Sp(q)
wq(r).
By Lemma 5, for a fixed q, the set of values

∑
r∈Sp(q)
wq(r) : p ∈ C


can be computed in linear time. This implies that the set



∑
r∈Sp(q)
wq(r) : p ∈ C

 : q ∈ S


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can be computed in O(n2) time. Therefore,
{∇p : p ∈ C}
can be computed in O(n2) time; the result follows.
Proof of Theorem 1
For this it is enough to apply Theorem 3 with S \ {p} as the starting set of
points, and C as the set of possible new points.
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