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コレスポンデンス分析における変数選択規準の検討
森 裕一書,杜 暁東川,飯塚誠也***
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Ordinarygoodnessoffitcriteriaincorespondenceanalysisareconsideredasvariable
selectioncriteriaincasecorespondenceanalysiswhichisoneofmultivariatemethods
withoutextemalvariablescan beapplied.Thegoodnessoffitcriteriafocusedhereare
proportionofcum ulativeelgenValues,proportionofcumulativesquared-eigenvaluesand
proportionofcum ulativeof-diagonalfitness･Eachcriterionisappliedtoacoupleofreal
datasetsandevaluatedwithinterpretationoftheselectionprocessandresult(selectedsubset
of variables). Four selection procedures such as backward elimination and
forward-backwardselectionarealsoperformedtocomparewitheachotheraswelaswith
alpossibleselectionprocedure.Theseresultsilustratethatthecriteriacanbeusedas
selectioncriteriatoselectasubsetofvariablesincorrespondenceanalysisandtoassess
categoricalitems(questions)inasurvey(questiorLnaire).
1.はじめに
コレスポンデンス分析 (数量化 ⅠⅠ類)を用
いて分析を行う場合で,調査項目や検査項目を
減らし,データのもつ全体的な様相をなるべく
少ない情報損失で単純化したい,あるいは,無
駄な項目を除去したいという場合を考える｡デ
ータの特徴を測りとれる指標を低次元で作ろ
うという場面も,実施上の観点を考えるならば
項目数は少ない方がよい｡このような場面では,
コレスポンデンス分析における変数選択を考
えることになる｡
コレスポンデンス分析は,外的変量をもたな
い多変量解析手法である｡外的変量とは,たと
えば,回帰分析における目的変数のように,他
の変数から導かれる情報を基に予測あるいは
説明される変数のことである｡これをもたない
多変量手法には,他に主成分分析や因子分析な
どがある｡これらの手法における変数選択では,
回帰分析のように外的変量を規準とした選択
が行えないために,その選択の規準をそれぞれ
の手法に応じて考案していく必要がある｡実際,
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その選択目的に応じて,いくつかの規準が考え
られており,たとえば,主成分分析では,Robert
andEscoufler(1976),Krz2LnOWSki(1987),
TanabandMori(1997),森 他 (1999)などが,
因子分析においては,TanakaandKodake
(1981),飯塚 他 (2002)などが,コレスポン
デンス分析においては,MoriandMaehashi
(1996),XiaandYang (1998),Iizukaetal.
(2002b)などがある｡このように,選択規準は
複数存在し,かつ,多くの場合,それぞれの規
準によって選択結果が異なる (選ばれる変数
群が選択規準で異なる)ということが起こる｡
したがって,実際の選択場面においては,選択
の目的がはっきりしていればその目的に適し
た選択規準で選択を行えばよいし,選択の目的
が明確でない場合は,いくつかの手法を試して
みてその結果を比較･検討するということが必
要になる｡
このような状況下では,次の2つのことが必
要となる｡選択規準の検討･考察と各種の選択
規準が実行できる解析環境の提供である｡前者
は,考えられる目的に対応した選択規準を考案
したり,同時にその手法の安定性などを評価す
ることである｡後者は,既存の汎用統計パッケ
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-ジで変数選択を行 うための関数を作成 した
り,ネットベースのシステムを含む変数選択ソ
フトウェアを開発したりすることである｡すで
に,主成分分析については,既存のものを含む
主たる選択手法の検討がなされ (森 他,1999;
森 他,2000;Morieta1.,2000b;秦,飯塚,2002;
Iiz止aeta1.,2003など),実行環境が整備されて
いる (Mori,1998;Morieta1.,2000a;飯塚 他,
2001)｡因子分析では,飯塚 他 (2002),コレ
スポンデンス分析も森 他 (2004)などで検討
がなされ,各手法の各規規準が変数選択パッケ
ージvASMM (VAriableSelectioninMultivariate
Methods)に実装されている (http://mo161.
socl.ous.ac.jp/vasmm/index.html,
Iizukaeta1.,2002aなど;主成分分析,因子分
柿,コレスポンデンス分析の各変数選択手法は,
それぞれ VASpca,VASfa,VAScorresとして
vASMM に実装されている)｡
本稿では,前者を目的として,コレスポンデ
ンス分析における変数選択について検討する｡
コレスポンデンス分析における変数選択の研
究は,先にあげたように MoriandMaehashi
(1996),XiaandYang (1998),Iizukaetal.
(2002b)などで行われている｡いずれも個体ス
コアの布置に注目し,全変数を用いた個体スコ
アの布置と選択後の変数群による個体スコア
の布置を最も近づけるように変数を選んでい
る｡今回は,これと異なり,コレスポンデンス
分析における一般的な適合度規準 (GOF,
GoodnessofFit)に着目し,これを選択規準と
して用いることを検討する｡ここでは,固有値
の累積寄与率,平方累積寄与率,非対角要素に
よる累積寄与率の3つを取り上げ,その特徴や
選択手順による違いなどを実データに適用し
て考察する｡
2.コレスポンデンス分析における変数
選択
2.1 適合度規準
Yをn個の個体とp個のカテゴリー 変数をも
つデータ行列とするOこのYの第k列のカテ
ゴリーを (0,1)に指標化した行列をGkとし
て,G-(Gl,G2,-･,Gp),B=G'G,D=diag(B)
=dt'ag(G'G)とする.ここで,GD-I/2の特異
値分解GD-1/2=UAV'を考えるOそのランクを
R+1とす ると, Aは特異値 の対角行列
A=diag(Ao,42,･･･,AR),対応する固有ベク ト
ルは,それぞれU-(〟｡,〟1,･.･,〟R),V=(vo,vl,
-,vR)となる｡なお,i,(j=0,1,･.･,R)は大
きさの順に並んでいるとする｡
このとき,GOFとして,次のような固有値
の累積寄与率 (PCE,ProportionorCumulative
Eigenvalues),平方累積寄与率 (pcs,propor-
tionofCumulativeSquared-eigenvalues),非対
角要素による累積寄与率 (pco,proportionof
CumulativeOf-diagonalfitness)を計算するこ
とができる (Greenacre,1994;Adachi,2004)｡
PCE-∑13ノ=
pcs-皇13ノ=l
pco-志 言直 1'2
ただし,rは対象とする次元,PCOについては,
Y2-皇fIlDI./2(B,I-Cjlo,)DL-1′2日2, cj7,はノ=1J=1ノ≠ノ
I
C(o)-iDl/2V｡V｡Dl′2のB,ltこ対応する (j,I)
部分行列,l･lEまユークリッドノルム,ll,1で
ある｡
2.2 適合度規準を利用した変数選択
変数選択では,先の Yを q個の変数をもつ
nxq部分行列Ylと,残りのp-q個の変数をも
つnx(p-q)部分行列Y2に分割することにな
るoYlを選択変数群,Y2を削除変数群とする
と,q個の変数をもつすべての組み合わせの中
で,2.1にあげたGOFの値を最も大きくするよ
うなYlを見つけることが目的となる.ただし,
すべての組み合わせ を調べ る総 当た り法
(AlPossible,Alpossiblecombinations)が最善
の方法であるが,計算コストを低減するために,
一連の変数選択手法の研究では,変数減少法
(Back,Backwardelimination),変数増加法 (For,
Forwardselection),および変数減少法と変数増
加法を 1変数に関して交互に繰 り返していく
変 数 減 増 法 (Back-For,Backward-forward
stepwiseselection)と変数増減法 (For-Back,
Forward-backwardstepwiseselection)の4つの
選択手順を採用している (各手順の詳細は,
Mori,1997,森 他,1999を見よ).今回もこ
の4手順で変数選択を行 うと同時に,4手順そ
れぞれの選択結果の比較,および総当たり法と
の結果の比較を行い,今回検討するGOF規準
の評価と4選択手順の利用可能性を考察する｡
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表 1 授業アンケー ト質問項目 (｢はい｣から ｢いいえ｣までの5肢択一式)
閉居番号 アンケー ト内容
教員の声は十分聞き取れる大きさでしたか｡
教員の話し方は適当な早さでしたか｡
教員の話し方は明瞭でしたか｡
黒板の字や図形や適当な大きさでしたか｡
黒板の字や図形は丁寧に書かれていましたか｡
シラバスに沿って授業がなされました｡
教員は授業時間を守っていましたか｡
教科書やテキス トは適切でしたか｡
教員は私語をしている学生に十分な注意をしていると思いますか｡
授業内容をわかりやすく工夫が感じられましたか｡
授業の進度は適当でしたか｡
教員は学生の理解力を配慮していると思いますか｡
教員は熱心に教えてくれたと思いますか｡
総合的に見て,この授業を履修してよかったですか｡
あなたはこの授業によく出席しましたか｡
あなたはシラバスをよく活用しましたか｡
あなたは時間外にこの授業の学習をしましたか｡
総合的に見て,あなたはこの授業に熱心に放り組みましたか｡
3.数値例
GOFを用いたコレスポンデンス分析におけ
る変数選択を,大学2年生56名に実施した授
業アンケー トのデータと,軽症意識障害 87例
に実施された軽症意識障害検査のデータに適
用する｡それぞれのデータに対して各規準によ
る変数選択を実施し,Ylとして用いる変数の数
qごとの規準値 (PCE,PCS,PCO)と選択され
た変数群の比較を行う｡なお,前者のデータに
対しては,4手順の選択過程の考察と総当たり
法との比較も行う｡
3.1 授業アンケー トデータ
データは,実際に利用されていた授業アンケ
ート (表 1に示した5肢択一の 18間,現在は
利用されていない)を,本研究のために著者の
1人の授業で実施して得られたものである｡こ
のうち,教師に対する評価部分である最初の
14間に対して変数選択を試みる｡
表2は,14変数をr-2とし,変数減少法に
よって選択した過程の要約である｡各qにおい
て選択された変数群 (Yl) から求められる
(選択の規準となった)規準値pcE,PCS,PCO
と削除される変数である (図 1は各規準値の
変化をグラフ化したもの)0
この 3つの規準によって選択された変数群
を見ると,PCE規準とpcs規準の選択結果は,
q-5-7で削除される変数 iv6,V8,V12)の
順番が入れ替わる以外は同じである｡最初に削
除される3変数 (v4,V7,V9)は,削除された
順番は異なるが 3つの規準で同じであること
表2 PCE,PCS,PCOの変化 (授業アンケー トデータの14変数,変数減少法,r-2)
q PCE 削除変数 PCS 削除変数 PCO 削除変数
14 0.24669 0.48825 0.55856
13 0.26026 V7 0.50805 V7 0.58386 V9
12 0.27457 V9 0.53011 V9 0.60969 V7
ll 0.28891 V4 0.54996 V4 0.63615 V4
10 0.30658 V5 0.57033 V5 0.66593 V2
9 0.32338 Vl 0.59103 V1 0.69035 Vl2
8 0.34176 V2 0.61166 V2 0.72477 V5
7 0.36597 V8 0.63206 V6 0.75446 V6
6 0.39678 V6 0.65716 V12 0.79238 VlO
5 0.43976 V12 0.69456 V8 0.84269 V8
4 0_50785 Vll 0.73928 Vll 0.87322 V3
3 0.59016 V3 0.80765 V3 0ー96332 Vl
V13,V14 V13,V14 V13,V14
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図lqによるPCE,PCS,PCOの変化 (授業アンケー トデータの14変数,変数減少法,r-2)
から,これらの質問項目は,教師の評価に対す
る寄与が低いということになる｡さらに,3変
数を削除したq-8のところで見ると,〈Vl)と
iv12)が入れ替わっているが,(v2,V4,V5,V7,
V9)の 5変数が共通で削除されたことがわか
る｡一方,最後まで含まれていた変数は V13
とV14であった｡
次に,真の選択変数群として,総当たり法の
結果を示す｡表 3-5の ｢YllY2｣の列が総当
たり法により選ばれた変数群と削除された変
数群で,｢AlPossible｣の列がそのときの規準
値である｡
同表では,変数減少法,変数増加法,変数減
増法,変数増減法の4手順がその実の選択結果
とどの程度異なるかも示している｡すなわち,
｢Back｣～ ｢For-Back｣の各列に,各手順によ
る規準値と総当たり法による規準値の差を示
した (差のあるセルに網掛けをしてある)｡差
がoであるということは,総当たり法と同じ規
準値を示したということだけでなく,規準値は
Ylから算出されるので,規準値が同じならば,
選ばれた変数群も総当たり法と同じであるこ
とが容易に想像される (なお,PCO規準に関
しては,q-2のときのみ,規準値は一致するが
選択された変数は異なっている)｡これらの表
から,3つの規準とも,変数減増法 (Back-For)
と変数増減法 (FoトBack)では総当たり法と
同じ結果が得られること,変数減少法 (Back)
は,一部総当たり法と異なる変数を選んでいる
こと,変数増加法 (For)については,PCE規
準とPCS規準では違いは少しであるが,pco
規準では異なる部分が多いことがわかる｡これ
らのことから,最も時間を節約するには変数減
少法を用いることができるが,真の変数群に近
い変数群を得るには Stepwise系の変数減増法
か変数増減法を用いればよいことが示唆され
る｡主成分分析における変数選択の数値的検討
でも変数増減法が総当たり法に最も近い結果
が得られることがわかっている (森 他,1999)`
最後に,q-9の場合で,元の変数と選択さ
れた変数によるコレスポンデンス分析の結果
を個体スコアの布置で比較してみる｡図 2(a)
は,全 14変数を用いたときの個体スコアの l
軸と2軸のプロット,図2(b),(C)は,それぞれ
PCE/PCS規準により選択された 9変数 (V2,
V3,V6,V8,VIO,Vll,V12,V13,V14)とpco
規準により選択された9変数 tvl,V3,V5,V6,
V8,V10,Vll,V13,V14)による個体スコアの
プロットである｡(a)-(b),(aト (C)を見ると,
それほど大きな違いは見られず,個体スコアに
関しては,選択された変数でも元の変数と同等
の考察が可能であることがわかる｡なお,(a)
と(b)および(C)との布置の近さを RV係数
(RobertandEscoufier,1976)で評価すると,RV
l(a),(b)]-0.9093,RVl(a),(C)]-0.8611となり,
PCEnCS規準により選ばれた変数による個体
スコアの布置がpCO規準のそれより元の全変
数による布置に近いことがわかる｡qが9以外
の場合でも同様であり,個体スコアの布置に関
しては,PCE/PCS規準の方が良い変数群を選
んでいることがわかる｡
3.2 軽症意識障害データ
データは,表6に示すように25項目からな
る検査で,各間4肢択一または2肢択一である
(佐野 他,1977)｡このうち,佐野 他 (1977)
などの先行研究にしたがって,全体的な構造-
の寄与が少ないとされる21番と22番を除いた
23項目に対して,変数選択を実施する｡以下,
23番以降の変数番号は2を引いて表記 (旧23
-新21,旧24-新22,旧25-新23)する｡
このデータに,簡便法として最も良い結果が
得られる変数増減法を用いて選択を行い,先行
研究との比較を考慮し,q-10の前後の結果を
表7に表した｡
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(C)PCO規準で選ばれた9変数
fVl,V3,V5,V6,V8,V10,Vll,V13,V14)
図2 個体スコアの散布図 (授業アンケー トデータ)
このデータは,すでに,佐野 他 (1977,1979)
TanakaandMori(1997),Iizukaetal.(2003)な
どで数値例として変数選択が行われている｡佐
野 他 (1977,1979)では,データを計量デー
タとして扱い,全25変数の因子負荷量をプロ
ットし,(V4,V5,V6,Vll,V14,V22),(V7,
V8,V9,VIO,V13),iVl,V2,V3,V12,
vl5,V16,V18,V19,V20),〈V21,V23)と,
寄与のない旧21番と旧22番の計5つのクラス
ターのうち,前の3つを主要なクラスターとし
て分析を行っている｡また,同時に検査した｢意
識レベル｣を目的変数として通常の回帰分析に
よる変数選択を行い,‡Vl,V4,V8,V14,
V19,V21)の6変数を選択したり,因子分析
の共通性に基づいて,(V3,V4,V5,V8,VIO,
Vll,V14,V15,V17,V18,V19,V20)の
12変数を選択したりしている｡一方,Tanaka
andMori(1997)とIizukaetal.(2003)でも同
様に計量データとして扱い,拡張主成分分析の
寄与率 (TanakaandMori,1997)を選択規準と
して用いた変数選択を行い,前者では,1つの
選択結果として 13変数 〈vl,V3,V4,V5,
V6,V7,V9,Vll,V12,V16,V17,V19,
V22)を考察し,後者では,最低必要な変数の
数として6を示唆している｡今回の選択は,佐
野 他 (1977,1979)やTanakaandMori(1997)
森 裕一ら/コレスポンデンス分析における変数選択規準の検討
表6 軽症意識障害検査の検査項目
項 El 項 目 項 目 E. i] El_ ≡
1食 事 6見当報 (月日) ll知 能 16表 情 21抑制欠如 (多弁)
2尿失禁 7見当報 (時間) 12命令-の反応 17診察中の態度 22抑制欠如 (発動)
3呼名 .挨拶-の反応 8見当識 (人) 131から20まで数える 18自発動作 23保持傾向
4見当識 (場所) 9自分の病識の程度 14計算力 19自発発語 24生年月日が言える
と同じ変数を選ぶことが目的ではないので,単
純に比較することはできないが,参考として,
pcE規準とPCS規準について,佐野 他 (1977,
1979)による因子負荷量のクラスターと表 7
の結果を照らし合わせてみると,どのqにおい
ても,その主要な3つのクラスターから変数が
選ばれており,さらに,もう1つのクラスター
である (V21,V23)からも選ばれていること
がわかる｡また,佐野 他 (1977,1979)によ
る12変数やTanakaandMori(1997)による13
変数と比較すると,PCE規準とPCS規準では,
5つの変数は異なっているが他は同じである
ことがわかり,先行研究の規準と比較してもそ
れほど大きく変わらないということが参考と
していえる｡
ここで,あらためて表7に注目すると,(V5,
v6,V7,V20,V22)は,どの規準においても
ほとんどのqで選ばれており,寄与が高いこと
がわかるが,q<10では,tvs,V9,Vlliと
(V15,V17,V19)が選ばれるかどうかで,声cE
/pcs規準とpco規準の結果に差が出ている｡
全体としては,授業アンケー トデータと同様に,
PCE規準とPCS規準では選ばれた変数の違い
が少なく,pCO 規準ではそれらとやや異なる
変数が選ばれていることがみてとれる｡
4.おわりに
外的変量をもたない多変量解析手法である
コレスポンデンス分析における変数選択とし
て,3つの適合度規準を選択規準として利用し,
実データに適用して検討を行った｡その結果,
選択結果の解釈や選択過程を考察することが
できた｡これらの規準を選択規準として採用す
るかどうかについては,コレスポンデンス分析
の変数選択において考えられる他の規準との
比較を待たなくてほならないが,規準としての
大きな問題はないといえる｡ただし,今回の手
法は,規準の算出にあたって,基とすべき全p
変数を使った規準値と比較をしているのでは
なく,利用する変数の数qを決めたときに,最
も良いGOFを提供するq変数を求める方法を
とっているOしたがって,全p変数が提供する
結果にいかに近づけるかとか,q+1変数や q
-1変数と逐次的な比較を行うといった選択
表7 選択された変数群 (軽症意識障害検査,変数増減法,㍗-3)
? ?
? ? ? ? ? ? ? ? ? ? ? ?
? ?
14l3】2
? ? ? ? ? ?
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? ?
? ?
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手法ではないので,これ らの観点で比較が行え
る規準の考案も今後は必要になろう｡
一方,今回特に触れなかったが,たとえば,
授業アンケー トデータでは,寄与が高いものと
して V13とV14が最後まで残っているOそれ
らの質問文は ｢教員は熱心に教えてくれたと思
いますか｣と ｢総合的に見て,この授業を履修
してよかったですか｣とい う総合的な評価をう
ながす文面であることから,変数選択手法は,
単に変数を選ぶだけでなく,その選択過程から,
質問が意味のあるものかどうかなどを検討す
る観点を提供するものともいえる｡特にアンケ
ー ト調査などでは,冗長な質問や似た性質をも
った質問などは避けるべきであり,この観点で
の研究も今後進めていきたい｡
コレスポンデンス分析における変数選択に
ついては,各種のデータや選択後の変数での再
調査を行った りすることで,評価を加えていく
とともに,計算環境 としてのVASMM (コレス
ポンデンス分析における変数選択VAsco汀eSに
ついては,http://mo161.socl.ous.ac.
〕p/vascorres/index.html)- の規 準 の
実装も考えていく予定である｡
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