Introduction
1.1. History of the objects. The purpose of these notes is an elementary introduction 2,3 to Stein-Sahi complementary series and unipotent representation.
All these objects are elementary in a certain sense, however they appeared in the representation theory relatively late. Theory of infinite dimensional representations of semi-simple groups was initiated by pioneer works of I. M. Gelfand and M. A. Naimark (1946) (1947) (1948) (1949) (1950) , V. Bargmann [2] (1947), and K. O. Friedrichs [11] (1951-1953) . The book [13] of I. M. Gelfand and M. A. Naimark (1950) contained a well-developed theory for the complex classical groups GL(n, C), SO(n, C), Sp(2n, C) (the parabolic induction, complementary series, spherical functions, characters, Plancherel theorems). However, this classical book 4 contained various statements and asseverations that were not actually proved. In modern terminology, some of chapters were 'mathematical physics'. The most of these statements were really proved by [1958] [1959] [1960] [1961] [1962] in works of different authors (Harish-Chandra, F. A. Berezin, etc.) .
In particular, I. M. Gelfand and M. A. Naimark (1950) claimed that they classified all the unitary representations of GL(n, C), SO(n, C), Sp(2n, C). E. Stein [45] compared Gelfand-Naimark constructions of complementary series for groups SL(4, C) ≃ SO(6, C) and observed that they are not equivalent. In 1967 E. Stein constructed 'new' unitary representations of SL(2n, C).
For a long time the Stein representations were regarded rather as an important contrary example than as an important object. D. Vogan [47] in 1986 extended Stein's construction to the groups GL(2n) over real numbers R and quaternions H (this was necessary for the classification of unitary representations of GL(k, R) and GL(k, H)).
The Stein representations were a topic of interest of S. Sahi in 1990s, see [39] . [40] , [41] , S. Sahi-E. Stein [43] , A. Dvorsky-S. Sahi [7] - [8] . In particular, Sahi extended the construction to other series of classical groups, precisely to the groups O(2n, 2n), U(n, n), Sp(n, n), Sp(2n, R), SO * (4n), Sp(4n, C), and O(2n, C).
1.2. Stein-Sahi representations for U(n, n). Now we describe the object discussed in this paper.
Denote by U(n) the group of unitary n × n-matrices. Consider the pseudounitary group U(n, n) We realize it as the group of (n + n) × (n + determines an action of the group U(n, n) on the space U(n).
b) The Jacobian of the transformation z → z [g] on U(n) is given by
Now let σ, τ be fixed complex numbers. We define the following linear operators in the space C ∞ (U(n)),
−n−τ (a + zc) det −n−σ (a + zc).
(1.
2)
It can be readily checked that these operators determine a linear representation of the universal covering group U(n, n) ∼ . Also, ρ σ+1|τ −1 ≃ ρ σ|τ on SU(n, n) ∼ .
Observation 1.2 If
Re σ + Re τ = −n, then the representation ρ σ|τ is unitary in L 2 (U(n)).
This easily follows from the formula for Jacobian. Now let σ, τ be real. We define the Hermitian form on C ∞ (U(n)) by the formula
The operators ρ σ|τ preserve the Hermitian form ·, · σ|τ .
Theorem 1.4
For σ, τ ∈ Z, the Hermitian form ·, · σ|τ is positive iff fractional parts of numbers −σ − n and τ are equal.
In fact, the domain of positivity is the square −1 < τ < 0, −n < σ < −n + 1 and its shifts by vectors (−j, j), j ∈ Z, see Figure 6 . In particular, under these conditions, the representations ρ σ|τ are unitary.
For some values of (σ, τ ) the form ·, · σ|τ is positive semi-definite. There are two the most important cases.
1. For τ = 0, we obtain so-called highest weight representations or holomorphic representations. Thus, the Stein-Sahi representations are nearest relatives of holomorphic representations.
2. For τ = 0, σ = 0, −1, −2, . . . , −n we obtain some exotic 'small' representations of U(n, n).
1.3. Structure of paper. We discuss only groups U(n, n). In Section 2 we consider the case n = 1 and present the Pukanszky classification [36] of unitary representations of the universal covering group of SL(2, R) ≃ SU (1, 1) ).
In Section 3 we define the Stein-Sahi kernels on U(n) and expand them in characters. In Section 4 we consider the corresponding unitary representations, in Section 5 we explain how to degenerate them to holomorphic representations. In Section 6 we present constructions of the Sahi 'unipotent' representations.
In Section 7 we discuss some open problems of harmonic analysis.
1.4. Notation. Let a, u, v ∈ C. We denote
If u − v ∈ Z, then this expression is well defined for all a = 0. However, this expression is well defined in many other cases, for instance if |1 − a| < 1 and u, v are arbitrary.
The Pochhammer symbol is given by
The universal covering group of SU(1, 1) and Bargmann-Pukanszky classification
In this section we consider the group SU(1, 1). This case is:
1) a toy example; 2) a well-representative example for the Stein-Sahi representations of U(n, n);
3) the most important example.
2.1. The group SU(1, 1). By S 1 we denote the unit circle |z|1 in the complex plane C. We parameterize it as z = e iϕ . By C ∞ (S 1 ) we denote the space of smooth functions on S 1 . Recall, that
Consider the group SU(1, 1) ≃ SL(2, R) consisting of all complex 2 × 2-matrices having the form
This group acts on the disc |z| < 1 and on the circle |z| = 1 by the Möbius transformations z → (a + bz) −1 (b + az).
Universal covering group SU(1, 1)
∼ of SU (1, 1) . Recall that the fundamental group of SU(2) ≃ SL(2, R) is Z. A loop generating the fundamental group is
An example of a many-valued continuous function on SU(1, 1) is
This function is single-valued on the group SU(1, 1) ∼ ,
An another example of a multi-valued function is
2.3. Principal series of representations of SU(1, 1). Fix p, q ∈ C. Define operators T p|q (g) in the space C ∞ (S 1 ) by the formula
here we use the notation (1.4) for complex powers. We must explain the meaning of complex powers in this formula. First, we transform
Since |z| = 1 and |a| > |b|, the last two factors are well defined. Next, we write
The right hand side is a many-valued continuous function on SU(1, 1). Therefore, it is a well defined function on SU(1, 1) ∼ . Its value at R(2πi) is e 2πi(−p+q) .
Thus, T p|q is a well defined operator-valued function on SU(1, 1) ∼ . It can be readily checked that
One can verify this identity for g 1 , g 2 near unit and refer to the analytic continuation. Thus we get a representation of the group SU(1, 1) ∼ . The representations T p|q (g) are called representations of the principal (nonunitary) series.
Remark. a) A representation T p|q is a single-valued representation of SU(1, 1) iff p − q is integer.
2.4. Shift of parameters.
The intertwining operator is
A verification is reduced to the identity
2.5. Duality. Consider the bilinear map
Observation 2.2 Representations T p|q and T 1−p|1−q are dual with respect to Π, i.e.,
Proof. After a simple cancelations we get the following expression in the left hand side of (2.4)
Keeping in the mind z = z −1 , we transform
Now the integral comes to the desired form
We also define a sesquilinear duality
Observation 2.3 Representations T p|q and T 1−q|1−p are dual with respect to Π * .
Proof is same. 2.6. Intertwining operators. Consider the integral operator I p|q in C ∞ (S 1 ) given by
We define the integral in (2.6) as
In this way, we can define complex powers, because the expression (1 − zu)
is well defined for |zu| < 1. We also can write
This expression determines powers and we can avoid a limit pass in the definition. The integral (2.6) is well defined if Re p > 0, Re q > 0.
Theorem 2.4
The map (p|q) → I p|q is a holomorphic operator function on C 2 .
Proof. The statement follows from general facts about distributions, see, for instance, I. .M. Gelfand, G. E. Shilov [14] . However, we prefer another proof.
Proof of Lemma 2.5. We open brackets in (2.7). For instance, the coef-
We evaluate the sum with the Gauss summation formula for 2 F 1 (1), see [18] , (2.1.14).
Proof of Lemma 2.4. Denote by
the Fourier coefficients in (2.8). Evidently, c n admits holomorphic continuation to the whole plane 5 C 2 . By [18] , (1.18.4),
Then I p|q : z n → c −n z n and I p|q : a n z n → a n c −n z n .
Obviously, this map takes smooth functions to smooth functions.
Theorem 2.6
The operator I p|q intertwines T p|q and T 1−q|1−p , i.e.,
Corollary 2.7 If p / ∈ Z, q / ∈ Z, then the representations T p|q and T 1−q|1−p are equivalent.
Proof of the corollary. In this case all c n = 0. Proof of the theorem. A calculation is straightforward, Next, we observe
and come to
Now we change a variable again
and come to the desired expression
2.7. Unitary principal series.
Proof is straightforward, also this follows from Observation 2.3. 2.8. Complementary series. Now let
Consider the Hermitian form on C ∞ (S 1 ) given by
Theorem 2.9 Under the condition 0 < p < 1, 0 < q < 1 the inner product (2.12) is positive definite.
Proof. Indeed, all the coefficients
Theorem 2.10 Let 0 < p < 1, 0 < q < 1. Then the representation T p|q is unitary with respect to the inner product ·, · p|q , i.e.,
Proof. This follows from Theorem 2.6. and Observation 2.3. Indeed,
Keeping in mind our future purposes, we propose an another (homotopic) proof. Let us substitute
to the integral in (2.12). Applying
2.9. Sobolev spaces. Denote by H p|q the completion of C ∞ (S 1 ) with respect to the inner product of complementary series.
First, we observe that the principal series and the complementary series have an intersection, see (2.10), (2.11), namely the interval
In this case the inner product (2.13) is the L 2 -inner product, i.e., H p|1−p ≃ L 2 (S 1 ). Fig.1 ). The symmetry with respect to the diagonal takes a representation to an equivalent representation.
Next consider an arbitrary (p, q). By (2.9), the space H p|q consists of Fourier series a n z n such that
Thus, H p,q is the Sobolev space
2.10. Action of the Lie algebra. Irreducibility of the principal series. Generators of the Lie algebra sl(2) act in C ∞ (S 1 ) by the following formulae
l z n are nonzero. They span the whole space
It is easy to describe structure of subrepresentations of T p|q , see Fig. 3 .
Holomorphic (highest weight) representations.
Assume q = 0,
Since |a| > |b|, the factor (a + bz) −p is holomorphic in the disk |z| < 1. Therefore the space of holomorphic functions in disk is SU(1, 1)
∼ -invariant (this corresponds to 'highest weight subrepresentation' on 
b) For p > 1 the invariant inner product is given by
where dλ(z) is the Lebesgue measure in the disk.
c) For p = 1 the invariant inner product is
We denote this Hilbert space of holomorphic functions by H + p . Proof. The invariance of inner products in b), c) can be easily verified by direct calculations.
To prove a), we note that weight vectors z n must be pairwise orthogonal. The generators of the Lie algebra must satisfy
This implies a).
The theorem does not give an explicit integral formula for inner product in H + p if 0 < p < 1. However there is an another way of description of inner products in spaces of holomorphic functions, namely reproducing kernels. Theorem 2.13 For each p > 0, for each f ∈ H + p , and for each u in the disk
Proof. Indeed,
In fact, the identity (2.14 is an all-sufficient definition of the inner product. We will not discuss this (see [9] , [30] ), and prefer an another way.
Another description of holomorphic representations.
Consider the representation T −1|−1−p of the principal series,
Consider the corresponding inner product in C ∞ (S 1 ),
(we write another pre-integral factor in comparison with (2.12)). This integral is divergent for p > 1. However, we can also define the inner product by
and this definition is valid for all p > 0.
We denote by L ⊂ C ∞ (S 1 ) the subspace consisting of series n<0 a n z n . This subspace is SU(1, 1)-invariant and our form is nondegenerate and positive definite on the quotient space
Remark. We also can define the integral in (2.15) as
Then the prelimit integral is a proper integral and the limit exists. But this fact requires some proof.
Next, we consider the intertwining operator
as above (but we change a normalization of the integral),
This operator is a unitary operator
2.13. Lowest weight representations. Now let p = 0, q > 0. Then operators T 0|q preserve the subspace consisting of 'antiholomorphic' functions n 0 a n z n . Denote by T − q the corresponding representation in the space of antiholomorphic functions. These representations are unitary.
We omit further discussion because these representations are twins of highest weight representations. References. Classification of unitary representations of SL(2, R) ≃ SU(1, 1) was obtained by V. Bargmann [2] . Classification was extended to the universal covering group by L. Pukanszky [36] , see also P. Sally [44] .
2.15. The case p = 1, q = 0.
6 In this case,
Let us discuss behavior of the canonical inner product near this point,
Remark. Our normalization differs from (2.12), the absent factor 1/Γ(p + q − 1) changes a sign at the line p + q = 1, therefore our inner product is positive for p + q > 1 and negative for p + q < 1.
We are going to discuss a limit of this expression as p → 1, q → 0. The Fourier coefficients of the kernel are
Note that 1. c n (p, q) has a pole at the line p + q = 1. 2. For n 0, a function c n (p, q) has a zero at the line q = 0. 3. For n < 0, a function c n (p, q) has a zero at the line p = 0. Thus our point (p, q) = (1, 0) is on the intersection of a pole and of a zero. Let us substitute p = 1 + εs q = εt, where s + t = 0 and pass to the limit as ε → 0. Recall that
We get
In particular, for s = 0 we get T + 1 -inner product, and for t = 0 we get T − 1 -inner product. Generally,
Therefore we get an one-parametric family of invariant inner products for T 1|0 . However, all of them are linear combinations of two basis inner products mentioned above (t = 0 and s = 0).
Remark. The inner product ·, · 1+εs|εt is positive if
In this case, the limit is also positive.
Stein-Sahi kernels on the unitary group
We denote the Haar measure on U(n) by µ. We assume that the measure of the whole group is 1.
3.1. Definition of kernel. Let z be an n × n matrix with norm < 1. For σ ∈ C, we define the function det(1 − z) σ by
We also define this function for z satisfying z = 1, det(1 − z) = 0 being
The expression det(1 − z) σ is continuous on the domain z 1 except the surface det(1 − z) = 0.
We denote by det(1 − z) {σ|τ } the function
We define the function ℓ σ|τ (g) on the unitary group U(n) by
Obviously,
Lemma 3.1 Let e iψ1 , . . . , e iψn be the eigenvalues of g ∈ U(n); we assume 0 ψ k < 2π. Then
Proof. It is sufficient to verify this statement for diagonal matrices; equivalently we must check the identity
We have
Further, in the equality
the both sides are real-analytic on (0, 2π) and the substitution ψ = π gives 1 in the both sides.
We also define the kernel
Obviously, this kernel is invariant with respect to left and right shifts on U(n), i.e.,
for g, h, r 1 , r 2 ∈ U(n). 3.2. Characters, see Weyl's book [48] . The set of finite dimensional representations of U(n) is parameterized by collections of integers (signatures)
The
where e iψ k are the eigenvalues of g. Recall that the denominator admits the decomposition det
In particular the characters and our kernel ℓ σ|τ are central functions.
For a central function F on U(n), the following Weyl integration formula holds
where diag(·) is a diagonal matrix with given entries. A central function F ∈ L 2 (U(n)) admits an expansion in characters,
where the summation is given over all the signatures m and the coefficients c m are L 2 -inner products
Note that χ m = χ m * , where
Applying formula (3.8), explicit expression (3.5) for characters, and formula (3.6) for the denominator, we obtain
Let F (g) be multiplicative with respect to eigenvalues,
3)). Then we can apply the following evident Lemma (see, for instance, [27] ).
Lemma 3.2 Let X be a set,
.
Lobachevsky beta-integrals.
For instance, Lemma 3.2 can be applied to functions ℓ σ|τ . For this purpose, we need for the following integral, see [15] , 3.631,1, 3.631,8,
It is equivalent to identity (2.8).
In a certain sense, our integral evaluated in the next subsection is a multivariate analog of the Lobachevsky integral. See also a modified Kadell integral in [28] .
3.5. Expansion of the function ℓ σ|τ in characters.
Proof is contained in Subsection 3.7. For the calculation we need for Lemma 3.5 proved in the next subsection.
3.6. A determinant identity. Let A = {a kl } be a square n × n matrix, k, l = 1, 2, . . . , n, We denote its determinant by det k,l {a kl }.
Recall that the Cauchy determinant (see, for instance, [21] ) is given by
14)
The following variant of the Cauchy determinant, is also well known.
. . .
Proof. Let ∆ be the Cauchy determinant (3.14). Then
. . . . . . . . .
We consider lim y1→∞ y 1 ∆ and substitute y α+1 = b α .
The following determinant is a rephrasing of Krattenthaller, [21] , Lemma 3.
Proof. Decomposing a matrix element into the sum of partial fractions, we obtain
We observe that the (α + 1)-th row is a linear combination of the rows
. . . 
Thus our determinant is
. . . . . .
and we refer to Lemma 3.4.
Proof of Theorem 3.3.
We must evaluate the inner product
Applying (3.9), we obtain
By Lemma 3.2, we reduce this integral to
We apply (3.11) and get
Applying standard formulae for Γ-function, we obtain
The factors outside the box do not depend on on k. Thus, we must evaluate the determinant
Up to a permutation of rows, it is a determinant of the form described in Lemma 3.5 with
After a simple rearrangement of the factors, we obtain the required result 3.8. Characters of compact groups. Preliminaries. First, recall some standard facts on characters of compact groups, for details see, for instance, [20] , 9.2, 11.1.
Let K be a compact Lie group equipped with the Haar measure µ, we assume that the measure of the whole group is 1. Let π 1 , π 2 , . . . be the complete collection of pairwise distinct irreducible representations of K. Let χ 1 , χ 2 , . . . be their characters. Recall the orthogonality relations,
and
where * denotes the convolution on the group,
We consider the action of the group K × K on K by the left and right shifts
is a multiplicity free direct sum of irreducible representations having the form π k ⊗ π * k , where π * k is the dual representation,
We denote V k be the space of representation
The summands of this sum correspond to the decomposition (3.19). The projector to a subspace π k ⊗ π * k of k-th elementary harmonics is the convolution with the corresponding character,
Next, we apply the second order invariant Laplace operator on U(n).
3.9. Hermitian forms defined by kernels. For a central distribution Ξ on K, consider the following Hermitian form on C ∞ (K)
Consider the expansion of Ξ in characters
Lemma 3.7
Proof. The Hermitian form is K × K-invariant. Therefore the subspaces V k ≃ π k ⊗ π k must be pairwise orthogonal. Since π k ⊗ π * k is an irreducible representation of K × K, it admit a unique up to a factor K × K-invariant Hermitian form. Therefore it is sufficient to find pre-integral factors in (3.21) .
Thus, can assume u = v = χ k . We evaluate
using (3.17) and (3.18).
3.10. Positivity. Let Re(σ + τ ) < 1. Consider the sesquilinear form on C ∞ (U(n)) given by
where the kernel L σ|τ is the same as above.
Observation 3.8 For fixed f 1 , f 2 ∈ C ∞ (U(n)), this expression admits a meromorphic continuation in σ, τ to the whole C 2 .
Proof. Expanding f 1 , f 2 in elementary harmonics
we get (see Lemma 3.7)
where the meromorphic expressions for c m were obtained in Theorem 3.3. The coefficients c m have polynomial growth in m. On another hand, f m j rapidly decrease, see Observation 3.6. Therefore, the series converges.
If σ, τ ∈ R, then our kernel L σ|τ is Hermitian, i.e., L σ|τ (h, g) = L σ|τ (g, h), or equivalently
Theorem 3.9 For σ, τ ∈ R \ Z, the inner product (3.22) is positive definite (up to a sign), iff fractional parts of −σ − n and τ are equal.
The domain of positivity is the union of the dotted squares on Figure 6 . For σ, τ satisfying this Theorem, denote by H σ|τ the completion of C ∞ (U(n)) with respect to our inner product.
Complementary series for U(n, n).
Here we define an action of U(n, n) in the Hilbert space H σ|τ .
4.1. Action of U(n, n) on the space U(n). Consider the linear space C n ⊕ C n equipped with the indefinite Hermitian form
where ·, · is the standard inner product in C n . Denote by U(n, n) the group of linear operators in C n ⊕ C n preserving the form {·, ·}. We write elements of this group as block (n + n) × (n + n) matrices g := a b c d . By definition, these matrices satisfy the condition
Lemma 4.1 The following formula
determines an action of the group U(n, n) on the space U(n).
Proof. For h ∈ U(n), consider its graph graph(h) in C n ⊕ C n . It is an n-dimensional linear subspace, consisting of all vectors v ⊕ vh, where a vectorrow v ranges in C n . Since h ∈ U(n), the subspace graph(h) is isotropic 7 with respect to our Hermitian form {·, ·}. Conversely, any n-dimensional isotropic subspace in C n ⊕ C n is a graph of a unitary operator h ∈ U(n). Thus we have one-to-one correspondence between the group U(n) and the Grassmannian of n-dimensional isotropic subspaces in C n ⊕ C n . The group U(n, n) acts on the Grassmannian in an obvious way. Therefore U(n, n) acts on the space U(n). An explicit formula (4.2) for the latter action can be easily written. 6. The symmetry with respect to the point (−n/2, −n/2) (black circle) gives a dual representation (for odd n this point is a center of a dotted square; for even n this point is a common vertex of two dotted squares). 7. For σ + τ = n (the skew diagonal line) our Hermitian form is the standard L 2 -product. The representations ρ σ|τ in this case are in the unitary principal series. 8. Linear (non-projective) representations of U(n, n) correspond to the family of parallel lines σ − τ ∈ Z. 
Lemma 4.2 For the Haar measure
µ(h) on U(n), we have µ h [g] = | det −2n (a + hc)| · µ(h).
Proof. Consider the map u → u
[g] defined on the space of all n×n-matrices. Its differential can be easily evaluated,
see, for instance, [25] , Lemma 1.1. By (4.4), the complex Jacobian of the map
Hence the real Jacobian on the space of all matrices is |J(g, u)| 2 , and the Jacobian of the map U(n) → U(n) is |J(g, u)|. It can easily be checked (see [25] 
By (4.1), | det g| = 1, and this completes proof.
Universal covering of U(n, n).
Denote by U(n, n) ∼ the universal covering of the group U(n, n).
The fundamental group of U(n, n) is Z ⊕ Z. 8 Denote
∈ U(n, n).
These R(ϕ), Q(ϕ) are generators of the fundamental group of U(n, n). Some examples of many-valued continuous functions on U(n, n) are
They are continuous single-valued functions on U(n, n) ∼ ,
Unitary representations of U(n, n).
Let U(n, n) acts in the space of C ∞ -functions on U(n) by the operators
Let us explain the meaning of the complex power in this formula. We have
The defining equation (4.1) implies ca −1 < 1. Hence, for all matrices h satisfying h 1, complex powers of 1 + hca −1 are well defined. Next,
It is a well-defined function on U(n, n) ∼ . We assume
The operators ρ σ|τ (g) preserve the form ·, · σ|τ .
Lemma 4.4
The kernel L σ|τ satisfies the identity
Proof of the lemma. This follows from the identity
Proof of the theorem. First, let Re(σ + τ ) < 1. Substitute
2 to the integral
By the lemma, we obtain
Thus, our operators preserve the form ·, · σ|τ . For general σ, τ ∈ C, we consider the analytic continuation.
Corollary 4.5 For σ, τ satisfying the positivity conditions of Theorem 3.9, the representation ρ σ|τ is unitary in the Hilbert space H σ|τ .
Some remarks.
a) The representations ρ σ|τ are very degenerate in the following sense. For any irreducible unitary representation of a semisimple group G, its restriction to the maximal compact subgroup K has a spectrum with finite multiplicities; usually these multiplicities are not bounded.
In our case, i.e., G = U(n, n), K = U(n) × U(n), the restriction of ρ σ|τ to K is 9 the multiplicity free sum of ρ m ⊗ ρ * m
Thus, only few representations of K = U(n) × U(n) are present in the spectrum.
b) Shifts of parameters. For integer k,
The intertwining operator is the multiplication by the determinant
This operator also defines an isometry of forms L σ+k|τ −k and L σ|τ . c) Symmetry. Representations ρ −n/2−p,−n/2−q and ρ −n/2+p,−n/2+q are dual. The invariant pairing is given by the formula
For verification of this statement, we substitute h → h [g] and apply the formula for the Jacobian.
d) Another symmetry. The representation ρ τ |σ is complex conjugate to ρ σ|τ . e) Normalize our form in an another way,
and substitute σ = −n − τ . Then (see (3.12) we get
thus our inner product comes to L 2 (U(n))-product. Our representation ρ σ|τ becomes a representation of the principal series, see Observation 1.2. f) Theorem 3.9 exhaust cases when the form ·, · σ|τ is positive definite on C ∞ (U(n)). However there are cases of positive semi-definiteness. They are discussed in next two sections. g) An identity for formal series. We have
Introduce new variables x p = e iϕp . We can rewrite Theorem 3.3 as the following identity for formal series
9 modulo a correction by a one-dimensional character of K σ 0 n-1 Figure 7 : Conditions of positivity of holomorphic representations ξ σ (the 'Berezin-Wallach set').
Hilbert spaces of holomorphic functions
Put τ = 0. In this case our construction produces holomorphic representations 10 of U(n, n). Holomorphic representations were discovered by Harish-Chandra (holomorphic discrete series, [17] ) and Berezin (analytic continuations of holomorphic discrete series, [3] ). They are discussed in numerous texts (for an exposition and further references, see, for instance, [9] , [30] ), our aim is only to establish a link.
5.1. A substitution τ = 0. Now we have the action
The Hermitian form is
Theorem 5.1 The form f 1 , f 2 σ|0 is positive semi-definite iff σ is contained un the set σ = 0, −1, . . . , −(n − 1), or σ < −(n − 1).
Under this condition we obtain the structure of a pre-Hilbert space in C ∞ (U(n)). We denote by H σ the corresponding Hilbert space. The next part of the theorem is a description of the set Ω σ of U(n)-harmonics that are present in H σ . Proofs. Let us substitute τ = 0 to (3.13), If σ / ∈ Z, then all the nonzero coefficients c m are positive, see (3.12). For integer σ, the expression (5.1) has an uncertainty. First, let σ n, i.e, σ = −n − θ + ε. Then our uncertainty is
The fraction has a pole of order n in the numerator and a pole of order n in the denominator. Therefore the limit as ε → 0 of the ratio is finite and nonzero. Since the whole expression c m (α) is positive, the limit also is positive. Therefore the representation is unitary. Next, let σ > −n. Put σ = −n + α + ε.
In this case we get the uncertainty
The pole of the numerator has order n − α. However order of a pole in the denominator ranges between n − α and n according to m. If the last order > n − α, then the ratio is zero. The only possibility to get order of a pole = n − α is to put
Thus the coefficients c m are nonzero only for signatures satisfying (5.2); they are positive.
Intertwining operator.
Denote by B n the space of complex n × nmatrices with norm < 1, here 'norm' is the norm of an operator in the Euclidean space C n . Consider the integral operator
It intertwines ρ σ|0 with the representation ρ −n|−n−σ , denote the last represen-
The I σ image H • σ of the space H σ consists of functions holomorphic in B n . The structure of a Hilbert space in the space of holomorphic functions is determined by the reproducing kernel
Concluding remarks (without proofs).
a) For σ < −(2n − 1) the inner product in H
• σ can be written as an integral 6 Unipotent representations.
Here we propose models for 'unipotent representations' of Sahi [42] and DvorskySahi, [7] - [8] . Denote by V m be the U(n) × U(n)-submodule in C ∞ (U(n)) corresponding a signature m, see Subsection 3.8.
Theorem 6.1 The subspace
The representation of U(n, n) in each V j is unitary.
We formulate the result for α = 0 separately.
is a direct sum of n + 1 unitary representations W j , where 0 j n. We have V m ⊂ W j if the number of negative labels m k is j.
In particular, we get a canonical decomposition of L 2 (U(n)) into a direct sum of (n + 1) subspaces.
Proof is given in the next subsection. 6.2. Blow-up construction. 11 The distribution ℓ σ|τ depends meromorphically in the two complex variables σ, τ . Its poles and zeros are located at σ ∈ Z and in τ ∈ Z. Hence values of this distributions at points (σ, τ ) ∈ Z 2 generally are not uniquely defined. Passing to this point from different directions, we can obtain different limits 12 . Thus, put
Substituting this to (3.13), we get
Theorem 6.3 a) Let s = −t. Then there exist a limit distribution
i.e., we have a removable singularity at ε = 0 on the line
b) Denote by c m (s : t) the Fourier coefficients of ℓ s:t . If m is in the 'tail', i.e., m / ∈ ∪Z j , then c m (s : t) = 0. c) Moreover, ℓ s:t admits a decomposition
where L j is of the form
For each j all the coefficients a j m in (6.5) are either positive or negative. Proof. Let us look to (6.3) . For the numerator we have the asymptotic
Next, examine factors of the denominator,
where C 1 , C 2 , C 3 do not depend on s, t. Therefore, the denominator k has a pole of order number of m j outside the segment [0, α − 1]
The minimal possible order of a pole of the denominator is n − α. In this case, c m has a finite nonzero limit, and
If an order of pole in the denominator is 0, then c m tends to 0. It remains to watch the positivity of c m (s : t). Formally, also it is necessary to watch the growth of c m (s : t) as m → ∞ and the growth of ∂ ∂ε c m (−n + α + εs, εt)
to be sure that we have a limit in the sense of distributions. We omit this. There are many ways to express L j in the terms of ℓ s:t . One of variants is given in the following obvious proposition.
Proposition 6.4
The distribution L j is given by the formula
6.3. The family of invariant Hermitian forms. Thus, for (σ, τ ) = (−n + α, 0) we have the following families of ρ −n+α|0 -invariant Hermitian forms
They are related as
A form L j is zero on
and determines the inner product on W j ≃ C ∞ (U(n))/Y j .
7 Some problems of harmonic analysis 7.1. Problem: to decompose tensor products ρ σ|τ ⊗ ρ σ ′ |τ ′ . We propose several informal arguments for reasonableness of this problem. a) For n = 1 it is precisely the problem of decomposition of tensor products of unitary representations of SL(2, R) ∼ ≃ SU(1, 1) ∼ , see [35] , [22] , [38] , [16] , [31] . b) Decomposition of tensor products ρ σ,0 ⊗ ρ σ ′ ,0 is a well-known combinatorial problem, see [19] . c) Tensor products ρ σ,0 ⊗ ρ 0|τ ′ are Berezin representations, see [4] , [46] , [26] . d) All the problems a)-c) have interesting links with theory of special functions.
e) There is an (obvious 13 ) canonical isomorphism ρ −n/2|−n/2 ⊗ ρ −n/2|−n/2 ≃ L 2 U(n, n)/GL(n, C) .
Thus, we again obtain a classical problem, i.e., the problem of decomposition of L 2 on a pseudo-Riemannian symmetric space G/H, see [10] , [34] . 14 General 13 Indeed, U(n) ≃ U(n, n)/P , where P is a maximal parabolic subgroup in U(n, n). The group U(n, n) has an open orbit on U(n, n)/P × U(n, n)/P , stabilizer of a point is ≃ GL(n, C).
14 In a certain sense, the Plancherel formula for L 2 (G/H) was obtained in [1] , [5] . However no Plancherel measure, nor spectra are known. The corresponding problems remain open.
tensor products ρ σ|τ ⊗ ρ σ ′ |τ ′ can be regarded as a deformation of the space L 2 U(n, n)/GL(n, C) .
Restriction problems.
1.Consider the group G * := U(n, n) and its subgroup G := O(n, n). The group G has an open dense orbit on the space U(n), namely G/H := O(n, n)/O(n, C).
Restriction of the representation ρ −n/2|−n/2 to G is equivalent to the representatiom of G in L 2 (G/H). Restrictions of other ρ σ|τ can be regarded as deformations of L 2 (G/H).
The same argument allow to obtain deformations of L 2 on some other pseudo-Riemannian symmetric spaces. Namely, we have the following variants 2. G * = U(2n, 2n), G/H = Sp(n, n)/Sp(2n, C).
3. G * = U(n, n), G/H = SO * (2n)/O(n, C).
4. G * = U(2n, 2n), G/H = Sp(4n, R)/Sp(2n, C).
5. G * = U(p + q, p + q), G/H = U (p, q) × U(p, q)/U(p, q), in this case the manifold G/H is the group U(p, q).
6. G * = U(n, n), G = GL(n, C). In this case we have (n + 1) open orbits G/H p = GL(n, C)/U(p, n − p).
7. G * = U(n, n) × U(n, n), G = U(n, n). This is the problem about tensor products discussed above.
7.3. The Gelfand-Gindikin programm. Recall the statement of the problem, see [12] , [33] . Let G/H be a pseudo-Riemannian symmetric space. The natural representation of G in L 2 (G/H) has several pieces of specter. Therefore, L 2 (G/H) admits a natural decomposition of direct summands having uniform spectra. Is it possible to describe in an explicit way the corresponding subspaces or corresponding projectors?
In Subsection 6.1 we obtained a natural decomposition of L 2 (U(n)) into (n + 1) direct summands. Therefore in the cases enumerated in Subsection 7.2 we have natural decompositions of L 2 (G/H). It seems that this can be useful. In any case, for one-sheet hyperboloid U(1, 1)/C * we get a desired construction (see Molchanov [23] , [24] ).
Matrix Sobolev spaces?
Our inner product ·, · σ|τ seems to be similar to Sobolev-type inner products discussed in Subsection2.9. However it is not a Sobolev inner product because the kernel det(1 − zu * ) {σ|τ } has a non-diagonal singularity.
Denote s = −σ − τ + n.
Let F be a distribution on U(n), let F = F m be its expansion in a series of elementary harmonics. We have
(1 + |m j |) s < ∞, (7.2) where
Our Hermitian form defines a norm only in the case |s| < 1, but (7.2 makes sense for an arbitrary real s, and thus we have a possibility to define a Sobolev space H s on U(n) of an arbitrary order.
Author does not know applications of this remark, but it seems that it can be useful in the following situation.
First, a reasonable harmonic analysis related to semisimple Lie groups is the analysis of unitary representations. But near 1980 Molchanov observed that many identities with special function admit interpretations on "physical level of rigor" as formulae of nonunitary harmonic analysis. Up to now, there are no reasonable interpretations of this phenomenon (but formulae exist, see, for instance [6] , see also [26] , Section 1.32 and formula (2.6)-(2.15) ). In particular, we do not know reasonable functional spaces that can be scene of action of this analysis. It seems that our spaces H s can be possible candidates.
