Although the confocal optical system is most frequently employed in the imaging of three-dimensional objects, it is important to remember that in addition to its unique optical sectioning property this system also exhibits enhanced lateral resolution over that which can be obtained with a conventional microscope. 1, 2 In essence the confocal optical system may be regarded as a coherent optical processor with an effective amplitude point-spread function given by the product of the amplitude point-spread functions of the two imaging lenses. It is this property that has encouraged many researchers to contemplate achieving superresolution by introducing suitable pupil-plane filters into the optical system. 3 -6 Although such filters can be designed to give a narrower central lobe to the point-spread function of the objective lens, this is often at the expense of enhanced sidelobe levels. However, the multiplicative nature of the effective point-spread function of the confocal system provides one with the opportunity to reduce the sidelobe levels to produce an acceptable overall point-spread function. The traditional approach to producing a superresolving point-spread function has been to begin by selecting a particular form for the pupil-function mask. A number of free parameters are then chosen to give, say, a particular position for the first zero in the focal-plane distribution, together with an acceptable sidelobe level. In this Letter we introduce an alternative design philosophy that enables us to specify directly the properties that the final effective pupil function should possess. We also describe a new method by which such filters can be implemented in a confocal microscope.
We begin by specifying the properties that we wish the final effective point-spread function to have and then use an optimization technique to determine an appropriate pupil-function filter. We make no initial assumptions as to the form of pupil-function filter. This form is produced directly by the optimization algorithm. Of course there may not be an exact solution to the specif ication, but this method does have the advantage that it allows one to find a solution that matches the important aspects of the desired result as closely as possible. To illustrate our new approach we restrict our attention to a ref lection-geometry confocal microscope, although the approach is equally valid in single-and multiple-photon f luorescence systems. We first assume that a pupil-modifying filter is employed in only one of the imaging objectives. The pupil of the other objective is clear and unapodized. The overall intensity point-spread function of the system can be written as
where the lateral optical coordinate t is related to the actual lateral distance, x, by t ͑2p͞l͒x sin a, where l denotes the wavelength and sin a the numerical aperture. A similar expression relates w to y, whereas the axial optical coordinate, u, is related to the actual axial distance, z, by u ͑8p͞l͒z sin 2 ͑a͞2͒. The amplitude point-spread functions, h i, d , are related to the pupil functions, P i, d , by
where P i is the illumination pupil and P d is the detection pupil. Here we choose an unapodized clear detection pupil such that P d ͑j, h͒ 1;
The form of the apodized illumination pupil, on the other hand, is chosen as a result of the optimization procedure. Of course, we can interchange these two pupils to achieve an identical result, although when the apodized pupil modif ies the intensity it would be advantageous to place it in the illumination path of a f luorescence microscope.
To provide a concrete example of our approach we shall initially limit out attention to real, binary, phaseonly, pupil-plane filters; i.e., the amplitude transmissivity of the filters is restricted to be either 11 or 21. We then use a direct binary search algorithm to produce a filter to minimize the least-squares error between the intensities at specified points in the desired intensity point-spread function and those in the actual point-spread function. 7, 8 Thus, for example, we might try to design a filter that has an effective intensity point-spread function that is laterally 0146-9592/00/040245-03$15.00/0  2000 Optical Society of America 85% of the width of the normal unapodized case. In this case our desired relative target values would be I ͑0, 0, 0͒ 1.0, together with I ͑0.85n 0 , 0, 0͒ 0.5 and I ͑0, 0.85n 0 , 0͒ 0.5, where n 0 1.16 optical units is the half-width in the unapodized case. We prefer to specify a desired half-width rather than the specif ic positions of any zeros, since the half-width is likely to be more important in practice. We emphasize that these three values are the only targets that we specify in the direct binary search algorithm. The algorithm then computes a real, phase-only, filter that we implement in our confocal microscope, using the optical system shown in Fig. 1 . Instead of implementing our filter designs by use of physical filters, we prefer to use a technique with a reconf igurable binary optical element 9,10 that, apart from its ease of implementation, allows rapid switching among any number of predesigned filters. The heart of the system is a ferroelectric liquid-crystal spatial light modulator whose individual pixels can exhibit an amplitude ref lectivity of 11 or 21. The pixels are conf igured so that when the spatial light modulator is positioned in the input plane of a 4-f optical system one can use a spatial filter (pinhole) in the Fourier plane to filter out a particular diffracted order. This order, when it is retransformed by the second lens, produces the desired (complex) wave front, 9,10 which is then projected onto the back focal plane of the objective lens. Figure 2 shows the forms of a number of filters, together with experimentally measured x z sections of the corresponding confocal intensity point-spread functions. The images were taken in a mechanically scanning confocal microscope with 532-nm illumination from a frequency-doubled Nd:YAG laser together with a Leica 1.4-N.A. oil-immersion objective lens. We stopped the aperture of the lens down to unity N.A. to ensure aberration-free performance. A 100-nm gold bead was used as a point object. The top row of Fig. 2 shows the usual case of a confocal microscope with two clear, unapodized pupil functions. The second row shows the result of designing a filter to give axial resolution that is 85% of that in the clear case (Z85). In this case the target values given to the optimization procedure were merely I ͑0, 0, 0͒ 1.0, together with I ͑0, 0, 0.85u 0 ͒ 0.5, where u 0 4 optical units is the half-width in the clear, unapodized case. It can be seen that we have achieved this improvement quite successfully without compromising the lateral resolution or causing unduly high sidelobe levels. If one attempts to further improve the axial resolution, say to 75%, then it becomes clear (Z75) that this is at the expense of a slight reduction in lateral resolution and increased axial sidelobe levels. If we now attempt to improve the lateral resolution to 85% of the clear, unapodized value, then, as we have said, three target values must be provided to the optimizer. The results are shown in Fig. 2 as X85 , in which it can be seen that the improvement laterally is at the expense of axial performance. Finally, an attempt to improve both the lateral and axial resolution to 90% of their unapodized values is shown as XZ90. Attempts to reduce the halfwidth significantly from 90% resulted in unacceptable sidelobe levels. We show in Fig. 3 axial and lateral sections through the experimental point-spread functions for the various filters. Although in each case we have normalized the intensity at the focal point, I ͑0, 0, 0͒, to be unity for ease of comparison, it is important to realize that this value depends on the actual filter that is used. Relative to the clear, unapodized case, the four filters have the following focal-point intensities: 27% (Z85), 11% (Z75), 20% (X85), and 10% (XZ90). However, it has to be remembered that the total amount of light projected onto the sample remains the same when pure-phase filters are used and therefore that the sample bleaches at the same rate as in the unapodized case. In all these examples we note that Fig. 1 . Schematic diagram of the optical system of the confocal microscope, together with the system used to create the pupil-plane filter. SLM, spatial light modulator. the optimization procedure produces noisy filters. In fact, this can be considered as the algorithm's finding a dithered solution that mimics amplitude as well as phase modulation in the pupil plane. We have so far considered only the case in which an apodizing filter is used in one of the objective lenses. There is, of course, no reason not to use (different) filters in both pupils, and the optimization algorithm can easily be modif ied to accommodate this. Initial trials in which we designed pairs of filters with as many as 16 levels of phase each, where only the lateral resolution was considered in the target, invariably led to designs that had one clear aperture and one apodized but purely real aperture; i.e., to the same results as those reported above. However, if one specif ies targets outside the focal plane, for example, to improve the axial resolution as well, then multiple-phase-level pupil-plane masks result. Indeed, if we deliberately choose a target that specif ies improved and symmetrical axial and lateral resolution, then the optimization procedure converges on solutions of the form P i ͑j, h͒ P i ‫ء‬ ͑2j, 2h͒
If we now apply this rule as a constraint to the optimization procedure, we can ensure that the resulting point-spread function is symmetrical according to I ͑t, w, u͒ I ͑t, w, 2u͒ I ͑2t, 2w, u͒ I ͑2t, 2w, 2u͒. We note that this symmetry was exploited previously, 11 although in that case the pupil functions that were analyzed were restricted to simple annuli. Figure 4 (a) shows a filter P i P d ‫ء‬ designed in this way, where we specify the targets to reduce the axial and the lateral half-widths to 80%. The filters have eight phase levels in 45 ± steps. Three-dimensional isosurface contour plots of the resulting point-spread function [ Fig. 4(b)] show the 10% contour level cut away to reveal the 50% contour level. For comparison, the same contours are plotted for the unapodized case in Fig. 4(c) . These results clearly demonstrate a reduction in focal-spot volume to 53% as def ined by the 50% contour and also reveal the inevitably higher sidelobes than the unapodized case. The peak sidelobe level is 15% of the on-axis intensity in the apodized case, which itself is only 4.4% of that in the unapodized case.
In conclusion, we have introduced a new paradigm in point-spread function engineering in which we specify the desired result and use an optimization procedure to determine a suitable pupil-plane filter. In particular, our method does not impose any restrictions on the final form of the pupil-function filter, and hence we consider the resulting pupil functions to be close to optimal. Our examples have been specif ically concerned with ref lected light imaging, although the results apply equally to the f luorescence case, with equal excitation and emission wavelength, and can readily be extended to other imaging modalities. We have also introduced a new and f lexible method of implementing such filters in confocal systems.
