Introduction. Mathematical courses of universities, focus on the substantiation of the mathematical apparatus and the formal methods of solving a narrow class of problems. As a result, the course of mathematics is unjustifiably complicated, overloaded with non-working material and at the same time poor in content. It does not take into account modern trends in applied mathematics, in particular, related to the development of methods that have a broad and relevant application area of application, with considerable attention to algorithms and computers. Teachers of mathematics at universities while refining the course often do not care about how the student will "work" in the future. Therefore moving from the course of mathematics to other disciplines in order to study special literature, and later -to practical activities, he forced to radically retrain.
Main part 1. The problem setting. In order to minimize the cost of performing the flight tasks, it is necessary to implement an appropriate decision support system (DSS), which allows real time development of the optimal UAV flight program [3] .
The decision support system includes a number of mathematical models. The main part consists of models based on the integral-differential equations, often nonlinear.
To date, research on nonlinear UAV models has been developed very poorly. Therefore, the propagation of the gradient method to a class of equations with small nonlinearity and K-positively defined K-symmetric operator is an actual and important task.
2. The analysis of the last studies and publications. The task of planning the trajectory in the context of managing complex technical objects is studied from the 50s of the XX century. One of the first projects in this area was the wellknown project by Stanford University of the United States for the creation of the SHAKEY robot in 1966-1972. It was the project which initiated a long-term study of methods and approaches for solving trajectory planning and the management of unmanned aerial vehicles, which are paid a lot of attention [4, 5] .
Recently, considerable attention has been paid to the application of decision support systems for control tasks and the safety level of UAV flight [1, [6] [7] [8] . Unfortunately, almost all existing trajectory planning methods used in modern aircraft unmanned aerial vehicle control systems are resource-intensive.
3. The algorithm of modified gradient method. The basis of the systems for monitoring the surface by the UAV is a decision support system that is described by mathematical models. The algorithms that coordinate the dynamic characteristics of the observation object with the flight parameters of the UAVs are explored and developed in such systems.
An acceleration of the decision of mathematical models with weak nonlinearity with the help of modified gradient method will allow to improve the accuracy of UAV control and increase the reliability of the adopted decisions.
We shall consider a dynamic model, which is described by the following equation:
here  -is a parameter, H -Hilbert space, operator A:D(A)H is defined on a dense in H set is a linear Kpositive definite and K-symmetric [9] . That is, there is a closing operator K: Abstract. We consider dynamic models of decision support systems for controlling unmanned aircraft set of equations with small nonlinearity and the K -positive determined K -symmetric operators. To these models, gradient method is applied. Methodology is developed for practical convenience of gradient methods. Application of gradient methods to dynamic models in decision support systems for controlling unmanned aircraft consists of algorithms and corresponding unit circuits. Present method makes it possible to optimally implement of gradient methods in the automation control drones.
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Let the condition be fulfilled:
Operator F: D(F)H defined on a set that is dense in H and D(A)D(F) is nonlinear K-monotonous K-Lipschitz continuous that is:
Under (2) - (7) equation (1) has a single generalized solution.
We consider the equation (1) and assume that (2) - (7) are fulfilled.
Let u0D(A) -arbitrary initial approximation. Suppose that (k -1)-th approximation is found. Then for the following ones we use the scheme:
here k the coefficient, а rk -mismatch
Unknown coefficient k we can find from the functional minimum condition
As there are exists an reversed operator for B, then (8) can be rewritten in a form
From the condition of the minimum of the functional (10), taking into account (11) we obtain the formula for k determination:(
Validation of modified gradient method. Let's set a new scalar product on D(B):
[ , ] = ( , ), , ∈ ( ).
(13) Then, for (13), all axioms of the scalar product hold, and the linear set D(B) can be considered as a real Hilbert space. We will call the closure of a set D(B) in the sense of the metric (13) an energy space HB. The norm of an element u in space HB. will be denoted | u|B, so that
Theorem. If in (1) the operators A and F satisfy the conditions (2) -(7), parameter || < , then the modified gradient method (8) - (12) is convergent and the rate of convergence is characterized by:
Proof: Let K0 -be the expansion of the operator K over space HB.. Then operators A and B can be expanded to closed K0-positive-definite operators A0 and B0, such that A0 A, B0 B,. A0 і B0 has continuous inverse ones and HB contains all the elements that implement a minimum of functional (uk). 
The operator G can be extended all over HB.. Let`s denote this expansion by G0.
Let`s consider an equation 
For a nonlinear operator C, conditions (6), (7) will be:
According to the inequalities (21), (22), the nonlinear operator C is Lipschitz -continuous and monotonic. That is, equation (18) has a unique solution.
After the replacement (17) method (8) - (12) will look like:
where k=g -G0uk-1-λC uk-1, and unknown coefficient k is found from the condition of functional minimum:
(24)
After transformations we get an expression to define k
Thus, the solution of equation (1) 
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scheme which should be used in practical implementation of the modified gradient method for dynamic models with low nonlinearity and K-positively defined K-symmetric operator (Fig. 1) . Let y0D(A) -be arbitrary initial approximation,  > 0 the required accuracy of the desired solution, k is the iteration number.
1. Initialization of initial data y0, , k =1.
Calculation of expressions
; .
3. Calculation of scalar products:
4. Calculation of parameter: k:  = ℎ 5. Calculation of approximation: = −1 +  . 6. Test of the condition: if ‖ − −1 ‖ ≥ , then = + 1 and repeat 2 -6. ent method to dynamic models described by equations with small nonlinearity and K-positively defined K-symmetric operators will increase the efficiency of the use of unmanned intelligence and surveillance systems by automating the preparation of the flight task, optimizing the flight path with anchoring to the electronic maps of the area and the definition of optimal flight parameters with the possibility of correction of flight task parameters in real time. 
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