Estimation Under Stochastic Differential Equations by Yang, Shan
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2014
Estimation Under Stochastic Differential Equations
Shan Yang
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Statistics and Probability Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Yang, Shan, "Estimation Under Stochastic Differential Equations" (2014). Graduate Theses and Dissertations. 13754.
https://lib.dr.iastate.edu/etd/13754
Estimation under stochastic differential equations
by
Shan Yang
A thesis submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Major: Statistics
Program of Study Committee:
Song Xi Chen, Major Professor
Karin Dorman
Arka Ghosh
Ananda Weerasinghe
Huaiqing Wu
Cindy Yu
Iowa State University
Ames, Iowa
2014
Copyright c© Shan Yang, 2014. All rights reserved.
ii
DEDICATION
To My Family
iii
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii
CHAPTER 1. GENERAL INTRODUCTION . . . . . . . . . . . . . . . . . . . . 1
1.1 Financial Market . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Stochastic Differential Equations . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Parametric and Nonparametric Estimation . . . . . . . . . . . . . . . . . . . 6
1.4 Dissertation Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
CHAPTER 2. PARAMETER ESTIMATION FOR MULTIVARIATE STOCHAS-
TIC DIFFERENTIAL EQUATIONS . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.1 O-U Processes and CIR Processes . . . . . . . . . . . . . . . . . . . 13
2.1.2 Tensor Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Bias and Variance for General Diffusion Process . . . . . . . . . . . 16
2.2.2 Bias and Variance in One Dimensional O-U Process . . . . . . . . . 19
2.2.3 Bias and Variance in Two Dimensional O-U Process Driven by Inde-
pendent Brownian Motions . . . . . . . . . . . . . . . . . . . . . . . 22
iv
2.2.4 Bias and Variance in Two Dimensional O-U Process Driven by Corre-
lated Brownian Motions . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2.5 Bias and Variance in Two Dimensional CIR Process . . . . . . . . . 31
2.3 Visualization of The Theoretical Biases and Variances . . . . . . . . . . . . . 33
2.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.5 Technical Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.5.1 Estimation under General Diffusion Process . . . . . . . . . . . . . . 71
2.5.2 Estimation under One Dimensional O-U Process . . . . . . . . . . . 75
2.5.3 Estimation under Two Dimensional O-U Process . . . . . . . . . . . 84
CHAPTER 3. KERNEL SMOOTHED VOLATILITY INDEX ESTIMATION . . 90
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3.1.1 Stock, Index and Option . . . . . . . . . . . . . . . . . . . . . . . . 90
3.1.2 Various Volatility Measures . . . . . . . . . . . . . . . . . . . . . . 112
3.1.3 VXO - The Early Volatility Index . . . . . . . . . . . . . . . . . . . 117
3.1.4 VIX - The Current Volatility Index . . . . . . . . . . . . . . . . . . . 122
3.1.5 Discussion on VXO and VIX . . . . . . . . . . . . . . . . . . . . . 131
3.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
3.2.1 Existing Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
3.2.2 N-W Estimator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
3.2.3 Derivation of the VIX formula . . . . . . . . . . . . . . . . . . . . . 138
3.2.4 VIX Estimation with Kernel Smooth . . . . . . . . . . . . . . . . . . 141
3.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
3.3.1 Comparison of VIX Estimation under Different Methods . . . . . . . 144
3.3.2 Simulation under Black-Scholes Model and Merton Jump Model . . . 147
CHAPTER 4. GENERAL CONCLUSION . . . . . . . . . . . . . . . . . . . . . . 154
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
vLIST OF TABLES
2.1 Estimation Results for Two Dimensional O-U Process Driven by Two
Dimensional Independent Brownian Motion with 10 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 40
2.2 Estimation Results for Two Dimensional O-U Process Driven by Two
Dimensional Independent Brownian Motion with 20 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 41
2.3 Estimation Results for Two Dimensional O-U Process Driven by Two
Dimensional Independent Brownian Motion with 50 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 42
2.4 Estimation Results for Two Dimensional O-U Process Driven by Two
Dimensional Independent Brownian Motion with 100 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 43
2.5 Estimation Results for Two Dimensional O-U Process Driven by Two
Dimensional Independent Brownian Motion with 200 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 44
2.6 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Independent Brownian Motion with 2 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 45
2.7 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Independent Brownian Motion with 6 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 46
vi
2.8 Estimation Sesults for Two Dimensional O-U Process Driven by T-
wo Dimensional Independent Brownian Motion with 10 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 47
2.9 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Independent Brownian Motion with 20 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 48
2.10 Estimation Results for Two Dimensional O-U Process Driven by Two
Dimensional Independent Brownian Motion with 200 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 49
2.11 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Correlated Brownian Motion with 10 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 51
2.12 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Correlated Brownian Motion with 20 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 52
2.13 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Correlated Brownian Motion with 50 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 53
2.14 Estimation Results for Two Dimensional O-U Process Driven by Two
Dimensional Correlated Brownian Motion with 100 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 54
2.15 Estimation Results for Two Dimensional O-U Process Driven by Two
Dimensional Correlated Brownian Motion with 200 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 55
2.16 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Correlated Brownian Motion with 2 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 56
vii
2.17 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Correlated Brownian Motion with 6 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 57
2.18 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Correlated Brownian Motion with 10 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 58
2.19 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Correlated Brownian Motion with 20 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 59
2.20 Estimation Results for Two Dimensional O-U Process Driven by T-
wo Dimensional Correlated Brownian Motion with 200 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 60
2.21 Estimation Results for Two Dimensional CIR Process Driven by Two
Dimensional Independent Brownian Motion with 10 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 61
2.22 Estimation Results for Two Dimensional CIR Process Driven by Two
Dimensional Independent Brownian Motion with 20 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 62
2.23 Estimation Results for Two Dimensional CIR Process Driven by Two
Dimensional Independent Brownian Motion with 50 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 63
2.24 Estimation Results for Two Dimensional CIR Process Driven by Two
Dimensional Independent Brownian Motion with 100 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 64
2.25 Estimation Results for Two Dimensional CIR Process Driven by Two
Dimensional Independent Brownian Motion with 200 Year Monthly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 65
viii
2.26 Estimation Results for Two Dimensional CIR Process Driven by T-
wo Dimensional Independent Brownian Motion with 2 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 66
2.27 Estimation Results for Two Dimensional CIR Process Driven by T-
wo Dimensional Independent Brownian Motion with 6 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 67
2.28 Estimation Results for Two Dimensional CIR Process Driven by T-
wo Dimensional Independent Brownian Motion with 10 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 68
2.29 Estimation Results for Two Dimensional CIR Process Driven by T-
wo Dimensional Independent Brownian Motion with 20 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 69
2.30 Estimation Results for Two Dimensional CIR Process Driven by Two
Dimensional Independent Brownian Motion with 200 Year Weekly
Sample, 5000 Simulations. . . . . . . . . . . . . . . . . . . . . . . 70
3.1 Illustration: The Original Options Prices to Be Selected From. . . . 123
3.2 Illustration: Seeking the Smallest Absolute Difference of the Call and
the Put Prices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.3 Illustration: Exclude Invalid Option Prices. . . . . . . . . . . . . . . 125
3.4 Illustration: The Selected Put and Call Option Prices. . . . . . . . . 125
3.5 Illustration: The Individual Contribution. . . . . . . . . . . . . . . . 127
3.6 Summary Statistics for the VXO Data (1986-2003) and the VIX Data
(2004-2014) by Year. . . . . . . . . . . . . . . . . . . . . . . . . . 132
3.7 VIX Estimation under Black Scholes Model With Option Pricing Errors152
3.8 VIX Estimation under Merton Jump Model With Option Pricing Errors153
ix
LIST OF FIGURES
2.1 Estimation Biases of κ11 and σ211 under Two Dimensional O-U pro-
cess Driven by Independent Brownian Motions. . . . . . . . . . . . 35
2.2 Estimation Bias of κ22 under Two Dimensional O-U process Driven
by Independent Brownian Motions. . . . . . . . . . . . . . . . . . . 36
2.3 Estimation Bias of κ21 under Two Dimensional O-U process Driven
by Independent Brownian Motions. . . . . . . . . . . . . . . . . . . 37
2.4 Estimation Bias of σ222 under Two Dimensional O-U process Driven
by Independent Brownian Motions.. . . . . . . . . . . . . . . . . . 38
3.1 The Trend of the VXO Open and Close Prices for 1986 - Present. . . 121
3.2 The Trend of the VIX Data versus the S & P 500 Data for 1990 -
Present. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
3.3 The Trend of the VIX Data versus the S & P 500 Data for Selected
Months. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3.4 Plot the Yealy Summary Statistics of the VXO Data (1986-2003) and
the VIX Data (2004-2014) and Contrast Plot for the Trend of the
VXO and the VIX since 2004. . . . . . . . . . . . . . . . . . . . . 133
3.5 VIX Estimation When No Option Pricing Error Presents; Strike In-
terval 10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
3.6 VIX Estimation When No Option Pricing Error Presents; Strike In-
terval 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
x3.7 VIX Estimation When Option Pricing Errors Presents; Strike Interval
10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
3.8 VIX Estimation When Option Pricing Errors Presents; Strike Interval 5.149
xi
ACKNOWLEDGEMENTS
I would like to take this opportunity to express my sincere gratitude to my major professor
Dr. Song Xi Chen for his patient guidance, inspiring suggestion and constant encouragement
throughout this research and the writing of this thesis. I am very thankful to my committee
members, Dr. Karin Dorman, Dr. Arka Ghosh, Dr. Ananda Weerasinghe, Dr. Huaiqing Wu,
and Dr. Cindy Yu for their precious help. Thanks also go to my parents and all my friends
for their support and inspiration. Special thanks to Jinyuan Chang for help coding and running
Mathematica to justify the results in the example of two dimensional O-U process.
xii
ABSTRACT
Stochastic approaches are used in modern financial analysis to explore the underlying dy-
namics of securities like stocks and options. Statistical modeling and inferences within this
aspect is an important concern because pricing errors could lead to serious economic losses.
In this thesis, statistical estimation motivated by real applications are developed for inferences
under stochastic diffusion processes using tensor method and kernel smooth method.
We consider in Chapter 2 parameter estimation for multi-factor stochastic processes de-
fined by stochastic differential equations. The class of processes considered are multivariate
diffusion which are popular processes in modeling the dynamics of financial assets. We quan-
tify the bias and variance by developing theoretical expansions for a large class of estimators
which includes as special cases estimators based on the maximum likelihood, approximate
likelihood and discretizations. We apply the proposed methods to evaluate bias in estimated
contingent claims. We also provide simulation results for a set of popular multi-factor process-
es to confirm our theory.
Our Chapter 3 is dedicated to improve the estimation of the market volatility, specifically
the VIX index introduced by Chicago Board Option Exchange (CBOE). This index provides a
way to measure the 30-day expected volatility of the S & P 500 index. Among a few ways to
estimate it, the CBOE and the Goldman Sachs had developed an estimator based on the concept
of fair value of future variance. In realizing the discretization error, truncation error, and the
approximation error in their estimator, as well as the possible option pricing errors involved,
we propose a new method that combines the CBOE method and the kernel smoothing method.
We derive the weak convergence property of our estimator. Simulation is run to justify the
improvement.
1CHAPTER 1. GENERAL INTRODUCTION
Long long ago, our ancestors have their goods or services exchanged between each other
directly to satisfy their living needs. With the development of some financial mediums like
money, people are facilitated to trade more diversified goods with various parties. During
these activities, people are facing some uncertainties. For example, they may trade the same
amount of their products at different times or with different parties for different amount of
money. We say the traders are facing risks.
How to maximize one’s profit under certain amount of risk is one of the main targets of
modern financial analysis. Various assets, tools, and models are developed to help achieve this
purpose. In this chapter, we briefly introduce some related concepts that motivate our research.
More rigorous mathematical definitions will be given in later chapters.
1.1 Financial Market
Risk is one of the key concepts in modern financial world. A riskless asset is an asset
with deterministic future value. For example, if you lend out $100 today and will be paid $105
one year later with 100% probability, you are holding a riskless asset. However, if the future
value of the asset is subject to change due to various factors, people, environment, etc., it is a
risky asset. In our example, if your future payment after one year is not assured to be a fixed
amount, but may vary depending on the borrower’s financial circumstance, you are holding a
risky asset.
A stock is a share of a company that entitles the the holder a fraction ownership of that
2company. These companies are usually public limited companies, which means the owners
of such a company have no liability for the company’s debts if it bankrupts. The stock owner
earns money when the company pays out dividend or the stock price increases.
An index is the weighted average of the prices of selected representative stocks. The
corresponding weights and stocks are subject to change. An index can be used to represent the
overall performance of the stock market. For example, the S & P 500 index, or the Standard &
Poor’s 500, is a stock market index based on the market capitalizations of 500 diversified large
companies’ common stocks. The S & P 100 index contains 100 leading U.S. stocks which are
a subset of these that constitute the S & P 500.
A future is a standardized contract signed by two parties today to buy or sell a specified
asset at a fixed future date with the amount of the asset and the delivery price agreed today. It is
a legally binding that links both parties to an obligation of a future delivery. A future contract
itself is with no current value.
An option is a contract that gives its buyer or owner the right, but not the obligation, to
buy or to sell a certain amount of financial asset, like stock or index, on or before a certain
date at a specific price. The date is called “maturity” and the price is called “strike price” or
“exercise price”. If the contract can only be exercised at maturity, it is called a European
option. An option to buy is a call option, while an option to sell is called a put option. The
seller of the option will ask for a certain amount of money, called option price or premium,
from the buyer for obtaining the corresponding right. When one expects the stock price to
rise, a call option will be bought or a put option will be sold. When the strike price is equal
to the current underlying asset price, the option will be called as at-the-money. An option is
near-the-money if the strike price is close to the current underlying asset price. When a call
option is with strike price higher than the market price of the underlying asset, or when a put
option’s strike price is lower than it, we call the corresponding option as out-of-the-money.
A derivative is a financial contract which derives its value from the performance of the
underlying asset, such as index or interest rate. It includes a variety of financial contracts such
3as futures and options. A security is a tradable asset of any kind, such as stocks, futures and
options. A contingent claim is a claim that can be made when certain outcomes occur.
The security return is the gain or loss of a security in a particular period. Specially, an
interest rate is the rate at which the borrower pays the lender for the use of the money at
the end of a pre-specified period. In the riskless asset example we just described, the annual
interest rate is r = 105−100100 ∗ 100% = 5%. If we assume the interest rate is distributed and
accumulated instantaneous, the instantaneous interest rate will be R = ln(1+ r) = ln(1+
5%)≈ 4.88%. For small r and R, the difference between them will be small.
Suppose an asset, say a stock, is with price St , where 0 ≤ t ≤ T . When the instantaneous
interest rate is a constant, the discounted price of this asset at time t is defined as e−R(T−t)ST .
Transaction fee is a fee that one pays to buy or sell assets. It is different from the asset
price. Trading volume is the total quantity of certain assets bought and sold during a given pe-
riod. Net buying pressure is the difference between the number of buyer-motivated contracts
traded each day and the number of seller-motivated contracts traded each day.
Volatility is the square root of the variance of the price change. The larger the volatility, the
higher the possible profit. There are various volatility estimators. Historical volatility refers to
the standard error of the log asset ratios. Implied volatility is the model implied volatility that
corresponds to a given option price. Integrated volatility is essentially the quadratic variation
of the log asset price process. The Chicago Board Options Exchange, together with Goldman
Sachs, developed a model free method to estimate the expected volatility index, VIX. Volatility
index VIX estimates the future 30-day volatility of the S & P 500 index. The major part of
final adapted estimator is the weighted sum of the S & P 500 put prices and call prices over a
wide range of strike prices.
In summary, with the original debut of the stock market that can be traced to as early as
12th century, companies started to use stocks to raise money. To satisfy the need of different
investors, various derivatives like options are created. Rational investors are eager to profit
by buying stocks, options, and so on at cheaper prices while selling them at higher prices,
4while being exposed to as low risk as they can. In order to see the trend of the stock market
in general, stock market indexes such as S & P 500 are introduced. Volatility index is also
introduced to help estimate the market volatility.
1.2 Stochastic Differential Equations
In order to model the dynamics of financial derivative, lot of models are introduced. Most
of those popularly used are stochastic differential equations driven by Brownian motions. The
general form of a stochastic differential equation and some interesting special cases are intro-
duced in this section. Important model specific properties will be illustrated in later chapters.
Please refer to Stroock and Varadhan (1979), Karatzas and Shreve (1987), or Øksendal (1998)
for more details.
Brownian Motion Botanist Robert Brown first discovered that the pollen suspended in
water is moving along a random trajectory with the aid of a microscope in 1828. Seventy seven
years later, Albert Einstein explained that the dispersal or diffusion of the pollen in the water
is resulted by random collisions of the pollen with individual water molecules. An adapted
stochastic process, B= {Bt ,F ,0≤ t <∞} defined on some probability space (Ω,F ,P), called
Brownian motion (BM) is developed to describe such random behaviors:
1. B0 = 0 a.s.,
2. Bt−Bs is independent of F and (Bt−Bs)∼ N(0, t− s) for 0≤ s≤ t).
where N(0, t− s) denotes the normal distribution with expected value 0 and variance (t− s).
We can see BM is almost surely continuous and E[B2t ] = t. Brownian motion is also called as
Wiener process in honor of Norbert Wiener, who proved the non-differentiability of the paths.
The Brownian motion is one of the simplest continuous time stochastic processes. It’s
widely adopted to describe the fluctuation of stock price, the thermal noise in electrical circuits,
etc.
A multi-dimensional Brownian motion is defined similarly. To be concise:
51. P(B0 ∈ Γ) = µ(Γ), ∀Γ ∈ B(Rd);
2. Bt is a Gaussian process, i.e. for all 0≤ t1≤ ...≤ tk the random variable Z =(Bt1, ...Btk)∈
Rnk has a (multi)normal distribution;
3. Bt has independent increments, i.e. Bt1,Bt2 −Bt1, ...,Btk −Btk−1 are independent for all
0≤ t1 < t2 < ... < tk.
Stochastic Differential Equation The stochastic differential equation (SDE) was first sug-
gested by Paul Le´vy as an alternative representation for diffusion process, which essentially
means a Markov process with continuous sample paths and can be characterized by an opera-
tor, infinitesimal generator. The theories about stochastic differential equation have been well
developed by Kiyoshi Itoˆ, etc.
A general form of a continuous, adapted d-dimensional process {Xt} which exists under
certain regular conditions on a probability space (Ω,F ,P) can be given as:
dXt = µ(Xt , t)dt+σ(Xt , t)dBt , (2.1)
where {Bt ,Ft} denotes a d-dimensional standard Brownian motion, the coefficients, the drift
function µ and the diffusion function σ, are Boreal measurable. This equation should be inter-
preted as an informal way of expressing the corresponding integral equation
Xt+s−Xt =
∫ t+s
t
µ(Xu,u)du+
∫ t+s
t
σ(Xu,u)dBu.
Please note that the integration with respect to Brownian motion part is under Itoˆ integral sense,
which is different from the Riemann integral.
Black-Scholes Model Black and Scholes (1973) suggested to model the underlying stock
price by the following process
dSt/St = rdt+σdBt ,
where r,σ ∈ R+, r is the risk free interest, and {Bt} is the standard Brownian motion. The
law of St is lognormal. This simple model mimics the realistic stock price process relatively
adequately, and hence is well adopted in the financial world.
6Merton Jump Model In order to better describe the financial market when there is sudden
price change, Merton (1976) first introduced the so called Merton jump model. Assume the
dynamic of stock price can be described by
dSt/S−t = (r−λ(m−1))dt+σdWt +(Jt−1)dNt ,
where r,λ,m ∈ R+, r is the risk free interest rate, σ2 is the instantaneous variance of the
return, {Wt} is the standard Brownian motion, {Nt} is a Poisson process with parameter λ, and
{log(Jt)} i.i.d.∼ N(log(m+1)− 12v2,v2). The Brownian motion {Wt}, jump size {Jt} and jump
frequency {Nt} are all independent of each other.
Mean Reversion Process A special class of diffusion process called mean reversion pro-
cess has caught special attention in the financial world. For example,
dXt = κ(α−Xt)dt+σXρt dBt ,
where {Bt} is a standard one dimensional Brownian motion, the mean reversion rate κ, long-
term mean or mean reversion level α, the volatility σ, and the ρ belongs to R+. It nests the
famous Vasicek model or called O-U process (when ρ=0) and CIR model (when ρ=0.5). The
asset price, like constantly changing stocks’ prices, are believed by some to tend to move to
the average price over time. Bessembinder, Coughenour, Seguin and Smoller (1995) used the
term structures of futures prices from agricultural comodities, crude oil, metals, and financial
asset prices to empirically proved the existance of mean reversion in each market. Bessem-
binder, Coughenour, Seguin and Smoller (1995) used the term structures of futures prices from
agricultural comodities, crude oil, metals, and financial asset prices to empirically proved the
existance of mean reversion in each market.
1.3 Parametric and Nonparametric Estimation
Estimating Equations Estimating equations is used as an alternative way to estimate mod-
el parameters. It can be thought as a generalization of the method of moments, least squares,
7and maximum likelihood. The essential idea is, when given a model, adopt some known func-
tions g(xd×1,θp×1) : Rd+p → Rr to restrict the relationship between the sample data X and
the parameter θ. Then, attain estimation to the parameter θ through solving the equation, say
g(X ,θ) = 0. Please refer to Hardin and Hilbe (2003) for more details.
Tensor Notation What is a tensor and what’s the use of the tensor method? There’s no
succinct answer. Let us assume an example. For a linear function
a = a1v1+a2v2+ . . .+anvn,
it can be written abbreviated as a = aivi. Motivated by modern applications in higher dimen-
sions, we strive to work under these succinct notations to achieve beautiful results.
Infinitesimal Generator Denote C2(Rd) to be the set of real-valued twice continuously
differentiable functions. The unique solution to the stochastic differential equation (2.1), if
exists, is a realization of the stochastic processes which satisfies
At f (x) =
1
2
σ2(x, t)
∂2 f
∂x2
+µ(x, t)
∂ f
∂x
, ∀ f ∈C2(Rd),
where the differential operator A is called the infinitesimal generator of the diffusion process
{Xt}. For the relation between the process and the corresponding generator and more related
properties, please refer to Karatzas and Shreve (1988). Because under certain regularity con-
ditions, we will prove the conditional expectation of a function of Xt can be approximated by
the sum of a series of generators applied to it, we can use the infinitesimal generator to help
find the conditional expectation when explicit form of the transitional density is unknown. We
illustrate how to apply this method under the one dimensional O-U process in equation (5.14)
in section 2.5.2.
Parametric Estimation Under Stochastic Differential Models Extensive papers have
been dedicated to explore pricing and estimation problems under stochastic differential models.
Under the mean reversion model, documented simulation results shows that the drift parame-
ters are estimated less accurate than others. Tang and Chen (2009) derived the high order bias
for one dimensional maximal likelihood estimators of Vasicek and CIR model. Wang, Phillips
8and Yu (2010) gives the bias under the exact discreet time model suggested by Philips (1972).
Based on those papers, we get better understanding of how higher order bias influences the w-
hole estimation result. We explore a new method that can be applied to multivariate stochastic
differential models for deriving estimation biases and variances based on general estimating
equations. Some examples of applying this method and some simulation results will be shown
too.
Kernel Method In non-parametric statistics, a kernel is a continuous, bounded and sym-
metric real function that integrates to one:
∫ ∞
−∞
K(x)dx = 1.
It is essentially a weighting function used in non-parametric estimation techniques. Popularly
used kernel functions include uniform, triangle, Epanechnikov, biweight, tricube, and Gaus-
sian. Please refer to Ha¨rdle (1989) for more details.
N-W Estimator When no model is available, or no model is believed to be true, or when
the size of data is very large, we tend to let the data to speak for themselves. Motivated by the
conditional expectation form, Nadaraya (1963) and Watson (1964) proposed the N-W estima-
tor for the regression. N-W Estimator is a modern nonparametric method of statistical infer-
ence, which become more popular with the boom of computer. It is essentially the weighted
sum of sample values with most weights usually concentrate around the nearby points:
mˆ(x) =
∑ni=1 K(
x−Xi
h )Yi
∑ni=1 K(
x−Xi
h )
,
where h is called the bandwidth and the K is a kernel function.
Bandwidth Selection The bandwidth h of the kernel is a free parameter whose chosen
value can strongly influence the estimation result. Hence, careful selection of the bandwidth
is highly advised. It is often recommended to choose an optimal bandwidth to minimize some
global error criterion automatically so as to get a good starting point. For example, the band-
width can be selected to minimize the mean square error of the N-W estimator, or to be the one
9that minimizes the cross-validation target or the penalizing function. Please refer to Ha¨rdle
(1989) for more discussions.
Kernel Estimation for VIX It is of special interest to estimate the market volatility based
on timely updated market prices. Based on the work in Demeter, Derman, Kamal and Zou
(1999) about variance swap, CBOE white paper (2009) specifies a very practical way to cal-
culate the estimated VIX value. Some other estimators are proposed by Britten-Johns and
Neuberger (2000), Jiang and Tian (2007), etc. To reduce the VIX estimation bias, we explore
the possible sources and we believe option pricing errors add more bias to the VIX pricing.
We suggest adding a kernel smooth step to the VIX estimation procedure. Both theoretical and
simulation results support our assumption that the estimation bias will be reduced under our
targeted cases when the kernel smooth is introduced.
1.4 Dissertation Organization
This dissertation consists of two parts. The first part, Chapter 2, is about parameter estima-
tion for multi-dimensional stochastic differential equations driven by Brownian motion based
on tensor method. In the second part, Chapter 3, we try to modify the standard method adopted
by the Chicago Board Options Exchange (CBOE) to estimate the volatility index of S & P 500,
VIX, by adding a non-parametric estimation step.
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CHAPTER 2. PARAMETER ESTIMATION FOR MULTIVARIATE
STOCHASTIC DIFFERENTIAL EQUATIONS
Given a set of d−dimensional financial data sampled with a time interval4,
X0,X4, ...,Xn4
which are assumed to be observed values of a d−dimensional stationary stochastic process
{Xt}
dXt = b(Xt ,θ)dt+σ(Xt ,θ)dBt , (0.1)
with infinitesimal generator A(θ):
A(θ) f (x) =
d
∑
i=1
bi(x,θ)
∂
∂xi
f (x)+
1
2
d
∑
i=1
d
∑
j=1
(
d
∑
k=1
σik(x,θ)σk j(x,θ))
∂2
∂xi∂x j
f (x),
where b(x,θ) = (b1(x,θ), . . . ,bd(x,θ))T , σ(x,θ) = (σi j(x,θ))d×d , and θp×1 is a vector of
length p. We are interested in knowing how accurate we can estimate the model parame-
ters θ based on observed historical data, which may be used to derive the price of options,
bond prices, and other financial derivatives. Without special explanation, from now on we use
Xi to denote Xi4 when samples are mentioned, to simplify notation.
To make our theory generally applicable, we develop a theory without restricting the esti-
mator to be any specific one, like the maximal likelihood estimator or the martingale estimating
equation estimator. We adopt the estimation equation approach. Suppose we have an estimat-
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ing equation g which satisfies 1
1
n
n
∑
i=1
g(Xi,Xi+1;θ) = 0, and E[g(Xi,Xi+1;θ0)|Xi] = 0.
Denote the implied estimator for θm as θˆm, 1≤m≤ p. Then we obtain the major orders of the
this estimator through tensor expansion. We prove the remainder terms are ignorable under
some fair assumptions.
After we attain the general theoretical forms of the bias and variance for the interested
parameter θ, we deduce the specific form of bias and variance for some interesting processes.
A stochastic diffusion process with realization
dXt = κ(α−Xt)dt+σXtdBt
is called an Ornstein-Uhlenbeck (O-U) process. Here, {Xt , t ≥ 0} is a n−dimensional stochas-
tic process driven by a n−dimensional Brownian motion {Xt , t ≥ 0}, κn×n is a constant matrix,
αn×1 and σn×1 are two constant vectors. Similary, a CIR process is defined to satisfy
dXt = κ(α−Xt)dt+σ
√
XtdBt .
More details about O-U processes and CIR processes will be provided in the Section 2.1.1.
We derive the result under both O-U and CIR processes and conduct extensive simulation s-
tudy to confirm our results and try a parametric bootstrap method to reduce the bias. Write
θ = (α,κ,σ2). The vector α represents mean reversion level, the vector κ denotes the mean
reversion rate, and the matrix σ2 stands for volatility. We notice the order of bias and variance
for two dimensional O-U process and CIR process are of the same order as their one dimen-
sional counterparts: O(1/T ) for mean reversion rate κ, O(1/n) for volatility σ, and o(1/n) for
mean reversion level α. Here T = n4 denotes the time of observation. To be intuitive, the
relative bias for the mean reversion rate κ can be as large as 200% with 100 sample, or reduced
to as small as a few percent when samples increase to near 5000.
1Let ϖ be a constant. If E[g(Xi,Xi+1;θ0)|Xi] =ϖ or E[g(Xi,Xi+1;θ0)|Xi] =O(4), we can perform our follow-
ing reasoning and calculation with only very slight modification in the finial step for working out the expectation.
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This chapter is organized like this. Section 2.1 introduces some related works, concepts
and theories. Section 2.2 presents our major theory and the theoretical bias and variance for
O-U processes and CIR process. Section 2.3 includes some plots to help visualize the trend
of the bias with respect to the parameter values. Simulation results, as well as theoretical
results when value of parameters are given, are shown in Section 2.3. Section 2.5 constitutes
all technical details.
2.1 Introduction
One of the most frequently used parameter estimation method in Statistics is the maxi-
mal likelihood estimation. But either because the full likelihood is not available especially
for diffusion process, or the effect is not as good as desired, some alternative ones had been
proposed. Among them, most well known ones are the Generalized Method of Moments pro-
posed by Hansen and Scheinkman (1995), pseudo likelihood approach by Nowman (1997), the
martingale estimating equation suggested by Bibby and Sørensen (1995), and the approximate
likelihood method through expansions by Aı¨t-Sahalia (2002).
More recently, Nkurunziza (2013) considered the general inference problem of the drift
parameters matrices of m independent multivariate diffusion processes. Krumscheid (2013)
et. al. proposed a novel algorithm for estimating both the drift and the diffusion coefficients in
the effective dynamics based on a semi-parametric framework. Varughese (2013) proposed a
cumulant truncation procedure to approximate MLE for parameter estimation for multivariate
diffusion systems.
The following two papers are most closely related to our work.
In Tang and Chen (2009) 2 , the bias for one dimensional O-U process and CIR process
are derived by taking expectation on the explicitly derived ML estimator or pseudo likelihood
2There is a typo in the result for Theorems 3.2.1. Based on their results about β in their working paper, the
final result for bias of κ should be the same as in our result, which is E(κˆ) = κ+4T−1 + 2κn +o(n
−1). Here we
assume o(n−1+T−2) = o(n−1).
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estimator based on Nowman (1997) discretization. Their result are both for fixed sampling
interval (4 treated as a constant) or diminishing interval (4→ 0, n→ ∞, while n4→ ∞. ).
Wang, Philips and Yu (2011) conducted the OLS estimation directly based on the exact
discrete time model given by Phillips (1972) corresponding to
dX(t) = (A(θ)X(t)+B(θ))dt+dW (t),X(0) = X0.
Their model is restricted to ensure stationary mean reverting and sampled at fixed time interval
h and known B, yet their estimator for A adopts two approximated forms when h→ 0. 3
We are inspired to derive the bias and variance forms of multi-dimensional stochastic d-
ifferential equations under general estimating equation for diminishing intervals with exact
original distribution.
In the following, we introduce the univariate and bivariate Ornstein-Uhlenbeck Processes,
as well as the Cox-Ingersoll-Ross processes respectively. Some simple tensor notations are
introduced too.
2.1.1 O-U Processes and CIR Processes
A one dimensional Ornstein-Uhlenbeck (O-U) diffusion process is a stochastic process
which satisfies the following diffusion equation:
dXt = κ(α−Xt)dt+σdBt , (1.2)
where {Bt}t≥0 denotes the standard Brownian motion.
The two dimensional Ornstein-Uhlenbeck diffusion process is
dXt = κ(α−Xt)dt+σdBt , (1.3)
or write in the form
d
 X1t
X2t
=
 κ11 0
κ21 κ22

 α1−X1t
α2−X2t
dt+
 σ11 0
0 σ22
d
 B1t
B2t
 , (1.4)
3Hence, the CIR process is estimated with the the pseudo likelihood under modified dynamics: the process
when the diffusion part is treated as piece-wisely constant.
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where κ2×1, α2 and σ2×2 are constant vectors or matrix, and
 B1t
B2t

t≥0
is a either a standard
two dimensional Brownian motion or a two dimensional correlated Brownian motion.
The O-U process is stationary, Gaussian, and Markovian. It is slightly more complex than
pure Brownian motion with one more drift term. The process tends to drift towards its long-
term mean or mean reversion level, α, after extended time. This property is referred to as
mean-reverting. κ is called mean reversion rate and σ is the volatility parameter. These unique
properties enable O-U process to become one of the most popular models in the financial
world. A one dimensional O-U process is called Vasicek model when used to mimic the
evolution of interest rates. Please refer to Vasicek (1977) for more details.
Under the O-U process, the conditional transitional density and the marginal distribution,
can be explicitly written out. Please refer to the technical proofs part in Section 2.5.2 and Sec-
tion for details. We can calculate the corresponding conditional expectation of the moments
under these known distributions. Or we can work it out through the sum of a series of in-
finitesimal generators apply to these moment functions based on our convergence result under
some regularity conditions. The two results will be approximately identical. This justifies our
introduction of the later methods, which will enable our estimation method applicable to cases
when transitional density is not available. Example of how to apply our generator method for
calculating the conditional expectation is provided in equation (5.14) in section 2.5.2.
A one dimensional CIR process is with the form
dXt = κ(α−Xt)dt+σ
√
XtdBt .
where {Bt}t≥0 denotes the standard Brownian motion. The two dimensional CIR process is
dXt = κ(α−Xt)dt+σ
√
XtdBt ,
or write in the form
d
 X1t
X2t
=
 κ11 0
κ21 κ22

 α1−X1t
α2−X2t
dt+
 σ11√X1t 0
0 σ22
√
X2t
d
 W1t
W2t
 .
15
Here, {Bt}t≥0 is a two dimensional standard Brownian. κ2×1 and α2 are two real vectors. σ2×2
is a constant matrix with two zero components under our assumption.
The CIR process and the O-U process are defined very similarly, only O-U with Xt in the
diffusion coefficient, while CIR is defined with
√
Xt . But their distribution and hence properties
are quite different. For example, the one dimensional CIR process is no longer normal, but
a non-central chi-square distribution, with stationary distribution gamma distributed. Please
refer to Cox, Ingersoll (1985) and Ross for more details.
For more information about stochastic diffusion processes, please refer to Karatzas and
Shreve (1988).
2.1.2 Tensor Notations
Let us introduce the tensor notations. Please refer to McCullagh (1987) for details.
Denote
f (Xi,Xi+1;η) = ( f 1(Xi,Xi+1;η), . . . , f r(Xi,Xi+1;η)).
Here, f j(Xi,Xi+1;η) is the j-th component of f (Xi,Xi+1;η). Likewise, η j is the j-th compo-
nent of η. We employ an convention in the tensor method that repeated indices are summed
over, namely
u jmgm(Xα,Xα+1;θ0) =∑
m
u jmgm(Xα,Xα+1;θ0).
We need the following tenosor notations in our analysis:
β j; j1,..., jk(Xi,Xi+1) := E[
∂k f j(Xi,Xi+1;η0)
∂η j1 , . . . ,∂η jk
],
b j; j1,..., jki (Xi,Xi+1) :=
∂k f j(Xi,Xi+1;η0)
∂η j1, . . . ,∂η jk
−β j; j1,..., jk ,
B j; j1,..., jk(Xi,Xi+1) :=
1
n
n
∑
i=1
b j; j1,..., jki (Xi,Xi+1),
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γb1( j; j1,..., jm;...,k;k1,...,kn);...,bs(i;i1,...,ip;,...;l;l1,...,lq) :=
E[Ab1(η0){(∂
m f j(Xα,Xα+1;θ0)
∂η j1, . . . ,∂η jm
×·· ·× ∂
n f k(Xα,Xα+1;θ0)
∂ηk1, . . . ,∂ηkn
)
×{·· ·×{Abs(η0)(∂
p f i(Xα,Xα+1;θ0)
∂ηi1, . . . ,∂ηip
× ∂
q f l(Xα,Xα+1;θ0)
∂ηl1, . . . ,∂ηlq
)}}}],
ζ j :=
1
6 ∑k,l.m
∫ ηk
ηk0
∫ ηl
ηl0
∫ ηm
ηm0
∫ ηn
ηn0
∂3 f j(t)
∂ηm∂ηl∂ηk
(ηk− t1)(ηl− t2)(ηm− t3)dt1dt2dt3,
γb( j,k) = E[Ab(θ0){u jmgm(Xα,Xα+1;θ0) ·ukngn(Xα,Xα+1;θ0)}],
γb( j,k;k) = E[Ab(θ0){∂ f
j(Xα,Xα+1;θ0)
∂ηk
· f k(Xα,Xα+1;θ0)}]
= E[Ab(θ0){∂(∑
p
m=1 u jmgm(Xα,Xα+1;θ0))
∂θn
· vkn ·∑
n=1
pukngn(Xα,Xα+1;θ0)}].
Furthermore, using the infinitesimal generator,
E[ f j(Xi,Xi+1;η0)|Xi = x0] =
K
∑
k=0
Ak(η0) f j(x0,x0;η0)
4k
k!
(1.5)
+E[AK+1(η0) · f j(x0,Xi+4∗;η0)|Xi = x0] 4
K+1
(K+1)!
,
where 0 <4∗ <4.
2.2 Theory
In this section, we first present the theoretical forms of bias and variance for parameter
estimators obtained via estimating parameters of an stochastic differential equation via the
general estimating equation approach. Then, we list the theoretical forms of bias and variance
for various O-U processes and CIR processes. Please refer to the Section 2.5 for technique
details about how the theories are proved and how the results for those selected processes are
derived.
2.2.1 Bias and Variance for General Diffusion Process
Now we want to explore the high order property of the estimator θˆ, which is gained , under
this specification, so we make some further assumptions below, and mainly use the Taylor
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expansion, tensor method, properties of strong mixing processes to achieve our target.
Chen and Cui (2007) applied tensor method to explore the second order properties of em-
pirical likelihood with moment restriction. Inspired by their proceedings, we assume
(A1) rank(E[ ∂∂θg(Xi,Xi+1;θ0)]) = p, and there exist non-singular matrices Ur×r and Vp×p, such
that
V T ·E[ ∂
∂θ
g(Xi,Xi+1;θ0)] ·UT =
 Ip×p
0(r−p)×p
 ,
where Ip×p is the p−dim identity matrix and 0(r−p)×p is the (r− p)× p null matrix.
We reparameterize ηp×1 :=V−1θ, and define
f (η)r×1 := f (Xi,Xi+1;η) :=U ·g(Xi,Xi+1;θ), and (2.6)
E[
∂
∂η
f (η0)] = E[
∂θ
∂η
· ∂ f
∂θ
] = E[
∂Vη
∂η
· ∂Ug
∂θ
]
= E[V T · ∂
∂θ
g(Xi,Xi+1;θ0) ·UT ] =
 Ip×p
0(r−p)×p
 . (2.7)
Without loss of generality, we first consider the properties of the transformed parameter
η :=V−1θ, which can then translated to results regarding the original parameter θ.
The main result will gives out the form of the bias and variance for estimating the desired
parameter. Before showing that, similar as in Sargan (1976), we employ the following theory
to control the remainder terms and justify that they are ignorable in the tensor expansion.
Theorem 2.2.1 Denote φT (η) := 1n ∑
n
i=1 f (Xi,Xi+1;η). Assume
(i) There exist a hypersphere S and N0 ∈N, such that φT has uniformly bounded derivatives
up to order r for all p×1 vector η ∈ S and all n≥ N0.
(ii) Let ηˆ be an estimator of η which has a probability density f (η), with real value η0 ∈ S,
such that
E||ηˆ−η0||R = O(n−γR),
as n→ ∞, for some γ≥ 0 and R≥ 1.
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(iii) For some K ≥ 1, E(|φT (ηˆ)|K) = O(nλ) for some λ> 0.
Then, for any 1≤ k ≤ K(R−r)R+λ/γ ,
E(|φT (ηˆ)|k)−E(|φTr(ηˆ)|k) = O(n−γr),
where φTr(ηˆ) :=∑r−1s=0
1
s! [(∑
p
i=1(ηˆi−η0i) ∂∂ηi )sφT (ηˆ)]|ηˆ=η0 is the (r−1)−th order Taylor Series
expression about η= η0, r is a positive integer less than or equal to R, and (r−1)k ≤ R.
To formally attain our result of the bias and variance, the following definitions and assump-
tions are introduced.
Let (Xt , t ∈ Z) be a strictly stationary process, its strong mixing coefficient of order k is
defined as
α(k) = sup
B∈σ(Xs,s≤t)C∈σ(Xs,s≥t+k)
|P(B
⋂
C)−P(B)P(C)|, k ≥ 1.
X is said to be strong mixing, or α−mixing if limk→∞α(k) = 0. Please refer to Bosq (1998)
for more details.
The three assumptions needed are:
A2 {Xt} is strong mixing with mixing coefficient α(n) satisfying ∑∞n=1α(n)
δ
2+δ < ∞, for
some δ> 0.
Then b j; j1,..., jkj
n
j=1
should be strong mixing too with coefficient β(n) satisfying
β(n)≤ α(n), Fbi ⊂ FXi.
A3 E(b j; j1,..., jki )
2+δ < ∞.
A4 σ2j; j1,..., jk := E(b
j; j1,..., jk
0 )
2+2∑∞i=1 E(b
j; j1,..., jk
0 b
j; j1,..., jk
i ) 6= 0.
We also need the following convergence theory from Bosq (1998, p36) in the process of
our proof.
Theorem 2.2.2 Suppose that (Xt , t ∈ Z) is a zero-mean real-valued strictly stationary process
such that for some γ> 2 and some δ> 0
E|Xt |γ < ∞, and
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α(k)≤ ak−β
where a is a positive constant and β> γγ−2 , then if σ
2 = ∑∞k=−∞Cov(X0,Xk)> 0 we have
Sn
σ
√
n
w→ N ∼N (0,1).
Based on the above assumptions and theories, our main result can be established. It is
summarized in Theorem 2.2.3. Please refer to the technique proof in Section 2.5 for details.
Theorem 2.2.3 For parameters in stochastic differential equation
dXt = b(Xt ,θ)dt+σ(Xt ,θ)dBt ,
the bias and the variance of the estimator θˆm are
bias(θˆm) =
1
n
p
∑
j=1
B
∑
b=0
4b
b!
vm j(γb( j,k;k)− 12β
j,klγb(k;l))+o(4b),
var(θˆm) =
p
∑
j=1
p
∑
k=1
B
∑
b=0
1
n
4b
b!
vm jvmkγb( j;k).
2.2.2 Bias and Variance in One Dimensional O-U Process
Tang and Chen (2009) has already given the bias and variance forms for one dimensional O-
U process. In this subsection, we apply our theory 2.2.3 to the special case of one dimensional
O-U process to double check the correctness of our method. The relative simplicity of this
process will also help us clearly demonstrate how our method is different from others’ and
how to be carried out.
We proceed following our new theorem below. Please refer to the technique proof part at
the end of this chapter for more details.
For the one dimensional Ornstein-Uhlenbeck diffusion process
dXt = κ(α−Xt)dt+σdBt ,
where {Bt}t≥0 denotes the standard Brownian motion.
20
By applying the Itoˆ formula,
d(eκtXt) = κeκtXtdt+ eκtdXt = eκtκαdt+ eκtσdWt ,
Xt = e−κtX0+
∫ t
0
eκ(s−t)καds+
∫ t
0
eκ(s−t)σdWs.
Hence, the conditional distribution is
Xi|Xi−1 ∼ N(Xi−1e−κ4+α(1− eκ4), 12σ
2κ−1(1− e−2κ4)),
and the stationary distribution is N(α, 12σ
2κ−1).
Then the likelihood function is
L :=
n
∑
i=1
[
1
2
logκ− 1
2
logpi− 1
2
logσ2− 1
2
log(1− e−2κ4)− (Xi−α− e
−κ4(Xi−1−α))2
σ2κ−1(1− e−2κ4) ].
We adopt the estimating equation 
g1 := ∂L∂κ
g2 := ∂L∂α
g3 := ∂L∂σ2
.
Then we can work out V = I,
U =

− 1−e−2κ442e−2κ4 0 −
σ2(1−e−2κ4)
κ42e−2κ4 +
2σ2
4
0 −σ2(1+e−κ4)2κ(1−e−κ4) 0
−σ2(1−e−2κ4)κ42e−2κ4 + 2σ
2
4 0 −σ
4(1−e−2κ4)
κ242e−2κ4 +
4σ4
κ4 − 2σ
4(1+e−2κ4)
1−e−2κ4
 .
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So
n ·bias(κ)
= n ·bias(η1)
= nE[B1,kBk]− n
2
β1,klE[BkBl]
= E[
∂ f 1(Xi,Xi+1;η0)
∂ηk
f k(Xi,Xi+1;η0)]+
1
n
n−1
∑
i=1
(n− i)E[∂ f
1(Xi+1,Xi+2;η0)
∂ηk
f k(X1,X2;η0)]
−1
2
E[
∂2 f 1(X1,X2;η0)
∂ηk∂ηl
]E[ f k(X1,X2;η0) f l(X1,X2;η0)]
= E[u1i
∂gi(Xα,Xα+1;θ0)
∂θk
·uk jg j(Xα,Xα+1;θ0)]
−1
2
E[u1i
∂2gi(Xα,Xα+1;θ0)
∂θk∂θl
]E[ukigi(Xα,Xα+1;θ0) ·ul jg j(Xα,Xα+1;θ0)]
+
n−1
∑
α=1
n−α
n
E[u1i
∂gi(Xα,Xα+1;θ0)
∂θk
·uk jg j(X1,X2;θ0)]
=
4
4 +2κ+o(1),
i.e. bias(κˆ) = 4T +
2κ
n +o(
1
n).
Similarly, we can work out
bias(σˆ2) =−2σ
2
n
+o(
1
n
),
bias(αˆ) = o(
1
n
),
var(κˆ) =
2κ
T
+o(
1
T
),
var(σˆ2) =
2σ4
n
+o(
1
n
),
var(αˆ) =
σ2
Tκ2
+o(
1
T
),
cov(κˆ, σˆ2) = o(
1
n
),
cov(κˆ, αˆ) =
2σ2κ
n
,
cov(σˆ2, αˆ) = o(
1
n
).
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This finding is consistent with Tang and Chen (2009). Note that since the transitional
density of Ornstein-Uhlenbeck diffusion process is fully known, we have employed both its
known transitional density and its infinitesimal generator to calculate the expectations and
the results are the same. Also, the way to arrive at the result of the bias and variance is by
plugging in the specified drift and diffusion functions and applying corresponding conditional
distribution to the forms of bais and variance, which are obtained by tensor method to general
estimating equation. Please refer to the appendix for technique details.
2.2.3 Bias and Variance in Two Dimensional O-U Process Driven by Independent Brow-
nian Motions
To see how our general theory works on multi-dimensional stochastic differential equation-
s, we first apply it to two dimensional O-U process driven by independent Brownian motions.
We adopt the two dimensional Ornstein-Uhlenbeck diffusion process
dXt = κ(α−Xt)dt+σdWt ,
or write in the form
d
 X1t
X2t
=
 κ11 0
κ21 κ22

 α1−X1t
α2−X2t
dt+
 σ11 0
0 σ22
d
 W1t
W2t
 ,
where κ21 6= 0 (or it is a degenerated case) and
 W1t
W2t

t≥0
is a standard two dimensional
Brownian motion.
Because
eκtdXt = eκtκ(α−Xt)dt+ eκtσdWt ,
d(eκtXt) = κeκtXtdt+ eκtdXt = eκtκαdt+ eκtσdWt ,
eκtXt−X0 =
∫ t
0
eκsκαds+
∫ t
0
eκsσdWs,
23
we see,
Xt = e−κ4Xt−1+(I− e−κ4)α+ e−κt4
∫ t4
(t−1)4
eκsσdWs.
When κ11 6= κ22, let b = κ21κ22−κ11 , we have 4
exp
 κ11 0
κ21 κ22
= exp

 1 0
−b 1

 κ11 0
0 κ22

 1 0
b 1


=
 1 0
−b 1
exp
 κ11t 0
0 κ22t

 1 0
b 1

=
 1 0
−b 1

 eκ11 0
0 eκ22

 1 0
b 1
=
 eκ11 0
b(eκ22− eκ11) eκ22
 .
When κ11 = κ22,
exp
 κ11 0
κ21 κ22
= exp
κ11
 1 0
0 1
+κ21
 0 0
1 0


= exp
κ11
 1 0
0 1

exp
κ21
 0 0
1 0


=
 eκ11 0
0 eκ22

 1 0
κ21 1
=
 eκ11 0
κ21eκ11 eκ11
 .
Let
U0i = e
−κ4Xi−1+(I− e−κ4)α.
4So exp
{
−
(
κ11 0
κ21 κ22
)
4
}
=
(
e−κ114 0
b(e−κ224− e−κ114) e−κ224
)
.
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We have when κ11 6= κ22,
Ui = Xi−U0i =
 Xi,1−U0i1
Xi,2−U0i2
 ,
U0i1 = α1+(1−κ114+
κ211
2
42− κ
3
11
6
43+ κ
4
11
24
44)(Xi−1,1−α1),
U0i2 = α2+(1−κ224+
κ222
2
42− κ
3
22
6
43+ κ
4
22
24
44)(Xi−1,2−α2),
−κ214{1− 124(κ11+κ22)+
1
6
42(κ211+κ11κ22+κ222)
− 1
24
43(κ211+κ222)(κ11+κ22)}(Xi−1,1−α1).
When κ11 = κ22,
U0i1 = α1+(1−κ114+
κ211
2
42− κ
3
11
6
43+ κ
4
11
24
44)(Xi−1,1−α1),
U0i2 = α2+(1−κ114+
κ211
2
42− κ
3
11
6
43+ κ
4
11
24
44)(Xi−1,2−α2)
−κ214(1−κ114+ κ
2
11
2
42− κ
3
11
6
43)(Xi−1,1−α1).
Denote
V = var(e−κt4
∫ t4
(t−1)4
eκsσdWs) =
∫ t4
(t−1)4
eκ(−t4+s)σσT (eκ(−t4+s))T ds.
Then we find when κ11 6= κ22,
V =
 v11 v12
v21 v22
 ,
v11 = σ211
1− e−2κ114
2κ11
= σ2114(1−κ114+
2
3
κ21142−
1
3
κ31143)+O(45),
v12 = v21 =
κ21
κ22−κ11σ
2
11(
1− e−(κ11+κ22)4
κ11+κ22
− 1− e
−2κ114
2κ11
)
= σ211κ2142{−
1
2
+4(1
2
κ11+
1
6
κ22)−42( 724κ
2
11+
1
6
κ11κ22+
1
24
κ222)}+O(45),
v22 = (
κ21
κ22−κ11 )
2σ211{
1− e−2κ11
2κ11
−21− e
−(κ11+κ22)4
κ11+κ22
+
1− e−2κ22
2κ22
}+σ222
1− e−2κ22
2κ22
= σ211κ
2
2143{
1
3
−41
4
(κ11+κ22)}+σ2224(1−κ224+
2
3
κ22242−
1
3
κ32243)+O(45).
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When κ11 = κ22,
v11 = σ2114(1−κ114+
2
3
κ21142−
1
3
κ31143)+O(45),
v12 = v21 = σ211κ2142(−
1
2
+42
3
κ11−42 12κ
2
11)+O(45),
v22 = σ211κ
2
2143(
1
3
− 1
2
κ114)+σ2224(1−κ114+
2
3
κ21142−
1
3
κ31143)+O(45).
That is the main orders for the conditional expectation and variance of Xi given Xi−1 when
κ11 = κ22 is the same as letting κ11 = κ22 in the κ11 6= κ22 case. Therefore, we can only derive
those results for κ11 6= κ22 and then let κ11 = κ22 to get the result for κ11 = κ22.
That is we know the transitional distribution
Xt |Xt−1 ∼ N2(U0i ,V ),
and the stationary distribution
Xt ∼ N2(α,V0),
where α=
 α1
α2
 and V0 =
 σ2112κ11 bσ211( 1κ11+κ22 − 12κ11 )
bσ211(
1
κ11+κ22 − 12κ11 ) b2σ211( 12κ11 − 2κ11+κ22 + 12κ22 )+
σ222
2κ22
.
Then the log likelihood function is
ln(θ) =
n
∑
i=1
{− log(2pi)− 1
2
l∗(θ)},
where θ= {α1,α2,κ11,κ22,κ21,σ211,σ222}. Let
l∗n(θ) = log |V |+UTi V−1Ui.
And we adopt the estimating equation to be
∂l∗n(θ)
∂θ
= 0.
Based on our main result, in Theorem 2.2.3 by plug in the specific form of the drift function
and the diffusion function, calculate the expectations either through the infinitesimal generator
26
or the known transitional density of two dimensional O-U process, we find that the biases are:
bias(αˆ1) = o(
1
n
),
bias(αˆ1) = o(
1
n
),
bias(κˆ11) =
4+2∆κ11
n∆
+o(
1
n
),
bias(κˆ22) =
(κ11+κ22)σ222
n∆
(
κ221σ
2
11+(κ11+κ22)
2σ222
)2 (4κ11κ221σ211+6κ221κ22σ211+4κ311σ222+14κ211κ22σ222+
16κ11κ222σ
2
22+6κ
3
22σ
2
22
)
+
(κ11+κ22)σ222
n
(
κ221σ
2
11+(κ11+κ22)
2σ222
)2 (−κ11κ221κ22σ211+κ221κ222σ211+2κ311κ22σ222+7κ211κ222σ222
+8κ11κ322σ
2
22+3κ
4
22σ
2
22
)
+o(
1
n
),
bias(κˆ21) =
κ21σ222
(
6κ221κ22σ
2
11+4κ
3
11σ
2
22+14κ
2
11κ22σ
2
22+6κ
3
22σ
2
22+4κ11
(
κ221σ
2
11+4κ
2
22σ
2
22
))
n∆
(
κ221σ
2
11+(κ11+κ22)
2σ222
)2
+
κ21σ222
n
(
κ221σ
2
11+(κ11+κ22)
2σ222
)2 (κ11+κ22)(2κ11κ221σ211+κ221κ22σ211+2κ311σ222
+8κ211κ22σ
2
22+9κ11κ
2
22σ
2
22+3κ
3
22σ
2
22
)
+o(
1
n
),
bias(σˆ211) =
2σ211
n
+o(
1
n
),
bias(σˆ222) =
σ222
(−18κ221σ211+6(κ211+4κ11κ22+3κ222)σ222)
6n
(
κ221σ
2
11+(κ11+κ22)
2σ222
) +o(1
n
).
And the variances and covariances are:
var(αˆ1) =
σ211
n∆κ211
+o(
1
n∆
),
var(αˆ2) =
κ221σ
2
11
κ211
+σ222
n∆κ222
+o(
1
n∆
),
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var(κˆ11) =
2κ11
n∆
+
2κ211
n
+o(
1
n
),
var(κˆ22) =
2κ22 (κ11+κ22)2σ222
n∆
(
κ221σ
2
11+(κ11+κ22)
2σ222
) + κ222 (κ11+κ22)2σ222
(
κ221σ
2
11+2(κ11+κ22)
2σ222
)
n
(
κ221σ
2
11+(κ11+κ22)
2σ222
)2
+o(
1
n
),
var(κˆ21) =
2(κ11+κ22)σ222
(
κ221σ
2
11+κ11 (κ11+κ22)σ
2
22
)
n∆σ211
(
κ221σ
2
11+(κ11+κ22)
2σ222
)
+
(κ11+κ22)2σ222
(
κ421σ
4
11+2κ
2
21
(
κ211+κ11κ22+κ
2
22
)
σ211σ
2
22+κ
2
11 (κ11+κ22)
2σ422
)
nσ211
(
κ221σ
2
11+(κ11+κ22)
2σ222
)2
+o(
1
n
),
var(σˆ211) =
2σ411
n
+o(
1
n
),
var(σˆ222) =
2σ422
n
+o(
1
n
),
cov(αˆ1, αˆ2) = − κ21σ
2
11
n∆κ211κ22
+o(
1
n∆
),
cov(κˆ22, κˆ21) =
2κ21κ22 (κ11+κ22)σ222
n∆
(
κ221σ
2
11+(κ11+κ22)
2σ222
)
+
κ21κ22 (κ11+κ22)2σ222
(
κ221σ
2
11+
(
κ211+3κ11κ22+2κ
2
22
)
σ222
)
n
(
κ221σ
2
11+(κ11+κ22)
2σ222
)2 +o(1n),
cov(κˆ11, σˆ211) =
2κ11σ211
n
+o(
1
n
),
cov(κˆ22, σˆ222) =
2κ22 (κ11+κ22)2σ422
n
(
κ221σ
2
11+(κ11+κ22)
2σ222
) +o(1
n
),
cov(κˆ21, σˆ222) =
2κ21κ22 (κ11+κ22)σ422
n
(
κ221σ
2
11+(κ11+κ22)
2σ222
) +o(1
n
),
while cov(κˆ11, κˆ22), cov(κˆ11, κˆ21), cov(κˆ11, σˆ222), cov(κˆ22, σˆ
2
11), cov(κˆ21, σˆ
2
11), and cov(σˆ
2
11, σˆ
2
22)
are all o(1n).
We can see the order of the two dimensional case is largely the same as the one dimensional
case.
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Above results for two dimensional O-U process are partially harvested with the aid of
Mathematica due to the enormous amount of calculation involved.
2.2.4 Bias and Variance in Two Dimensional O-U Process Driven by Correlated Brow-
nian Motions
We adopt the two dimensional Ornstein-Uhlenbeck diffusion process
dXt = κ(α−Xt)dt+σdBt ,
or write in the form
d
 X1t
X2t
=
 κ11 0
κ21 κ22

 α1−X1t
α2−X2t
dt+
 σ11 0
0 σ22
d
 B1t
B2t
 ,
where κ21 6= 0 (or it is a degenerated case) and
 B1t
B2t

t≥0
is a standard two dimensional
Brownian motion with corr(dB1t ,dB2t) = ρ.
Or equivalently,
dXt = κ(α−Xt)dt+σdBt ,
or write in the form
d
 X1t
X2t
=
 κ11 0
κ21 κ22

 α1−X1t
α2−X2t
dt+
 σ11 0
σ11ρ σ22
√
1−ρ2
d
 W1t
W2t
 ,
where
 W1t
W2t

t≥0
is a standard two dimensional Brownian motion with corr(dW1t ,dW2t) =
0.
Let
U0i = e
−κ4Xi−1+(I− e−κ4)α.
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We have when κ11 6= κ22,
Ui = Xi−U0i =
 Xi,1−U0i1
Xi,2−U0i2
 ,
U0i1 = α1+(1−κ114+
κ211
2
42− κ
3
11
6
43+ κ
4
11
24
44)(Xi−1,1−α1),
U0i2 = α2+(1−κ224+
κ222
2
42− κ
3
22
6
43+ κ
4
22
24
44)(Xi−1,2−α2),
−κ214{1− 124(κ11+κ22)+
1
6
42(κ211+κ11κ22+κ222)
− 1
24
43(κ211+κ222)(κ11+κ22)}(Xi−1,1−α1).
When κ11 = κ22,
U0i1 = α1+(1−κ114+
κ211
2
42− κ
3
11
6
43+ κ
4
11
24
44)(Xi−1,1−α1),
U0i2 = α2+(1−κ114+
κ211
2
42− κ
3
11
6
43+ κ
4
11
24
44)(Xi−1,2−α2)
−κ214(1−κ114+ κ
2
11
2
42− κ
3
11
6
43)(Xi−1,1−α1).
Denote
V = var(e−κt4
∫ t4
(t−1)4
eκsσdWs) =
∫ t4
(t−1)4
eκ(−t4+s)σσT (eκ(−t4+s))T ds.
Then we find when κ11 6= κ22,
V =
 v11 v12
v21 v22
 ,
v11 = σ211
1− e−2κ114
2κ11
= σ2114(1−κ114+
2
3
κ21142−
1
3
κ31143)+O(45),
v12 = v21 = bσ211(
1− e−(κ11+κ22)4
κ11+κ22
− 1− e
−2κ114
2κ11
)+ρσ11σ22
1− e−(κ11+κ22)4
κ11+κ22
= σ211κ2142{−
1
2
+4(1
2
κ11+
1
6
κ22)−42( 724κ
2
11+
1
6
κ11κ22+
1
24
κ222)}
+ρσ11σ22
1− e−(κ11+κ22)4
κ11+κ22
+O(45),
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v22 = b2σ211{
1− e−2κ11
2κ11
−21− e
−(κ11+κ22)4
κ11+κ22
+
1− e−2κ11
2κ22
}+σ222
1− e−2κ22
κ22
+ρσ11σ22
κ21
κ22−κ11 (
1− e−2κ22
2κ22
− 1− e
−(κ11+κ22)4
κ11+κ22
)
= σ211κ
2
2143{
1
3
−41
4
(κ11+κ22)}+σ2224(1−κ224+
2
3
κ22242−
1
3
κ32243)
+ρσ11σ22
κ21
κ22−κ11 (
1− e−2κ22
2κ22
− 1− e
−(κ11+κ22)4
κ11+κ22
)+O(45).
When κ11 = κ22,
v11 = σ2114(1−κ114+
2
3
κ21142−
1
3
κ31143)+O(45),
v12 = v21 = σ211κ2142(−
1
2
+42
3
κ11−42 12κ
2
11)+ρσ11σ22
1− e−(κ11+κ22)4
κ11+κ22
+O(45),
v22 = σ211κ
2
2143(
1
3
− 1
2
κ114)+σ2224(1−κ114+
2
3
κ21142−
1
3
κ31143)
+ρσ11σ22
κ21
κ22−κ11 (
1− e−2κ22
2κ22
− 1− e
−(κ11+κ22)4
κ11+κ22
)+O(45).
The above analysis shows that the main orders for the conditional expectation and variance
of Xi given Xi−1 when κ11 = κ22 is the same as letting κ11 = κ22 in the κ11 6= κ22 case. There-
fore, we can only derive those results for κ11 6= κ22 and then let κ11 = κ22 to get the result for
κ11 = κ22.
That is we know the transitional distribution
Xt |Xt−1 ∼ N2(U0i ,V ),
and the stationary distribution
Xt ∼ N2(α,V0),
where α=
 α1
α2
, V0 =
 v011 v012
v021 v022
, where
v011 =
σ211
2κ11
,
v012 = v021 =
κ21
κ22−κ11σ
2
11(
1
κ11+κ22
− 1
2κ11
)+ρσ11σ22
1
κ11+κ22
,
v022 = (
κ21
κ22−κ11 )
2σ211(
1
2κ11
− 2
κ11+κ22
+
1
2κ22
)+
σ222
2κ22
+2ρσ11σ22
κ21
κ22−κ11 (
1
2κ22
− 1
κ11+κ22
).
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Then the the log likelihood function is
ln(θ) =
n
∑
i=1
{− log(2pi)− 1
2
l∗(θ)},
where θ= {α1,α2,κ11,κ22,κ21,σ211,σ222,ρ},
l∗n(θ) = log |V |+UTi V−1Ui.
And we adopt the estimating equation to be
∂l∗n(θ)
∂θ
= 0.
Based on Theorem 2.2.3 and the above findings, we discover that the orders of bias for
those interested parameters are of the same order as the independent case. The deduction
process is aided with Mathematica. The middle processes and even the final deduced biases
of those parameters takes large amount of pages to show. Hence, some simulation results are
included in Section 2.3 to help with easy appreciation of the result.
2.2.5 Bias and Variance in Two Dimensional CIR Process
Consider the two dimensional CIR process
dXt = κ(α−Xt)dt+σ
√
XtdWt ,
or write in the form
d
 X1t
X2t
=
 κ11 0
κ21 κ22

 α1−X1t
α2−X2t
dt+
 σ11√X1t 0
0 σ22
√
X2t
d
 W1t
W2t
 .
For the purpose of constructing likelihood function, we apply Nowman (1977)’s approxi-
mation method. For s ∈ [(t−1)4, t4), define Y1,s−1 = X(t−1)4,1 and Y2,s−1 = X(t−1)4,2. The
process used for likelihood derivation will be,
d
 X1s
X2s
=
 κ11 0
κ21 κ22

 α1−X1s
α2−X2s
ds+
 σ11√Y1,s−1 0
0 σ22
√
Y2,s−1
d
 W1s
W2s
 .
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Write
U0i = e
−κ4Xi−1+(I− e−κ4)α,
Ui = Xi−U0i =
 Xi,1−U0i1
Xi,2−U0i2
 ,
U0i1 = α1+(1−κ114+
κ211
2
42− κ
3
11
6
43+ κ
4
11
24
44)(Xi−1,1−α1),
U0i2 = α2+(1−κ224+
κ222
2
42− κ
3
22
6
43+ κ
4
22
24
44)(Xi−1,2−α2),
−κ214{1− 124(κ11+κ22)+
1
6
42(κ211+κ11κ22+κ222)
− 1
24
43(κ211+κ222)(κ11+κ22)}(Xi−1,1−α1).
Denote
V =
 v11 v12
v21 v22
 ,
v11 = σ211Y1,t−1
1− e−2κ114
2κ11
= σ211Y1,t−14(1−κ114+
2
3
κ21142−
1
3
κ31143)+O(45),
v12 = v21 =
κ21
κ22−κ11σ
2
11Y1,t−1(
1− e−(κ11+κ22)4
κ11+κ22
− 1− e
−2κ114
2κ11
)
= σ211Y1,t−1κ2142{−
1
2
+4(1
2
κ11+
1
6
κ22)−42( 724κ
2
11+
1
6
κ11κ22+
1
24
κ222)}+O(45),
v22 = (
κ21
κ22−κ11 )
2σ211Y1,t−1{
1− e−2κ11
2κ11
−21− e
−(κ11+κ22)4
κ11+κ22
+
1− e−2κ22
2κ22
}+σ222Y2,t−1
1− e−2κ22
2κ22
= σ211Y1,t−1κ
2
2143{
1
3
−41
4
(κ11+κ22)}+σ222Y2,t−14(1−κ224+
2
3
κ22242−
1
3
κ32243)+O(45).
Then the likelihood function is:
ln(θ) =
N
∑
i=1
{−log(1pi)− 1
2
log |V |− 1
2
UTi V
−1Ui}.
Let l∗n(θ) = log |V |+UTi V−1Ui.
Denote
U = (ui j) = [(
∂2l∗
∂2θ
)T ]−1,
33
g = (gi) =
∂l∗
∂θ
.
We need to derive:
n ·bias(η j)
= E[u ji
∂gi(Xα,Xα+1;θ0)
∂θk
·uksgs(Xα,Xα+1;θ0)]
−1
2
E[u ji
∂2gi(Xα,Xα+1;θ0)
∂θk∂θl
]{E[uksgs(Xα,Xα+1;θ0) ·ulmgm(Xα,Xα+1;θ0)]
+
n−1
∑
α= j
n−α
n
E[u ji
∂gi(Xα,Xα+1;θ0)
∂θk
·uksgs(X1,X2;θ0)]−E[uklgl(Xα,Xα+1;θ0)]E[u jm g
m(Xα,Xα+1;θ0)
∂θk
].
We note that the CIR process implies that:
Y10 ∼ Gamma(2κ11α1σ211
,
σ211
2κ11
) and
Y20|Y10 ∼ Gamma(
2κ22{α2+ κ21κ22 (α1−Y10)}
σ222
,
σ222
2κ22
).
Let v = 4κ11α1σ211
,λ= cY1,t−1eκ114 , and c = 4κ11σ211(1−e−κ114)
. Then, cY1t |Y1,t−1 ∼ χ2v(λ).
Write w =
4κ22{α2+ κ21κ22 (α1−Y10)}
σ222
,η= bY2,t−1eκ224, and b = 4κ22σ222(1−e−κ224)
. Then
bY2t |Yt−1 ∼ χ2w(η).
If Y ∼ Gamma(k,θ), then Y−1 ∼ Inverse-Gamma(k,θ−1) with density
βα
Γ(α)
x−α−1exp(
−β
x
), x > 0.
Following Theorem 2.2.3, we derive the estimated bias and variance for these interested
parameters with the aid of Mathematica. The order of the two dimensional case turns out to be
the same as the one dimensional case. Simulation results are provided in Section 2.3 to help
appreciate the result.
2.3 Visualization of The Theoretical Biases and Variances
In this section, we plot the theoretical biases when related to the parameters for two dimen-
sional O-U process driven by independent Brownian motions.
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We can see from the following plots to get some intuitive feeling about how the biases are
influenced by each other.
In Figure 2.1, the biases of κˆ11 and σ211 are plotted separately. Note that the estimators for
those two have the same properties as the one dimensional O-U process case. This is because in
our specification, the first process in driven by only one independent Brownian motion, while
the second process is driven by another independent Brownian motion and influenced by the
first process. The main order of the bias for κ11 is O( 1n4), and hence it is mainly influenced
by sample size and sampling interval, and changes little with κ11. The major order for σˆ211 is
O(1n), hence we get better estimation for σ
2
11 than the reversion parameter κ11. The bias for σˆ
2
11
is maily influenced by sample size, but also become larger when the true value σ211 increases.
We plot the bias of κˆ22 in Figure 2.2 for three different values of κ21, 0, 0.55, and 0.8. We
did this to see intuitively how the correlation between the first process and the second process
may influence the estimation of κ22. When κ21 = 0, the bias for κ22 is enlarged relative to a
pure independent O-U process because we are estimating one more parameter. When κ21 is
larger, say 0.8 rather than 0.5, the bias is influenced more by the true value of κ22 than κ11.
The bias of κ22 is influenced more by σ222 than σ
2
11.
Figure 2.3 shows the bias for κˆ21 seems to be influenced by κ11 and κ22 relatively similarly
when κ21 equals 0.55 and 0.8. The increase of the value of σ222 changes the bias of κ21 slowly,
while the value of σ211 changes the bias of κ21 very quickly at beginning, especially when σ
2
22
is small.
Figure 2.4 illustrates the bias of σˆ222, which is not only influenced by κ22 and σ
2
22, but also
n,κ11,κ21 and κ22. When κ21 = 0.55, the influence to the bias of σˆ222 from κ11 changes faster
than that from κ22.
35
Fi
gu
re
2.
1
E
st
im
at
io
n
B
ia
se
s
of
κ 1
1
an
d
σ2 1
1
un
de
rT
w
o
D
im
en
si
on
al
O
-U
pr
oc
es
s
D
riv
en
by
In
de
pe
nd
en
tB
ro
w
ni
an
M
ot
io
ns
.
 
   
 
 
 
 
 
 
 
36
Fi
gu
re
2.
2
E
st
im
at
io
n
B
ia
s
of
κ 2
2
un
de
r
Tw
o
D
im
en
si
on
al
O
-U
pr
oc
es
s
D
riv
en
by
In
de
pe
n-
de
nt
B
ro
w
ni
an
M
ot
io
ns
.
 
37
Fi
gu
re
2.
3
E
st
im
at
io
n
B
ia
s
of
κ 2
1
un
de
r
Tw
o
D
im
en
si
on
al
O
-U
pr
oc
es
s
D
riv
en
by
In
de
pe
n-
de
nt
B
ro
w
ni
an
M
ot
io
ns
.
 
38
Fi
gu
re
2.
4
E
st
im
at
io
n
B
ia
s
of
σ2 2
2
un
de
r
Tw
o
D
im
en
si
on
al
O
-U
pr
oc
es
s
D
riv
en
by
In
de
pe
n-
de
nt
B
ro
w
ni
an
M
ot
io
ns
..
 
39
2.4 Simulation Results
We consider the two dimensional Ornstein-Uhlenbeck diffusion process driven by indepen-
dent Brownian motion specified in (1.4). The true parameter used for the following simulations
are
α1 = 0.1,α2 = 0.12,κ11 = 0.25,κ22 = 0.4,κ12 = 0.55,σ11 = 0.015,σ22 = 0.025.
The simulation results are summarized in Table 2.1 to 2.10. For each parameter, we report
the theoretical bias calculated from our theoretical result, the estimated value, the estimation
bias, the relative bias in percentage, the mean square error, the estimated covariance matrix, as
well as the bootstrapped estimation.
Supposed q years of sample is collected. When monthly sample is adopted,4= 1/12 and
the total sample size would be 12q. When weekly sample is used, 4 = 1/52 and the total
sample size will become 52q.
From the simulation results, we can see the estimation for the inversion parameter is much
worse than the long term mean parameter and the variance parameter. Take the smallest sample
size 10 year monthly data for example. The relative bias for the long term mean α1 and α2 are
4.70% and 16.58%, and are as small as 1.39% and 0.41% respectively for σ211 and σ
2
22. But we
see the relatively bias for κ11, κ22 and κ12 are 165.36%, 122.15% and 51.00% respectively. We
also see the relatively biases decrease as the sample sizes are increased to 20 year, 50 year, 100
year and 200 year. Note when 200 year monthly sample is adapted, the relatively biases for
α1, α2, σ211 and σ
2
22 are around 0.1%, and the biases for κ11, κ22 and κ12 decreases to 8.14%,
4.89%, and 2.66%.
Similar simulation results are harvested for yearly data. The sample sizes used include 2
year, 6 year, 10 year, 20 year, and 200 year.
Six sets of simulation are provided:
Two Dimensional O-U Process Driven by Independent Brownian Motion with 5000 Simu-
lations: Monthly Data;
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Two Dimensional O-U Process Driven by Independent Brownian Motion with 5000 Simu-
lations: Weekly Data.
Two Dimensional O-U Process Driven by Correlated Brownian Motion with 5000 Simula-
tions: Monthly Data;
Two Dimensional O-U Process Driven by Correlated Brownian Motion with 5000 Simula-
tions: Weekly Data;
Two Dimensional CIR Process Driven by Independent Brownian Motion with 5000 Simu-
lations: Monthly Data;
Two Dimensional CIR Process Driven by Independent Brownian Motion with 5000 Simu-
lations: Weekly Data.
Comparing those estimation results for monthly data and weekly data with the same sam-
pling years, the variation of the data is relatively small from week to week and hence may
be unable to provide enough information to enable good estimation even with relatively large
sample size, say 4 years. For future estimation purposes, we better collect monthly data than
weekly data.
We also provide the simulation results for the two dimensional Ornstein-Uhlenbeck diffu-
sion process. The parameters adopted are the same as in the independent case, just with one
more correlation parameter ρ, which is chosen to be 0.25. We still see worse estimation for
reversion parameters than the others, but the estimations for κ22 do seem to be improved a lit-
tle. We also observe that for the two dimensional O-U process driven by correlated Brownian
motions, the estimation effect for κ22 is generally improved than the one driven by independent
Brownian motion. However, the estimation for volatility σ22 is not as good as the independent
version when weekly data with small sample is used. The reason can be traced back to the
original form of the correlated process. Succinctly, when we convert the correlated form to the
equivalent independent form, σ22 and ρ co-exist in the second diffusion term for the second
process as σ22
√
1−ρ2. Hence, the difficulty for estimating σ22 is increased.
As for the two dimensional CIR process, under the same specification for parameters and
51
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samples sizes, the estimation effect is not as good as the O-U version. But we do see the same
bias reduction effect when sample size increases.
2.5 Technical Proofs
2.5.1 Estimation under General Diffusion Process
Proof of Theorem 2.2.1 Since from (i), we know both φT (η) and φTr(η) are uniformly bound-
ed, say by B, and there exist C such that
|φT (η)−φTr(η)| ≤C||η−η0||r
for all η ∈ S and n≥ N0. Therefore,
|
∫
S
|φT (η)|k fT (η)dη−
∫
S
|φTr(η)|k fT (η)dη|
= |
∫
S
k|φ∗1T (η)|k−1|φT (η)−φTr(η)| fT (η)dη|
≤ kCBB−1
∫
S
||η−η0||r fT (η)dη
≤ kCBk−1
∫
Ω
||η−η0||r fT (η)dη
≤ kCBk−1[
∫
Ω
||η−η0||R fT (η)dη]r/R
= O(nγr), (5.8)
by using Jensen’s inequality and noting condition (ii), where φ∗1T (η)∈ (φT (η)∧φTr(η),φT (η)∨
φTr(η)).
Now, we explore the boundary properties of |φTn(η)|k fT (η) when η ∈ Sc. Because from
(i), we also know |φTr(η)|k/||η−η0||k is bounded if η 6∈ S, and the bound D is uniform for all
T ≥ T0. Hence,∫
Sc
|φTn(η)|k fT (η)dη≤ D
∫
Sc
||η−η0||R f (η)dη= O(n−γr). (5.9)
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At the same time, if we denote C as a lower bound of ||η−η0|| on Sc, then by Ho¨lder inequality,∫
Sc
|φT (η)|k fT (η)dη=
∫
Sc
|φT (η)|k f (η)K−kK dη
≤ [
∫
Sc
|φT (η)|k f (η)dη]k/K[
∫
Sc
f (η)dη]
K−k
K
≤ O(n λkK )O(n−γR(K=k)/K)C−R
∫
Sc
||η= η0||R fT (η)dη
= (O(n−γR))
k
K (O(nγR))
K−k
K
= O(nγR). (5.10)
Therefore,
E(|φT (ηˆ)|k)−E(|φTr(ηˆ)|k) = O(nγr),
by combining (1), (2) and (3). 
Proof of Theorem 2.2.3 Now, let’s first do the Taylor expansion to
1
n
n
∑
i=1
[U ·g(Xi,Xi+1;θ)] j
and prove that the expectation of the remainder terms is of order n−2.
Because
0 =
1
n
n
∑
i=1
[U ·g(Xi,Xi+1;θ)] j = 1n
n
∑
i=1
f ji (η)
=
1
n
n
∑
i=1
{
f j(Xi,Xi+1;η0)+∑
k
∂ f j(Xi,Xi+1;η0)
∂ηk
(ηk−ηk0)
+
1
2∑k,l
∂2 f j(Xi,Xi+1;η0)
∂ηl∂ηk
(ηk−ηk0)(ηl−ηl0)
+
1
6 ∑k,l,m
∂3 f j(Xi,Xi+1;η0)
∂ηm∂ηl∂ηk
(ηk−ηk0)(ηl−ηl0)(ηm−ηm0 )+Op(n−2)
}
= (B j +β j)+(B j,k +β j,k)(ηk−ηk0)+
1
2
(B j,kl +β j,kl)(ηk−ηk0)(ηl−ηl0)
+
1
6
(B j,klm+β j,klm)(ηk−ηk0)(ηl−ηl0)(ηm−ηm0 )+Op(n−2) (5.11)
We proved 2.2.1 so that we can declare that the smaller order terms in equation (5.11)
are still smaller order terms after we take expectation and hence we can estimate the bias and
variance of certain parameters by taking expectation and variance for those main terms.
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Now, we want to verify that
η j−η j0 = Op(−B j) = Op(n−1/2).
Note that β j,k =4 j(k) =
 1, k = j0, k 6= j , using the tensor method, based on the previous Taylor
expansion, we have
η j−η j0
= −B j−B j,k{−Bk−Bk,l(ηl−ηl0)−
1
2
(Bk,lm+βk,lm)(ηl−ηl0)(ηm−ηm0 )−ζ j}
−1
2
(B j,kl +β j,kl){−Bk−Bk,m(ηm−ηm0 −
1
2
(Bk,mn+βk,mn)(ηm−ηm0 )(ηn−ηn0)−ζk}
{−Bl−Bl,m(ηm−ηm0)− 1
2
(Bl,mn+βl,mn)(ηm−ηm0 )(ηn−ηn0)+ζl}−ζ j (5.12)
= −B j−B j,k{−Bk−Bk,l(ηl−ηl0)−
1
2
(Bk,lm+βk,lm)(ηl−ηl0)(ηm−ηm0 )}
−1
2
(B j,kl +β j,kl){−Bk−Bk,m(ηm−ηm0 )−
1
2
(Bk,mn+βk,mn)(ηm−ηm0 )(ηn−ηn0)}
{−Bl−Bl,m(ηm−ηm0 )−
1
2
(Bl,mn+βl,mn)(ηm−ηm0 )(ηn−ηn0)}+ remainder terms
= −B j +B j,kBk− 1
2
β j,klBkBl +Op(n−3/2). (5.13)
The order holds because B j =Op(n−1/2) (Here, we are not taking expectation yet, so the order
is ensured by B j = Op(n−1/2) rather than Theorem 1. ), which is shown below. Note that Xi is
stable implies that b j; j1,..., jki is stable too.
Then, based on the central limit theory for α−mixing processes, we know
σ2j; j1,..., jk < ∞ and limn P
( 1√
nσ
n
∑
i=1
b j; j1,..., jki < z
)
= φ(z),
i.e.
√
nB j; j1,..., jk → N(0,σ2j; j1,..., jk). Now that we have established (5.13) and Theorem 1, we
can take expectation on both side of (5.12) and find
E(η j−η j0)≤ O(n−1/2).
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And hence, the main terms that we need to consider when deriving high order property of
(η−η0) are only −B j +B j,kBk− 12β j,klBkBl . To be more specific, we only need to consider
E(B j,kBk− 1
2
β j,klBkBl) and var(−B j),
since E(−B j) = 0.
Therefor, we found
var(η j) = var(−B j) = E[(−1n
n
∑
i=1
f j(Xi,Xi;η0)+ϖ j)2]
=
1
n
E[(− f j(Xi,Xi;η0)+ϖ j)2] = 1n{E[(u jkg
k(Xi,Xi;η0))2]+ [E(u jkgk(Xi,Xi;η0))]2},
and
n ·bias(η j)
= nE[−B j +B j,kBk]− n
2
β j,klE[BkBl]
= E[
∂ f j(Xi,Xi+1;η0)
∂ηk
f k(Xi,Xi+1;η0)]+
1
n
n−1
∑
i=1
(n− i)E[∂ f
j(Xi+1,Xi+2;η0)
∂ηk
f k(X1,X2;η0)]
−ϖkE[∂ f
j(Xi,Xi+1;η0)
∂ηk
]− 1
2
E[
∂2 f j(X1,X2;η0)
∂ηk∂ηl
]{E[ f k(X1,X2;η0) f l(X1,X2;η0)]−ϖkϖl}
= E[u ji
∂gi(Xα,Xα+1;θ0)
∂θk
·uksgs(Xα,Xα+1;θ0)]
−1
2
E[u ji
∂2gi(Xα,Xα+1;θ0)
∂θk∂θl
]{E[uksgs(Xα,Xα+1;θ0) ·ulmgm(Xα,Xα+1;θ0)]
−E[ukmgm(Xα,Xα+1;θ0)]E[uligi(Xα,Xα+1;θ0)]}
+
n−1
∑
α= j
n−α
n
E[u ji
∂gi(Xα,Xα+1;θ0)
∂θk
·uksgs(X1,X2;θ0)]−E[uklgl(Xα,Xα+1;θ0)]E[u jm g
m(Xα,Xα+1;θ0)
∂θk
].
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Transforming back to θ=Vη, where V := (vi j)p×p, we arrived at our conclusion that
bias(θˆm) =
p
∑
j=1
vm jbias(ηˆ j)
=
1
n
p
∑
j=1
B
∑
b=0
4b
b!
vm j(γb( j,k;k)− 12β
j,klγb(k;l))+o(4b),
var(θˆm) =
p
∑
j=1
p
∑
k=1
vm jvmkcov(ηˆ j, ηˆk)
=
p
∑
j=1
p
∑
k=1
B
∑
b=0
1
n
4b
b!
vm jvmkγb( j;k).
We want to comment that as proved in Genon-Catalot, Jeantheau and Laredo (2000), many
popular financial models like the Vasicek model and the CIR model all satisfy the strong mix-
ing condition we assumed here.
2.5.2 Estimation under One Dimensional O-U Process
We pursue the final bias and variance form for parameters in one dimensional O-U process-
es in five steps. First, we specify the estimation equation. Second, to find out the transforming
matrix U , we work out the first order derivatives of the estimating equations with respect to all
parameters, take expectation, and get the inverse matrix. Third, we work out the second order
derivatives of the estimating equations with respect to all parameters. Fourth, we calculate
these needed moments through either infinitesimal generator method or transitional density,
since it is known for the one dimensional O-U process. Finally, we plug all those specific
values into the forms we derived for bias and variance for a general process and simplify the
results.
Step 1, we propose an estimating equation. Here, we adopt the maximal likelihood equa-
tion as our estimating equation. The only purpose of choosing this rather than other fancy ones
is to facilitate comparison of our result with other existing ones. However, unlike others, we
are not going to solve this equation for a specific form of the estimator, which is possible for
one dimensional O-U process but not for most other diffusion processes.
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The likelihood function is
L = log
n
∏
i=1
{2pi · 1
2
σ2κ−1(1− e−2κ4)}− 12 exp{− [Xi−Xi−1e
−κ4−α(1− e−κ4)]2
2 · 12σ2κ−1(1− e−2κ4)
}
=
n
∑
i=1
[
1
2
logκ− 1
2
logpi− log(σ2)− 1
2
log(1− e−2κ4)− (Xi−α− e
−κ4(Xi−1−α))2
σ2κ−1(1− e−2κ4) ].
Denote
χi = Xi−Xi−1e−κ4−α(1− e−κ4) = Xi−α− e−κ4(Xi−1−α),
βi−1 = Xi−1−α,
and observe that
∂χi
∂κ
= 4e−κ4(Xi−1−α) =4e−κβi−1,
∂χi
∂α
= −(1− eκ4),
∂2χi
∂κ2
= −42e−κ4(Xi−1−α) =−42e−κ4βi−1,
∂2χi
∂α2
= 0,
∂2χi
∂κ∂α
= −4e−κ4,
∂βi−1
∂κ
= 0,
∂βi−1
∂α
= −1,
∂ 1σ2
∂σ2
= − 1
σ4
,
∂2 1σ2
∂(σ2)2
=
2
σ6
.
We will use the following three equations as our estimating equations:
g1 =
∂L
∂κ
=
1
2κ
− 4e
−2κ4
1− e−2κ4 −
2χi4e−κ4βi−1
κ−1σ2(1− e−2κ4) +
χ2i [−(1− e−2κ4)+2κ4e−2κ4]
σ2(1− e−2κ4)2 = 0,
g2 =
∂L
∂α
=
2χi
κ−1σ2(1+ e−κ4)
= 0,
g3 =
∂L
∂(σ2)
=− 1
2σ2
+
χ2i
σ4κ−1(1− e−2κ4) = 0.
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In order to work out the value of bias(κ), note
n ·bias(κ)
= n ·bias(η1)
= nE[B1,kBk]− n
2
β1,klE[BkBl]
= E
[∂ f 1(Xi,Xi+1;η0)
∂ηk
f k(Xi,Xi+1;η0)
]
+
1
n
n−1
∑
i=1
(n− i)E
[∂ f 1(Xi+1,Xi+2;η0)
∂ηk
f k(X1,X2;η0)
]
−1
2
E
[∂2 f 1(X1,X2;η0)
∂ηk∂ηl
]
E[ f k(X1,X2;η0) f l(X1,X2;η0)]
= E
[
u1i
∂gi(Xα,Xα+1;θ0)
∂θk
·uk jg j(Xα,Xα+1;θ0)
]
−1
2
E
[
u1i
∂2gi(Xα,Xα+1;θ0)
∂θk∂θl
]
E[ukigi(Xα,Xα+1;θ0) ·ul jg j(Xα,Xα+1;θ0)]
+
n−1
∑
α=1
n−α
n
E
[
u1i
∂gi(Xα,Xα+1;θ0)
∂θk
·uk jg j(X1,X2;θ0)
]
.
Here, θ= (κ,α,σ2).
First, we can work out that
∂g1
∂κ
=
∂2L
∂κ2
=− 1
2κ2
+
242e−2κ4
(1− e−2κ4)2 −
242e−2κ4β2i−1
κ−1σ2(1− e−2κ4)
+
−44e−κ4(1− e−2κ4)+2κ42e−κ4(1+3e−2κ4)
σ2(1− e−2κ4)2 χiβi−1
+
−4κ42e−2κ4(1+ e−2κ4)+44e−2κ4(1− e−2κ4)
σ2(1− e−2κ4)3 χ
2
i ,
∂g2
∂κ
=
∂2L
∂κ∂α
=
2κ4e−κ4
σ2(1+ e−κ4)
βi−1+
2(1+ e−κ4+κ4−κ4)
σ2(1+ e−κ4)2
χi,
∂g3
∂κ
=
∂2L
∂κ∂(σ2)
=
2κ4e−κ4
σ4(1− e−2κ4)χiβi−1+
(1− e−2κ4)−2κ4e−2κ4
σ4(1− e−2κ4)2 χ
2
i ,
∂g1
∂α
=
∂2L
∂κ∂α
=
∂g2
∂κ
,
∂g2
∂α
=
∂2L
∂α2
=−2κ(1− e
−κ4)
σ2(1+ e−κ4)
,
∂g3
∂α
=
∂2L
∂α∂(σ2)
=− 2κχi
σ4(1+ e−κ4)
,
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∂g1
∂(σ2)
=
∂2L
∂κ∂(σ2)
=
∂g3
∂κ
,
∂g2
∂(σ2)
=
∂2L
∂α∂(σ2)
=− 2κχi
σ4(1+ e−κ4)
,
∂g3
∂(σ2)
=
∂2L
∂(σ2)2
=
1
2σ4
− 2κχ
2
i
σ6(1− e−2κ4) .
So we have
E(
∂g
∂θ
) =

− 12κ2 +
2κ−14e−2κ4
1−e−2κ4 −
42e−2κ4(1+e−2κ4)
(1−e−2κ4)2 0
1
2κσ2 −
4e−2κ4
σ2(1−e−2κ4)
0 −2κ(1−e−κ4)σ2(1+e−κ4) 0
1
2κσ2 −
4e−2κ4
σ2(1−e−2κ4) 0 − 12σ4
 .
Therefore,
det
[
E(
∂g
∂θ
)
]
=− κ4
2e−2κ4
σ6(1+ e−κ4)2
,
and
U =
[
E(
∂g
∂θ
)
]−1
=

− 1−e−2κ442e−2κ4 0 −
σ2(1−e−2κ4)
κ42e−2κ4 +
2σ2
4
0 −σ2(1+e−κ4)2κ(1−e−κ4) 0
−σ2(1−e−2κ4)κ42e−2κ4 + 2σ
2
4 0 −σ
4(1−e−2κ4)
κ242e−2κ4 +
4σ4
κ4 − 2σ
4(1+e−2κ4)
1−e−2κ4
 .
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Next, we can derive that
∂2g1
∂κ2
=
∂3L
∂κ3
=
1
κ3
− 4δ
3e−2κ4(1+ e−2κ4)
(1− e−2κ4)3
+[
4κ43e−2κ4−642e−2κ4
σ2(1− e−2κ4) +
2κ43e−2κ4(1+5e−2κ4)
σ2(1− e−2κ4)2 ]β
2
i−1
+
642e−κ4(1− e−2κ4)(1+3e−2κ4)−κ43e−κ4(2+32e−2κ4+14e−4κ4)
σ2(1− e−2κ4)3 χiβi−1
+
−1242e−2κ4(1− e−4κ4)+8κ43e−2κ4(1+4e−2κ4+ e−4κ4)
σ2(1− e−2κ4)4 χ
2
i ,
∂2g1
∂α2
=
∂3L
∂κ∂α2
,=
−4κ4e−κ4−2(1− e−2κ4)
σ2(1+ e−κ4)2
∂2g1
∂(σ2)2
=
∂3L
∂κ∂(σ2)2
=
−4κ4e−κ4
σ6(1− e−2κ4)χiβi−1−
2(1− e−2κ4)−4κ4e−2κ4
σ6(1− e−2κ4)2 χ
2
i ,
∂2g1
∂κ∂α
=
∂3L
∂κ2∂α
=
44e−κ4(1+ e−κ4)−2κ42e−κ4(1− e−κ4)
σ2(1+ e−κ4)2
βi−1
+
−2κ42e−κ4(1− e−κ4)+44e−κ4(1+e−κ4)
σ2(1+ e−κ4)3
χi,
∂2g1
∂κ∂(σ2)
=
∂3L
∂κ2∂(σ2)
=
44e−κ4(1− e−2κ4)−2κ42e−κ4(1+3e−2κ4)
σ4(1− e−2κ4)2 χiβi−1
+
2κ42e−2κ4
σ4(1− e−2κ4)β
2
i−1+
4κ42e−2κ4(1+ e−2κ4)−44e−2κ4(1− e−2κ4)
σ4(1− e−2κ4)3 χ
2
i ,
∂2g1
∂α∂(σ2)
=
∂3L
∂κ∂α∂(σ2)
=− 2κ4e
−κ4
σ4(1+ e−κ4)
βi−1− 2[1+ e
−κ4+κ4e−κ4]
σ4(1+ e−κ4)2
χi,
∂2g2
∂κ2
=
∂3L
∂κ2∂α
=
∂2g1
∂κ∂α
,
∂2g2
∂α2
=
∂3L
∂α3
= 0,
∂2g2
∂(σ2)2
=
∂3L
∂α∂(σ2)2
=
4κ
σ6(1+ e−κ4)
χi,
∂2g2
∂κ∂α
=
∂3L
∂κ∂α2
=
∂2g1
∂α2
,
∂2g2
∂κ∂(σ2)
=
∂3L
∂κ∂α∂(σ2)
=− 2κ4e
−κ4
σ4(1+ e−κ4)
βi−1− 2[1+ e
−κ4+κ4e−κ4]
σ4(1+ e−κ4)2
χi,
∂2g2
∂α∂(σ2)
=
∂3L
∂α2∂(σ2)
=
2κ(1− e−κ4)
σ4(1+ e−κ4)
,
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∂2g3
∂κ2
=
∂3L
∂κ2∂(σ2)
=
∂2g1
∂κ∂(σ2)
,
∂2g3
∂α2
=
∂3L
∂α2∂(σ2)
=
∂2g2
∂α∂(σ2)
,
∂2g3
∂(σ2)2
=
∂3L
∂(σ2)3
=− 1
σ6
+
6κ
σ8(1− e−2κ4)χ
2
i ,
∂2g3
∂κ∂α
=
∂3L
∂κ∂α∂(σ2)
=
∂2g1
∂α∂(σ2)
,
∂2g3
∂κ∂(σ2)
=
∂3L
∂κ∂(σ2)2
=
∂2g1
∂(σ2)2
,
∂2g3
∂α∂(σ2)
=
∂3L
∂α∂(σ2)2
=
∂2g2
∂(σ2)2
.
Further, we find out
E[β2ζ+1β2β1] =
σ4e−κ4
4κ2
(1− e−2(ζ−1)κ4)+ 3σ
4
4κ2
e−(2ζ−1)κ4,
E[β2ζ+1β1] =
σ4
4κ2
(1+2e−2ζκ4),
E[β2ζ+1χ2β1] =
σ4
2κ2
{e−(2ζ−1)κ4− e−(2ζ+1)κ4},
E[βζ+1α2] =
1
2
κ−1σ2(e−(ζ−1)κ4− e−(ζ+1)κ4),
E[χ2ζ+2χ
2
2] =
σ4
4κ
(1− e−2κ4)2,
E[χζ+1βζ+1χ2β1] = E[χ2ζ+2χ2β1] = E[χζ+2χ2] = E[χζ+2βζ+1χ
2
2] = 0.
Therefore, after some more tedious calculation, we have
n ·bias(κ)
= (
1− e−2κ4
κ42e−2κ4 −
eκ4+ e−κ4
4e−κ4 )+
1+ eκ4
4 +(
−2(1− e−2κ4)
κ42e−2κ4 +
4
4)
+[
4
4(1− e−2κ4) −
2
κ4e−2κ4 +
3+ e−2κ4
24e−2κ4 +
(1− e−2κ4)2
2κ344e−4κ4−
1− e−2κ4
κ243e−2κ4 −
1− e−2κ4
κ42e−2κ4 ]
+(−1+ e
κ4
4 )+ [−
2
4 +
6
κ42 −
3(1− e−2κ4)
κ243e−2κ4 −
4e−2κ4
4(1− e−2κ4) +
1− e−2κ4
κ42e−2κ4 +
(1− e−2κ4)2
2κ344 e
−4κ4]
+0+[
3(1− e−2κ4)
κ42e−2κ4 −
6
4−
(1− e−2κ4)2
κ344e−4κ4 +
4(1− e−2κ4)
κ243e−2κ4 −
4
κ42 ]+0
+0+
2
4 +
1+ e−κ4
4e−κ4 +0+o(1) =
4
4 +2κ+o(1),
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i.e.,
bias(κˆ) =
4
T
+
2κ
n
+o(
1
n
).
To appreciate how those expectations above are gained, we illustrate below that there are
two ways for doing so.
I. Since the transition probability for the O-U process is known, we can use the conditional
expectation to work it out directly.
E[β2ζ+1β
2
1] = EE[[β
2
ζ+1β
2
1|Fζ]] = E[β21E[β2ζ+1|Fζ]]
= E[β21E[β
2
ζ+1|Xζ]] = E[β21E[(χζ+1+ e−κ4βζ)2|Xζ]]
= E[β21E[χ
2
ζ+1+2e
−κ4χζ+1βζ+ e−κ4β2ζ|Xζ]]
= E[β21E[
1
2
κ−1σ2(1− e−2κ4)+ e−2κ4β2ζ]]
= E[β21E[
1
2
κ−1σ2(1− e−2κ4)(1+ . . .+ e−2(ζ−1)κ4)+ e−2(ζ−1)κ4β41]]
=
1
2
κ−1σ2(1− e−2κ4)1− e
−2ζκ4
1− e−2κ4 (
1
2
κ−1σ2)+ e−2ζκ43(
1
2
κ−1σ2)2
=
σ4
4κ2
(1+2e−2ζκ4).
II. Whenever we have the diffusion processes, we have the corresponding generators. We’ll
derive the value of the conditional expectations via the generator using the formula (1.5).
Because
E[β2ζ+1β
2
1] = E[(Xζ+1−α)2(X1−α)2] = E[(X1−α)2E[(Xζ+1−α)2|Xζ]],
we need to find the value of E[(Xζ+1−α)2|Xζ]. Let
f (x) = (x−α)2.
Since the generator is
A f (x) = κ(α− x)∂ f
∂x
+
1
2
σ2
∂2 f
∂x2
,
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we find that
A0 f (Xζ) = (Xζ−α)2,
A1 f (Xζ) = −2κ(Xζ−α)2+σ2,
A2 f (Xζ) = (−2κ)2(Xζ−α)2+(−2κ)σ2,
...
An f (Xζ) = (−2κ)n(Xζ−α)2+(−2κ)n−1σ2,
Here, the subscript i ∈ {0,1,2, . . .} in Ai means to apply the infinitesimal generator A to f (Xζ)
i times. Hence,
E[(Xζ+1−α)2|Xζ] =
∞
∑
n=0
(Xζ−α)2(−2κ)n4n/n!+
∞
∑
n=1
σ2(−2κ)n−14n/n! (5.14)
= (Xζ−α)2e−2κ4−
σ2
2κ
(e−2κ4−1)
= e−2κ4β2ζ+
1
2
κ−1σ2(1− e−2κ4).
Finally, we have
E[β2ζ+1β
2
1] = E[e
−2κ4β2ζβ
2
1+
1
2
κ−1σ2(1− e−2κ4)β21] =
σ4
4κ2
(1+2e−2ζκ4).
Similar to the work for bias(κˆ), we derive
n ·bias(σ2)
= E
[
u3i
∂gi(Xα,Xα+1;θ0)
∂θk
·uk jg j(Xα,Xα+1;θ0)
]
−1
2
E
[
u3i
∂2gi(Xα,Xα+1;θ0)
∂θk∂θl
]
E[ukigi(Xα,Xα+1;θ0) ·ul jg j(Xα,Xα+1;θ0)]
+
n−1
∑
α=1
n−α
n
E
[
u3i
∂gi(Xα,Xα+1;θ0)
∂θk
·uk jg j(X1,X2;θ0)
]
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= [
σ2(1− e−2κ4)
κ242e−2κ4 −
σ2(1+3e−2κ4)
κ4e−2κ4 +
4σ2e−2κ4
1− e−2κ4 ]
+[
σ2(1− e−κ4)
κ4e−κ4 +
2σ2
κ4 −
2σ2e−κ4
1+ e−κ4
− 2σ
2(1+ e−2κ4)
1− e−2κ4 ]
+[−2σ
2(1− e−2κ4)
κ242e−2κ4 +
8σ2
κ4 ]−
4σ2(1+ e−2κ4)
1− e−2κ4
+[
σ2(1− e−2κ4)2
2κ444e−4κ4 −
3σ2(1− e−2κ4)
κ242e−2κ4 +
σ2(3+5e−2κ4)
2κ4e−2κ4 +
2σ2(3+ e−2κ4)
κ4(1− e−2κ4)
−2σ
2(1+ e−2κ4)
1− e−2κ4 −
2σ2(−1+4e−2κ4+ e−4κ4)
(1− e−2κ4)2 −
2σ2(1− e−2κ4)
κ343e−2κ4 ]
+[− σ
2
κ4e−κ4 +
σ2(1+ e−κ4)
1− e−κ4 −
σ2
κ4 ]
+[
σ2(3− e−2κ4)
κ242e−2κ4 +
σ2(1− e−2κ4)2
2κ444e−4κ4 −
4σ2(1− e−2κ4)
κ343e−2κ4
+
10σ2
κ242 −
4σ2
κ4 −
8σ2(1+ e−2κ4)
κ4(1− e−2κ4) +
4σ2
1− e−2κ4 +
8σ2e−2κ4
(1− e−2κ4)2 ]
+0+[
σ2(1− e−2κ4)
κ242e−2κ4 −
4σ2
κ4 +
4σ2e−2κ4
1− e−2κ4−
12σ2
κ242
+
8σ2e−2κ4
κ4(1− e−2κ4) +
6σ2(1− e−2κ4)
κ343e−2κ4 −
σ2(1− e−2κ4)2
κ444e−4κ4 ]+0+0
+[
σ2(1+ e−κ4)
nκ4e−2κ4 −
2σ2
n(1− e−κ4)] · [(n−1)e
−κ4− e
−2κ4(1− e−(n−2)κ4)
1− eκ4 − e
−nκ4]+0
= −2σ2+o(1),
n ·bias(α)
= E
[
u2i
∂gi(Xα,Xα+1;θ0)
∂θk
·uk jg j(Xα,Xα+1;θ0)
]
−1
2
E
[
u2i
∂2gi(Xα,Xα+1;θ0)
∂θk∂θl
]
E[ukigi(Xα,Xα+1;θ0) ·ul jg j(Xα,Xα+1;θ0)]
+
n−1
∑
α=1
n−α
n
E
[
u2i
∂gi(Xα,Xα+1;θ0)
∂θk
·uk jg j(X1,X2;θ0)
]
= o(1),
var(κ) =
1
n
E[(u1igi(Xα,Xα+1;θ0))2]
=
1
n
1− e−2κ4
42e−2κ4 =
2κ
T
+o(
1
T
),
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var(α) =
1
n
E[(u2igi(Xα,Xα+1;θ0))2]
=
1
n
σ2
2κ
1+ e−κ4
1− e−κ4 =
σ2
Tκ2
+o(
1
T
),
var(σ2) =
1
n
E[(u3igi(Xα,Xα+1;θ0))2]
=
1
n
[2σ4+
σ4(1− e−2κ4)
κ242e−2κ4 −
4σ4
κ4 +
4σ4e−2κ4
1− e−2κ4 ]
=
2σ4
n
+o(
1
n
),
cov(κˆ, σˆ2) = o(
1
n
),
cov(κˆ, αˆ) =
1
n
E[(u11g1+u13g3)(u31+u33g3)]
1
n
(
σ2(1− e−2κ4)
κ42e−2κ4 −
2σ2
4 ) =
2σ2κ
n
,
cov(σˆ2, αˆ) = o(
1
n
).
2.5.3 Estimation under Two Dimensional O-U Process
Technical details for estimation under two dimensional O-U process driven by independent
Brownian motions are provided in this subsection. We adopt the two dimensional Ornstein-
Uhlenbeck diffusion process
dXt = κ(α−Xt)dt+σdWt ,
or write in the form
d
 X1t
X2t
=
 κ11 0
κ21 κ22

 α1−X1t
α2−X2t
dt+
 σ11 0
0 σ22
d
 W1t
W2t
 ,
where κ21 6= 0 (or it is a degenerated case) and
 W1t
W2t

t≥0
is a standard two dimensional
Brownian motion. Because
eκtdXt = eκtκ(α−Xt)dt+ eκtσdWt ,
d(eκtXt) = κeκtXtdt+ eκtdXt = eκtκαdt+ eκtσdWt ,
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eκtXt−X0 =
∫ t
0
eκsκαds+
∫ t
0
eκsσdWs,
we see,
Xt = e−κ4Xt−1+(I− e−κ4)α+ e−κt4
∫ t4
(t−1)4
eκsσdWs.
When κ11 6= κ22, let b = κ21κ22−κ11 , we see5
exp
 κ11 0
κ21 κ22
= exp

 1 0
−b 1

 κ11 0
0 κ22

 1 0
b 1


=
 1 0
−b 1
exp
 κ11t 0
0 κ22t

 1 0
b 1

=
 1 0
−b 1

 eκ11 0
0 eκ22

 1 0
b 1
=
 eκ11 0
b(eκ22− eκ11) eκ22
 ,
while when κ11 = κ22,
exp
 κ11 0
κ21 κ22
= exp
κ11
 1 0
0 1
+κ21
 0 0
1 0


= exp
κ11
 1 0
0 1

exp
κ21
 0 0
1 0


=
 eκ11 0
0 eκ22

 1 0
κ21 1
=
 eκ11 0
κ21eκ11 eκ11
 .
Let
U0i = e
−κ4Xi−1+(I− e−κ4)α.
5So exp
{
−
(
κ11 0
κ21 κ22
)
4
}
=
(
e−κ114 0
b(e−κ224− e−κ114) e−κ224
)
.
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We have when κ11 6= κ22,
Ui = Xi−U0i =
 Xi,1−U0i1
Xi,2−U0i2
 ,
U0i1 = α1+(1−κ114+
κ211
2
42− κ
3
11
6
43+ κ
4
11
24
44)(Xi−1,1−α1),
U0i2 = α2+(1−κ224+
κ222
2
42− κ
3
22
6
43+ κ
4
22
24
44)(Xi−1,2−α2),
−κ214{1− 124(κ11+κ22)+
1
6
42(κ211+κ11κ22+κ222)
− 1
24
43(κ211+κ222)(κ11+κ22)}(Xi−1,1−α1).
When κ11 = κ22,
U0i1 = α1+(1−κ114+
κ211
2
42− κ
3
11
6
43+ κ
4
11
24
44)(Xi−1,1−α1)
U0i2 = α2+(1−κ114+
κ211
2
42− κ
3
11
6
43+ κ
4
11
24
44)(Xi−1,2−α2)
−κ214(1−κ114+ κ
2
11
2
42− κ
3
11
6
43)(Xi−1,1−α1)
Denote
V = var
(
e−κt4
∫ t4
(t−1)4
eκsσdWs
)
=
∫ t4
(t−1)4
eκ(−t4+s)σσT (eκ(−t4+s))T ds.
Then we find when κ11 6= κ22, V =
 v11 v12
v21 v22
 ,
v11 = σ211
1− e−2κ114
2κ11
= σ2114(1−κ114+
2
3
κ21142−
1
3
κ31143)+O(45),
v12 = v21 = bσ211(
1− e−(κ11+κ22)4
κ11+κ22
− 1− e
−2κ114
2κ11
)
= σ211κ2142{−
1
2
+4(1
2
κ11+
1
6
κ22)−42( 724κ
2
11+
1
6
κ11κ22+
1
24
κ222)}+O(45),
v22 = b2σ211{
1− e−2κ11
2κ11
−21− e
−(κ11+κ22)4
κ11+κ22
+
1− e−2κ11
2κ22
}+σ222
1− e−2κ22
κ22
= σ211κ
2
2143{
1
3
−41
4
(κ11+κ22)}+σ2224(1−κ224+
2
3
κ22242−
1
3
κ32243)+O(45).
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When κ11 = κ22,
v11 = σ2114(1−κ114+
2
3
κ21142−
1
3
κ31143)+O(45),
v12 = v21 = σ211κ2142(−
1
2
+42
3
κ11−42 12κ
2
11)+O(45),
v22 = σ211κ
2
2143(
1
3
− 1
2
κ114)+σ2224(1−κ114+
2
3
κ21142−
1
3
κ31143)+O(45).
We observe the main orders for the conditional expectation and the variance of Xi given
Xi−1 when κ11 = κ22 are the same as letting κ11 = κ22 in the κ11 6= κ22 case. Therefore, we
only need to derive those results for κ11 6= κ22 and then let κ11 = κ22 to get the result for
κ11 = κ22.
In summary, we know the transitional distribution
Xt |Xt−1 ∼ N2(U0i ,V ),
and the stationary distribution
Xt ∼ N2(α,V0),
where α=
 α1
α2
, V0 =
 σ2112κ11 bσ211( 1κ11+κ22 − 12κ11 )
bσ211(
1
κ11+κ22 − 12κ11 ) b2σ211( 12κ11 − 2κ11+κ22 + 12κ22 )+
σ222
2κ22
. Hence,
the the log likelihood function is
l(θ) =
n
∑
i=1
{− log(2pi)− 1
2
l∗(θ)},
where θ= {α1,α2,κ11,κ22,κ21,σ211,σ222},
l∗(θ) = log |V |+UTi V−1Ui.
And we adopt the estimating equation to be
∂l∗(θ)
∂θ
.
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That is, we adopt the estimating equations to be hi =
∂l∗(θ)
∂θi , i = 1, ...,7, which are calculated
with the aid of Mathematica and not provided here. Write
vα11 = σ211
1− e−2κ11α4
2κ11
,
vα21 =
κ21
κ22−κ11σ
2
11(
1− e−(κ11+κ22)α4
κ11+κ22
− 1− e
−2κ11α4
2κ11
),
vα22 = (
κ21
κ22−κ11 )
2σ211{
1− e−2κ11α4
2κ11
−21− e
−(κ11+κ22)α4
κ11+κ22
+
1− e−2κ22α4
2κ22
}+σ222
1− e−2κ22α4
κ22
.
Note:
E[Ui1|Xi−α] = E[U3i1|Xi−α] = 0,
E[U2i1|Xi−α] = vα11,
E[U4i1|Xi−α] = 3v2α11,
E[Ui2|Xi−α] = E[U3i2|Xi−α] = 0,
E[U2i2|Xi−α] = vα22,
E[U4i2|Xi−α] = 3v2α22,
E[Ui1Ui2|Xi−α] = vα12,
E[Ui1U2i2|Xi−α] = E[U2i1Ui2|Xi−α] = 0,
E[U2i1U
2
i2|Xi−α] = 2v2α12+ vα11vα22,
E[Ui1U3i2|Xi−α] = 3vα21vα22,
E[U3i1Ui2|Xi−α] = 3vα21vα11,
E[Xi1−α] = E[(Xi1−α)3] = 0,
E[(Xi1−α)2] = v011.
E[(Xi1−α)4] = 3v0211,
E[Xi2−α] = E[(Xi2−α)3] = 0,
E[(Xi2−α)2] = v022,
E[(Xi2−α)4] = 3v0222,
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E[(Xi1−α)(Xi2−α)] = v021,
E[(Xi1−α)2(Xi2−α)] = E[(Xi1−α)(Xi2−α)2] = 0,
E[(Xi1−α)(Xi2−α)3] = 3v021v022,
E[(Xi1−α)2(Xi2−α)2] = 2v0221+ v011v022,
E[(Xi1−α)3(Xi2−α)] = 3v021v011.
We can work out the form for U = E[∂
2l∗(θ)
∂θ2 ]. The form of the result for U takes pages to show
and can be provided upon request. In order to work out the value of bias(κ), note
n ·bias(κ) = n ·bias(η1) = nE[B1,kBk]− n
2
β1,klE[BkBl]
= E
[∂ f 1(Xi,Xi+1;η0)
∂ηk
f k(Xi,Xi+1;η0)
]
+
1
n
n−1
∑
i=1
(n− i)E
[∂ f 1(Xi+1,Xi+2;η0)
∂ηk
f k(X1,X2;η0)
]
−1
2
E
[∂2 f 1(X1,X2;η0)
∂ηk∂ηl
]
E[ f k(X1,X2;η0) f l(X1,X2;η0)]
= E
[
u1i
∂gi(Xα,Xα+1;θ0)
∂θk
·uk jg j(Xα,Xα+1;θ0)
]
−1
2
E
[
u1i
∂2gi(Xα,Xα+1;θ0)
∂θk∂θl
]
E[ukigi(Xα,Xα+1;θ0) ·ul jg j(Xα,Xα+1;θ0)]
+
n−1
∑
α=1
n−α
n
E
[
u1i
∂gi(Xα,Xα+1;θ0)
∂θk
·uk jg j(X1,X2;θ0)
]
.
Similar to the one dimension case, if we substitute in our results for each of three parts
of our formula and simplify, we will get the results shown in the main part. This process is
partially done with the help of using the software Mathematica. Summarization of the key
outputs will be provided upon request.
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CHAPTER 3. KERNEL SMOOTHED VOLATILITY INDEX
ESTIMATION
In this chapter, we first introduce some related works and concepts about volatility in Sec-
tion 3.1. We also introduce in detail about how to calculate the volatility indices, VXO and
VIX, which were introduced by the Chicago Board Option Exchange (CBOE) in 1993 and
2003, respectively. In Section 3.2, we propose our method of estimating the VIX. Essentially,
we add a non-parametric smoothing procedure to the selected option prices to improve the
CBOE VIX formula. Estimation bias is reduced, as shown in Section 3.3, where we include
some simulation results to compare our method and the existing methods.
3.1 Introduction
In this section, we briefly review the development of volatility theories. Some basic con-
cepts and theorems about option pricing and volatility measuring are formally introduced.
Formulae for calculating the volatility index adopted by the Chicago Board Option Exchange
(CBOE) are introduced.
3.1.1 Stock, Index and Option
With the original debut of stock market that can be traced to as early as 12-th century,
companies have used stocks to help raise money. To satisfy the need of different investors,
various derivatives like villain options are created. Rational investors are eager to profit by
buying cheap stocks and cheap options and then selling them at higher prices, while being
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exposed to as minimal risk as they can.
One possible measure of market risk is the volatility. In order to compensate for risks
investors are exposed to, the stock price is expected to increase through time, or the discounted
price is expected to be a martingale in a viable market. One of the earliest stock price models,
Black-Scholes, suggested the stock price evolves as a geometric Brownian motion. However,
the volatility tends to be mean reverting, namely when the volatility is high, the price tends to
revert to its long term mean, while when the volatility is low, the price tends to drift to higher.
When market volatility increases, higher rates of return is expected; when the volatility falls,
the vice versa.
To better grasp the total market information, many market indexes like the well known
Standard and Poor’s 500 were introduced. Standard and Poor’s 500, or S & P 500, with ticker
symbol “SPX”, is a stock market index based on a weighted sum with weight proportional to
market capitalizations of 500 leading companies publicly traded in the U.S. stock market. It
represents the market well and hence can be treated as a good benchmark of market movement.
Similarly, the CBOE introduced volatility indexes to represent the market volatility. These
volatility indexes also act as “equities” upon which futures and options are derived. In 1993,
the CBOE introduced a volatility index called VXO based on the option prices of the S and P
100, ticker symbol “OEX”. VXO is calculated by including eight at-the-money index calls and
puts. We sketch it in Section 3.1.3. For more detail, please refer to Whaley (1993).
Bollen and Whaley (2004) showed that the demand to buy out-of-the money and at-the-
money SPX puts is a key drive in the movement in SPX implied volatility measures. They
took an empirical approach and established an AR(1) type relation between the average implied
volatility and the underlying security return, trading volume of the underlying stock, net buying
pressure. The net buying pressure for index puts affects the shape of the implied volatility of
the S & P 500 most strongly. Meanwhile, the S & P 500 market become more and more liquid
than S & P 100. In the early 1990’s, the trading column of the S & P 500 option market is
about one-fifth of the S & P 100 option market. Ten years later, it is thirteen times as large as
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the later. Hence, the CBOE moved from VXO to VIX on 09/22/2003 to not only change the
fundamental source of option prices from OEX to SPX, but also to include out-of-the-money
option prices for estimating the market volatility.
There are varieties of volatilities that can be used to measure the market risk and there are
some different methods to estimate each of them. We are mainly interested in improving the
estimation for the volatility index VIX. Please refer to Section 3.1.2.
An option in the financial world is a contract that gives its buyer or owner the right, but not
the obligation, to buy or to sell a certain amount of financial asset on or before a certain date
at a specific price. We call the date the “maturity date” or expiration and the price the “strike
price” or “exercise price”. The buyer pays a premium to the seller for this right. An option that
gives the buyer the right to buy a certain asset at a certain price is called a “call option”, and
the option that ensure the buyer the right to sell certain asset at a preset price is called a “put
option”.
The seller or writer of the option has the obligation to fulfill the transaction if the buyer
chooses to exercise his or her right, that is to sell certain amount of asset to the buyer at the
agreed price if a call option is exercised by the buyer, or to buy certain amount of asset from
the buyer at the negotiated price if the put option is exercised by the buyer.
The seller needs to make the following contract specifications:
? the type of the option: the buyer has the right to buy (call option) or to sell (put option);
? the underlying asset: any financial asset can be used, typically a stock, a bond, or a
currency;
? the quantity of the underlying asset to be sold or bought, usually 100;
? the strike price: the price at which the underlying asset will be transferred between the
buyer and solder when the option is exercised;
? the maturity date: the date on or before which the buyer of the option can exercise the
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right to buy or sell the underlying asset at the strike price; for example, an option that
can be only exercised on the maturity date is called a European option, an option that
can be exercised at any time before the maturity is called an American option;
? the settlement term: whether the actual asset is transferred between the buyer and the
seller when the option is exercised or just deliver the equivalent cash amount;
? other terms like how the option is quoted based on the market price for the underlying
asset into the option price.
Options have been used ever since nineteenth century. However, beginning in 1973, most
options were issued with standardized terms and traded by guaranteed clearing houses like the
Chicago Board Options Exchange (CBOE). Since then, option tradings has expanded.
Below, we define the option price more rigorously. Consider a European call option with
expiration date T , exercise price K, stock price St and suppose there’s no transaction fee. If the
stock price ST is no greater than the exercise price K, a reasonable buyer of the option would
not exercise the option. If the stock price ST is larger than the exercise price K, the option
holder can profit ST −K by exercising the option. So at time T , the value of the option is
max(ST −K,0).
Intuitively, the fair price of the option at time t can be conjectured to be the current value of
the expected value of the option:
e−r(T−t)Et [max(ST −K,0)],
where r is the risk-free interest rate and Et is the expectation based on information known at
time t. Many models for mimicking the stock price trend have been suggested. Among them
is one the most famous Black-Scholes model suggested by Black and Scholes (1973). We will
include the pricing of options under the Black-Scholes model below. Please refer to Lamberton
and Lapeyre (1996) and Hull (2005) for more related option pricing models and theories.
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Now that we have formally defined options with mathematical notations, we move on to
discuss option pricing and hedging problems. Some related existing martingale theories are
cited for easy reference.
Option valuation within the Black-Scholes framework is based on the concept of perfect
replication of contingent claims. By modelling the price of stock (the underlying asset), St as
a continuous-time diffusion
dSt = St(µdt+σdBt)
with constant parameters, µ and σ, we will show that an investor can replicate an option’s
return stream by continuously rebalancing a self-financing portfolio involving stocks and risk-
free bonds. By definition, the wealth at time t of the replicating portfolio equals the price of
the option. The closed-form expressions for both the option’s price and the replicating strategy
in the Black-Scholes settings will be derived. Before that, we confirm such a strategy indeed
exists by using the famous Girsanov theorem and martingale representation theorem.
3.1.1.1 The Behavior of Prices
In the Black-Scholes model, the behavior of prices is a continuous time model with one
risky asset (a share with price St at time t) and a riskless asset (with price S0t at time t). We
suppose the behavior of S0t to be encapsulated by the following (ordinary) differential equation:
dS0t = rS
0
t dt, (1.1)
where r is a non-negative constant. Note that r is an instantaneous interest rate and should not
be confused with one-period rate in discrete-time models. We set S00 = 1, so that S
0
t = e
rt for
t ≥ 0. We assume that the behavior of the stock price is determined by the following stochastic
differential equation:
dSt = St(µdt+σdBt), (1.2)
where µ and σ are two constants and (Bt) is a Standard Brownian motion.
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The model is valid on the interval [0,T] where T is the maturity of the option. The infor-
mation in the market until time s is suggested by Fs , σ{St ; t ≤ s}, that means our model is
under the natural filtration of a standard Brownian motion.
Remark 3.1.1 Applying the Itoˆ formula to logSt , it’s easy to get a closed-form solution of
(1.2):
St = S0 exp[(µ− σ
2
2
)t+σBt ]. (1.3)
where S0 is the spot price observed at time 0.
Remark 3.1.2 In model (1.2), the basic assumption is the parameter µ and σ are both con-
stants. Note that constant σ implies the market volatility is a constant. It is reasonable to make
this assumption for mathematical simplicity when the market is stable. Some similar models
used to be considered are dSt = dBt and dSt = adt + bdBt , where a,b are both constants. To
include more general cases, we sometimes relax the assumptions and consider
dSt
St
= µ(t,St)+σ(t,St)dBt .
According to the definition of Brownian motion, the process St in (1.3) has the following
properties which express in concrete terms the hypotheses of Black and Scholes on the behav-
ior of the share price :
• continuity of the sample paths;
• independence of the relative increments: if u ≤ t, St/Su or (equivalently), the relative in-
crement (St−Su)/Su is independent of the σ-algebra σ(Sv,v≤ u);
• stationarity of the relative increments: if u ≤ t, the law of (St − Su)/Su is identical to the
law of (St−u−S0)/S0.
3.1.1.2 Self-financing Strategies
A strategy will be defined as a process φ = (φt)0≤t≤T = ((H0t ,Ht)) with values in R2,
adapted to the natural filtration (Ft) of the Brownian motion; the components H0t and Ht are
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the quantities of riskless asset and risky asset respectively, held in the portfolio at time t. The
value of the portfolio at time t is then given by
Vt(φ) = H0t S
0
t +HtSt .
The self-financing strategies in the continuous time case is specified by the equality:
dVt(φ) = H0t dS
0
t +HtdSt .
To give a meaning of this equality, we set the condition∫ T
0
|H0t |dt < ∞ a.s. and
∫ T
0
H2t dt < ∞ a.s.
Then the integral ∫ T
0
H0t dS
0
t =
∫ T
0
H0t re
rtdt
is well-defined, as is the stochastic integral∫ T
0
HtdSt =
∫ T
0
(HtStµ)dt+
∫ T
0
σHtStdBt ,
since the map t→ St is continuous, thus bounded on [0,T ] almost surely.
Definition 3.1.1 A self-financing strategy is defined by a pair φ of adapted processes (H0t )0≤t≤T
and (Ht)0≤t≤T satisfying:
1.
∫ T
0 |H0t |dt+
∫ T
0 H
2
t dt < ∞ a.s.
2. H0t S
0
t +HtSt = H
0
0 S
0
0+H0S0+
∫ t
0 H
0
u dS
0
u+
∫ t
0 HudSu a.s. for all t ∈ [0,T ].
We denote by S˜t = e−rtSt the discount price of the risky asset.
Proposition 3.1.1 Let φ= ((H0t ,Ht))0≤t≤T be an adapted process with values inR2, satisfying∫ T
0 |H0t |dt +
∫ T
0 H
2
t dt < ∞ a.s. We set: Vt(φ) = H0t S0t +HtSt and V˜t(φ) = e−rtVt(φ). Then, φ
defines a self-financing strategy if and only if
V˜t(φ) =V0(φ)+
∫ t
0
HudS˜u a.s. (1.4)
for all t ∈ [0,T ].
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Proof : Let us consider a self-financing strategy φ. From equality
dV˜t(φ) =−rV˜t(φ)dt+ e−rtdVt(φ)
which results from the differentiation of the product of the processes (e−rt) and (Vt(φ))(the
cross-variation term d〈e−r.,V.(φ)〉t is null), we deduce
dV˜t(φ) = −re−rt(H0t ert +HtSt)dt+ e−rtH0t d(ert)+ e−rtHtdSt
= Ht(−re−rtStdt+ e−rtdSt)
= HtdS˜t ,
which yields equality (1.4). The converse is justified similarly. 
We can get inspiration from the general pricing theorem that if the discounted value of
the portfolio (V˜t) is a martingale, we have the formula V˜t = E(V˜T |Ft), and particularly C =
V0 = E(V˜T ). It turns out the discounted price S˜t needs to be a martingale. However, (1.2)
suggests that St is a combination of a martingale and an increasing process. We will resort
to Girsanov theorem and consider a probability measure equivalent to the initial probability
and under which the discounted price of asset is a martingale. We are then able to design
self-financing strategies replicating the option. The following section provides the tools which
allow us to apply these methods in continuous time.
3.1.1.3 No Arbitrage and Put/Call Parity
In a liquid financial market, there should be no arbitrage opportunity, i.e. there is no riskless
profit available in the market. The notation of arbitrage, the possibility of riskless profit, can
be formally defined as
Definition 3.1.2 An arbitrage strategy is an admissible strategy with zero initial value and
non-zero final values.
Denote the call and put option prices at time t by Ct and Pt respectively. Then when we
assume the well accepted assumption of no arbitrage, we have the Put/Call parity formula
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which was first suggested in Stoll (1969):
Ct−Pt = St−Ke−r(T−t).
To understand why this parity must hold or there would be arbitrage, let us assume
Ct−Pt > St−Ke−r(T−t).
If we purchase a share of a stock and a put option, and sell a call option, the current value the
asset combination at time t is
Ct−Pt−St .
If this value is positive, we deposit it to the bank to get interest at rate r, or if it is negative, we
borrow this amount at rate r. Then, at maturity time T ,
? If ST > K, the call option would be exercised, which means we deliver the stock and
receive cash K; if we withdraw the deposit, the total asset on our hand is now K +
er(T−t)(Ct−Pt−St)> 0.
? If ST < K, we will exercise the put option to get cash amount K; if we empty our bank
account, the total asset value is now again K+ er(T−t)(Ct−Pt−St)> 0.
If Ct −Pt < St −Ke−r(T−t), we can buy a stock and a call option, sell a put option, and argue
similarly. Therefore, if the parity is broken, we are guaranteed a positive flow of profit at
maturity, which violates the no arbitrage assumption. Therefore, the put/call parity must hold.
3.1.1.4 Equivalent Probabilities
Let (Ω,A ,P) be a probability space. A probability measure Q on (Ω,A) is absolutely
continuous relative to P if
∀A ∈ A P(A) = 0⇒Q(A) = 0.
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Theorem 3.1.1 Q is absolutely continuous relative to P if and only if there exists a non-
negative random variable Z on (Ω,A) such that
∀A ∈ A Q(A) =
∫
A
Z(w)dP(w).
Z is called density of Q relative to P and sometimes denoted dQ/dP.
This theorem is a modified version of Radon-Nikodym theorem. The probabilities P and Q
are equivalent if each one is absolutely continuous relative to the other. Note that if Q is
absolutely continuous relative to P, with density Z, then P and Q are equivalent if and only if
P(Z > 0) = 1. [Q(A)≥Q(A∩{Z ≥ ε})≥ εP(A∩{Z ≥ ε})]
3.1.1.5 The Girsanov Theorem
Let (Ω,F ,(Ft)0≤t≤T ,P) be a probability space equipped with the natural filtration of a
standard Browanian motion (Bt)0≤t≤T , indexed on the time interval [0,T ]. The following
theorem, which we admit, is known as the Girsanov theorem.
Theorem 3.1.2 (The Girsanov theorem)
Let (θt)0≤t≤T be an adapted process satisfying
∫ t
0 θ2s ds < ∞ a.s. and such that the process
(Lt)0≤t≤T defined by
Lt = exp
(
−
∫ t
0
θsdBs− 12
∫ t
0
θ2s ds
)
is a martingale. Then, under the probability P(L) with density LT relative to P, the process
(Wt)0≤t≤T defined by Wt = Bt +
∫ t
0 θsds, is a standard Brownian motion.
Remark 3.1.3 A sufficient condition known as Novikov condition for (Lt)0≤t≤T to be a mar-
tingale is: E(exp(12
∫ T
0 θ2t dt))< ∞.
We now make the proof of Girsanov theorem precise. First we state the useful Levy charac-
terization of Brownian motion without proof. A proof can be found in e.g. Karatzas & Shreve
(1988), Th 3.3.16.
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Theorem 3.1.3 (The Levy Characterization of Brownian Mmotion)
Let X(t) = {X (t)1 , . . . ,X (t)n } be a continuous stochastic process on a probability space (Ω,H ,Q)
with values in Rn. Then the following, a) and b), are equivalent
a) X(t) is a Brownian motion w.r.t. Q, i.e. the law of X(t) w.r.t. Q is the same as the law
of an n-dimensional Brownian motion.
b) (i) X(t) = {X (t)1 , . . . ,X (t)n } is a martingale w.r.t. Q (and w.r.t. its own filtration) and
(ii) Xi(t)X j(t)− δi jt is a martingale w.r.t Q (and w.r.t. its own filtration) for all i, j ∈
{1,2, . . . ,n}.
Next we need an auxiliary result about conditional expectation:
Lemma 3.1.1 Let µ and ν be two probability measures on a measurable space (Ω,G) such
that dν(ω) = f (ω)dµ(ω) for some f ∈ L1(µ). Let X be a random variable on (Ω,G) such that
Eν[|X |] =
∫
Ω
|X(ω)| f (ω)dµ(ω)< ∞.
Let H be a σ-algebra, H ⊂ G . Then
Eν[X |H ] ·Eµ[ f |H ] = Eµ[ f X |H ] a.s. (1.5)
Proof: By the definition of conditional expectation we have that if H ∈H then∫
H
Eν[X |H ] f dµ =
∫
H
Eν[X |H ]dν=
∫
H
Xdν
=
∫
H
X f dµ =
∫
H
Eµ[ f X |H ]dµ (1.6)
On the other hand, we have∫
H
Eν[X |H ] f dµ = Eµ[Eν[X |H ] f ·1H ] = Eµ[Eµ[Eν[X |H ] f ·1H |H ]]
= Eµ[1HEν[X |H ] ·Eµ[ f |H ]] =
∫
H
Eν[X |H ] ·Eµ[ f |H ]dµ (1.7)
Combining (1.6) and (1.7) we get∫
H
Eν[X |H ] ·Eµ[ f |H ]dµ =
∫
H
Eµ[ f X |H ]dµ
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Since this holds for all H ∈H , (1.5) follows. 
Proof of Theorem 3.1.2: In view of the Levy characterization of Brownian motion theorem
we have to verify that
(i) W (t) = (W1(t), . . . ,Wn(t)) is a martingale w.r.t. P(L);
(ii) Wi(t)Wj(t)−δi jt is a martingale w.r.t P(L), for all i, j ∈ {1,2, . . . ,n}.
To verify (i) we put K(t), LtW (t) and use Ito’s formula to get
dKi(t) = LtdWi(t)+Wi(t)dLt +dWi(t)dLt
= Lt(dBi(t)−Wi(t)
n
∑
k=1
θk(t)dBk(t)) = Ltγ(i)(t)dB(t)
where γ(i)(t) = (γ(i)1 (t), . . . ,γ
(i)
n (t)), with
γ(i)j (t) =
 −Wi(t)θ j(t) j 6= i1−Wi(t)θi(t) j = i.
Hence Ki(t) is a martingale w.r.t. P. so by the Lemma we get, for t > s,
EP(L)[Wi(t)|Fs] =
E[LtWi(t)|Fs]
E[Lt |Fs] =
E[Ki(t)|Fs]
Ls
=
Ki(s)
Ls
=Wi(s),
which shows that Wi(t) is a martingale w.r.t. P(L). This proves (i). The proof of (ii) is similar.

3.1.1.6 Representation of Brownian Martingales and Option Pricing and Hedging
Let (Bt)0≤t≤T be a standard Brownian motion built on a probability space (Ω,F ,P) and
let (Ft)0≤t≤T be its natural filtration. We know that if (Ht)0≤t≤T is an adapted process such
that E(
∫ T
0 H
2
t dt)< ∞, the process (
∫ t
0 HsdBs) is a square-integrable martingale, null at 0. The
following theorem shows that any Brownian martingale can be represented in terms of a s-
tochastic integral.
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Theorem 3.1.4 (The Martingale Representation Theorem)
Let (Mt)0≤t≤T be a square-integrable martingale, with respect to the filtration (Ft)0≤t≤T . There
exists an adapted process (Ht)0≤t≤T such that E(
∫ T
0 H
2
s ds)<+∞ and
∀t ∈ [0,T ] Mt = M0+
∫ t
0
HsdBs a.s. (1.8)
Note that this representation only applies to martingales relative to the natural filtration of
the Brownian motion. From this theorem, it follows that if U is an Ft-measurable, square-
integrable random variable, it can be written as
U = E(U)+
∫ T
0
HsdBs a.s.,
where (Ht) is an adapted process such that E(
∫ T
0 H
2
s ds)<+∞. To prove it, consider the mar-
tingale Mt = E(U |F ). To prove the representation theorem, we first establish some auxiliary
results.
Lemma 3.1.2 Fix T > 0. The set of random variables
{φ(Bt1, . . . ,Btn); ti ∈ [0,T ],φ ∈C∞0 (Rn),n = 1,2, . . .}
is dense in L2(FT ,P).
Proof : Let {ti}∞i=1 be a dense subset of [0,T ] and for each n = 1,2, . . . let Hn be the σ-algebra
generated by Bt1, . . . ,Btn . Then clearly
Hn ⊂Hn+1
and FT is the smallest σ-algebra containing all the Hn’s. Choose g ∈ L2(FT ,P). Then by the
martingale convergence theorem we have that
g = E[g|FT ] = lim
n→∞E[g|Hn]
The limit pointwise a.e. (P) and in L2(FT ,P). By the Doob-Dynkin Lemma we can write, for
each n,
E[g|Hn] = gn(Bt1 , . . . ,Btn)
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for some Borel measurable function gn : Rn→ R. Each such gn(Bt1, . . . ,Btn) can be approx-
imated in L2(FT ,P) by functions φn(Bt1, . . . ,Btn) where φn ∈ C∞0 (Rn) and the result follows.

Lemma 3.1.3 The linear span of random variables of the type
exp{
T∫
0
h(t)dBt(ω)− 12
T∫
0
h2(t)dt}; h ∈ L2[0,T ] (1.9)
is dense in L2(FT ,P).
Proof : Suppose g ∈ L2(FT ,P) is orthogonal (in L2(FT ,P)) to all functions of the form of
(1.9). Then in particular
G(λ),
∫
Ω
exp{z1Bt1(ω)+ · · ·+ znBtn}g(ω)dP(ω) = 0
for all λ = (λ1, . . . ,λn) ∈ Rn and all t1, . . . , tn ∈ [0,T ]. The function G(λ) is real analytic in
λ ∈ Rn and hence G has an analytic extension to the complex space Cn given by
G(z) =
∫
Ω
exp{z1Bt1(ω)+ · · ·+ znBtn}g(ω)dP(ω)
for all z = (z1, . . . ,zn) ∈ Cn. Since G = 0 on Rn and G is analytic, G = 0 on Cn. In particular,
G(iy1, iy2, . . . , iyn) = 0 for all y = (y1, . . . ,yn) ∈ Rn. But then we get, for φ ∈C∞0 (Rn),∫
Ω
φ(Bt1, . . . ,Btn)g(ω)dP(ω)
=
∫
Ω
(2pi)−n/2(
∫
Rn
φˆ(y)ei(y1Bt1+···+ynBtn)dy)g(ω)dP(ω)
= (2pi)−n/2
∫
Rn
φˆ(y)(
∫
Ω
ei(y1Bt1+···+ynBtn)g(ω)dP(ω))dy
= (2pi)−n/2
∫
Rn
φˆ(y)G(iy)dy = 0, (1.10)
where
φˆ(y) = (2pi)−n/2
∫
Rn
φ(x)e−i(x,y)dx
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is the Fourier transform of φ and we have used the inverse Fourier transform theorem
φ(x) = (2pi)−n/2
∫
Rn
φˆ(x)e−i(x,y)dy.
By (1.10) and the last Lemma g is orthogonal to a dense subset of L2(FT ,P) and we conclude
that g = 0. Therefore the linear span of the functions in (1.9) must be dense in L2(FT ,P) as
claimed. 
Theorem 3.1.5 (The Ito Representation Theorem)
Let F ∈ L2(FT ,P). Then there exists a unique adapted process f (t,ω) such that E(
∫ T
0 f
2
s ds)<
+∞ and
F(ω) = E[F ]+
∫ T
0
f (t,ω)dBt(ω). (1.11)
Proof : First assume that F has the form (1.9), i.e.
F(ω) = exp{
T∫
0
h(t)dBt(ω)− 12
T∫
0
h2(t)dt}
for some h(t) ∈ L2[0,T ].
Define
Yt(ω) = exp{
t∫
0
h(s)dBs(ω)− 12
t∫
0
h2(s)ds} t ∈ [0,T ].
Then by Ito’s formula
dYt = Yt(h(t)dBt− 12h
2(t)dt)+
1
2
Yt(h(t)dBt)2 = Yth(t)dBt
so that
Yt = 1+
t∫
0
Ysh(s)dBs; t ∈ [0,T ].
Therefore
F = YT = 1+
T∫
0
Ysh(s)dBs
and hence E[F ] = 1. So (1.11) holds in this case. By linearity (1.11) also holds for linear
combinations of function of the form (1.9). So if F ∈ L2(FT ,P) is arbitrary, we approximate
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F in L2(FT ,P) by linear combinations Fn of functions of the form (1.9). Then for each n we
have
Fn(ω) = E[Fn]+
∫ T
0
fn(s,ω)dBs(ω),
where fn is an adapted process such that E(
∫ T
0 f
2
n ds)<+∞. By the Ito isometry
E[(Fn−Fm)2] = E[(E[Fn−Fm]+
∫ T
0
( fn− fm)dB)2]
= (E[Fn−Fm])2+
∫ T
0
E[( fn− fm)2]dt→ 0 as n,m→ ∞
so { fn} is a Cauchy sequence in L2([0,T ]×Ω) and hence converges to some f ∈ L2([0,T ]×Ω).
Since fn adapted and E(
∫ T
0 f
2
n ds)<+∞, we have f adapted and E(
∫ T
0 f
2ds)<+∞, again using
the Ito isometry we see that
F = lim
n→∞Fn = limn→∞(E[Fn]+
T∫
0
fndB) = E[F ]+
T∫
0
f dB,
the limit being taken in L2(FT ,P). Hence the representation (1.11) holds for all F ∈ L2(FT ,P).
The uniqueness follows from the Ito isometry: Suppose
F(ω) = E[F ]+
T∫
0
f1(t,ω)dBt(ω) = E[F ]+
T∫
0
f2(t,ω)dBt(ω)
with f1, f2 are adapted processes and satisfy E(
∫ T
0 f
2
i (s)ds)<+∞ i = 1,2. Then
0 = E[(
T∫
0
( f1(t,ω)− f2(t,ω))dBt(ω))2] =
T∫
0
E[( f1(t,ω)− f2(t,ω))2]dt
and therefore f1(t,ω) = f2(t,ω) for a.a. (t,ω) ∈ [0,T ]×Ω. 
Proof of Theorem 3.1.4: By the Ito representation theorem applied to t = T,F = Mt , we have
that for all t there exists a unique h(t)(s,ω) ∈ L2(Ft ,P) such that
Mt(ω) = E[Mt ]+
∫ t
0
h(t)(s,ω)dBs(ω) = E[M0]+
∫ t
0
h(t)(s,ω)dBs(ω)
Now assume 0≤ t1 < t2. Then
Mt1 = E[Mt2|Ft1] = E[M0]+E[
∫ t2
0
h(t2)(s,ω)dBs(ω)|Ft1 ] = E[M0]+
∫ t1
0
h(t2)(s,ω)dBs(ω)
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But we also have
Mt1 = E[M0]+
∫ t1
0
h(t1)(s,ω)dBs(ω)
Hence, we get that
0 = E[(
∫ t1
0
(h(t1)−h(t2))dB)2] =
∫ t1
0
E[(h(t1)−h(t2))2]ds
and therefor
ht1(s,ω) = ht2(s,ω) for a.a. (s,ω) ∈ [0, t1]×Ω.
So we can define H(s,ω) for a.a. s ∈ [0,∞)×Ω by setting
H(s,ω) = h(N)(s,ω) if s ∈ [0,N]
and then we get
Mt = E[M0]+
∫ t
0
h(t)(s,ω)dBs(ω) = M0+
∫ t
0
H(s,ω)dBs(ω) for all t ≥ 0.

3.1.1.7 A Probability under which (S˜t) is a Martingale
Now we will consider the model introduced in the Section 2. We will prove that there
exists a probability equivalent to P, under which the discounted share price S˜t = e−rtSt is a
martingale. From the stochastic differential equation satisfied by (St), we have
dS˜t = −re−rtStdt+ e−rtdSt
= S˜t((µ− r)dt+σdBt).
Consequently, if we set Wt = Bt +(µ− r)t/σ, then we have
dS˜t = S˜tσdWt . (1.12)
From Girsanov theorem, with θt = (µ− r)/σ, there exists a probability P∗ equivalent to P
under which (Wt)0≤t≤T is a standard Brownian motion. We will admit that the definition of the
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stochastic integral is invariant by change of equivalent probability. Then under the probability
P∗, we deduce from equality (1.12) that (S˜t) is a martingale and that
S˜t = S˜0 exp(σWt−σ2t/2).
3.1.1.8 Pricing
In this section, we will focus on European options. A European option will be defined
by a non-negative, Ft-measurable, random variable h. Quite often, h can be written as f (ST ),
( f (x) = (x−K)+ in the case of a call, f (x) = (K − x)+ in the case of a put). We define
the option value by a replication argument, and limit our study to the following admissible
strategies:
Definition 3.1.3 A strategy φ = (H0t ,Ht)0≤t≤T is admissible if it is self-financing and if the
discounted value V˜t(φ) = H0t +Ht S˜t of the corresponding portfolio is, for all t, non-negative
and such that supt∈[0,T ] V˜t is square-integrable under P∗.
An option is said to be replicable if its payoff at maturity is equal to the final value of an
admissible strategy. It is clear that, for the option defined by h to be replicable, it is necessary
that h should be square-integrable under P∗. In the case of a call (h= (ST −K)+), this property
indeed holds since E∗(S2T )< ∞; note that in the case of a put, h is even bounded.
Theorem 3.1.6 In the Black-Scholes model, any option defined by a non-negative, FT -measurable
random variable h, which is square-integrable under the probability P∗, is replicable and the
value at time t of any replicating portfolio is given by
Vt = E∗(e−r(T−t)h|Ft).
Thus, the option value at time t can be naturally defined by the expression E∗(e−r(T−t)h|Ft).
Proof : First, assume that h is replicable, i.e. there is an admissible strategy (H0,H), replicat-
ing the option. The value at time t of the portfolio (H0t ,Ht) is given by
Vt = H0t S
0
t +HtSt ,
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and, by hypothesis, we have VT = h. Let V˜t =Vte−rt be the discounted value
V˜t = H0t +Ht S˜t .
Since the strategy is self-financing, we get from Proposition 2.1 and equality (1.12)
V˜t = V0+
∫ t
0
HudS˜u
= V0+
∫ t
0
HuσS˜udWu.
Under the probability P∗, supt∈[0,T ] V˜t is square-integrable, by definition of admissible strate-
gies. Furthermore, the preceding equality shows that the process (V˜t) is a stochastic integral
relative to (Wt). It follows that (V˜t) is a square-integrable martingale under P∗. Hence
V˜t = E∗(V˜T |Ft),
and consequently
Vt = E∗(e−r(T−t)h|Ft). (1.13)
So we have proved that if a portfolio (H0,H) replicates that the option defined by h, its
value is given by equality (1.13). To complete the proof the theorem, it remains to show that
the option is indeed replicable, i.e. to find some processes (H0t ) and (Ht) defining an admissible
strategy, such that
H0t S
0
t +HtSt = E
∗(e−r(T−t)h|Ft).
Under the probability P∗, the process defined Mt = E∗(e−rT h|Ft) is a square-integrable mar-
tingale. The filtration (Ft), which is the natural filtration of (Bt), is also the natural filtration of
(Wt) and, from the theorem of representation of Brownian martingales, there exists an adapted
process (Kt)0≤t≤T such that E∗(
∫ T
0 K
2
s ds)< ∞ and
∀t ∈ [0,T ] Mt = M0+
∫ t
0
KsdWs a.s.
The strategy φ= (H0,H), with Ht = Kt/(σS˜t) and H0t = Mt −Ht S˜t , is then, from Proposition
2.1 and equality (1.12), a self-financing strategy; its value at time t is given by
Vt(φ) = ertMt = E∗(e−r(T−t)h|Ft).
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This expression clearly shows that Vt(φ) is a non-negative random variable, with sup0≤t≤T Vt(φ)
square-integrable under P∗ and that VT (φ) = h. So we have found an admissible strategy repli-
cating h. 
Remark 3.1.4 When the random variable h can be written as h = f (ST ), we can express the
option value Vt at time t as a function of t and St . We have indeed
Vt = E∗(e−r(T−t) f (ST )|Ft)
= E∗(e−r(T−t) f (Ster(T−t)eσ(WT−Wt)−(σ
2/2)(T−t))|Ft).
The random variable St is Ft-measurable and, under P∗, WT −Wt is independent of Ft . There-
fore, we can deduce that
Vt = F(t,St),
where
F(t,x) = E∗(e−r(T−t) f (xer(T−t)eσ(WT−Wt)−(σ
2/2)(T−t))). (1.14)
Since, under P∗, WT −Wt is a zero-mean normal variable with variance T − t
F(t,x) = e−r(T−t)
∫ +∞
−∞
f (xe(r−σ
2/2)(T−t)+σy√T−t)
e−y2/2dy√
2pi
.
F can be calculated explicitly for calls and puts. If we choose the case of the call, where
f (x) = (x−K)+, we have, from (1.14)
F(t,x) = E∗(e−r(T−t)(xe(r−σ
2/2)(T−t)+σ(WT−Wt)−K)+)
= E∗(xeσ
√
θg−σ2θ/2−Ke−rθ)+
= E(xeσ
√
θg−σ2θ/2−Ke−rθ)+
where g is a standard Gaussian variable and θ= T − t.
Let us set
d1 =
log(x/K)+(r+σ2/2)θ
σ
√
θ
and d2 = d1−σ
√
θ.
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Using these notations, we have
F(t,x) = E[(xeσ
√
θg−σ2θ/2−Ke−rθ)l{g+d2≥0}]
=
∫ +∞
−d2
(xeσ
√
θy−σ2θ/2−Ke−rθ)e
−y2/2
√
2pi
dy
=
∫ d2
−∞
(xe−σ
√
θy−σ2θ/2−Ke−rθ)e
−y2/2
√
2pi
dy.
Writing this expression as the difference of two integrals and in the first one using the
change of variable z = y+σ
√
θ, we obtain
F(t,x) = xN(d1)−Ke−rθN(d2), (1.15)
where
N(d) =
1√
2pi
∫ d
−∞
e−x
2/2dx.
Using identical notations and through similar calculations, the price of the put is equal to
F(t,x) = Ke−rθN(−d2)− xN(−d1). (1.16)
Remark 3.1.5 One of the main features of the Black-Scholes model is the fact that the pric-
ing formulae, as well as the hedging formulae we will give later, depend on only one non-
observable parameter: σ, called ’volatility’ by practitioners (the drift parameter µ disappears
by change of probability). In practice, two methods are used to evaluate σ:
1. The historical method: in the present model: σ2T is the variance of log(ST ) and the vari-
ables log(ST/S0), log(S2T/ST ), · · · , log(SNT/S(N−1)T ) are independent and identically
distributed. Therefore, σ can be estimated by statistical means using the asset prices ob-
served in the past (for example by calculating empirical variances; cf. Dacunha-Castelle
and Duflo (1986), Chapter 5).
2. The ’implied’ method: some options are quoted on organized markets; the price of op-
tions (calls and puts) being an increasing function of σ, we can associate an ’implied’
volatility to each quoted option, by inversion of the Black-Scholes formula. Once the
model is identified, it can be used to elaborate hedging schemes.
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In those problems concerning volatility, one is soon confronted with the imperfections of the
Black-Scholes model. Important differences between historical volatility and implied volatility
are observed, the later seeming to depend upon the strike price and the maturity. In spite of
these incoherences, the model is considered as a reference by practitioners.
3.1.1.9 Hedging Calls and Puts
In the proof of Theorem 4.1, we referred to the theorem of representation of Brownian
martingales to show the existence of a replicating portfolio. In practice, a theorem of existence
is not satisfactory and it is essential to be able to build a real replicating portfolio to hedge an
option.
When the option is defined by a random variable h = f (ST ), we shall show that it is pos-
sible to find an explicit hedging portfolio. A replicating portfolio must have, at any time t, a
discounted value equal to
V˜t = e−rtF(t,St),
where F is the function defined by equality (1.14). Under large hypothesis on f (and, in
particular, in the case of calls and puts where we have the closed-form solutions of Remark
4.1), we see that the function F is of class C∞ on [0,T ]× IR. If we set
F˜(t,x) = e−rtF(t,xert),
we have V˜t = F˜(t, S˜t) and, for t < T , from the Itoˆ formula
F˜(t, S˜t) = F˜(0, S˜0)+
∫ t
0
∂F˜
∂x
(u, S˜u)dS˜u
+
∫ t
0
∂F˜
∂t
(u, S˜u)du+
∫ t
0
1
2
∂2F˜
∂x2
(u, S˜u)d〈S˜, S˜〉u
From equality dS˜t = σS˜tdWt , we deduce
d〈S˜, S˜〉u = σ2S˜2udu,
so that F˜(t, S˜t) can be written as
F˜(t, S˜t) = F˜(0, S˜0)+
∫ t
0
σ
∂F˜
∂x
(u, S˜u)S˜udWu+
∫ t
0
Kudu.
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Since F˜(t, S˜t) is a martingale under P∗, the process Ku is necessarily null. Hence
F˜(t, S˜t) = F˜(0, S˜0)+
∫ t
0
σ
∂F˜
∂x
(u, S˜u)S˜udWu
= F˜(0, S˜0)+
∫ t
0
∂F˜
∂x
(u, S˜u)dS˜u.
The natural candidate for the hedging process Ht is then
Ht =
∂F˜
∂x
(t, S˜t) =
∂F
∂x
(t,St).
If we set H0t = F˜(t, S˜t)−Ht S˜t , the portfolio (H0t ,Ht) is self-financing and its discounted value
is indeed V˜t = F˜(t,St).
Remark 3.1.6 The preceding argument shows that it is not absolutely necessary to use the
theorem of representation of Brownian martingales to deal with options of the form f (ST ).
Remark 3.1.7 In the case of a call, we have, using the same notations as in Remark 4.1, by
equality (1.15), we have
∂F
∂x
(t,x) = N(d1),
and in the case of a put, by equality (1.16), we have
∂F
∂x
(t,x) =−N(−d1).
This quantity is often called the ’delta’ of the option by practitioners. More generally, when
the value at time t of a portfolio can be expressed as Ψ(t,St), the quantity (∂Ψ/∂x)(t,St),
which measures the sensitivity of the portfolio with respect to the variations of the asset price
at timet, is called the’delta’ of the portfolio, ’gamma’ refers to the second-order derivative
(∂2Ψ/∂x2)(t,St),’theta’ to the derivative with respect to time and ’vega’ to the derivative of Ψ
with respect to the volatility σ.
3.1.2 Various Volatility Measures
Below we introduce some frequently used volatility concepts.
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Historical Volatility refers to the standard deviation of asset returns in percentage term
based on observed historical asset prices over a certain period. Let {Si}0≤i≤n be the observed
asset prices between time t1 and t2. Then the asset returns are conventionally defined as
ri =
Si−Si−1
Si−1
, or ri = log{ SiSi−1}.
We define the historical volatility to be
HV =
√
1
n−1
n
∑
i=1
(ri− r¯)2, (1.17)
where r¯ = 1n−1 ∑
n
i=1 ri is the average return. Here, the historical return HV can be daily re-
turn, weekly return, monthly return, or for any desired repeating periods. And the annualized
historical volatility would be1
AHV = HV
√
252
number of trading days within sample period
.
Note, historical variance rather than the historical volatility is assumed to be addable, so we
get the historical variance annualized first, and then take the square root of it to get the above
annualized historical volatility.
Implied Volatility is the volatility of the underlying asset derived through its option price.
Under that derived volatility value, the same current option price is supposed to be realized.
There are both model based and model free ways to derive it.
If we have a stochastic differential model for the asset price in mind, there will be a formula
linking the option price C and the asset volatility σ,
C = f (σ,St ,K,T,r).
Note, the option price depend on but may not limited to current stock price S, exercise price K,
time to expire T , and interest rate r. Merton (1973) proved that the option price is a monoton-
ically increasing function of the volatility. Hence, there exists a one to one mapping between
1Adopt the typical average trading days/weeks: 21 days for a month, 252 days for a year, and 52 weeks for a
year.
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sigma and C. Denote IV to be the unique value corresponds to one specific value of C, and it
is called the implied volatility under the option price C.
Model free implied volatility evolved along with the theories about derivative of volatility.
Interested readers can refer to papers mentioned in the section 4.2.1 for related existing works.
Integrated Volatility is essentially the quadratic variation of the log asset price process.
Assume the risk neutral dynamic of the asset price follows the following stochastic differential
equation:
dSt/St = µdt+σtdWt ,
where µ ∈ R+ is the expected instantaneous asset return, {σt} is the instantaneous volatility
of the asset, which can be a constant, a deterministic function of time t, or even a stochastic
process like in Heston stochastic volatility model. Then the integrated volatility is defined as
V =
1
T
∫ T
0
σ2t dt.
When there is jump, say the process satisfies
dSt/St = µdt+σtdWt +(Jt−1)dNt ,
where {Nt} is Poisson process with parameter λ and {Jt} are independent and identically
distributed positive valued random distributions, representing jump intensity and jump size
respectively. Then the integrated volatility is defined as
V =Vc+Vd =
1
T
∫ T
0
σ2t dt+
1
T
NT
∑
j=1
(logJt)2.
Please refer to Broadie and Jain (2008) and Joshi (2008) for details.
We briefly discuss these volatilities under the Black-Scholes model and the Merton Model
with jump in the following subsections. These two processes will be used in our simulation.
115
3.1.2.1 Black-Scholes Formula
One of the most simple and popular model for option price is the Black-Scholes model. In
a viable market, suppose the stock price follows 2
dSt/St = rdt+σdWt ,
where r,σ ∈ R+, r is the risk free interest, and {Wt} is the standard Brownian motion. This
process admits a closed form solution
logST = logS0+ rT − 12σ
2T +σBT .
Under this model, at each i, the log returns
log
S(i+1)T
SiT
∼ N(rT − 1
2
σ2T,σ2T ),
and they are independently and identically distributed. Hence, we can use historical means of
the log price ratio to estimate the volatility σ by√√√√ 2
T
(
rT − 1
n
n
∑
i=1
log
S(i+1)T
SiT
)
.
Alternatively, we can use the historical volatility formula 1.17 to estimate σ.
Let T be the maturity time of a call option and K be the exercise price. The corresponding
fair price for this call option at time zero is
CBS = BS(S0,σ,r,T,K) = E[e−rT (ST −K)+|F0] = S0N(d1)−Ke−rT N(d2),
where
d1 =
log(S0/K)+(r+σ2/2)T
σ
√
T
and d2 = d1−σ
√
T .
With this known closed form for the option price, we can get the inverse function of it when
related to the volatility:
σˆ=C−1BS (CBS;S0,r,T,K).
2The drift parameter for the original Black-Scholes model can be any µ ∈ R+. Here we adopt it to equal the
risk free interest for clear presentation. In fact, the more general one can be transformed to this based on Girsonov
theorem, and µ will not appear in the option price formula.
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We note this inverse function exists because, as mentioned in the implied volatility section,
Merton (1973) proved that the option price is a monotonically increasing function of the
volatility. We call the σˆ calculated by this formula with known option price, initial stock
price, etc. as the implied volatility.
As for the integrated volatility, because the diffusion parameter here is a constant σ, it is
simply
V =
1
T
∫ T
0
σ2dt = σ2,
3.1.2.2 Merton Model with Jumps
Merton (1976) first introduced the so called Merton jump model. Assume the dynamic of
stock price can be described by 3
dSt/S−t = (r−λ(m−1))dt+σdWt +(Jt−1)dNt ,
where r,λ,m ∈ R+, r is the risk free interest rate, σ2 is the instantaneous variance of the
return, {Wt} is the standard Brownian motion, {Nt} is a Poisson process with parameter λ, and
{log(Jt)} i.i.d.∼ N(log(m+ 1)− 12v2,v2). And the Brownian motion {Wt}, jump size {Jt} and
jump frequency {Nt} are all independent of each other.
Note that when a jump occurs, S−t change by S−t (Jt − 1), or change to S−t Jt . By the Itoˆ
formula,
d logSt = (r−λ(m−1))dt+σdWt + logJtdNt .
Please refer to Joshi (2008). For each t, let Zt be a standard normal random variable, and they
are independent. Note that Jt
d∼ me{− 12 v2+vZt}, we have
logST = logS0+(r−λ(m−1))T +σWT +
NT
∑
j=1
logJ j
= logS0+(r−λ(m−1))T +σ
√
T Z0+NT logm− 12v
2NT + v
NT
∑
j=1
Z j
= log
(
S0mNt e−λ(m−1)T
)
+ rT − 1
2
(σ2T + v2NT )+
√
σ2T + v2NT Z∗,
3The drift parameter is adopted to ensure {e−rtSt} is a martingale.
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where Z∗ is the standard normal distribution. Given NT , this corresponds to the stock price in a
Black-Scholes model with initial price S0mNT e−λ(m−1)T and volatility σ2+v2NT/T . Plugging
into the Black-Scholes option price formula and then take expectation with respect to NT , we
arrive at the closed form option price formula:
F(S,τ) =
∞
∑
n=0
exp−λ0T (λ0T )n
n!
BS(S0,σn,rn,T,K),
where λ0 = λm, rn = r−λ(m−1)+ nT log(m), σn =
√
σ2+ nT v2.
Under the Merton jump model, the fair price for the integrated volatility, or the expected
value of it, is
E(V ) = E[
1
T
∫ T
0
σ2ds+
1
T
NT
∑
j=1
(logJ j)2]
= σ2+λ
(
(logm− 1
2
v2)2+ v2
)
.
3.1.3 VXO - The Early Volatility Index
The Chicago Board Option Exchange (CBOE) Market Volatility index, ticker “VXO”, was
introduced by Whaley (1993) based on option (American style) prices of Standard & Poor’s
100, or S & P 100 (ticker symbol “OEX”). It is defined as an interpolate of the implied volatil-
ity of eight near-the-money OEX options, four options each from the nearby and the second
nearby OEX option series. It represents a 30 calendar day implied volatility. We enumerate
some related definitions below before we present the VXO formula.
? Near-the-money options: an option with strike price close to the current market price of
the corresponding underlying asset.
? Nearby OEX option series: the options with different strike prices which have the short-
est time to expiration but with at least eight calendar days to expiration.
? Second nearby series: the options with different strike prices which expires later but
most adjacent to the Nearby OEX option series.
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? Let Nc be the number of calender days. Then, the number of trading days Nt is calculated
as
Nt = Nc−2∗ int(Nc/7),
where the second term on the right represents the total number of weekend days.
? The implied volatility based on each option is calculated by the Cox-Ross-Rubinstein
(1979) binomial tree method with exact cash dividend series. Please see the simulation
study in Harvey and Whaley (1992) to find out in detail how to calculate the European-
style Black-Scholes implied volatility with dividend adjustment and the approximate
American-style option applied volatility with constant dividend yield rate. The interest
rate used in the calculation is the 30-day treasury yield.
? Assume the total volatility over the option’s remaining life is the same, we naturally have
the relation:
σt = σc
√
Nc
Nt
,
where σc(σt) is the calendar-day (trading-day) implied volatility rate.
? Denote Xl and Xu to be the exercise price just below and above the current index level, S.
Here, S is adopted as the average of the bid/ask price. Use the following symbols, with
superscript to denote exercise price and subscript c and p to show option type (call or put)
and expiration date (nearby or second nearby), to indicate the eight implied volatilities:
First Second
Nearby (1) Nearby (2)
Call Put Call Put
Xl(< S) σ
Xl
c,1 σ
Xl
p,1 σ
Xl
c,2 σ
Xl
p,2
Xu(≥ S) σXuc,1 σXup,1 σXuc,2 σXup,2
119
Then, because the biases of the calculated put/call implied volatilities caused by possible
time-delay of reported market price are equal4, we define:
σXl1 = (σ
Xl
c,1+σ
Xl
p,1)/2,
σXl2 = (σ
Xl
c,2+σ
Xl
p,2)/2,
σXu1 = (σ
Xu
c,1+σ
Xu
p,1)/2,
σXu2 = (σ
Xu
c,2+σ
Xu
p,2)/2,
which are the average implied volatility associated with the call and put for each exercise
price and expiration date respectively. Let
σ1 = σXl1
(
Xu−S
Xu−Xl
)
+σXu1
(
S−Xl
Xu−Xl
)
,
σ2 = σXl2
(
Xu−S
Xu−Xl
)
+σXu2
(
S−Xl
Xu−Xl
)
,
be the interpolated implied volatilities for each contract month with weight equal to
the ratio of distance between the current stock prices and the chosen near-the-money
exercise price respectively.
Finally, the formula for calculating VXO is
V XO = σ1
(
Nt2−22
Nt2−Nt1
)
+σ2
(
22−Nt1
Nt2−Nt1
)
.
Here 22 is used rather than 30 in the interpolation since 30 calendar day is equivalent to 30−
2 ∗ int(30/7) = 22 trading days. And it is the interpolation of the implied volatility of the
nearby and second nearby option series. The weight is the difference of trading days between
the trading days left for each contract month and 22 trading days.
Below are two plots of the historical VXO data5. In the plots, the x axis represents the time
while the y axis labels the corresponding VXO data. We plot the open volatility with red, close
4Here we mean the quoted put/call prices are reported at the same time, hence the calculated volatilities for
both put and call are based on the data with same time delay length.
5Data available at http://www.cboe.com/micro/vix/historical.aspx.
120
with light blue, high with green, and low with blue. From the upper plot in Figure 3.1, we can
see there is a big spike around 1987. The VXO climted to around 150 when the market crashed
on Oct. 1987. After that, the market went back to bull, and the VXO fell to around 20. Then
another big spike from the lower plot in Figure 3.1 on Nov. 2008, when global financial crisis
exploded due to subprime loans and credit default swaps. We can also see that the intra-day
volatility is higher in the opening than in the closing moment.
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3.1.4 VIX - The Current Volatility Index
The procedures to calculate the VIX is provided in this section. The derivation of the VIX
formula will be given in Section 4.2.3.
The trading column of the S & P 500 option market surged to be around thirteen times as
large in trading volume as the S & P 100 option market in 20036. Together with the introduc-
tion of new estimation method, CBOE had decided to switch from VXO to VIX to measure
the market volatility, namely the 30-day volatility of S & P 500 index, on September 22, 2003.
The VIX is calculated based on nearby and next nearby European-style option prices based on
S & P 500, (ticker symbol SPX). It is required that the nearby option must have at least one
week to expire. CBOE provides a short online booklet to show VIX calculation step by step.
We introduce the following concepts before presenting the formula. We also provide a very
simple example to help grasp the idea. Let time to expiration T be measured according the
following rule:
Mcurrent day = minutes remaining until midnight of the current day,
Msetttlement day = minutes from midnight until 8:30a.m. on SPX settlement day,
MOther days = total minutes in the days between current day and settlement day,
N = Mcurrent day+Msetttlement day+MOther days,
T = N/minutes in 365 days.
Yield of the US T-bill with the closest maturity date for each contract month is adopted as the
corresponding risk-free interest rate R. For each contract month, we perform the following
procedures. We show it with a data set which is generated by assuming Black-Scholes formula
with normal pricing error. Note, in the simulation, expiration is T = 30/365 year, diffusion
parameter equals 0.2 and the current stock price is 1000. In Table 3.1, we list the stike price
(StrikePrice), the bid and ask price for call options (C−Bid and C−Ask) and that for the
corresponding put options (P−Bid and P−Ask).
6The daily average trading volume was 145852 contracts in 2003.
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Table 3.1 Illustration: The Original Options Prices to Be Selected From.
StrikePrice C-Bid C-Ask P-Bid P-Ask
825 174.98 175.04 0.00 0.04
850 150.01 150.07 0.01 0.07
875 125.15 125.21 0.15 0.21
900 100.68 100.74 0.00 0.74
925 77.18 77.24 0.00 2.24
950 55.64 55.70 5.64 5.70
960 47.83 47.89 0.00 7.89
975 37.22 37.28 12.22 12.28
1000 22.84 22.90 22.84 22.90
1025 12.74 12.80 37.74 37.80
1050 6.42 6.48 56.42 56.48
1075 0.00 2.97 77.91 77.97
1100 0.00 1.23 101.17 101.23
1125 0.42 0.48 125.42 125.48
1150 0.00 0.18 150.12 150.18
1175 0.02 0.08 175.02 175.08
? The average bid/ask price at strike price Ki is quoted as the option prices Q(Ki), which
is the mean of the bid and ask prices of each chosen option. For our example, Table 3.2
presents the calculated option prices for both call options and put options.
? Find the strike price at which the absolute difference between Call and Put prices are the
smallest. Then define the forward index price F according to the put-call parity as
F = strick price+ eRT ∗ (call-put).
From Table 3.2, we can see the minimum absolute difference (AbsoluteDifference) for
corresponding call prices (Call) and put prices (Put) is achieved at strike price 1000.
We adopt interest rate r = 0. Hence the forward index price is F = 1000+ e0∗30/365 ∗
(22.87−22.87) = 1000.
? Choose K0 to be the strike price immediately below or equal to the forward index price
F , and treat it as the center. In our example, the forward price is equal to the strike price,
which is not usually in real world, because we used simulated exact data. Hence, K0 is
chosen to 1000.
124
Table 3.2 Illustration: Seeking the Smallest Absolute Difference of the Call and the Put
Prices.
StrikePrice Call Put AbsoluteDifference
825 175.01 0.02 174.99
850 150.04 0.04 150.00
875 125.18 0.18 125.00
900 100.71 0.37 100.34
925 77.21 1.12 76.09
950 55.67 5.67 50.00
960 47.86 3.95 43.92
975 37.25 12.25 25.00
1000 22.87 22.87 0.00
1025 12.77 37.77 25.00
1050 6.45 56.45 50.00
1075 1.48 77.94 76.45
1100 0.62 101.20 100.59
1125 0.45 125.45 125.00
1150 0.09 150.15 150.06
1175 0.05 175.05 175.00
? Start from the center K0, move successively to the two ends of more extreme strike prices
respectively, choose out-of-the-money put options with strike price K j ≤ K0 and out-of-
the-money call options with strike price K j ≥ K0. Here, an out-of-the-money call option
means the strike price is no smaller than the current stock price, and an out-of-the-money
put option is with strike price no greater than the current stock price. Exclude any option
with a bid price 0 and any option further away from the center with two consecutive
zero bid nearer than it to the center. In our example, as illustrated in Table 3.3, for put
options, we start from put option with strike price 1000, then move to those with lower
option prices. We can see when strike prices are 960,925,900,825, the corresponding
bid price is 0. So those options will not be included. Because the bid price for the
strike price 925 and 900 are consecutively 0, any option with strike price lower than 900
will be excluded too. Only put options with strike price 1000,975,950 will be included
for further calculation. Similarly for call options, we start from call option with strike
price 1000, then move to those with strike prices larger than 1000. Delete options with
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strike price 1175,1100,1150 and those with strike price larger than 1100, because two
consecutive 0 bids are observed at strike price 1075,1100. The call options to be further
considered are with strike prices 1000,1025 and 1050.
Table 3.3 Illustration: Exclude Invalid Option Prices.
StrikePrice C-Bid C-Ask P-Bid P-Ask
825 174.98 175.04 0.00 0.04
850 150.01 150.07 0.01 0.07
875 125.15 125.21 0.15 0.21
900 100.68 100.74 0.00 0.74
925 77.18 77.24 0.00 2.24
950 55.64 55.70 5.64 5.70
960 47.83 47.89 0.00 7.89
975 37.22 37.28 12.22 12.28
1000 22.84 22.90 22.84 22.90
1025 12.74 12.80 37.74 37.80
1050 6.42 6.48 56.42 56.48
1075 0.00 2.97 77.91 77.97
1100 0.00 1.23 101.17 101.23
1125 0.42 0.48 125.42 125.48
1150 0.00 0.18 150.12 150.18
1175 0.02 0.08 175.02 175.08
The selected call and put options are summarized in Table 3.4.
Table 3.4 Illustration: The Selected Put and Call Option Prices.
StrikePrice Put
950 5.67
975 12.25
1000 22.87
StrikePrice Call
1000 22.87
1025 12.77
1050 6.45
? The K0 put and call prices are averaged to produce a single value. In our example, see
Table 3.4, we can find the put option price and call option price with strike price 1000
are both 22.87. Hence, further average them we get a single value to be used as option
126
price with strike price 1000, ignoring the option type:
(22.87+22.87)/2 = 22.87.
? Define
4K j = |K j+1−K j−1|/2,
if j− th strike price is one of the chosen strike prices other than the maximal and min-
imum one. If m− th strike price is the chosen strike price with the minimum value and
the maximal chosen strike price is the n− th, then define
4Km = (Km−1−Km), and4Kn = (Kn−Kn−1).
The values of 4K for our case is listed in Table 3.5. For the minimal strike price 950,
the corresponding 4K is 975− 950 = 25. The 4K for the maximal strike price is
1050−1025 = 25. For strike price 975, it is neither the minimal nor the maximal strike
price, so the 4K equals |1000− 950|/2 = 25. Similarly, the value of 4K corresponds
to strike prices 1000 and 1025 are both 25.
? The expected volatility of the underlying asset for the future T year, denoted as σ, is
calculated as
σˆ2 =
2
T ∑j∈J
4K j
K2j
eRT Q(K j)− 1T [
F
K0
−1]2. (1.18)
Here J = { j : K j is the j-th chosen strike price}. Derivation of this model free estima-
tor will be shown in Section 3.2.3. Table 3.5 consists the merged chosen options with
corresponding strike price, option price,4K, and contribution of each individual option
(Contribution) to the σˆ2, which equals 2T
4K j
K2j
eRT Q(K j). When we sum up the contribu-
tion of each option to the VIX, we get 0.03652708. The adjustment to approximation
error part for our idealized data turns out to be 1T [
F
K0
−1]2 = 130/365 [10001000−1] = 0. Hence,
σˆ2 = 0.03652708−0 = 0.03652708,
which represents the expected future 30/365−year volatility of the underlying stock.
127
Table 3.5 Illustration: The Individual Contribution.
StrikePrice OptionPrice DeltaK Contribution
950 5.67 25 0.003820090
975 12.25 25 0.007840117
1000 22.87 25 0.013913500
1025 12.77 25 0.007394941
1050 6.45 25 0.003558428
Now, we proceed to define VIX as the interpolation of the volatility σ calculated by the
above method for each contract month. Let σˆ1 and σˆ2 be the corresponding volatility for
the nearby and next nearby contract month calculated by (1.18). Denote the time to the nearby
option by NT1 , and the time to expire for the next nearby option to be NT2
7. Write T1 =NT1/(60∗
24∗365) and T2 = NT2/(60∗24∗365). N30 and N365 are the total calendar minutes in 30 days
and 360 days respectively. Then the 30-day volatility index, VIX, is given below through
interpolation:
V IX = 100
√[
T1σˆ21
(
NT2−N30
NT2−NT1
)
+T2σˆ22
(
N30−NT1
NT2−NT1
)]
∗ N365
N30
, (1.19)
In our example, we only have one contract month which happen to equal 30 days. Hence, no
further weighting using (1.19) is needed. The estimated 30-day VIX be
√
0.03652708−0 ∗
100= 19.11206, compared with our true V IX = 100∗σ= 100∗0.2= 20. However, if we have
two different contract months, say in 15 and 45 days, then NT1 = 60∗24∗15, NT2 = 60∗24∗45,
T1 = 60∗24∗1560∗24∗365 =
15
365 , T2 =
45
365 . σˆ
2
1 = 0.042 and σˆ
2
2 = 0.030. Plug these value into (1.19),
estimated VIX value is
100∗
√{
15
365
∗0.042∗ 64800−43200
64800−21600 +
45
365
∗0.030∗ 43200−21600
64800−21600
}
∗ 525600
43200
= 18.1659.
Two plots for the historical VIX data8 are provided in Figure 3.2 and 3.3. In the plots, the
x axis represents the time, the left side y axis labels the value of the corresponding VIX data,
and the right side y axis stands for the corresponding same day value of S & P 500 index. We
7Their definitions are provided at the beginning of this subsection.
8Historical VIX data can be downloaded from http://www.cboe.com/micro/vix/historical.aspx.
SPX data is available from http://finance.yahoo.com/q/hp?s=^GSPC+Historical+Prices.
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plot the open VIX in red dashed line with round points, and the SPX in blue dotted line with
blue stars.
Figure 3.2 shows the historical trend VIX and SPX during 01/02/1990 and 04/08/2014. The
VIX curve tend to go up while the SPX curve go down, and vice verse. And we see the VIX
spikes with much higher rate when SPX falls than when it rises. The later intuitive conclusion
will be justified by a regression analysis in Section 4.1.6.
In Figure 3.3, we zoom in to see more details. The upper left plot shows the trend of
the VIX and the SPX during a relatively peaceful market period between 12/01/1992 and
06/06/1993. Both the VIX and the SPX curve goes up and down in relatively small ranges,
say 11 to 16 for VIX and 420 to 460 for SPX. The stock market went through a very steady
growth period since 1992 till Sep. 2000. Investors are very confident in that bullish market
and SPX climbed from around 500 to over 1500. In the upper right plot, during 07/02/2000
and 10/12/2000, we can see an obvious convex curve for SPX and a concave one for VIX
just around the period of the big crash of the stock market on September 2000. Generally
speaking, the VIX were going down to as low as 16 and the SPX went up sharply to reach
1520.77 on 09/06/2009. In the lower left plot, we see an opposite trend during 08/02/2008 and
06/03/2009. In 2008, the stock market was hit hard by the subprime mortgage crisis, which
was caused by the final exposure of a set of financial problems and lead to worldwide manifest
recession. During the last quarter of 2008, the USA Federal Reserve, the European Central
Bank, and other central banks made the largest monetary injection into the market in world
history to save the market. The market started to pick up confidence in the spring of 2009.
Hence, we see in the plot a big concave curve for the SPX, while the VIX went through a
shocking increase of 20 to 80 in four months and come down to 20 slowly not until the end
of 2009. The lower right plot illustrate the dynamic of SPX and VIX during 10/02/2013 and
04/08/2014. For the last half year, we are experiencing a relatively peacefully financial market
with no major crisis, except for the short sells off caused by Ukraine-Russia tension around
March 2014. Correspondingly, we see a big spike of VIX around that time period.
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3.1.5 Discussion on VXO and VIX
We briefly discuss the relation between VXO and VIX below. We also note some properties
of VIX.
VXO uses eight near-the-money options, four of each coming from the nearby or the
second nearby OEX options series. VIX includes some selected out-of-the-money options
from the near-term and next-term SPX options. VXO is defined as weighted sum of implied
volatility, which can be calculated by the Cox-Ross-Rubinstein method (1979), i.e. binary tree
method. VIX is defined to be the weighted sum of integrated volatility, which can be estimated
by the method provided in CBOE white paper (2009). The estimated integrated volatility is
essentially weighted sum of option prices with a range of strike prices.
To see the general range and trend of VXO and VIX, we provide the five number summary
for VXO dada (1986-2003) and VIX data (2004-2014) in Table 3.6. We also plot these yearly
medians, minimal, and maximal value of VXO/VIX in the upper plot in Figure 3.4. From the
plot, we can easily see the normal range of VXO and VIX is around 20, between 0 and 40.
The two largest value observed are 150.20 in 1987 and 80.86 in 2008.
Intuitively, we see the value of VXO and VIX are very similar from the lower plot in
Figure 3.4. Similarly as in Whaley (2009), we explore how to approximately estimate the
value of VIX when only VXO is available. The daily standard deviation of the S & P 100 was
0.011822. The S & P 500 volatility is only 96.24 of the S and P 100 volatility. The simple
linear regression without intercept of the VIX based on SPX w.r.t. VIX based on OEX range
from 1/2/2004 to 9/24/2012 is with slope 0.987697. The standard deviation for the estimation
is 0.001337, with R2 = 0.996. Hence a simple estimation of VIX based on SPX prior to the
new method can be
ˆV IXSPX = 0.987697∗V IXOEX .
We observe that the VIX spikes when the market collapses. This is why VIX is called fear
index. And we expect the change in VIX rises at a higher absolute rate when the stock market
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Table 3.6 Summary Statistics for the VXO Data (1986-2003) and the VIX Data (2004-2014)
by Year.
Year Num.Days Min. 1stQu. Median Mean 3rdQu. Max.
1986 252 16.66 18.58 19.82 20.41 21.66 27.69
1987 253 15.91 21.46 23.33 29.28 27.59 150.20
1988 253 16.06 20.97 24.75 25.48 28.01 49.36
1989 252 14.76 16.94 17.79 18.34 18.73 30.03
1990 253 15.92 18.84 21.82 22.96 26.87 38.07
1991 251 13.93 16.48 17.77 18.74 19.68 36.93
1992 254 11.98 13.73 15.17 15.27 16.43 21.12
1993 251 9.04 11.72 12.61 12.65 13.40 16.90
1994 252 9.59 11.62 13.18 13.37 14.89 22.50
1995 252 10.49 11.84 12.63 12.70 13.55 15.72
1996 253 12.74 16.16 17.25 17.43 18.66 24.43
1997 253 18.55 21.72 22.87 24.03 25.34 39.96
1998 251 16.88 21.03 23.24 25.93 28.46 48.56
1999 252 18.13 23.06 24.96 25.26 27.34 34.74
2000 252 18.23 23.13 25.62 25.93 28.40 39.33
2001 248 20.29 24.52 27.04 28.36 31.61 49.04
2002 251 19.25 23.10 30.01 30.58 36.30 50.48
2003 252 15.35 19.57 21.94 24.08 27.72 39.77
2004 252 11.23 14.30 15.32 15.48 16.55 21.58
2005 252 10.23 11.68 12.52 12.81 13.64 17.74
2006 251 9.90 11.36 12.00 12.81 13.62 23.81
2007 251 9.89 13.13 16.43 17.54 21.66 31.09
2008 253 16.30 21.58 25.10 32.69 40.00 80.86
2009 252 19.47 24.28 28.57 31.48 39.31 56.65
2010 252 15.45 18.34 21.72 22.55 25.20 45.79
2011 252 14.62 17.40 20.72 24.20 31.56 48.00
2012 250 13.45 15.75 17.52 17.80 19.05 26.66
2013 252 11.30 12.98 13.74 14.23 14.98 20.49
2014 67 12.14 13.72 14.30 14.75 15.27 21.44
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falls than when it rises. Whaley (2009) verified this by the following regression. If we regress
the daily percentage rate of change of VIX, denoted as RV IXt , on the percentage rate of change
of the S & P 500 portfolio, write as RSPXt , and the rate of change of the S & P 500 portfolio
conditional on the market going down and 0 otherwise, defined as RSPX−t , we can see:
RV IXt =−0.004−2.990RSPXt−1.503RSPX−t ,
which is consistent with the expectation that the increased demand to buy index puts would
result in a higher absolute rate rise for VIX when the stock market falls than when it rises.
The VIX calculation method provide an easy practical way for trading volatility. CBOE
introduced VIX future in 2004 and VIX option in 2006. Less than five years later, the average
daily transaction for both the VIX options and futures has reached 0.1 million contracts.
3.2 Theory
3.2.1 Existing Works
The original VIX, or later called VXO, was introduced by Waley in 1993. Later, based
on the evolution of the market and the work by Demeterfi, Derman, Kamal and Zou (1999),
CBOE switched from VXO to the VIX to include out-of-the-money options and change to
more popular S & P 500 option market. CBOE white paper (2009) provides detailed proce-
dures to perform the VIX calculation when finite number of options with a range of strike
prices are available. Jiang and Tian (2007) studied the approximation error introduced by the
method in CBOE white paper (2009). They demonstrated how large these errors can be by
simulated data under Black-Scholes model. They suggested to decrease the errors by using cu-
bic spline method. They provided simulation results under the stochastic volatility with jump
model.
Britten-Johns and Neuberger (2000) proposed a model-free method under diffusion as-
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sumption to forecast realized volatility with only call options:
E0[
∫ t2
0
(
dSt
St
)2] = 2
∫ ∞
0
C(t2,K)−max(S0−K,0)
K2
dK.
Jiang and Tian (2005) extended their results to model-free implied volatility with jumps for
asset price. Song and Xiu (2012) considered the non-parametric estimation of state-price den-
sities and conclude that the state-of-the-art stochastic volatility models in the literature cannot
capture the S & P 500 and VIX option prices simultaneously.
In this section, we first introduce the kernel regression method and the derivation of the
VIX formula. To reduce estimation error suggested by CBOE method when option pricing
error presents, a method that combines kernel smooth into the CBOE procedure is suggest-
ed. Simulation under Black-Schole model and Merton model with jump supports our error
deduction approach.
3.2.2 N-W Estimator
Giving a data set, we may want to learn the logic behind the values. When no underlying
model is clearly known to represent the relation, we may try to let the data to speak for them-
selves. This is what some non-parametric analysis and references can do. In this subsection,
we briefly introduce one kind of non-parametric regression method, N-W estimator. We de-
fine the concept of kernel, specify the N-W estimator, and describe three different bandwidth
selection method.
Let K be a function such that
∫ ∞
−∞
K(x)dx = 1,∫ ∞
−∞
xK(x)dx = 0,∫ ∞
−∞
x2K(x)dx = σ2K > 0.
K is called a kernel function, which is usually a symmetric probability distribution function
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itself. Some commonly used kernel functions are
Gaussian kernel: K(x) = 12pie
−x2/2,
Epanechnikov kernel: K(x)34(1− x2)∞|x|<1,
Biweight kernel: K(x) = 1516(1− x2)2∞|x|<1.
The Gaussian kernel is well adapted because it is with many well known good properties
that come in simple forms. Both the Epanechnikov kernel and the Biweight kernel are with
compact support, and the later is smoother than the former.
Suppose we have a random sample {Xi,Yi}1≤i≤n. The model under consideration is
Yi = m(Xi)+σ(Xi)εi,
where E(ε|X = x)= 0, Var(ε|X = x)= 1, m(x)=E(Y |X = x) is the unknown conditional mean
function, σ2(x) = Var(Y |X = x) is the unknown conditional variance function. Motivated by
the fact that
m(x) = E(Y |X = x)
=
∫
y f (y|x)dy
=
∫
y
f (x,y)
f (x)
dy,
where f (x), f (x,y) and f (y|x) are the true probability distribution function for X , (X ,Y ) and
Y |X , Nadaraya (1963) and Watson (1964) proposed the N-W estimator for the regression:
mˆ(x) =
∫
y fˆ (y|x)dy
=
∑ni=1 K(
x−Xi
h )Yi
∑ni=1 K(
x−Xi
h )
.
where h is the bandwidth and the K is a kernel function. The bias and variance for the estimator
are
Bias(mˆ(x)) =
1
2
h2
m”(x) f (x)+2m
′
(x) f
′
(x)
f (x)
σ2K +o(h
2)+O(
1
nh
),
Var(mˆ(x)) =
σ2(x)R(K)
nh f (x)
+o(
1
nh
),
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where R(K) =
∫
K2(t)dt.
Various values can be adapted for the bandwidth, h, depending on the sample values. We
introduce three types of bandwidth selection method below.
The optimal global bandwidth minimizes the mean square error of the N-W estimator. The
mean square error of the N-W estimator is
MSE{mˆ(x)}= 1
4
h4b2(x)σ4K +
σ2(x)R(K)
nh f (x)
+o{(nh)−1+h4},
where b(x) = {m”(x)+2m′(x) f ′(x)}/ f (x). The corresponding optimal bandwidth which min-
imize it is
hopt = (
σ2(x)
b2(x) f (x)
)1/5(
R(K)
σ4K
)1/5n−1/5,
and the minimal MSE achieved under it is
MSEopt(mˆ(x)) =
5
4
σ8/5(x)b2/5(x) f−4/5(x)(R(K)σ−1K )
4/5n−4/5.
Note that as hopt depends on m
′
(x), m”(x), f
′
(x), σ2(x) and f (x), it is hard to use the plug-in
method to get estimation. And hence some other method like the following two might be better
choices for practical use.
Both the cross-validation method and the penalizing function method seek to minimize the
average square error. In the cross-validation method, the target is to find a h that minimizes
CV (h) =
1
n
n
∑
j=1
{Yj− mˆh, j(X j)}2,
where mˆh, j(x) = {∑i 6= j K(x−Xih )Yi}/{∑i6= j K(x−Xih )}. And the penalizing function method aims
to find a h to minimize
G(h) = n−1
n
∑
j=1
(Yj− mˆh(X j))2β(Wj(X j)),
where β(u) = 1+2u is a penalty function proposed by Shibata (1981).
Please refer to Ha¨rdle (1989) for more detailed introduction about kernel regression.
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3.2.3 Derivation of the VIX formula
The VIX formula given in Section 4.1.5 is derived based on Demeterfi, Derman, Kamal
and Zou (1999). It does not come as naturally as the VXO. Hence we provide a derivation of
VIX Formula 1.19 to help understand the internal logic. Most related theorems are recited in
Section 4.1.2. For more details, please refer to Øksendal (1998), Karatzas and Shreve (1988),
and Lamberton, D. and Lapeyre, B. (1996).
Suppose Stock price {St} follows a general diffusion process
dSt
St
= µ(t;St ,θ)dt+σ(t;St ,θ)dBt , (2.20)
which further, by Itoˆ formula, indicates,
d(ln(St)) =
dSt
St
+
1
2
(− 1
S2t
)(dSt)2
=
dSt
St
− 1
2
1
S2t
(σ(t;St ,θ)St)2tdt
=
dSt
St
− 1
2
σ2(t;St ,θ)dt.
The realized variance is
V =
1
T
∫ T
0
σ2(t;St ,θ)dt,
the fair delivery price of future realized variance is
Kvar = E[V ] = E[
1
T
∫ T
0
σ2(t;St ,θ)dt] (2.21)
= E[
1
T
∫ T
0
2
(dSt
St
−d(ln(St))
)
]
=
2
T
E[
∫ T
0
dSt
St
− ln(ST
S0
)].
The ultimate purpose is to convert the expression of equation (2.21) to a form that involves
only simple observable asset prices. In order to realize it, we now focus on the calculation of
the above expectation. Suppose the interest rate is constant, write as R > 0. In a fair market,
the discounted stock price
S˜t = e−RtSt ,
139
which represent the current value of that stock, should be a martingale. Note
dS˜t = d(e−RtSt) =−re−RtStdt+ e−RtdSt
= −re−RtStdt+ e−RtStµ(t;St ,θ)dt+ e−rtStσ(t;St ,θ)dBt
= −rS˜tdt+ S˜tµ(t;St ,θ)dt+ S˜tσ(t;St ,θ)dBt
= S˜tσ(t;St ,θ)
(
dBt +
µ(t;St ,θ)−R
σ(t;St ,θ)
dt
)
.
Suppose σ(t;St ,θ) 6= 0 almost surely. Define θt = Bt + µ(t;St ,θ)−Rσ(t;St ,θ) , and
Lt = exp{−
∫ t
0
θsdBs− 12
∫ t
0
θ2s ds}.
Assume
? {θt}0≤t≤T is an adapted process satisfying
∫ t
0 θ2s ds < ∞,
? E[exp(12
∫ T
0 θ2t dt)]< ∞,
then {Lt}0≤t≤T is a martingale. Then under probability PL with density LT relative to P, the
process {B∗t }0≤t≤T defined by
B∗t = Bt +
∫ t
0
θsds
is a standard Brownian motion.
Therefore, process in (2.20) can be rewritten as
dSt
St
= µ(t;St ,θ)dt+σ(t;St ,θ)(dB∗t−θtdt)
= σ(t;St ,θ)dB∗t +
(
µ(t;St ,θ)−σ(t;St ,θ)µ(t;St ,θ)−Rσ(t;St ,θ)
)
dt
= σ(t;St ,θ)dB∗t +Rdt.
Denote the expectation under probability measure PL as E∗. Suppose {σ(t;St ,θ)}0≤t≤T is
measurable and adapted in the new equivalent probability space, and E∗[
∫ T
0 σ2(t;St ,θ)dt]<∞.
Then, inder the risk neutral probability PL,
E∗[
∫ T
0
dSt
St
] = RT. (2.22)
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Now we work on the expectation of the second term for any positive number K0,
ln(
ST
S0
) = ln(
ST
K0
)+ ln(
K0
S0
), (2.23)
by Taylor expansion,
−ln(ST
K0
) =−ST −K0
K0
+
∫ K0
0
1
K2
max(K−ST ,0)dK+
∫ ∞
K0
1
K2
max(ST −K,0)dK. (2.24)
Therefor, combine results from (2.21), (2.22), (2.23), and (2.24), we get
T
2
Kvar = RT − ln(K0S0 )+E
∗
[
− ST −K0
K0
(2.25)
+
∫ K0
0
1
K2
max(K−ST ,0)dK+
∫ ∞
K0
1
K2
max(ST −K,0)dK
]
. (2.26)
In the risk-neutral market the forward price F = eRT S0. Due to the martingale property of the
discounted price, E∗[ST ] = eRT S0. Recall the definition of the call and put option prices at
expiration, we have
T
2
Kvar = ln(
F
S0
)− ln(K0
S0
)− [e
RT S0
K0
−1] (2.27)
+
∫ K0
0
1
K2
eRT P(K,T )dK+
∫ ∞
K0
1
K2
eRTC(K,T )dK
= ln(
F
K0
)− [ F
K0
−1]
+
∫ K0
0
1
K2
eRT P(K,T )dK+
∫ ∞
K0
1
K2
eRTC(K,T )dK.
Applying Taylor expansion to the second term in the last step of (2.27), truncate the integration
to a finite interval [KL,KU ], and adopt the discrete approximation of integrals by their Riemann
Sums, we arrive at
T
2
Kvar ≈ −12 [
F
K0
−1]2+∑
j∈J
4K j
K2j
eRT Q(K j). (2.28)
Here J = { j : K j is the j-th chosen strike price}. This implies the validity of (1.18), which is
used to calculate the VIX. The term −12 [ FK0 − 1]2 is an adjustment compensation for the fact
that the option series is not centered around a strike exactly at-the-money. All the terms in the
final form are easy to be harvested from the market. The second term is a weighted sum of the
near-the-money option prices for both call and put options.
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3.2.4 VIX Estimation with Kernel Smooth
The final VIX formula (1.18) adopted by CBOE is subject to expansion, truncation, and
discretization errors. The expansion error is caused by the following replacing, which was
justified by Taylor expansion:
ln(
F
K0
)≈ [ F
K0
−1]− 1
2
[
F
K0
−1]2. (2.29)
The truncation error is introduced when we cut the infinite range of strike prices with a finite
selected range [KL,KU ]: ∫ K0
0
1
K2
eRT P(K,T )dK+
∫ ∞
K0
1
K2
eRTC(K,T )dK (2.30)
≈
∫ K0
KL
1
K2
eRT P(K,T )dK+
∫ KU
K0
1
K2
eRTC(K,T )dK
The discretization error is produced when we do the further approximate
∫ K0
KL
1
K2
eRT P(K,T )dK+
∫ KU
K0
1
K2
eRTC(K,T )dK (2.31)
≈ ∑
j∈J
4K j
K2j
eRT Q(K j)
We concentrate on reducing the discretization errors, as well as reducing the bias introduced
by the option pricing error, by using the kernel smoothing method.
Suppose the observed call option prices {C˜i} and put option prices {P˜j}, which are written
as Q˜ below, are generated by the following model:
Q˜i = Q(S,Ki,T,Σ,R)+σ(Qi)εi,
where E(ε|S,Ki,T,σ,R)= 0, Var(ε|S,Ki,T,σ,R)= 1, Qi =Q(S,Ki,T,σ,R)=E[Q˜|S,Ki,T,σ,R]
is the unknown true theoretical option price, and σ2 = Var(Q˜|S,Ki,T,σ,R) is the unknown
conditional variance function.
First, we follow the CBOE method to select those option prices {Q˜i} that will be used in
the final calculation. Then we perform a kernel smooth to those option prices. The estimated
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option prices {Qˆi}, or denoted as Qˆ below, are with the form
Qˆ(x) =
∑m K(x−Kmh )Q˜m
∑m K(x−Kmh )
.
Then we plug in our estimated option prices {Qˆi} at more strike prices along the regression
line, into the CBOE VIX pricing formula:
σˆ2Kernel =
2
T ∑j∈J∗
4K j
K2j
eRT Qˆ(K j)+
2
T
ln(
F
K0
)− 2
T
[
F
K0
−1]. (2.32)
Here J∗= { j : K j is the j-th strike price, which is either one of the previously chosen one or one
of the interpolated or extrapolated strike prices}. We use σˆ2Kernel to estimate the VIX.
Theorem 3.2.1 The kernel smoothed VIX estimator in equation (2.32) converges to the true
theoretical VIX formula in formula (2.27) weakly.
Proof: We first show that when window width h→ 0 and the sample size n is large enough
to make sure nh→ ∞, the kernel estimator Qˆ converges weakly to the true Q9. Note, for any
fixed x,
mˆ(x) =
∑ni=1 K(
x−Ki
h )Q˜i
∑ni=1 K(
x−Ki
h )
(2.33)
=
∑ni=1 K(
x−Ki
h )
{
m(x)+
(
m(Ki)−m(x)
)
+σ(Ki)εi
}
fˆ (x)
= m(x)+
mˆ1(x)
fˆ (x)
+
mˆ2(x)
fˆ (x)
,
where
mˆ1(x) =
1
nh
n
∑
i=1
K(
x−Ki
h
)
(
m(Ki)−m(x)
)
,
mˆ2(x) =
1
nh
n
∑
i=1
K(
x−Ki
h
)σ(Ki)εi.
9Please see Bierens (1987) and Devroye (1978) for related theoretical results. We note that stronger converge
results exist for N-W estimator, but there will be a price to pay.
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Because E[mˆ2(x)] = E[E[mˆ2(x)|X ]] = 0,
Var(mˆ2(x)) = E[Var(mˆ2(x)|K)]+Var(E[mˆ2(x)|K])
= E[
n
n2h2
K2(
x−Ki
h
)σ2(Ki)]+0
=
1
nh2
∫
K2(
x− z
h
)σ2(z) f (z)dz
=
i
nh2
∫
K2(v)σ2(x+hv) f (x+hv)dv
=
1
nh
∫
K2(v)σ2(x) f (x)dv+o(
1
nh
)
=
σ2(x) f (x)R(K)
nh
+o(
1
nh
).
Hence, by central limit theorem,
√
nhmˆ2
D→ N(0, σ
2(x) f (x)R(K)
nh
). (2.34)
Similarly, work out the expectation and variance of mˆ1(x) and fˆ (x) by change of variable and
Taylor expansion, apply Law of large number, we get
fˆ (x)
p→ f (x), and (2.35)
√
nh
(
mˆ1(x)− 12h
2 m
”(x) f (x)+2m
′
(x) f
′
(x)
f (x)
σ2K
)
p→ 0. (2.36)
Hence, by (2.33), (2.36), (2.35), and (2.34),
√
nh
(
mˆ(x)−m(x)− 1
2
h2
m”(x) f (x)+2m
′
(x) f
′
(x)
f (x)
σ2K
)
D→ N
(
0,
σ2(x)R(K)
nh f (x)
)
. (2.37)
Based on the weak convergence of Qˆ(n,h) to Q, by continuous mapping theorem and sandwich
theorem for convergence in probability, the limit can be taken into the sum. And the discretiza-
tion error goes away when the strike price increment sup j(4K j)→ 0. The truncation error will
be removed when we let KL→ 0 and KU → ∞. Thus the declaration holds. 
Because the kernel smoothing helps to remove the bias caused by option pricing error, more
estimated option prices become available for different strike prices, it’s obvious that kernel
smooth will help to reduce the corresponding estimation biases introduced by option pricing
error and discretization. Our simulation results in the next section justifies the application of
our method.
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3.3 Simulation Results
In this section, we first present some simulation results case by case to show the bias
reduction effect. Then we list some more simulation results based on Black-Scholes Model
and Merton Jump Model under a series of parameter specifications. We explore the influence
of these parameters on the estimation result.
3.3.1 Comparison of VIX Estimation under Different Methods
To compare the original CBOE method, the spline smoothing method, the kernel smoothing
method, and the kernel smoothing with expansion and truncation correction, we illustrate four
examples below. Two are without option pricing error and the other two are with pricing error.
We provide the scatter plot of estimated option prices that is going to be used for calculating
VIX for each example.
In the first two examples, we adopt two specifications. That is time to expire is 30 days,
the range of the exercise price is from $950 to $1050, the gap between each exercise price is
either $10 or $5, the underlying index value is assumed 1000. The interest rate is adopted as
0, while the true Black-Schole volatility is set to be 0.2.
From Figure (3.5) and (3.6) respectively, we can see all four methods are under estimating
the volatility in these two case. The original CBOE method reports 18.39 and 18.12, the
spline smoothing method tells 18.07 and 17.96, the kernel smoothing method gives out 17.98
and 17.84, and the kernel smoothing with expansion and truncation correction improved to
be 18.76 and 18.91. The major reason the original CBOE method is underestimating the
volatility is because the truncation error. The spline and kernel smoothing method without
tail amendment is further underestimating the volatility. The reason is the kernel method we
applied here smooths the whole strike vs option price curve, and hence the spike of the option
price at the forward price is under estimated. After we extrapolating, extend 25% of the range
of the strike price on the each tail to do the prediction, we can see the result is obviously
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Figure 3.5 VIX Estimation When No Option Pricing Error Presents; Strike Interval 10.
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Figure 3.6 VIX Estimation When No Option Pricing Error Presents; Strike Interval 5.
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improved.
The option price adopted in the CBOE VIX calculation is the mid-price of the bid and
ask. Hence, we have good reason to assume there is pricing error for the options. Because
the near-the-money options are with more liquidity, we have reason to believe the pricing error
there is smaller than the pricing error of those far out of the money ones. Hence, one error we
considered and adopted for the other two examples plots is
N ∗Q∗
√
0.01+0.3∗ ((1−|(K/S)1Call−1Put −1.325|/0.3)+)0.5.
Here, N denotes random number generated from normal distribution and Q is the option price,
K is the strike price, S is the current stock price. When such pricing errors present, we can
see from figure 3.7 and 3.8 the VIX estimated under this specification is still underestimated.
However, as before, we can see the kernel smoothing method with truncation and expansion
correction performs best out the four. This method improves the estimate of VIX from 18.39
to 18.76 when gap is $10 and from 18.18 to 18.77.
Based on what we observe, the kernel smoothing method with truncation and expansion
correction helps reducing the tail truncation error, though with the disadvantage of underesti-
mate the option price at the peak of the curve where the strike price equals the forward price.
We also note the original CBOE method though with big disadvantage of truncation error, the
discretization which lead to possible over estimation of VIX, also helps to make balance of
these errors. Based on observations so far, we may want to advocate our new kernel smoothing
method with truncation and expansion correction when sample with very large is not available.
3.3.2 Simulation under Black-Scholes Model and Merton Jump Model
In this subsection, we present some simulation results to continue comparing these different
VIX estimation method and try to explore how the estimation result can be influenced by the
parameter specifications.
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Figure 3.7 VIX Estimation When Option Pricing Errors Presents; Strike Interval 10.
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Figure 3.8 VIX Estimation When Option Pricing Errors Presents; Strike Interval 5.
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We include Black-Scholes model and Merton jump model. For each model, errors of the
following form is added to the theoretical option prices:
N(µ,σ2)∗Q∗
√
0.01+0.3∗ ((1−|(K/S)1Call−1Put −1.325|/0.3)+)0.5.
Here, Q denotes the theoretical option prices, N(µ,σ2) denotes random number generated from
normal distribution with mean µ and standard deviance σ2.
For each model, 36 different parameter specifications are adopted. That is three time to
expiration lengths are considered: 15, 30, and 45 days; four combinations of lowest and the
highest strike price (KL,KU) are specified: (950,1050), (900,1100), (800, 1200), (700,1300);
the strike prices are uniformly distributed between the (KL,KU) with three spaces: 25, 10 and
5.
The interest rate is not playing a very big roll here because we are assuming constant
interest rate. Therefore, zero interest rate is assumed. Based on historical volatility estimation
for S & P 500, volatility σ= 0.2 is adopted in both models. The initial underlying price is set
to be 1000. For the Merton jump model, we also specify the following parameters based on
previous empirical studies to be:
λ= 0.2,κ= 0,δ=
√
0.15σ.
The simulation results are summarized in Table 3.7 and 3.8. TtE denotes days to expire,
dK is the space 4K between two consecutive strike prices, KL and KU are the minimal and
maximal strike price adopted respectively. The corresponding estimation results under our k-
ernel smoothed VIX estimator, VIX calculated with more estimated option prices by spline
method, and the original VIX formula are denoted as Kernel, Spline, and V IX . The corre-
sponding estimation variance are indicated by sdKernel, sdSpline, and sdV IX respectively.
We can see from the simulation result that the kernel smoothed VIX estimation are gener-
ally better when error presents. That is partially due to the fact that the option pricing errors
are been smooth out. This is also due to the fact that we used more points from the smoothed
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curve, and hence the discretization errors are reduced. We also expand our smoothed line a
little to address the truncation error problem. When time to expire,4K are fixed, the estimat-
ed values increases when the range of [KL,KU ] increases. From the first four rows of Table
3.7, we can see overestimation occurs when truncation error is reduced with larger strike price
range, while large strike intervals are specified. When time to expire and the strike price range
are hold constant, the decrease of 4K make more option prices available and hence less dis-
cretization error. Hence, depends on how severe the truncation error is, this may either help to
make the final result more accurate or off the target.
For a typical trading day, the available strike prices are 20 to 40. Hence, as long as we
have such moderate number of options, we are not cursed with sparsity and hence the kernel
smoothed VIX estimator can provide a better estimation. If for some very extreme cases when
sample option numbers are too limited, like for the first case in Table 3.7 where only five option
prices are observed, we suggest using the original VIX.
Our method also works for combing several days’ options for estimation. For future work,
we suggest explore possible explicit fancy relation of options with different expirations, con-
vert them into one same day and then apply kernel smooth. This may help improve the result
a lot than simple combination especially when single day strike prices are few for some cases.
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Table 3.7 VIX Estimation under Black Scholes Model With Option Pricing Errors
TtE dK KL KU Kernel Spline VIX sdKernel sdSpline sdVIX
15 25 950 1050 20.33 19.85 18.84 0.4757 0.42030 0.74150
15 25 900 1100 20.66 20.59 19.66 0.6619 0.60656 1.08109
15 25 800 1200 20.63 20.66 19.50 1.0759 1.01878 1.95689
15 25 700 1300 20.59 20.69 20.01 1.3971 1.33478 2.29261
15 10 950 1050 19.47 19.15 19.13 0.3220 0.30392 0.32690
15 10 900 1100 20.10 19.98 19.73 0.4425 0.42962 0.66901
15 10 800 1200 20.12 20.12 19.69 0.6456 0.63513 1.04423
15 10 700 1300 20.15 20.23 19.50 0.8641 0.85628 1.64381
15 5 950 1050 19.26 19.00 19.12 0.2276 0.22295 0.23084
15 5 900 1100 20.01 19.87 19.68 0.3044 0.30230 0.50789
15 5 800 1200 20.03 20.04 19.40 0.4652 0.46532 0.76861
15 5 700 1300 20.00 20.07 19.19 0.6359 0.63459 0.82185
30 25 950 1050 19.15 18.41 17.99 0.2524 0.22646 0.30721
30 25 900 1100 20.22 20.03 19.58 0.3381 0.31189 0.43585
30 25 800 1200 20.32 20.32 19.49 0.5446 0.51689 1.16735
30 25 700 1300 20.31 20.39 19.69 0.7048 0.67442 1.34919
30 10 950 1050 18.36 17.95 18.00 0.1708 0.16206 0.16601
30 10 900 1100 19.88 19.67 19.73 0.2237 0.21812 0.25896
30 10 800 1200 20.06 20.03 19.61 0.3236 0.31899 0.69681
30 10 700 1300 20.08 20.14 19.50 0.4317 0.42819 1.10250
30 5 950 1050 18.12 17.84 17.96 0.1209 0.11870 0.11959
30 5 900 1100 19.80 19.61 19.72 0.1538 0.15323 0.18567
30 5 800 1200 20.02 19.98 19.39 0.2329 0.23346 1.17029
30 5 700 1300 20.00 20.06 19.37 0.3175 0.31714 0.46498
45 25 950 1050 18.29 17.45 17.20 0.1762 0.15926 0.20311
45 25 900 1100 19.89 19.61 19.36 0.2292 0.21238 0.28070
45 25 800 1200 20.21 20.17 19.65 0.3648 0.34700 0.74958
45 25 700 1300 20.21 20.27 19.64 0.4717 0.45184 1.02298
45 10 950 1050 17.50 17.07 17.12 0.1194 0.11363 0.11519
45 10 900 1100 19.58 19.34 19.45 0.1514 0.14791 0.15713
45 10 800 1200 20.03 19.96 19.74 0.2160 0.21338 0.45748
45 10 700 1300 20.05 20.10 19.66 0.2892 0.28710 1.14952
45 5 950 1050 17.25 16.97 17.07 0.0847 0.08319 0.08334
45 5 900 1100 19.50 19.29 19.44 0.1041 0.10385 0.10960
45 5 800 1200 20.01 19.92 19.42 0.1554 0.15605 1.42626
45 5 700 1300 20.00 20.04 19.57 0.2116 0.21158 0.54401
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Table 3.8 VIX Estimation under Merton Jump Model With Option Pricing Errors
TtE dK KL KU Kernel Spline VIX sdKernel sdSpline sdVIX
15 25 950 1050 20.31 19.83 18.86 0.4797 0.4770 0.6354
15 25 900 1100 20.64 20.57 19.03 0.4813 0.4813 1.0188
15 25 800 1200 20.66 20.69 18.56 0.4898 0.4911 1.4494
15 25 700 1300 20.66 20.69 18.84 0.4737 0.4747 1.3097
15 10 950 1050 19.46 19.14 19.12 0.3672 0.3587 0.3651
15 10 900 1100 20.10 19.98 19.87 0.3622 0.3615 0.3384
15 10 800 1200 20.09 20.10 19.83 0.3507 0.3513 0.3111
15 10 700 1300 20.11 20.14 19.97 0.3594 0.3602 0.3558
15 5 950 1050 19.26 19.00 19.12 0.2631 0.2574 0.2582
15 5 900 1100 20.00 19.87 19.93 0.2449 0.2443 0.2121
15 5 800 1200 20.02 20.03 19.94 0.2618 0.2622 0.2021
15 5 700 1300 20.02 20.06 19.97 0.2670 0.2674 0.2680
30 25 950 1050 19.15 18.41 18.02 0.4931 0.4746 0.4764
30 25 900 1100 20.21 20.02 19.48 0.4969 0.4955 0.5509
30 25 800 1200 20.33 20.33 19.45 0.5142 0.5148 0.6799
30 25 700 1300 20.34 20.42 19.39 0.4866 0.4891 0.7433
30 10 950 1050 18.36 17.95 18.00 0.3692 0.3560 0.3648
30 10 900 1100 19.88 19.67 19.73 0.3591 0.3563 0.3362
30 10 800 1200 20.04 20.00 19.91 0.3444 0.3452 0.2766
30 10 700 1300 20.05 20.12 19.91 0.3508 0.3523 0.2755
30 5 950 1050 18.12 17.84 17.95 0.2619 0.2551 0.2595
30 5 900 1100 19.80 19.60 19.73 0.2428 0.2401 0.2278
30 5 800 1200 20.01 19.97 19.95 0.2569 0.2573 0.2063
30 5 700 1300 20.01 20.07 19.94 0.2630 0.2640 0.1920
45 25 950 1050 18.30 17.46 17.23 0.4929 0.4646 0.4494
45 25 900 1100 19.89 19.61 19.35 0.5010 0.4971 0.5017
45 25 800 1200 20.22 20.17 19.69 0.5211 0.5213 0.5356
45 25 700 1300 20.24 20.29 19.66 0.4888 0.4910 0.5279
45 10 950 1050 17.50 17.07 17.12 0.3636 0.3484 0.3570
45 10 900 1100 19.58 19.34 19.44 0.3559 0.3514 0.3413
45 10 800 1200 20.01 19.94 19.92 0.3358 0.3365 0.2776
45 10 700 1300 20.03 20.08 19.93 0.3423 0.3438 0.2677
45 5 950 1050 17.25 16.97 17.06 0.2565 0.2497 0.2539
45 5 900 1100 19.50 19.29 19.43 0.2414 0.2375 0.2344
45 5 800 1200 20.00 19.92 19.94 0.2514 0.2516 0.2100
45 5 700 1300 20.00 20.04 19.94 0.2580 0.2590 0.1956
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CHAPTER 4. GENERAL CONCLUSION
In this thesis, we have developed some new methods to do certain statistical estimations
when the underlying processes are specified by stochastic diffusion equations.
In Chapter 2, we work under general stochastic diffusion processes and general estimat-
ing equations to estimate model parameters. We use tensor method to expand the large class
of estimators defined by estimating equations, which consist maximum likelihood estimators,
method of moments estimators, approximate likelihood estimators, and so on. With the aid of
the central limit theory for strong mixing processes, we are able to conducted calculation of
the conditional expectations using infinitesimal generators under some regularity conditions
when implicit transitional density of the original process is unknown. We have theoretically
quantified the high order bias and variance of the drift and diffusion parameters. For mean
reversion processes like two dimensional O-U process, we have derived that the estimation
bias for the mean reversion rates are of order O( 1T ), while the order of the estimation bias for
the volatilities are O(1n) and o(
1
n) for the long term means. This helps us to understand the
reason we see much larger biases in the estimated mean reversion rates than other parameters.
Simulations are conducted to compare our theoretical results and the numerical results. Para-
metric bootstrap method is applied in some simulation cases and verifies our assumption that
bootstrap can help with bias reduction dramatically when sample sizes are relatively small.
Our Chapter 3 reviewed the volatility index estimator, VIX, suggested by Chicago Board
Option Exchange and Goldman Sachs. Their estimator is derived based on the concept of fair
value of future variance and is essentially a weighted sum of the near-the-money option prices
for both call and put options. In order to reduce the discretization error, truncation error, and
155
the approximation error in their estimator, as well as to reduce the estimation bias introduced
by option pricing errors, we propose a new method which combines the CBOE method and
the kernel smoothing method. Our new estimator converges weakly to the true integrated
volatility. Some simulations are performed assuming Black-Scholes model and Merton model
with jumps to compare different estimators. Our estimator improves the estimation results
under our targeted cases.
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