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TRUE COMPLEXITY OF POLYNOMIAL PROGRESSIONS IN FINITE
FIELDS
BORYS KUCA
Abstract. The true complexity of a polynomial progression in finite fields corresponds to
the smallest-degree Gowers norm that controls the counting operator of the progression over
finite fields of large characteristic. We give a conjecture that relates true complexity to
algebraic relations between the terms of the progression, and we prove it for a number of
progressions, including x, x+ y, x+ y2, x+ y+ y2 and x, x+ y, x+2y, x+ y2. As a corollary,
we prove an asymptotic for the count of certain progressions of complexity 1 in subsets
of finite fields. In the process, we obtain an equidistribution result for certain polynomial
progressions, analogous to the counting lemma for systems of linear forms proved by Green
and Tao in [GT10a].
1. Introduction
Let P1, ..., Pt−1 be distinct polynomials in Z[y] with zero constant terms. A finite field
version of the polynomial Szemeredi theorem states that for any α > 0, there exists p0 =
p0(α) ∈ N with the following property: if p > p0 is prime and A ⊂ Fp has size |A| > αp, then
A contains a polynomial progression
x, x+ P1(y), ..., x+ Pt−1(y)(1)
for some y 6= 0. This theorem follows from a multiple recurrence result of Bergelson and
Leibman in ergodic theory [BL96]. Recently, there have been several attempts at proving a
quantitative version of the theorem using ideas from analytic number theory [BC17], algebraic
geometry [DLS17] or Fourier analysis [Pel18, Pel19, Kuc19], which gave explicit estimates
for the quantity p0 for certain families of progressions (1). A recurrent idea in these recent
approaches is to estimate the number of progressions (1) in an arbitrary subset A ⊂ Fp. In
the paper, we prove qualitative estimates for the counts of certain polynomial configurations
by relating them to the counts of certain linear forms. Throughout, we let p denote a (large)
prime.
Theorem 1.1. Let A ⊆ Fp.
(i) The count of x, x+ y, x+ y2, x+ y + y2 in A is given by
|{(x, x+ y, x+ y2, x+ y + y2) ∈ A4 : x, y ∈ Fp}|
=
1
p
|{(x, y, u, z) ∈ A4 : x+ y = u+ z}|+ o(p2).
More generally, this estimate holds whenever x, x+ y, x+ y2, x+ y + y2 is replaced
by x, x + Q(y), x + R(y), x + Q(y) + R(y) for any polynomials Q,R ∈ Z[y] with
1 6 degQ < degR and zero constant terms.
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(ii) The count of x, x+ y, x+ 2y, x+ y3, x+ 2y3 in A is given by
|{(x, x+ y, x+ 2y, x+ y3, x+ 2y3) ∈ A5 : x, y ∈ Fp}|
=
1
p
|{(x, x+ y, x+ 2y, x+ z, x+ 2z) ∈ A5 : x, y, z ∈ Fp}|+ o(p2).
More generally, this estimate holds whenever x, x+y, x+2y, x+y3, x+2y3 is replaced
by x, x+Q(y), x+2Q(y), x+R(y), x+2R(y) for any polynomials Q,R ∈ Z[y] with
1 6 degQ < degR/2 and zero constant terms.
We obtain results like Theorem 1.1 by analysing counting operators of the form
Ex,y∈Fpf0(x)f1(x+ P1(y))...ft−1(x+ Pt−1(y))(2)
for distinct polynomials P1, ..., Pt−1 ∈ Z[y] and functions f0, ..., ft−1 : Fp → C that are 1-
bounded, i.e. satisfy ||fi||∞ 6 1. A useful tool to study polynomial progressions is a family of
norms on functions f : Fp → C defined by
||f ||Us =

Ex,h1,...,hs∈Fp ∏
w∈{0,1}s
C|w|f(x+ w1h1 + ...+ wshs)


1
2s
,(3)
where C : z 7→ z is the conjugacy operator and |w| = w1+ ...+ws. We call ||f ||Us the Gowers
norm of f of degree s, and we discuss its properties in Section 2. It was proved in [Gow01]
that Gowers norms control arithmetic progressions, in the sense that
|Ex,y∈Fpf0(x)f1(x+ y)...fs(x+ sy)| 6 min
06i6s
||fi||Us(4)
for all 1-bounded f0, ..., fs : Fp → C. A similar argument has been used to show that Gowers
norms control any system of linear forms that are pairwise linearly independent (Proposition
7.1 of [GT10b]). Finally, Gowers norms are also known to control polynomial progressions
of the form (1) for distinct nonzero polynomials P1, ..., Pt−1 ∈ Z[y] with zero constant terms
(Proposition 2.2 of [Pel19]), in that there exist s ∈ N+ and c > 0 depending only on P1, ..., Pt−1
such that
|Ex,y∈Fpf0(x)f1(x+ P1(y))...ft−1(x+ Pt−1(y))| 6 min
06i6t−1
||fi||cUs +O(p−c)
for all 1-bounded f0, ..., ft−1 : Fp → C.
In the light of the monotonicity property of Gowers norms
||f ||U1 6 ||f ||U2 6 ||f ||U3 6 ...,
derived e.g. in Section 1 of [GT08], it is natural to ask what is the smallest-degree Gowers norm
controlling a given configuration. The smallest s such that U s+1 controls the configuration is
called its true complexity ; the precise definition shall be given in Section 1.1. The question of
determining true complexity has been posed and resolved for linear configurations in [GW10,
GW11a, GW11b, GW11c, GT10a], where the authors relate true complexity to algebraic
relations between the linear forms in the configuration. However, it remains unresolved for
general polynomial progressions (1).
In the paper, we determine the true complexity of several polynomial progressions. Our
main results are the following theorems.
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Theorem 1.2 (True complexity of x, x + y, x + y2, x + y + y2). For any ǫ > 0, there
exist δ > 0 and p0 ∈ N such that for all primes p > p0 and for all 1-bounded functions
f0, f1, f2, f3 : Fp → C, at least one of which satisfies ||fi||U2 6 δ, we have
|Ex,y∈Fpf0(x)f1(x+ y)f2(x+ y2)f3(x+ y + y2)| 6 ǫ.(5)
The U2 norm is related to Fourier analysis via ||fˆ ||∞ 6 ||f ||U2 6 ||fˆ ||
1
2
∞ for 1-bounded
functions f , and so Theorem 1.2 can be informally rephrased as follows: if at least one of
f0, f1, f2, f3 has no large Fourier coefficient, then the operator in (5) is small. We can similarly
interpret the next three results.
Theorem 1.3 (True complexity of x, x+Q(y), x+R(y), x+Q(y)+R(y)). Let Q,R ∈ Z[y]
be polynomials of zero constant terms satisfying 1 6 degQ < degR. For any ǫ > 0, there
exist δ > 0 and p0 ∈ N such that for all primes p > p0 and for all 1-bounded functions
f0, f1, f2, f3 : Fp → C, at least one of which satisfies ||fi||U2 6 δ, we have
|Ex,y∈Fpf0(x)f1(x+Q(y))f2(x+R(y))f3(x+Q(y) +R(y))| 6 ǫ.(6)
Theorem 1.4 (True complexity of x, x + y, x + 2y, x + y3, x + 2y3). For any ǫ > 0,
there exist δ > 0 and p0 ∈ N such that for all primes p > p0 and for all 1-bounded functions
f0, f1, f2, f3, f4 : Fp → C, at least one of which satisfies ||fi||U2 6 δ, we have
|Ex,y∈Fpf0(x)f1(x+ y)f2(x+ 2y)f3(x+ y3)f4(x+ 2y3)| 6 ǫ.
Theorem 1.5 (True complexity of x, x + Q(y), x + 2Q(y), x + R(y), x + 2R(y)). Let
Q,R ∈ Z[y] be polynomials of zero constant terms satisfying 1 6 degQ < degR/2. For any
ǫ > 0, there exist δ > 0 and p0 ∈ N such that for all primes p > p0 and for all 1-bounded
functions f0, f1, f2, f3, f4 : Fp → C, at least one of which satisfies ||fi||U2 6 δ, we have
|Ex,y∈Fpf0(x)f1(x+Q(y))f2(x+ 2Q(y))f3(x+R(y))f4(x+ 2R(y))| 6 ǫ.
In the aforementioned configurations, each term can be controlled by the same Gowers
norm, the U2 norm. However, there exist configurations where different Gowers norms control
different terms. The following is but one example. The norm u3 appearing below belongs
to a family of norms called polynomial bias norms which satisfy ||f ||us 6 ||f ||Us and will be
discussed more broadly in Section 2.
Theorem 1.6 (True complexity of x, x + y, x + 2y, x + y2). For any ǫ > 0, there ex-
ist δ > 0 and p0 ∈ N such that for all primes p > p0 and for all 1-bounded functions
f0, f1, f2, f3 : Fp → C, where at least one of f0, f1, f2 satisfies ||fi||u3 6 δ or f3 satisfies
||f3||U2 6 δ, we have
|Ex,y∈Fpf0(x)f1(x+ y)f2(x+ 2y)f3(x+ y2)| 6 ǫ.(7)
What Theorem 1.6 is saying is that if f3 has a small Fourier coefficient, i.e. the correlation
Ex∈Fpf3(x)ep(αx)
is small for all α ∈ Fp, or if the correlation
Ex∈Fpfi(x)ep
(
αx2 + βx
)
is small for all α, β ∈ Z and i ∈ {0, 1, 2}, then the operator (7) is small as well. The function
ep used here is ep(x) := e
2πi
p
x.
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Theorem 1.7 (True complexity of x, x+ y, ..., x+(m− 1)y, x+ yd). Let m,d ∈ N+ satisfy
2 6 d 6 m − 1. For any ǫ > 0, there exist δ > 0 and p0 ∈ N such that for all primes p > p0
and for all 1-bounded functions f0, ..., fm : Fp → C, we have
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)fm(x+ yd)| 6 ǫ(8)
if fm satisfies ||fm||U2 6 δ or at least one of f0, ..., fm−1 satisfies ||fi||Us 6 δ for
s =
{
m, d | m− 1
m− 1, d ∤ m− 1.
The main technical innovation used in proving Theorems 1.2, 1.3, 1.4 and 1.5 is the
following equidistribution result which should be seen as an extension of (the periodic version
of) Theorem 1.2 from [GT10a], which itself generalizes classical equidistribution theorems by
Weyl and van der Corput. All the concepts appearing in Theorem 1.8 shall be defined and
discussed in Sections 2 and 3. Mimicking the notation of [GT10a], we say that an expression
E(A,M) depending on parameters A,M > 0 satisfies oA→∞,M(1) if lim
A→∞
E(A,M) = 0 for
each fixed M > 0, and similarly for other choices of parameters.
Theorem 1.8. Let M > 0, and let ~P ∈ Z[x, y]t with ~P (0, 0) = ~0 take one of the following
forms:
(i) ~P (x, y) = (x, x+Q(y), x+R(y), x+Q(y) +R(y)) for 1 6 degQ < degR;
(ii) ~P (x, y) = (x, x+Q(y), x+ 2Q(y), x+R(y), x+ 2R(y)) for 1 6 degQ < degR/2.
Given a filtered nilmanifold G/Γ of complexity M , there exists a filtered nilmanifold GP /ΓP ⊆
Gt/Γt of complexity OM (1) such that for any p-periodic, A-irrational sequence g ∈ poly(Z, G•)
satisfying g(0) = 1, the sequence gP ∈ poly(Z2, GP• ) given by
gP (x, y) = (g(P1(x, y)), ..., g(Pt(x, y)))
satisfies
Ex,y∈FpF (g
P (x, y)ΓP ) =
∫
GP /ΓP
F + oA→∞,M(1)
uniformly for any M -Lipschitz function F : GP /ΓP → C.
What Theorem 1.8 is saying is that if g is a “highly irrational” sequence on G/Γ in the
sense of Definition 2.11, then the sequence gP is “close to being equidistributed” on the
nilmanifold GP /ΓP . Combining Theorem 1.8 with Theorem 2.13, a version of the celebrated
arithmetic regularity lemma (Theorem 1.2 of [GT10a]), we can then approximate sums of the
form (2) by integrals of Lipschitz functions on nilmanifolds.
Although we only prove Theorem 1.8 for two specific families of polynomial progressions,
the construction of the nilmanifold GP /ΓP mentioned in the statement of Theorem 1.8 is quite
general. This nilmanifold, definable for any polynomial progression, has originally appeared
in Section 5 of [Lei09]. Its versions for linear forms have been used in [GT10a], where the
authors call it “Leibman nilmanifold”, and we shall stick to this terminology. In Section 3, we
TRUE COMPLEXITY OF POLYNOMIAL PROGRESSIONS IN FINITE FIELDS 5
show that Leibman nilmanifold admits a natural filtration GP• such that g
P ∈ poly(ZD, GP• )
whenever g ∈ poly(Z, G•).
Interestingly, there exist progressions for which Theorem 1.8 fails. In Lemma 11.3, we
give an example of a torus G/Γ and a sequence g ∈ poly(Z, G•) that is “highly irrational” on
G/Γ, yet the corresponding sequence gP for ~P (x, y) = (x, x+ y, x+2y, x+ y2) is contained
in a “low-rank” subtorus of GP /ΓP and is “far from being equidistributed” on GP /ΓP . This
seems to be a novel phenomenon, unregistered in the existing literature, and it is essentially
connected with the fact that the terms of the progression satisfy an algebraic relation(
1
2
x2 + x
)
− (x+ y)2 + 1
2
(x+ 2y)2 − (x+ y2) = 0(9)
that is “inhomogeneous”, in the sense that the polynomials in x, x+y and x+2y are quadratic,
but the polynomial in x + y2 is linear. This phenomenon does not appear for linear forms,
where such inhomogeneous relations are impossible, but it is an important feature of the
polynomial world. It also does not show up in the ergodic work on this configuration [Fra08]
since the author only has to deal with linear sequences g(n) = an as opposed to more general
polynomial sequences. The natural analogue of Theorem 1.8 cannot therefore be used to
prove Theorems 1.6 and 1.7, and we apply a different method to handle these configurations,
which essentially comes down to homogenizing the progression ~P using the Cauchy-Schwarz
inequality.
We have not been able to extend Theorems 1.2, 1.3, 1.4, 1.5, 1.6 and 1.7 to an arbitrary
polynomial progression of the form (1) for at least three reasons. First, not all progressions
satisfy Theorems 1.8, as evidenced by the aforementioned example of x, x+y, x+2y, x+y2.
Second, some progressions fail to satisfy “filtration condition” (Definition 3.4), which makes
the corresponding nilmanifolds GP /ΓP harder to analyse. Sections 3 and 10 will explain why
this condition is useful; it is unclear at the moment if this is a mere technical annoyance or
a genuine obstruction. Third, even though our arguments in the proof of Theorem 1.8 follow
the same general strategy for the two families of configurations that the theorem concerns,
we have to resort to different tricks in dealing with arising technicalities, which makes it hard
to generalize the arguments.
1.1. True complexity: formal definition, conjecture and known results. Our primary
object of study are integral polynomial maps, i.e. configurations of the form ~P = (P1, ..., Pt) ∈
Q[x]t for integer-valued polynomials P1, ..., Pt with zero constant terms. Following the con-
vention of [GT10a], we use ~v to denote t-dimensional vectors and x to denote D-dimensional
vectors. We are now ready to state our main definition.
Definition 1.9 (True complexity and Gowers controllability). Let ~P = (P1, ..., Pt) ∈ Q[x]t be
an integral polynomial map. We say that ~P has true complexity s at an index 1 6 i 6 t if s
is the smallest natural number such that for every ǫ > 0, there exist δ > 0 and p0 ∈ N such
that for all primes p > p0 and all 1-bounded functions f1, ..., ft : Fp → C, we have
|Ex∈FDp f1(P1(x))...ft(Pt(x))| < ǫ
whenever ||fi||Us+1 < δ. If no such s exists, we say that the true complexity of ~P at i is ∞.
We say ~P has true complexity s if it has true complexity s at the index i for all 1 6 i 6 t.
We call ~P Gowers controllable if its true complexity at every index is finite.
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True complexity could also be studied over the integers; however, we look at finite fields
since the technical details are more manageable in this case and do not divert attention from
underlying structure. In this language, Theorems 1.2, 1.3, 1.4, 1.5, 1.6 and 1.7 can be restated
as follows.
Theorem 1.10.
(i) The configuration x, x+Q(y), x+R(y), x+Q(y) +R(y) has true complexity 1 for
any Q,R ∈ Z[y] of zero constant terms satisfying 1 6 degQ < degR.
(ii) The configuration x, x+ Q(y), x+ 2Q(y), x+ R(y), x+ 2R(y) has true complexity
1 for any Q,R ∈ Z[y] of zero constant terms satisfying 1 6 degQ < degR/2.
(iii) The configuration x, x + y, ..., x + (m − 1)y x + yd has true complexity m − 1 at
i ∈ {0, 1, ...,m − 1} and m−1d at i = m whenever 2 6 d 6 m− 1 and d | m− 1.
(iv) The configuration x, x + y, ..., x + (m − 1)y x + yd has true complexity m − 2 at
i ∈ {0, 1, ...,m − 1} and ⌊m−1d ⌋ at i = m whenever 2 6 d < m− 1 and d ∤ m− 1.
True complexity turns out to be intimately connected with the algebraic relations between
the terms of a polynomial progression. We first state the following definition.
Definition 1.11 (Algebraic independence). Let ~P = (P1, ..., Pt) ∈ Q[x]t be an integral poly-
nomial map and fix 1 6 i 6 t. The progression ~P is algebraically independent of degree s+1
at i if, whenever we have
Q1(P1(x)) + ...+Qt(Pt(x)) = 0,
for some Q1, ..., Qt ∈ Z[y], the polynomial Qi has degree at most s. We moreover say that ~P
is algebraically independent of degree s + 1 if it is algebraically independent of degree s + 1
at i for all 1 6 i 6 t.
Conjecture 1.12 (Conjecture for true complexity). Let ~P = (P1, ..., Pt) ∈ Q[x]t be a Gowers
controllable integral polynomial map and fix 1 6 i 6 t. The true complexity of ~P at i is the
smallest natural number s for which ~P is algebraically independent of degree s+ 1 at i.
Theorems 1.2, 1.3, 1.4, 1.5, 1.6 and 1.7 confirm Conjecture 1.12 in special instances. The
terms of x, x+ y, x+ y2, x+ y + y2 satisfy one linear relation (up to scaling)
x− (x+ y)− (x+ y2) + (x+ y + y2) = 0,
and so the configuration has complexity 1. Analogously, there is a unique linear relation (up
to scaling)
x− (x+Q(y))− (x+R(y)) + (x+Q(y) +R(y)) = 0
between the terms of x, x+Q(y), x+R(y), x+Q(y)+R(y) whenever Q,R ∈ Z[y] have zero
constant terms and satisfy 1 6 degQ < degR. For x, x + y, x+ 2y, x + y3, x+ 2y3, there
are two linearly independent relations
x− 2(x+ y) + (x+ 2y) = 0 and x− 2(x+ y3)− (x+ 2y3) = 0,
TRUE COMPLEXITY OF POLYNOMIAL PROGRESSIONS IN FINITE FIELDS 7
and similarly for x, x + Q(y), x + 2Q(y), x + R(y), x + 2R(y) whenever Q,R ∈ Z[y] have
zero constant terms and satisfy 1 6 degQ < degR/2
x− 2(x+Q(y)) + (x+ 2Q(y)) = 0 and x− 2(x+R(y))− (x+ 2R(y)) = 0.
One can check by hand that none of these progressions satisfy a higher order relation. By
contrast, the terms of x, x+ y, x+ 2y, x+ y2 satisfy a quadratic relation(
1
2
x2 + x
)
− (x+ y)2 + 1
2
(x+ 2y)2 − (x+ y2) = 0
in addition to the linear relation x − 2(x + y) + (x + 2y) = 0, which explains why this
configuration has true complexity 2 at i = 0, 1, 2 and 1 at i = 3. For x, x+ y, ..., x+ (m −
1)y, x + yd with 2 6 d 6 m − 1, there exist polynomials Q0, ..., Qm−1 of degree d
⌊
m−1
d
⌋
satisfying
Q0(x) +Q1(x+ y) + ...+Qm−1(x+ (m− 1)y) = (x+ yd)⌊
m−1
d ⌋,
in addition to lower-degree relations and an algebraic relation of degree m − 2 between the
terms of x, x+ y, ..., x+ (m− 1)y.
The lower bound in Conjecture 1.12 is straightforward to settle. The difficulty lies in
proving the upper bound.
Theorem 1.13 (Lower bound for true complexity). Let ~P = (P1, ..., Pt) ∈ Q[x]t be an integral
polynomial map and fix 1 6 i 6 t. Suppose that ~P is not algebraically independent of degree
s at index i. Then the true complexity of ~P at i is at least s.
Proof. By assumption, there exists an algebraic relation
Q1(P1(x)) + ...+Qt(Pt(x)) = 0,
for some Q1, ..., Qt ∈ Z[y], where Qi has degree at least s. Let fj(x) = ep(Qj(x)) for each
1 6 j 6 t. The functions fj are clearly 1-bounded. It follows from the properties of additive
characters that
Ex∈FDp f1(P1(x))...ft(Pt(x)) = Ex∈FDp ep(Q1(P1(x)) + ...+Qt(Pt(x))) = 1.
To prove the theorem, we want to show that ||fi||Us is small, which will imply that the U s
norm cannot control the Pi term of the configuration. The definition (3) of Gowers norms
can be restated as
||fi||2sUs = Ex,h1,...,hs∈Fp∆h1,...,hsfi(x),(10)
where ∆hf(x) := f(x+ h)f(x) and ∆h1,...,hs = ∆h1 ...∆hs . Since Qi has degree at least s and
ep(·) is an additive character, the function ∆h1,...,hsfi(x) is of the form ep(Q(x, h1, ..., hs)) for
a nonconstant polynomial Q. By properties of exponential sums, the sum in (10) is of size
Os(p
−cs), and so
||fi||Us ≪s p−cs .
Thus U s norm does not control the Pi term of the configuration, implying the theorem. 
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The constants appearing in the proof of Theorem 1.13, like in all other proofs in the paper,
are allowed to depend on the choice of the progression ~P . We do not record this dependence
so as not to clutter the notation more than necessary.
Theorem 1.10 follows from combining Theorems 1.2, 1.3, 1.4, 1.5, 1.6 and 1.7 with Theorem
1.13 and remarks above it.
Conjecture 1.12 has so far been proved in a number of special cases, most notably for
systems of linear forms. The inequality (4), together with the fact that arithmetic progressions
of length t satisfy an algebraic relation of degree t− 2, proves it for arithmetic progressions.
The work by Green and Tao [GT10a] settles it for all linear configurations, with certain
cases having been previously proved by Gowers and Wolf [GW10, GW11a, GW11b, GW11c].
Green and Tao’s results are all but ineffective while the work of Gowers and Wolf gives some
quantitative bounds. The best bounds, of polynomial type, have been obtained by Manners
for linear configurations of length 6 in 3 variables by a skillful use of the Cauchy-Schwarz
inequality [Man18].
As far as truly polynomial configurations are concerned, the work of Peluse [Pel19] proves
Conjecture 1.12 in a quantitative manner for x, x + P1(y), ..., x + Pt−1(y) whenever the
polynomials P1, ..., Pt−1 are linearly independent. For configurations of the form
x, x+ y, ..., x+ (m− 1)y, x+ Pm(y), ..., x+ Pm+k−1(y),
where any nontrivial linear combination of Pm, ..., Pm+k−1 has degree at least m, the conjec-
ture has been settled quantitatively in [Kuc19]; similarly for the systems of linear forms with
variables being higher powers.
In the works on the true complexity of linear forms [GW10, GW11a, GW11b, GW11c,
GT10a], the authors only look at the case f1 = ... = ft and care about the degree s such that
U s+1 controls all the terms of the configuration. For more general polynomial progressions, it
however makes sense to allow these functions to be different. Since the terms of the progression
may have different degrees, the polynomials Q1, ..., Qt appearing in Conjecture 1.12 may have
different degrees as well. As a result, it is reasonable to allow that different terms of the
progression be controlled by different Gowers norms.
Like many other questions surrounding Szemere´di theorem, finding true complexity has
a natural analogue in ergodic theory: the problem of determining the smallest characteristic
factor. A characteristic factor of a measure-preserving dynamical system (X,X , µ, T ) with
respect to (1) is a factor Y of X such that if f0, ..., ft−1 ∈ L∞(µ) and the projection of
fi ∈ L∞(µ) onto Y satisfies E(fi|Y) = 0 for some 0 6 i 6 t− 1, then the product
f0(x)f1(T
P1(n)x)...ft−1(T
Pt−1(n)x)
converges to 0 in L2(µ). Host and Kra prove in [HK05b] that there exists a sequence of
factors (Zk)k∈N+ such that Zt−2 is characteristic for arithmetic progressions of length t for
t > 3. They show furthermore that each Zk is an inverse limit of k-step nilsystems; the
theory of these factors is fully set up in [HK18]. In [HK05a], it has been shown that for
each progression (1), there exists k ∈ N such that Zk is characteristic, which corresponds to
the result of Peluse (Proposition 2.2 of [Pel19]) that (1) is controlled by some Gowers norm.
Further works [FK05], [FK06], [Fra08] give the smallest characteristic factors for some specific
families of progressions. In particular, Theorems 1.2 and 1.6 are combinatorial analogues of
the results from [Fra08] that the Kronecker factor K and the affine factor A2 are characteristic
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for x, x + y, x + y2, x + y + y2 and x, x + y, x + 2y, x + y2 respectively. Finally, [Lei09]
has resolved the question of finding the smallest characteristic factor in the case where the
underlying dynamical system is a nilsystem.
Outline of the paper. We start the paper by presenting necessary definitions and results
from higher order Fourier analysis in Section 2. We then proceed in Section 3 to define
Leibman group for a polynomial progression and describe its properties. In particular, we
state a filtration condition on a polynomial progression (Definition 3.4) which makes the
corresponding Leibman nilmanifold easier to analyze, and which is satisfied by all the pro-
gressions that we are interested in. In Section 4, we deduce Theorem 1.8 for the progression
x, x + y, x + y2, x + y + y2 so as to illustrate our arguments with a specific example. In
Sections 5 and 6, we prove Theorem 1.8 for two general families of progressions for which the
theorem is stated. We then show in Section 7 how our definition of Leibman group extends
the definition of Leibman group for linear forms presented in [GT10a].
Having showed that Leibman nilmanifolds are the right thing to look at, we prove in
Section 8 that Conjecture 1.12 on the connection between true complexity and algebraic
relations holds for all progressions that satisfy a variant of Theorem 1.8. In Section 9, we
deduce Theorem 1.1.
Our method, however, has certain limitations which we outline in the subsequent two
sections. In Section 10, we give an example of a configuration which does not satisfy the
filtration condition. In Section 11, we show that our method fails for x, x + y, x+ 2y, x +
y2, which does not equidistribute on the corresponding Leibman nilmanifold. To handle
this progression, we therefore develop a different method in Section 12, which proves true
complexity for x, x+ y, x+ 2y, x+ y2 as a result of a more general Theorem 1.7.
Acknowledgements. The author would like to thank Sean Prendiville for suggesting the
problem, directing to relevant literature and help with editing the paper. The author is also
indebted to Tuomas Sahlsten for comments on an earlier version of the paper.
2. Higher order Fourier analysis
To understand operators of the form
Ex∈FDp f1(P1(x)) . . . ft(Pt(x)),
we need to understand how certain polynomial sequences distribute on nilmanifolds. We
use this section to define necessary concepts from higher order Fourier analysis, such as the
notions of filtered nilmanifold and polynomial sequence. All of these definitions have appeared
in [GT08, GT10a, GT12, CS12]. We then state some classical results that we shall need in
the paper.
Definition 2.1 (Filtrations). A filtration G• = (Gi)
∞
i=0 of degree s on a group G is a sequence
of subgroups
G = G0 = G1 ⊇ G2 ⊇ ... ⊇ Gs ⊇ Gs+1 = Gs+2 = ... = 1
satisfying [Gi, Gj ] ⊆ Gi+j for all i, j > 0.
A standard example of a filtration is the lower central series filtration defined by setting
Gi = [G,Gi−1] for i > 2.
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Definition 2.2 (Filtered nilmanifolds). A filtered nilmanifold G/Γ of degree s and complexity
M consists of the following data:
(i) a quotient G/Γ, where G is a connected, simply connected, nilpotent Lie group of
dimension m 6M with identity 1, and Γ ⊆ G is a cocompact lattice;
(ii) a filtration G• of degree at most s 6M such that Gi are closed and connected subgroups
of G and Γi := Γ ∩Gi is a cocompact lattice in Gi for each i ∈ N+;
(iii) an M -rational Mal’cev basis χ = {X1, ...,Xm} adapted to G•.
Mal’cev basis that appears in Definition 2.2 is a vector space basis for the Lie algebra g
of G that respects the filtration G•. Its utility comes from the fact that it provides a natural
coordinate system on G. The definition and properties of Mal’cev basis are discussed in details
in [GT12]. The important consequence for us is that it induces a Mal’cev coordinate map, i.e.
a diffeomorphism
ψ : G→ Rm
g 7→ (t1, ..., tm)
satisfying ψ(Γ) = Zm and ψ(Gi) = {0}m−mi × Rmi for all 1 6 i 6 s, where mi = dimGi.
Nilmanifolds turn out to be a proper framework to define polynomial sequences, which
can be thought of as generalizations of polynomials on the torus.
Definition 2.3 (Polynomial sequences). Let D ∈ N+. A polynomial sequence on G adapted
to the filtration G• is a map g : Z
D → G satisfying ∂h1,...,hig ∈ Gi for each h1, ...,hi ∈ ZD,
where ∂hg(n) := g(n + h)g(n)
−1 and ∂h1,...,hi = ∂h1 ...∂hi for i > 1. Polynomial sequences
adapted to G• form a group denoted as poly(Z
D, G•). The degree of g is the degree of the
filtration G•.
In this paper, we shall primarily be interested in the polynomial sequences arising in
problems over finite fields. These sequences are periodic in the sense made clear by the
following definition.
Definition 2.4 (Periodic sequences). Let D ∈ N+. A sequence g ∈ poly(ZD, G•) is p-
periodic if g(n1+pn2)Γ = g(n1)Γ for all n1,n2 ∈ ZD. In particular, for a p-periodic sequence
g ∈ poly(ZD, G•), the map n 7→ g(n)Γ can be viewed as a function from FDp to G/Γ.
It turns out that polynomial sequences can be written in a more explicit manner.
Lemma 2.5 (Taylor expansion, Lemma A.1 of [GT10a]). Let D ∈ N+. A sequence g is in
poly(ZD, G•) if and only if for each multiindex i = (i1, ..., iD), there exists gi ∈ G|i| satisfying
g(n) =
∏
i
g
(n
i
)
i
(11)
for all n ∈ ZD. The representation in (11) is unique. The binomial coefficients are defined as(
n
i
)
:=
(
n1
i1
)
...
(
nD
iD
)
and
(
nk
ik
)
=
n(n− 1)...(n − ik + 1)
ik!
,
and the size of the vector i ∈ ND is |i| := i1 + ...+ iD.
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To examine the distribution of p-periodic polynomial sequences on nilmanifolds in a quan-
titative manner, it is useful to introduce the notion of a nilsequence.
Definition 2.6 (Nilsequences). Suppose D ∈ N+. A function f : ZD → C is a nilsequence
of degree s and complexity M if f(n) = F (g(n)Γ), where F is an M -Lipschitz function on a
filtered nilmanifold G/Γ of degree s and complexity M , and g ∈ poly(ZD, G•). A nilsequence
f is p-periodic if the underlying polynomial sequence is.
Definition 2.7 (Equidistribution). Let D ∈ N+ and δ > 0. A p-periodic sequence g ∈
poly(ZD, G) is δ-equidistributed on a nilmanifold G/Γ if∣∣∣∣∣En∈FDp F (g(n)Γ)−
∫
G/Γ
F
∣∣∣∣∣ 6 δ||F ||Lip
for all Lipschitz functions F : G/Γ → C, where the integral is taken with respect to the
(left-invariant) Haar measure µ on G/Γ normalized so that µ(G/Γ) = 1.
It is natural to ask about obstructions to equidistribution. To state them formally, we
need the notion of a horizontal character.
Definition 2.8 (Horizontal characters). A horizontal character on G is a continuous group
homomorphism η : G→ R such that η(Γ) ∈ Z. Each horizontal character can be given in the
form η(x) = k · ψ(x) for some k ∈ Zm, where ψ : G → Rm is the Mal’cev coordinate map.
The modulus of η is |η| := |k| = |k1|+ ...+ |km|.
Horizontal characters in fact annihilate [G,G]Γ and can be viewed as maps on the quotient
G/[G,G]Γ which is isomorphic to (R/Z)mab for mab = dimG− dim[G,G].
In Theorem 1.16 of [GT12], Green and Tao gave a condition for when a polynomial se-
quence is close to being equidistributed. We present its periodic version.
Theorem 2.9 (Equidistribution theorem for p-periodic sequences). Let 2 < M 6 A and
D ∈ N+, and let G/Γ be a filtered nilmanifold of complexity M . Suppose that the sequence
g ∈ poly(ZD, G•) is p-periodic. Then at least one of the following holds:
(i) (g(n)Γ)n∈FDp is A
−1-equidistributed.
(ii) There exists a nontrivial horizontal character η with |η| ≪M,D ACM,D such that η ◦ g
is constant mod Z.
In the case of a general polynomial sequence, Theorem 1.16 of [GT12] only guarantees
that if g is not close to being equidistributed, then η ◦ g− η ◦ g(0) is major arc for a nontrivial
horizontal character η of small modulus. However, the rigidity imposed by the p-periodicity
of g allows us to conclude that η ◦ g is in fact constant mod Z.
We want to define the extent to which a polynomial sequence g is irrational. Essentially, ir-
rationality captures how well the sequence g interacts with objects called i-th level characters,
or how close to being in Γ its Taylor coefficients gi are.
Definition 2.10 (i-th level character). Let G/Γ be a filtered nilmanifold. An i-th level
character on G/Γ is a continuous group homomorphism from G to R that is Z-valued on Γ
and vanishes on Gi+1 and [Gj , Gi−j ] for any 0 6 j 6 i. It is nontrivial if it is nonzero. Every
i-th level character can be written in the form η(x) = k·ψi(x) for a unique k ∈ Zmi−mi+1 , where
ψi(gi) is a tuple consisting of the entries of gi in ψ(gi) indexed by m−mi + 1, ...,m −mi+1.
The modulus of η is defined to be |η| := |k| = |k1|+ ...+ |kmi−mi+1 |.
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Definition 2.11 (A-irrationality). Let G/Γ be a filtered nilmanifold of degree s. An element
gi ∈ Gi is A-irrational if we have ηi(gi) /∈ Z for all nontrivial i-th level characters ηi of
complexity |ηi| 6 A. A sequence g ∈ poly(ZD, G) is A-irrational if gi is A-irrational for each
i ∈ ND with 0 < |i| 6 s.
Being highly irrational is a stronger property than being close to equidistributed, as implied
by the following lemma.
Lemma 2.12 (Irrationality implies equidistribution, Lemma 3.7 of [GT10a]). Let D ∈ N+.
Let G/Γ be a filtered nilmanifold of complexity M , and suppose that g ∈ poly(ZD, G•) is
p-periodic and A-irrational. Then g is OM,D(A
−cM,D)-equidistributed.
In our arguments, we shall want to approximate sums like (2) by integrals of Lipschitz
functions on nilmanifolds. A key step in doing so is to decompose an arbitrary 1-bounded
function into a nilsequence of an appropriate degree and two error terms. We do this via the
following lemma, which is a simultaneous and periodic version of the celebrated arithmetic
regularity lemma (Theorem 1.2 of [GT10a]).
Lemma 2.13 (Simultaneous periodic irrational arithmetic regularity lemma). Let s > 2
and t > 1 be integers, ǫ > 0, and let F : R+ → R+ be a growth function. There exists
M = Os,t,ǫ,F(1), a filtered manifold G/Γ of degree s and complexity at most M , and a p-
periodic, F(M)-irrational sequence g ∈ poly(Z, G•) satisfying g(0) = 1 such that for all
1-bounded functions f1, ..., ft : Fp → C there exist decompositions
fi = fi,nil + fi,sml + fi,unf
such that for each 1 6 i 6 t
(i) fi,nil(n) = Fi(g(n)Γ) for M -Lipschitz function Fi : G/Γ→ C,
(ii) ||fi,sml||2 6 ǫ,
(iii) ||fi,unf ||Us 6 1F(M) ,
(iv) the functions fi,nil, fi,sml and fi,unf are 4-bounded,
The important thing about Lemma 2.13 is that we decompose each f1, ..., ft with respect
to the same sequence g and the same nilmanifold G/Γ. We give its proof in Appendix A.
Finally, we shall briefly state the relevant properties of Gowers norms and polynomial
bias norms, all of which are discussed more extensively in [Gre07] and [GT08]. While Gowers
norms are the central objects of study in this paper, polynomial bias norms only appear in
Theorem 1.6.
Definition 2.14 (Polynomial bias norms). The polynomial bias norm of degree s of a function
f : Fp → C is given by
||f ||us = max
α1,...,αs∈Fp
∣∣Ex∈Fpf(x)ep (αsxs + ...+ α1x)∣∣ .
Gowers norms and polynomial bias norms are seminorms for s = 1 and genuine norms for
s > 2. They satisfy the monotonicity property
||f ||U1 6 ||f ||U2 6 ||f ||U3 6 ...
||f ||u1 6 ||f ||u2 6 ||f ||u3 6 ...
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for any f : Fp → C. Gowers norms also bound polynomial bias norms in that
||f ||us 6 ||f ||Us .
For s = 1, we in fact have ||f ||u1 = ||f ||U1 , and for s = 2, we have ||f ||u2 6 ||f ||U2 6 ||f ||
1
2
u2
for all 1-bounded f : Fp → C, a result known as U2 inverse theorem. For s > 2, however,
there exist functions that have large U s norms and small us norms. This is due to the fact
that having a large us norm is equivalent to correlating with a polynomial phase of degree
s − 1, while having a large U s norm corresponds to correlating with a broader category of
nilsequences of degree s− 1. See [GT08, GTZ11, GTZ12] for more details on the relationship
between Gowers norms and nilsequences.
3. Leibman nilmanifold for polynomial progressions
Throughout this section, let ~P (x) = (P1(x), ..., Pt(x)) ∈ Q[x]t be an integral polynomial
map of degree d. Suppose that G/Γ is a filtered nilmanifold of degree s, dimension m and
complexity M . Given a polynomial sequence g adapted to G/Γ, we define
gP (x) := (g(P1(x)), ..., g(Pt(x))).
The main objective of this section is to construct a group GP with a filtration GP• such that
gP ∈ poly(ZD, GP• ) whenever g ∈ poly(Z, G•). The group GP originally appeared in Section
5 of [Lei09], but we are not aware of the filtration GP• being defined previously except for the
relatively simple case of linear forms in [GT10a].
It is a standard fact that each integral polynomial map ~Q ∈ Q[x]t can be expressed as
~Q(x) =
∑
i
~bi
(
x
i
)
,
for some ~bi ∈ Zt, and we denote its degree-j part by
Dj ~Q(x) :=
∑
|i|=j
~bi
(
x
i
)
.
To clarify the notation, we denote(
x
i
)
=
(
x1
i1
)
· ... ·
(
xD
iD
)
and
(
~v
~j
)
=
(
v1
j1
)
· ... ·
(
vt
it
)
for D-dimensional vectors x, i and t-dimensional vectors ~v, ~j. If i is a scalar, however, we set(
~v
i
)
=
((
v1
i
)
, ...,
(
vt
i
))
.
We endow Rt with the structure of a real algebra by letting
(a1, ..., at) · (b1, ..., bt) := (a1b1, ..., atbt)
and setting ~1 = (1, ..., 1) to be the identity vector.
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For i, j ∈ N+, we define two families of real vector spaces
Pi,j := Span{Dk
(~P (x)
l
)
: k > j, 1 6 l 6 i, x ∈ ZD}
Qi,j := Pi,j +
∑
i1+i2=i,
j1+j2=j
Qi1,j1 · Qi2,j2 =
∑
k,i1,...,ik,j1,...,jk∈N+,
i1+...+ik=i,j1+...+jk=j
Pi1,j1 · ... · Pik ,jk .
We note several facts about these subspaces.
Lemma 3.1. For each i, i1, i2, j, j1, j2 ∈ N+, we have the following inclusions:
(i) Pi,j ⊆ Pi+1,j ;
(ii) Pi,j+1 ⊆ Pi,j ;
(iii) Pi,j ⊆ Qi,j;
(iv) Qi,j ⊆ Qi+1,j ;
(v) Qi,j+1 ⊆ Qi,j ;
(vi) Qi1,j1 · Qi2,j2 ⊆ Qi1+i2,j1+j2.
Proof. Statements (i), (ii), (iii), (vi) follow directly from the definitions. Statements (iv) and
(v) follow from properties (i), (ii), (iii) by induction. 
We define groups GPj for j > 1 by setting
GPj := 〈g~v : ~v ∈ Qi,j, g ∈ Gi, i > 1〉
where we let g~v := (gv1 , ..., gvt ). We moreover set GP = GP0 = G
P
1 and Γ
P = Γt ∩GP . It
follows from property (v) of Lemma 3.1 that
GP = GP0 = G
P
1 ⊇ GP2 ⊇ GP3 ⊇ ...
Each of the groups GPj is normal in G
t because each Gi is normal in G.
Lemma 3.2. The chain of subgroups (GPj )
∞
j=0 defines a filtration on G
P of degree sd.
Proof. Take generators g~v11 ∈ GPj1 and g~v22 ∈ GPj2 for some elements g1 ∈ G1 and g2 ∈ G2 as
well as vectors ~v1 ∈ Qi1,j1 and ~v2 ∈ Qi2,j2 . We want to show that their commutator is in
GPj1+j2 . If this is true for the generators, then by Lemma 7.3 of [GT12] it holds for arbitrary
two elements of Gj1 and Gj2 , proving the lemma.
By (40), we have
[g~v11 , g
~v2
2 ] = [g1, g2]
~v1·~v2
∏
α
gQα(~v1,~v2)α
where each gα is a commutator of k1 copies of g1 and k2 copies of g2 for some k1, k2 > 1
satisfying k1 + k2 > 3, and
Qα(~u, ~w) := (Qα(u1, w1), ..., Qα(ut, wt))
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for some polynomial Qα(x1, x2) that has degree at most k1 in x1 and at most k2 in x2, and
vanishes when x1 = 0 or x2 = 0.
By the filtration property of G, the commutator [g1, g2] is in Gi1+i2 . We moreover have
that
~v1 · ~v2 ∈ Qi1,j1 · Qi2,j2 ⊆ Qi1+i2,j1+j2
by part (vi) of Lemma 3.1. Consequently, the element [g1, g2]
~v1·~v2 is contained in GPj1+j2 .
We handle the terms g
Qα(~v1,~v2)
α in a similar manner. If gα is a commutator of k1 copies of
g1 and k2 copies of g2, then gα ∈ Gk1i1+k2i2 by the filtration property of G. The polynomial
Qα can then be written as Qα(x1, x2) =
∑
16l16k1,
16l26k2
βl1,l2x
l1
1 x
l2
2 , and so
Qα(~v1, ~v2) =
∑
16l16k1,
16l26k2
βl1,l2(~v1)
l1 · (~v2)l2 ∈
∑
16l16k1,
16l26k2
Ql1i1+l2i2,l1j1+l2j2
⊆
∑
16l16k1,
16l26k2
Qk1i1+k2i2,l1j1+l2j2 ⊆ Qk1i1+k2i2,j1+j2
by Lemma 3.1. Thus g
Qα(~v1,~v2)
α is contained in GPj1+j2 for each α which implies that [g
~v1
1 , g
~v2
2 ] ∈
GPj1+j2 . 
We now aim to prove the topological properties of GP and GPj , and we do this by following
the arguments presented in [GT10a] after Lemma 3.5. Our first goal is to show that GP is a
connected, simply connected Lie group. By Lemma 3.1, we have a chain of subspaces
0 6 Q1,1 6 Q2,1 6 ... 6 Qs,1 6 Rt(12)
that can be defined over Q. Letting ti = dimQi,1, we can find a basis ~v1, ..., ~vts for Qs,1
satisfying the following properties:
(i) (Integrality) ~v1, ..., ~vts are all integer-valued,
(ii) (Partial span) ~v1, ..., ~vti span Qi,1 for each 1 6 i 6 s,
(iii) (Row echelon form) For each 1 6 k 6 ts there exists an index 1 6 rk 6 t such that
~vk(rk) 6= 0 but ~vl(rk) = 0 for all k < l 6 ts.
Fixing such a basis, we let deg(~vk) to be the smallest i such that ~vk is in Qi,1. We can express
each element of GP as a finite product of g~vkk where gk ∈ Gdeg(~vk) and 1 6 k 6 ts. By applying
the corollaries (39) and (40) to the Baker-Campbell-Hausdorff formula many times, we can
then rewrite an arbitrary element of GP as
ts∏
k=1
g~vkk ,(13)
where gk ∈ Gdeg ~vk for all 1 6 k 6 ts. This representation is unique, implying that GP is
indeed a connected, simply connected Lie subgroup. From the fact that each ~vk has integer
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entries, it can be further deduced that ΓP is cocompact in GP . Similar arguments, where we
replace Qi,1 in (12) by Qi,j, show that each GPj is a closed connected subgroup of GP and
ΓPj = Γ
t∩GPj is cocompact in GPj . This implies that GP /ΓP is a filtered nilmanifold. Finally,
the same argument combined with the fact that Pi,j = Qi,j = 0 whenever j > id shows that
GP is a subnilmanifold of Gt when we endow Gt with the filtration (Gt)′j = (G⌈ j
d
⌉)
t.
The next lemma explains why we have imposed this particular filtration on GP .
Lemma 3.3. If g ∈ poly(Z, G•), then gP ∈ poly(ZD, GP• ).
Proof. We first decompose
( ~P (x)
i
)
=
∑
j
~vi,j
(
x
j
)
.
and note that ~vi,j ∈ Pi,|j|. Therefore g~vi,ji ∈ GP|j| by definition of GP|j|. Using (39) and (40), we
regroup the terms of
gP (x) =
s∏
i=0
g
(
~P (x)
i )
i =
s∏
i=0
g
∑
j ~vi,j(
x
j)
i
to bring all the elements involving the same monomial
(
x
j
)
together. Thus, the Taylor coeffi-
cient of
(
x
j
)
is of the form
s∏
i=0
g
∑
j ~vi,j
i
∏
α
g~vαα ,(14)
where the terms g~vαα come from applying (39) and (40). For each label α, the element gα
is a commutator consisting of kr copies of gir for 1 6 r 6 n, and so gα ∈ Gi1k1+...+inkn by
the filtration property of G. The vector ~vα is a rational multiple of ~v
l1
i1,|j1|
...~vlnin,|jn|
for some
1 6 l1 6 k1, ..., 1 6 ln 6 kn and |j1| + ... + |jn| > |j|. Therefore ~vα ∈ Qi1l1+...+inln,|j1|+...+|jn|
by part (vi) of Lemma 3.1. It follows from parts (iv) and (v) of the same lemma that
Qi1l1+...+inln,|j1|+...+|jn| ⊆ Qi1l1+...+inln,|j| ⊆ Qi1k1+...+inkn,|j|,
implying that g~vαα ∈ GP|j| for each α. Thus, the coefficient (14) is in GP|j|, as claimed.

Even though the definition of Qi,j guarantees that GP is filtration, it is not very handy
to work with because of the terms Qi1,j1 · Qi2,j2 that appear there. However, many of the
configurations that we look at satisfy a condition that allows us to work with Pi,j instead.
Definition 3.4 (Filtration condition). We say that an integral polynomial ~P ∈ Q[x]t satisfies
the filtration condition if Pi1,j1 · Pi2,j2 ⊆ Pi1+i2,j1+j2 for all i1, i2, j1, j2 > 1.
Lemma 3.5. Suppose an integral polynomial ~P ∈ Q[x]t satisfies the filtration condition. Then
Pi,j = Qi,j for all i, j ∈ N+.
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Proof. Whenever i = 1 or j = 1, the lemma follows by definition. Other cases follow by
induction on (i, j). 
For progressions satisfying the filtration condition, we can relate the group GPj to G
P
j+1 in
a handy manner.
Lemma 3.6. Let j ∈ N+, and suppose ~P satisfies the filtration condition. For any i ∈
N+, let Xi,j+1 = {~v1, ..., ~vli} ⊆ Zt be a basis for Pi,j+1 that extends to a basis Xi,j =
{~v1, ..., ~vli , ..., ~vli+ki} ⊆ Zt for Pi,j. Then
GPj = 〈GPj+1, g~vr : li + 1 6 r 6 li + ki, g ∈ Gi, i ∈ N+〉.
Proof. Since ~P satisfies the filtration condition, we have by Lemma 3.5 that Pi,j = Qi,j . By
definition of GPj , the group is generated by elements of the form g
~v for i ∈ N+, g ∈ Gi,
~v =
li+ki∑
r=1
ar~vr and ar ∈ R. Letting ~w =
li∑
r=1
ar~vr, we observe that g
~w ∈ GPj+1, and so
g~v = g~v−~w = (gali+1)~vli+1 ...(gali+ki )~vli+ki mod GPj+1.
Thus each generator g~v in GPj is a product of an element from G
P
j+1 and h
~vr
r for li + 1 6 r 6
li + ki and hr = g
ar ∈ Gi. 
3.1. Progressions of a special form. The technical results presented so far in this section
work for arbitrary integral polynomial maps. However, we shall mostly work with polynomial
maps of the form
~P (x, y) = (x, x+ P1(y), ..., x+ Pt−1(y)).(15)
For configurations of this type, we can relate the coefficients of
(~P (x,y)
i
)
to the coefficients
of
(~P (x,y)
i−k
)
for k > 0 in a way that will prove useful in future sections.
Lemma 3.7. Let i, k, l ∈ N satisfy i > 0, k 6 i and l 6 (i − k)d. Suppose ~P is an integral
polynomial map of the form (15). Then the coefficient of
(
x
k
)(
y
l
)
in
(~P (x,y)
i
)
is the same as the
coefficient of
(
y
l
)
in
( ~P (x,y)
i−k
)
.
Proof. If ~P is of the form (15), then ~P (x, y) = ~1x+ ~P (0, y). Using the property(
a1 + ...+ al
i
)
=
∑
06k1,...,kl6i,
k1+...+kl=i
(
a1
k1
)
...
(
al
kl
)
,(16)
which can be proved by looking at two ways in which one picks i elements from a union of
disjoint sets of size a1, ..., al respectively, we can rewrite
(~P (x, y)
i
)
=
(
~1x+ ~P (0, y)
i
)
=
i∑
n=0
(
x
i− n
)(~P (0, y)
n
)
=
i∑
n=0
n∑
l=1
(
x
i− n
)(
y
l
)
~vl,n,
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for some ~vl,n ∈ Zt. Replacing i by i− k, we obtain
( ~P (x, y)
i− k
)
=
i−k∑
n=0
nd∑
l=1
(
x
i− k − n
)(
y
l
)
~vl,n.
The lemma follows by taking n = i− k in both cases and fixing 1 6 l 6 (i− k)d. 
Lemma 3.8. Suppose ~P is an integral polynomial map of the form (15). Then Pi,j ⊆ Pi+1,j+1
for all i, j ∈ N+.
Proof. By Lemma 3.7, the coefficient ~v of
(
x
k
)(
y
l
)
in
( ~P (x,y)
i
)
is the same as the coefficient of( x
k+1
)(y
l
)
in
(~P (x,y)
i+1
)
whenever l 6 (i − k)d. If k + l > j, then k + 1 + l > j + 1, and so if
~v ∈ Pi,j, then ~v ∈ Pi+1,j+1. 
We remark that the property Pi,j ⊂ Pi+1,j+1 for all i, j ∈ N+ also holds for an arbitrary
integral polynomial map ~P that satisfies the filtration condition and ~1 ∈ P1,1. However, the
advantage of assuming (15) comes from the fact that we do not need ~P to satisfy the filtration
condition in this case.
Lemma 3.8 has one important corollary that we shall use several times.
Corollary 3.9. Let ~P be of the form (15), i, j ∈ N+, ~v ∈ Pi,j ∩ Zt, and let η : GP → R be a
horizontal character that vanishes on GPj+1. Then the map
ξ : Gi → R
g 7→ η(g~v)
is an i-th level character.
Proof. It is straightforward to see that ξ is a group homomorphism. Since ~v has integer
entries, the element g~v ∈ ΓP for any g ∈ Γi, and so ξ(Γi) ∈ Z. It vanishes on [G,G] ∩ Gi
because its codomain is abelian, and to show that it is an i-th level character, it remains to
show that ξ|Gi+1 = 0. Suppose g ∈ Gi+1. From Lemma 3.8, we have that ~v ∈ Pi+1,j+1, and
so g~v ∈ GPj+1. It follows that ξ(g~v) = 0 from the fact that η vanishes on GPj+1. 
4. An equidistribution result for x, x+ y, x+ y2, x+ y + y2
The goal of the next few sections is to prove Theorem 1.8 for various configurations for
which the theorem holds. We give them a name, so that it is easier to refer to them in later
sections.
Definition 4.1 (Equidistributing progressions). Let ~P = (P1, ..., Pt) ∈ Q[x]t be an integral
polynomial map. We say that ~P equidistributes if for each s,D ∈ N+, M > 0, a filtered
nilmanifold G/Γ of degree s and complexity M , and a p-periodic, A-irrational sequence g ∈
poly(Z, G•) satisfying g(0) = 1, the sequence g
P ∈ poly(ZD, GP• ) is oA→∞,M(1)-equidistributed
on GP /ΓP .
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We start with a seemingly simple example
~P (x, y) = (x, x+ y, x+ y2, x+ y + y2)(17)
= (x, x+ y, x+ y + 2
(
y
2
)
, x+ 2y + 2
(
y
2
)
).
It is a special case of the progression discussed in Section 5. However, we analyze it separately
to give a concrete example of how our general argument works.
We start by obtaining the formulas for Pi,j for various values of i, j ∈ N+. From (17), we
deduce that
P1,1 = Span{(1, 1, 1, 1), (0, 1, 1, 2), (0, 0, 1, 1)} = Span{~v1, ~v2, ~v3}
P1,2 = Span{(0, 0, 1, 1)} = Span{~v3}
P1,j = 0 for j > 3.
where
~v1 = (1, 1, 1, 1), ~v2 = (0, 1, 1, 2), ~v3 = (0, 0, 1, 1) and ~v4 = (0, 0, 0, 1).
Our next goal is to deduce expressions for Pi,j whenever i > 1.
Lemma 4.2. For i > 1, the following holds:
Pi,j =


R4, 1 6 j 6 i
Span{~v3, ~v4}, i+ 1 6 j 6 2i− 1
Span{~v3}, j = 2i
0, j > 2i.
Proof. The case j > 2i follows from the fact that the polynomial map
(~P (x,y)
i
)
has degree 2i.
For the case j = 2i, note that the only monomial of
(~P (x,y)
i
)
of degree 2i is
(
y
2i
)
, which comes
from the term y2 in ~P (x, y), and one can verify directly that the coefficient of
( y
2i
)
in
(~P (x,y)
i
)
is (0, 0, (2i)!i! ,
(2i)!
i! ). Consequently, Pi,2i = Span{~v3}.
In the case i+ 1 6 j 6 2i− 1, we have
Pi,j ⊆ {0} × {0} × R× R(18)
because the polynomials
(x
i
)
and
(x+y
i
)
both have degree i, and we claim that (18) is an
equality. Since Pi,2i ⊆ Pi,j , we know that Pi,j contains ~v3, and it remains to show that Pi,j
contains a vector of the form (0, 0, a, b) for some a 6= b. To this goal, we look at the coefficient
of
( y
2i−1
)
in
(~P (x,y)
i
)
. Note that(
y + y2
i
)
=
(
y2
i
)
+ y
(
y2
i− 1
)
+R(y),
where R(y) has degree 2i− 2. In particular, the polynomial y( y2i−1) has degree 2i− 1, and so
has a nonzero coefficient at
( y
2i−1
)
. Therefore the coefficient of
( y
2i−1
)
in
(~P (x,y)
i
)
is of the form
(0, 0, a, b) for distinct integers a 6= b, implying that Pi,j = {0} × {0} × R× R, as claimed.
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To handle the case 1 6 j 6 i, we look at Pi,i and note that Pi,j ⊇ Pi,i for these values of
j by Lemma 3.1. By the previous case, we already know that Pi,j ⊇ {0} × {0} × R× R. The
space Pi,i moreover contains ~v1, which is the coefficient of
(x
i
)
in
(~P (x,y)
i
)
, and ~v2, which is the
coefficient of
( x
i−1
)
y by Lemma 3.7 and (17). Thus Pi,i is all of R4. 
Having established the structure of Pi,j, it is straightforward to establish the following
lemma.
Corollary 4.3. The polynomial map ~P satisfies the filtration condition.
Proof. The proof proceeds by verifying that Pi1,j1 · Pi2,j2 ⊆ Pi1+i2,j1+j2 for all i1, i2, j1, j2 > 1
on a case-by-case basis using Lemma 4.2. The details are rather tedious and unsophisticated,
therefore we leave them to the reader. 
Using Lemma 4.2, we get an explicit presentation for GPj which tells us how this subgroup
distinguishes from GPj+1.
Lemma 4.4. For j = 1, we have
GP1 = 〈GP2 , h~v1 , h~v2 : h ∈ G1〉.
If j > 1 is even, then
GPj = 〈GPj+1, g~v3 , h~v1 , h~v2 : g ∈ G j
2
, h ∈ Gj〉.
If j > 3 is odd, then
GPj = 〈GPj+1, g~v4 , h~v1 , h~v2 : g ∈ G j+1
2
, h ∈ Gj〉.
Proof. The lemma follows from combining Lemmas 4.3 and 3.6 with the structural information
on Pi,j that we obtain from Lemma 4.2. 
Having established the structure of the subgroups GPj , we are ready to prove that
~P
equidistributes.
Theorem 4.5 (x, x+y, x+y2, x+y+y2 equidistributes). Let G/Γ be a filtered nilmanifold of
degree s and complexity M . Suppose g ∈ poly(Z, G•) is p-periodic, A-irrational, and satisfies
g(0) = 1. Then the sequence gP ∈ poly(Z2, GP• ) is OM (A−cM )-equidistributed on GP /ΓP for
some cM > 0.
In the proof of Theorem 4.5, we shall use the following useful lemma.
Lemma 4.6 (Integer multiples do not matter). Let j > 1, and suppose that η : G → R is a
horizontal character such that η ◦ gP is Z-valued and η|GPj+1 = 0. Suppose moreover that for
some ~v ∈ Pi,j ∩ Z4 there exists a nonzero integer a such that η(ga~vi ) ∈ Z. Then η(g~vi ) ∈ Z
assuming that p is sufficiently large with respect to a.
There is nothing special about our particular progression here - Lemma 4.6 works for
any polynomial progression, therefore we shall also use it for progressions examined in next
sections.
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Proof. By Lemma C.1, gp
i
i ∈ Γi mod Gi+1, and so g~vi = (γih)~v for some γi ∈ Γi and h ∈ Gi+1.
Using (39), Lemma 3.1 and Lemma 3.8, we note that h~v ∈ GPj+1, and similarly for commutators
emerging from applying (39). We therefore have gp
i~v
i ∈ ΓPj mod GPj+1, from which we deduce
that piη(g~vi ) ∈ Z. The assumption that η(ga~vi ) ∈ Z for some nonzero integer a further implies
that gcd(a, pi)η(g~vi ) ∈ Z. Taking p sufficiently large guarantees that gcd(a, pi) = 1, and so
η(g~vi ) ∈ Z.

The general strategy of our proof of Theorem 4.5, as well as Theorems 5.3, 6.3 and 12.6,
follows the methods used in [GT10a] to prove Theorem 1.11, the counting lemma. However,
the technical details are quite different due to the fact that progressions dealt with in these
theorems are no longer homogeneous. The main difficulty comes from the fact that the
coefficients of polynomial maps of the form η ◦ gP (x, y) for some horizontal character η have
contributions coming from
(~P (x,y)
i
)
for several values of i. This difficulty is not present when
~P is a linear form in several variables, as then each power
(~P
i
)
is a homogeneous polynomial
map of a different degree.
Proof of Theorem 4.5. Suppose that the sequence gP ∈ poly(Z2, GP• ) is not OM (A−cM )-
equidistributed. By Theorem 2.9, there exists a nontrivial horizontal character η : GP → R/Z
of complexity at most cA for an appropriately chosen c > 0, for which η ◦ gP ∈ Z. Let j be
the largest natural number such that η|GPj 6= 0. By assumption, η annihilates G
P
j+1.
We use the maximality of j, the properties of η, and the structural information on GP
contained in Lemma 4.4 to contradict the A-irrationality of g. We do this by inspecting the
coefficients of η ◦ gP .
We first do the model case j = 1; it is different from and less complicated than the case
j > 1, and it can be used to illustrate the argument for the latter. Assuming j = 1, we have
η ◦ gP (x, y) = η(g~v11 )x+ η(g~v21 )y,
as all the other terms are annihilated by η. Using the fact that η◦gP (x, y) ∈ Z for all x, y ∈ Fp,
we deduce that η(g~v11 ) and η(g
~v2
1 ) are both in Z.
We define
ξi(h) = η(h
~vi)
for each i = 1, 2 and h ∈ G1. By Corollary 3.9, the functions ξi are 1-st level characters that
annihilate g1. By Lemma 4.4, if both of them are trivial, then so is η, therefore at least one
of them is non-trivial. The bound on the modulus of η and the fact that the vectors ~v1 have
entries of size O(1) imply that |ξi| 6 A, provided that the constant c is appropriately chosen.
This contradicts the A-irrationality of g, implying that gP is OM (A
−cM )-equidistributed.
For the rest of the proof, we assume that j > 1. We split into two cases based on the parity
of j. We shall only give the proof when j is even, as the other case follows similarly. First,
the assumption that η ◦ gP is Z-valued implies that η(g~v1j ) ∈ Z, since this is the coefficient of(x
j
)
. Second, we have η(g~v2j ) ∈ Z, as this is the coefficient of
( x
j−1
)
y by Lemma 3.7 and (17).
By Lemma 4.2, we have g~v3j , g
~v4
j ∈ GPj+1, implying η(g~v3j ) = η(g~v4j ) = 0. Using the fact that
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each vector in Z4 is an integral linear combination of ~v1, ~v2, ~v3, ~v4, we obtain that
η(g~vj ) ∈ Z(19)
for any ~v ∈ Z4.
Our goal now is to show that η(g~v3j
2
) ∈ Z. To this end, we look at the coefficient of (yj) in
η ◦ gP (x, y), which is of the form
j!
( j2)!
η(g~v3j
2
) +
s∑
i= j
2
+1
η(g ~wii )(20)
for some ~wi ∈ Pi,j. Note that there is no contribution coming from gi for i < j2 because
deg(
(
P (x,y)
i
)
) < j for these values of i. If i 6= j and i > j2 + 1, then ~wi ∈ Span{~v3, ~v4} because(x
i
)
and
(x+y
i
)
are homogeneous polynomials of degree i, and so g ~wii ∈ GPj+1 by Lemma 4.2.
Therefore η(g ~wii ) = 0 by the property of j-th level characters. If i = j, then ~wi ∈ Z4, but we
know from (19) that η(g ~wj ) ∈ Z for any ~w ∈ Z4. Thus, the entire contribution of
s∑
i= j
2
+1
η(g ~wii )
is in Z. Using Lemma 4.6, we deduce that η(g~v3j
2
) ∈ Z for sufficiently large p.
We define
τ(h) = η(h~v3) and ξi(h) = η(h
~vi)
for i = 1, 2 on G j
2
and Gj respectively. By Lemma 3.9, the functions τ and ξ are
j
2 -th and
j-th level characters which send g j
2
and gj to Z respectively. By Lemma 4.4, if all of them
are trivial, then so is η, and therefore at least one of τ, ξi is non-trivial and of complexity at
most O(|η|) 6 A upon taking c > 0 sufficienly small. This contradicts the A-irrationality of
g, implying that gP is OM (A
−cM )-equidistributed. 
5. An equidistribution result for x, x+Q(y), x+R(y), x+Q(y) +R(y)
We now generalize the result of the previous section by considering the configuration
~P (x, y) = (x, x+Q(y), x+R(y), x+Q(y) +R(y))(21)
for integral polynomials Q,R of degrees 1 6 d1 < d2 respectively. From (21), we can deduce
that
P1,1 = Span{(1, 1, 1, 1), (0, 1, 0, 1), (0, 0, 1, 1)} = Span{~v1, ~v2, ~v3}
P1,2 = ... = P1,d1 = Span{(0, 1, 0, 1), (0, 0, 1, 1)} = Span{~v2, ~v3}
P1,d1+1 = ... = P1,d2 = Span{(0, 0, 1, 1)} = Span{~v3}
P1,j = 0 for j > d2 + 1.
where
~v1 = (1, 1, 1, 1), ~v2 = (0, 1, 0, 1), ~v3 = (0, 0, 1, 1) and ~v4 = (0, 0, 0, 1).
Our next goal is to deduce expressions for Pi,j for i > 1.
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Lemma 5.1. For i > 1, the following holds:
Pi,j =


R4 = Span{~v1, ~v2, ~v3, ~v4}, 1 6 j 6 i
0× R× R× R = Span{~v2, ~v3, ~v4}, i+ 1 6 j 6 id1
0× 0× R× R = Span{~v3, ~v4}, id1 + 1 6 j 6 (i− 1)d2 + d1
Span{~v3}, (i− 1)d2 + d1 + 1 6 j 6 id2
0, j > id2.
Proof. The case j > id2 follows trivially from the fact that the polynomial
(~P (x,y)
i
)
has degree
id2.
In the process of deducing the other cases, we shall use the fact that
~P (x, y) = ~v1x+ ~P (0, y) = ~v1x+ ~v2Q(y) + ~v3R(y)(22)
and (16). Combining (22) and (16), we rewrite
(~P (x,y)
i
)
as
( ~P (x, y)
i
)
= ~v1
(
x
i
)
+
i−1∑
l=1
(
x
l
)(~P (0, y)
i− 1
)
+
(
0,
(
Q(y)
i
)
,
(
R(y)
i
)
,
(
Q(y) +R(y)
i
))
.(23)
We can further rewrite the last vector in the sum as(
0,
(
Q(y)
i
)
,
(
R(y)
i
)
,
(
Q(y) +R(y)
i
))
(24)
= ~v2
(
Q(y)
i
)
+
i−1∑
l=1
~v4
(
Q(y)
l
)(
R(y)
i− l
)
+ ~v3
(
R(y)
i
)
.
From (23) and (24), we see that the only monomials in
(~P (x,y)
i
)
of degree greater than
(i − 1)d2 + d1 in
(~P (x,y)
i
)
have coefficients of the form a~v3 for some a ∈ Z. In particular, the
value a will be nonzero for the coefficient of
( y
id2
)
, implying the case (i−1)d2+d1+1 6 j 6 id2
by Lemma 4.6.
To deduce the case id1+1 6 j 6 (i−1)d2+d1, we note that the projection of
(~P (x,y)
i
)
onto
the first coordinate has degree i, while its projection onto the second coordinate has degree
id1, and so
Pi,j ⊆ 0× 0× R× R
for these values of j. We claim this is an equality. We already know that ~v3 ∈ Pi,j since its
multiple is the coefficient of
(
y
id2
)
. We claim that the coefficient of the monomial
( y
(i−1)d2+d1
)
is of the form a~v3 + b~v4 for integers a, b such that b 6= 0, which will imply imply this case.
This follows from (24), the assumption d1 < d2, and the observation that the polynomial
Q(y)
(R(y)
i−1
)
has degree (i− 1)d2 + d1, thus contributing to the coefficient of
( y
(i−1)d2+d1
)
.
The next case, i+ 1 6 j 6 id1, only happens if d1 > 1, and so we make this assumption.
Since the projection of
(~P (x,y)
i
)
onto the first coordinate has degree i, we deduce that
Pi,j ⊆ 0× R× R× R.
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To prove that this is an equality, it remains to show in the light of the previous cases that a
vector of the form a~v2 + b~v3 + c~v3 is in Pi,j for some a 6= 0. Since the projection of
(~P (x,y)
i
)
onto the second coordinate has degree id1, the coefficient of
( y
id1
)
is of this form, implying this
case.
If d1 = 1, then the same argument implies that ~v2 ∈ Pi,i.
Finally, the case 1 6 j 6 i follows from combining the previous case, Lemma 3.1 and the
observation that ~v1 is the coefficient of
(x
i
)
. 
Having established the structure of Pi,j , it is straightforward to deduce the following
lemma.
Corollary 5.2. The polynomial map P satisfies the filtration condition.
We come to the main result of this section, which is case (i) of Theorem 1.8.
Theorem 5.3 (x, x+Q(y), x+R(y), x+Q(y)+R(y) equidistributes). Let G/Γ be a filtered
nilmanifold of degree s and complexity M . Suppose g ∈ poly(Z, G•) is p-periodic, A-irrational,
and satisfies g(0) = 1. Then the sequence gP ∈ poly(Z2, GP• ) is OM (A−cM )-equidistributed on
GP /ΓP for some cM > 0.
Proof. Suppose that the sequence gP ∈ poly(Z2, GP• ) is not OM (A−cM )-equidistributed. By
Theorem 2.9, there exists a nontrivial horizontal character η : GP → R/Z of complexity at
most cA for some c > 0 to be chosen later, such that η ◦ gP ∈ Z. Let j be the largest natural
number such that η|GPj 6= 0. By assumption, η annihilates G
P
j+1.
If j = 1, we proceed exactly as in Theorem 4.5, and so we assume that j > 1. For any
i > 1, we define
ξi,k(h) = η(h
~vk )
for h ∈ Gi and each k ∈ {1, 2, 3, 4} such that ~vk ∈ Pi,j but ~vk /∈ Pi,j+1. The maps ξi,k define
i-th level characters on G by Corollary 3.9. By Lemma 3.6, if all of ξi,k were trivial, so would
be η, implying that at least one of ξi,k is nontrivial. The bound on the modulus of η and
the fact that the vectors ~vk have entries of size O(1) imply that |ξi,k| 6 A, provided that the
constant c is appropriately chosen.
Our goal is to show that for all pairs (i, k) as above, we have ξi,k(gi) ∈ Z. Since at least
one of these ξi,k is nontrivial and of modulus at most A, we obtain a contradiction of the
A-irrationality of g, implying that gP is OM (A
−cM )-equidistributed. By enumerating all such
pairs (i, k), we observe that all we have to show is that η sends the following elements to Z:
(i) g~v1j ;
(ii) g~v2j
d1
, if d1|j;
(iii) g~v4j+d2−d1
d2
, if d2|(j − d1);
(iv) g~v3j
d2
, if d2|j.
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That η(g~v1j ) ∈ Z follows from observing that this is precisely the coefficient of
(x
j
)
is η(g~v1j );
showing that other elements are sent to Z is a bit more involved.
We assume d1|j, and we claim that η(g~v2j
d1
) ∈ Z. From Lemma 3.7 we know that the
coefficient of
( x
j
d1
−1
)( y
d1
)
is of the form
aη(g~v2j
d1
) + bη(g~v3j
d1
) +
s∑
i= j
d1
+1
η(g ~wii )
for some integers a, b such that a 6= 0, and some integer vectors ~wi ∈ Span{~v2, ~v3, ~v4}. If
i > jd1 + 1, then j 6 id1 − d1, and so j + 1 6 id1. It follows from this that ~wi ∈ Pi,j+1,
therefore η(g ~wii ) = 0. We moreover have that ~v3 ∈ P j
d1
,j+1, and so η(g
~v3
j
d1
) = 0 as well. From
this, Lemma 4.6 and the vanishing of the coefficient of
( x
j
d1
−1
)( y
d1
)
mod Z, we conclude that
η(g~v2j
d1
) ∈ Z.
We are left with showing that the elements in (iii) and (iv) are sent to Z by η. Note that
since 1 6 d1 < d2, the number d2 cannot simultaneously divide j − d1 and j, therefore only
one of these cases at a time is available. We assume that d2 divides j, and the other case will
follow similarly. To show that η(g~v3j
d2
) ∈ Z, we look at the coefficient of ( yd2), which is of the
form
aη(g~v3j
d2
) +
s∑
i= j
d2
+1
η(g ~wii )(25)
for some nonzero integer a and vectors wi ∈ Span{~v2, ~v3, ~v4} ∩ Pi,j ∩ Z4. By Lemma 5.1,
we have wi ∈ Pi,j+1 unless j = id1 or j = (i − 1)d2 + d1. If d1 divides j, then we have
already shown that η(g~v2j
d1
) ∈ Z, and we moreover have η(g~v3j
d1
) = 0 and η(g~v4j
d1
) = 0 since
~v3, ~v4 ∈ P j
d1
,j+1. Therefore η(g
~w
j
d1
) ∈ Z for any w ∈ Span{~v2, ~v3, ~v4} ∩ Pi,j ∩ Z4. The case
j = (i−1)d2+d1 does not happen by our assumption that d2 does not divide j−d1. Thus the
sum in (25) vanishes mod Z, implying that aη(g~v3j
d2
) ∈ Z. That η(g~v3j
d2
) ∈ Z follows by Lemma
4.6.

6. An equidistribution result for x, x+Q(y), x+ 2Q(y), x+R(y), x+ 2R(y)
We now turn our attention to the configuration
~P (x, y) = (x, x+Q(y), x+ 2Q(y), x+R(y), x+ 2R(y))(26)
for polynomials Q,R ∈ Z[y] with zero constant terms of degrees d1, d2 respectively that
moreover satisfy 1 6 d1 < d2/2. Letting
~v1 = (1, 1, 1, 1, 1), ~v2 = (0, 1, 2, 0, 0), ~v3 = (0, 0, 0, 1, 2),
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we observe that
Pi,1 = Span{(1, 1, 1, 1, 1), (0, 1, 2, 0, 0), (0, 0, 0, 1, 2)} = Span{~v1, ~v2, ~v3},
Pi,2 = ... = Pi,d1 = Span{(0, 1, 2, 0, 0), (0, 0, 0, 1, 2)} = Span{~v2, ~v3},
Pi,d1+1 = ... = Pi,d2 = Span{(0, 0, 0, 1, 2)} = Span{~v3}
P1,j = 0 for j > d2 + 1,
and we prove the following lemma giving the structure of the spaces Pi,j for i > 1
Lemma 6.1. Let i > 1. Then
Pi,j =


Span{~v1, ~vi−12 , ~vi2, ~vi−13 , ~vi3} = R5, 1 6 j 6 i
Span{~vi−12 , ~vi2, ~vi−13 , ~vi3} = 0× R× R× R× R, i+ 1 6 j 6 (i− 1)d1 + 1
Span{~vi2, ~vi−13 , ~vi3}, (i− 1)d1 + 2 6 j 6 id1
Span{~vi−13 , ~vi3} = 0× 0× 0× R× R, id1 + 1 6 j 6 (i− 1)d2 + 1
Span{~vi3}, (i− 1)d2 + 2 6 j 6 id2
0, j > id2
where ~vk = (~v(1)k, ~v(2)k, ~v(3)k, ~v(4)k, ~v(5)k) for any k ∈ R \ {0} and ~v ∈ R5.
Proof. The statement is trivial for j > id2. To obtain the expressions for Pi,j for other values
of j, we make two observations. First, we note from Lemma 3.7 that for 0 6 k 6 i − 1, the
coefficient of
(x
k
)(y
l
)
ak,l~v
i−k
2 + bk,l~v
i−k
3
for some integers ak,l which satisfy ak,l = 0 if l > (i − k)d1 and bk,l = 0 if l > (i − k)d2.
Moreover, the numbers ak,(i−k)d1 and bk,(i−k)d2 are nonzero since Q and R have degrees d1,
d2 respectively. By substituting k = 0, 1 and using d1 < d2, we deduce that
~vi2 ∈ Pi,id1 , ~vi−12 ∈ Pi,(i−1)d1+1, ~vi3 ∈ Pi,id2 , ~vi−13 ∈ Pi,(i−1)d2+1,
but
~vi2 /∈ Pi,id1+1, ~vi−12 /∈ Pi,(i−1)d1+2, ~vi3 /∈ Pi,id2+1, ~vi−13 /∈ Pi,(i−1)d2+2.
Second, we observe that for k > 1, we have ~vi−k2 ∈ Span{~vi2, ~vi−12 } and ~vi−k3 ∈ Span{~vi3, ~vi−13 },
and moreover (i− k′)dr + k′ 6 (i− k)dr + k for any k′ < k and r ∈ {1, 2}. From this we see
that to specify a basis for Pi,j, it is sufficient to look at whether ~vi−12 , ~vi2, ~vi−13 and ~vi3 are in
Pi,j or not. The statements for j > i follow by combining these observations.
Lastly, we note that ~v1 is the coefficient of
(x
i
)
, which together with Pi,j ⊇ Pi,j+1 implies
the case 1 6 j 6 i.

Corollary 6.2. The polynomial map P satisfies the filtration condition.
We are now ready to show that if g is irrational on G/Γ, then gP equidistributes on
GP /ΓP . The proof follows the same logic as the proofs of Theorem 4.5, 5.3 and 6.3, however
the technical details are different, as we are working with a different configuration
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Theorem 6.3 (x, x + Q(y), x + 2Q(y), x + R(y), x + 2R(y) equidistributes). Let G/Γ be
a filtered nilmanifold of degree s and complexity M . Suppose g ∈ poly(Z, G•) is p-periodic,
A-irrational, and satisfies g(0) = 1. Then the sequence gP ∈ poly(Z2, GP• ) is OM (A−cM )-
equidistributed on GP /ΓP for some cM > 0.
Proof. Suppose that the sequence gP ∈ poly(Z2, GP• ) is not OM (A−cM )-equidistributed. By
Theorem 2.9, there exists a nontrivial horizontal character η : GP → R/Z of complexity at
most cA for an appropriately chosen c > 0, such that η ◦ gP ∈ Z. Let j be the largest natural
number such that η|GPj 6= 0. By assumption, η annihilates G
P
j+1.
Like in Theorems 4.5 and 5.3, we use the properties of η and the structural information on
GP contained in Lemma 6.1 to contradict the A-irrationality of g. We do this by inspecting
the coefficients of η ◦ gP . For any i > 1, we define
ξi,k,l(h) = η(h
~vlk )
for h ∈ Gi and each k ∈ {1, 2, 3}, l ∈ {i − 1, i} such that ~vlk ∈ Pi,j but ~vlk /∈ Pi,j+1. The
maps ξi,k,l define i-th level characters on G by Corollary 3.9. By definition of G
P
j , the group is
generated precisely by GPj+1 and the elements of the form h
~vlk for h ∈ Gi, ~vlk ∈ Pi,j \Pi,j+1 and
i > 1. Therefore if all of ξi,k,l were trivial, so would be η, implying that at least one of ξi,k,l
is nontrivial. The bound on the modulus of η and the fact that the vectors ~vlk have entries of
size O(1) imply that |ξi,k,l| 6 A, provided that the constant c is appropriately chosen.
Our goal is to show that for all triples (i, k, l) as above, we have ξi,k,l(gi) ∈ Z. Since at
least one of these ξi,k,l is nontrivial and of modulus at most A, we obtain a contradiction of
the A-irrationality of g, implying that gP is OM (A
−cM )-equidistributed. We are thus left to
show that η sends the following elements to Z:
(i) g~v1j ,
(ii) g
~v
j−1
d1
2
j−1
d1
+1
, if d1|(j − 1) and j > 1,
(iii) g
~v
j
d1
2
j
d1
, if d1|j,
(iv) g
~v
j−1
d2
3
j−1
d2
+1
, if d2|(j − 1) and j > 1,
(v) g
~v
j
d2
3
j
d2
, if d2|j.
We first look at the model case j = 1, and then move on to the case j > 1. Assuming
j = 1, we have to show that η(g~v1j ) ∈ Z, and also η(g~v21 ) if d1 = 1. The first statement
follows from inspecting the coefficient of x. For the second statement, we assume d1 = 1; then
Q(y) = ay for some a ∈ Z, and so the coefficient of y is of the form aη(g~v21 ) plus terms that
vanish by assumption that η|GP2 = 0. Lemma 4.6 thus implies that η(g
~v2
1 ) ∈ Z, which finishes
this case.
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We assume from now on that j > 1. The number η(g~v1j ) vanishes mod Z because it is the
coefficient of
(x
j
)
. We now proceed to show that the elements in (iii) and (v) are in Z. To
this end, we look at the coefficient of
(y
j
)
and assume that at least one of d1, d2 divides j. By
evaluating the contributions coming from η
(
g
(
~P (x,y)
i )
i
)
for each i > 1, we observe that the
coefficient of
(y
j
)
is of the form
s∑
i=
⌈
j
d1
⌉
aiη(g
~vi2
i ) +
s∑
i=
⌈
j
d2
⌉
biη(g
~vi3
i )
for integers ai, bi ∈ Z. If i > jd1 , then j+1 6 id1, and so ~vi2 ∈ Pi,j+1 by Lemma 6.1. Similarly,
we have ~vi3 ∈ Pi,j+1 whenever i > jd2 . Therefore, the coefficient of
(y
j
)
reduces to the rather
unfortunate looking
aη

g~v
⌈
j
d1
⌉
2⌈
j
d1
⌉

+ bη

g~v
⌈
j
d2
⌉
3⌈
j
d2
⌉

(27)
for some integers a and b.
We pause for a moment to analyse what happens if j is not divisible by one of d1, d2. If
d1 does not divide j, then
⌈
j
d1
⌉
> jd1 , implying that ~v
⌈
j
d1
⌉
2 by the argument in the previous
paragraph. Then the coefficient of
(
y
j
)
is an integer multiple of η

g~v
j
d2
3
j
d2

, and so η

g~v
j
d2
3
j
d2

 ∈
Z by Lemma 4.6. We similarly have η

g~v
j
d1
2
j
d1

 ∈ Z if d2 does not divide j.
The interesting case is when both d1 and d2 divide j, which we assume from now on. In
this case, both a and b are nonzero due to the fact that Q has degree d1 and R has degree d2.
The strategy now is this: by looking at the coefficients of x
(
y
j−d1
)
,
(
x
2
)(
y
j−2d1
)
and
(
x
2
)(
y
j−d1
)
,
we shall show that η

g~v
j
d1
−1
2
j
d1

 and η

g~v
j
d1
−2
2
j
d1

 are both in Z. Since the vector ~v jd12 is an
integer linear combination of ~v
j
d1
−1
2 and ~v
j
d1
−2
2 , we deduce that η

g~v
j
d2
3
j
d2

 is in Z. By Lemma
4.6 and the fact that the coefficient of
(
y
d1
)
takes the form (27), it follows that η

g~v
j
d2
3
j
d2

 ∈ Z
as well.
We start by analyzing the coefficient of x
( y
y−d1
)
, which is
s∑
i= j
d1
aiη(g
~vi−12
i ) +
s∑
i= j
d2
+1
biη(g
~vi−13
i )
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for ai, bi ∈ Z. The lower bounds in the range for i come from d1 < d2 and the observation
that terms with smaller i do not contribute to this monomial. By rearranging the inequality
i > jd1 + 1 and Lemma 6.1, we infer that ~v
i−1
2 ∈ Pi,j+1 whenever i > jd1 + 1. Similarly,
~vi−13 ∈ Pi,j+1 whenever i > jd2 + 1. Since η vanishes on GPj+1, we deduce that the coefficient
of x
( y
y−d1
)
is an integer multiple of η

g~v
j
d1
−1
2
j
d1

, implying that η

g~v
j
d1
−1
2
j
d1

 ∈ Z by Lemma
4.6.
We move on to the coefficient of
(x
2
)( y
j−2d1
)
, which takes the form
s∑
i= j
d1
aiη(g
~vi−22
i ) +
s∑
i= j
d2
+2
biη(g
~vi−23
i )
for some ai, bi ∈ Z. An important point here is that the second sum starts at i = jd2 + 2; this
results from the observation that by the assumption d2 > 2d1, all monomials of
(
x
2
)(R(y)
j
d2
−1
)
have degree at most j− d2 < j− 2d1 in y, therefore they do not contribute to
(x
2
)( y
j−2d1
)
(this
is the only point where we are using the assumption). Performing a similar analysis as above,
we deduce that all the terms involving ~v2 and ~v3 with i >
j
d1
+ 2 and i > jd2 + 2 respectively
vanish mod Z. This leaves us with a coefficient of the form
aη

g~v
j
d1
−2
2
j
d1

+ bη

g~v
j
d1
−1
2
j
d1
+1


for some integers a, b with a 6= 0. This is not exactly what we wanted; however, analysing
the coefficient of
(x
2
)( y
j−d1
)
and using Lemma 4.6 allows us to conclude that η

g~v
j
d1
−1
2
j
d1
+1

 ∈ Z.
We leave the details on how this is done to the reader; they are no less tedious and no more
informative than our analysis of the coefficients of x
( y
y−d1
)
and
(x
2
)( y
j−2d1
)
. As a consequence,
we deduce that η

g~v
j
d1
−2
2
j
d1

 ∈ Z.
This is the last missing step needed to show that η

g~v
j
d1
2
j
d1

 , η

g~v
j
d2
3
j
d2

 ∈ Z. We have thus
showed that the elements in (iii) and (v) in the statement of the proof are sent to integers
by η. The argument showing that η sends the elements in (ii) and (iv) to Z is very similar:
instead of analyzing the coefficients of
(y
j
)
, x
( y
j−d1
)
,
(x
2
)( y
j−2d1
)
and
(x
2
)( y
j−d1
)
, we would look
at the coefficients of x
( y
j−1
)
,
(x
2
)( y
j−1−d1
)
,
(x
3
)( y
j−1−2d1
)
and
(x
3
)( y
j−1−d1
)
. We leave the details
to an interested reader. 
7. The connection with the Leibman group for a system of linear forms
As remarked in the introduction, the construction of the group GP generalizes the con-
struction of Leibman group GΨ for a system of linear forms given in Definition 1.10 of
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[GT10a]. In this section, we illustrate how the definition of GΨ fits into this framework.
Let ~Ψ = (Ψ1, ...,Ψt) be a tuple of t linear forms in variable x = (x1, ..., xD). The homogeneity
of linear forms implies that
Pi,1 = ... = Pi,i and Pi,i+1 = Pi,i+2 = ... = 0.
In [GT10a], Green and Tao labelled Pi,1 = ... = Pi,i as Ψ[i]. The system ~Ψ satisfies filtration
condition, which is equivalent to the condition Ψ[i1] ·Ψ[i2] ⊆ Ψ[i1+i2] proved in Lemma 3.4 of
[GT10a]. Green and Tao also defined
GΨj := 〈g~v : g ∈ Gi, ~v ∈ Ψ[i], i 6 j〉
for j > 1, calling GΨ = GΨ0 := G
Ψ
1 the Leibman group for
~Ψ. The property Pi,j = 0 for i < j
implies that GΨj = G
P
j , and so Leibman group is a special instance of our construction. That
~Ψ equidistributes follows from the periodic version of Theorem 1.11 of [GT10a], which has
been stated as Theorem 4.1 in [CS12].
8. True complexity of equidistributing progressions
We have shown in previous sections that many progressions, including x, x+y, x+y2, x+
y + y2 or x, x+ y, x+ 2y, x+ y3, x+ 2y3, equidistribute, i.e. if g is highly irrational on G,
then the corresponding sequence gP is close to being equidistributed on GP . In this section,
we shall prove Conjecture 1.12 for all equidistributing progressions.
Theorem 8.1. Let t ∈ N+, and fix 1 6 l 6 t. Let ~P = (P1, ..., Pt) ∈ Q[x]t be a Gowers
controllable integral polynomial map that equidistributes and is algebraically independent of
degree s+ 1 at l. Then the true complexity of ~P at l is at most s.
The logic of the proof is very similar to the proof of Theorem 7.1 in [GT10a], with small
modifications that allow us to get a control of weights on different terms of the progression
by different Gowers norms.
Proof. We let all implied constants in this proof depend on ~P , s and t without mentioning
the dependence explicitly.
Fix ǫ > 0. Since ~P is Gowers controllable, there exists an integer s0 > 1, a threshold
p0 ∈ N, and a real number δ > 0 such that for all primes p > p0,
|Ex∈FDp f1(P1(x))...ft(Pt(x))| 6 ǫ
for all 1-bounded functions f1, ..., ft : Fp → C, at least one of which satisfies ||fi||Us0+1 6 δ.
We let F : R+ → R+ be a growth function depending on ǫ to be fixed later. If s > s0, then
we are done, so suppose s < s0.
Suppose that f1, ..., ft : Fp → C are 1-bounded functions, and suppose moreover that
||fl||Us+1 6 δ. We use Lemma 2.13 to find M = Oǫ,F(1), a filtered nilmanifold G/Γ of degree
s0 and complexity M , a p-periodic, F(M)-irrational sequence g ∈ poly(Z, G•) with g(0) = 1,
and decompositions
fi = fi,nil + fi,sml + fi,unf(28)
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satisfying the conditions of Lemma 2.13. Decomposing each of fi this way, we get 3
t terms.
All the terms involving fi,sml can be bounded by O(ǫ). By choosing F growing sufficiently
fast depending on δ, we can assume that ||fi,unf ||s0+1 6 1F(M) 6 δ4 , which together with 4-
boundedness of fi,unf implies that terms involving fi,unf contribute at most O(ǫ). This leaves
us with
Ex∈FDp f1(P1(x))...ft(Pt(x)) = Ex∈FDp f1,nil(P1(x))...ft,nil(Pt(x)) +O(ǫ)
= Ex∈FDp F (g
P (x)ΓP ) +O(ǫ),
where F ((u1, ..., ut)Γ
P ) = F1(u1Γ)...Ft(utΓ). Since ~P equidistributes, we have
Ex∈FDp f1(P1(x))...ft(Pt(x)) =
∫
GP /ΓP
F + oF(M)→∞,M,ǫ(1) +O(ǫ).
By the assumption of algebraic independence, the polynomial
( Pl
s+1
)
is not a linear combination
of
(
P1
s+1
)
, ...,
(Pl−1
s+1
)
,
(Pl+1
s+1
)
, ...,
(
Pt
s+1
)
. Consequently, the space Qs+1,1 contains the vector ~el that
has 1 in the l-th coordinate and 0 elsewhere. This implies that the group
H = 〈h~el : h ∈ Gs+1〉 = {1}l−1 ×Gs+1 × {1}t−l
is contained in GP . In fact, H is a normal subgroup of GP due to the normality of Gs+1 in
G. Therefore, ∫
GP /ΓP
F =
∫
GP /ΓP
F6s,
where F6s((u1, ..., ut)Γ
P ) =

 ∏
16i6t,
i 6=l
Fi(uiΓ)

Fl,6s(ulΓ) and Fl,6s is the average of Fl over
cosets of Gs+1:
Fl,6s(uΓ) =
∫
Gs+1/Γs+1
Fl(uwΓ)dw.
It is straightforward to see that Fl,6s is 1-bounded and M -Lipschitz. We moreover have the
crude bound
|F6s((u1, ..., ut)ΓP )| 6 |Fl,6s(ulΓ)|
which implies that ∣∣∣∣∣
∫
GP /ΓP
F
∣∣∣∣∣ 6
∫
G/Γ
|Fl,6s| 6
(∫
G/Γ
|Fl,6s|2
) 1
2
.
The function Fl,6s is invariant on Gs+1-cosets by construction while Fl − Fl,6s vanishes on
each coset. As a consequence, the two functions are orthogonal, implying∫
G/Γ
|Fl,6s|2 =
∫
G/Γ
FlFl,6s.
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By the F(M)-irrationality of g, we have∫
G/Γ
FlFl,6s = En∈Fp(FlFl,6s)(g(n)Γ) + oF(M)→∞,M,ǫ(1).
We let ψ(n) = Fl,6s(g(n)Γ). By the Gs+1-invariance of F6s, this is a nilsequence of degree
6 s and complexity M . By (28), we have
Fl(g(n)Γ) = fl(n)− fl,sml(n)− fl,unf(n).
We then split En∈FpFl(g(n)Γ)ψ(n) into three terms. Using the Cauchy-Schwarz inequality,
the term involving fl,sml can be bounded as
|En∈Fpfl,sml(n)ψ(n)| ≪ ǫ.
To evaluate the contribution coming from fl, we use ||fl||Us+1 6 δ and the converse to the
inverse theorem for Gowers norms (Proposition 1.4 of Appendix G of [GTZ11]) to conclude
that
|En∈Fpfl(n)ψ(n)| = oδ→0,M,ǫ(1).
Similarly, we use ||fl,unf ||Us0+1 6 δ and s0 > s to conclude that
|En∈Fpfl,unf(n)ψ(n)| = oF(M)→∞,M,ǫ(1).
Combining all these estimates, we have
|Ex∈FDp f1(P1(x))...ft(Pt(x))| = O(ǫ) + oF(M)→∞,M,ǫ(1) + oδ→0,M,ǫ(1).
By choosing F growing sufficiently fast and δ sufficiently small depending on ǫ, we obtain
|Ex∈FDp f1(P1(x))...ft(Pt(x))| ≪ ǫ,
which proves the theorem. 
9. An asymptotic for the count of progressions of complexity 1
One of the applications of true complexity is that we can obtain an asymptotic for the
count of polynomial progressions of complexity 1 like those in Theorem 1.1. We rewrite the
integral polynomial map ~P ∈ Q[x]t in the form
~P (x) =
r∑
i=1
~viQi(x)
for some ~v1, ..., ~vr ∈ Zt and integer-valued Q1, ..., Qr ∈ Q[x]. Given such a polynomial map,
we define the corresponding linear map
~Ψ(y1, ..., yr) =
r∑
i=1
~viyi
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The relationship between the two progressions is given by
~P (x) = ~Ψ(Q1(x), ..., Qr(x)),(29)
and we aim to understand the relationship between the appropriate counts
ΛP (f1, ..., ft) = Ex∈FDp
t∏
k=1
fk (Pk(x))
and
ΛΨ(f1, ..., ft) = Ey1,...,yr∈Fp
t∏
k=1
fk (Ψk(y1, ..., yr))
where Pk and ψk denote the k-th coordinates of ~P and ~Ψ respectively.
Theorem 9.1. Let ~P and ~Ψ be given as above. Suppose moreover that ~P is Gowers control-
lable, equidistributes and is algebraically independent of degree 2. Then
ΛP (f1, ..., ft) = ΛΨ(f1, ..., ft) + o(1)
for an error term o(1) that depends on ~P but not on the choice of 1-bounded functions
f1, ..., ft : Fp → C.
Corollary 9.2. Let ~P and ~Ψ be given as above, and suppose that ~P is Gowers controllable,
equidistributes and is algebraically independent of degree 2. For any A ⊆ Fp, we have
|{~P (x) ∈ At : x ∈ FDp }| = pD−r|{~Ψ(y1, ..., yr) ∈ At : y1, ..., yr ∈ Fp}|+ o(pD),
and the error term is uniform in all subsets A.
What Theorem 9.1 is indicating is that for configurations satisfying only linear relations,
each polynomial Qi can be thought of as a separate variable. Therefore the counts of ~P and
~Ψ are so strongly related.
We specialize Corollary 9.2 to two families of polynomial progressions that we have ex-
plicitly looked at.
Corollary 9.3. Let Q,R ∈ Z[y] be nonzero polynomials that have zero constant terms and
satisfy 1 6 degQ < degR. For any 1-bounded functions f0, f1, f2, f3 : Fp → C, we have
Ex,y∈Fpf0(x)f1(x+Q(y))f2(x+R(y))f3(x+Q(y) +R(y))
= Ex,y,z∈Fpf0(x)f1(x+ y)f2(x+ z)f3(x+ y + z) + o(1),
where the error term is independent of the choice of f0, f1, f2, f3. Moreover, for any A ⊆ Fp,
we have
|{(x, x +Q(y), x+R(y), x+Q(y) +R(y)) ∈ A4 : x, y ∈ Fp}|
=
1
p
{(x, y, u, z) ∈ A4 : x+ y = u+ z}|+ o(p2)
uniformly in the choice of A.
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We have thus related the number of progressions x, x+Q(y), x+R(y), x+Q(y) +R(y)
in an arbitrary subset A ⊆ Fp to the number of solutions to the Sidon equation x+ y = u+ z,
which is a well-studied quantity known as additive energy. To learn more about Sidon equation
or additive energy, consult e.g. [TV06].
Proof. The first part of Corollary 9.3 is a straightforward application of Theorem 9.1. The
second part follows by observing that 2-dimensional cubes x, x+y, x+z, x+y+z parametrize
solutions to the Sidon equation. 
Corollary 9.4. Let Q,R ∈ Z[y] be nonzero polynomials that have zero constant terms and
satisfy 1 6 degQ < degR/2. For any 1-bounded functions f0, f1, f2, f3, f4 : Fp → C, we have
Ex,y∈Fpf0(x)f1(x+Q(y))f2(x+ 2Q(y))f3(x+R(y))f4(x+ 2R(y))
= Ex,y,z∈Fpf0(x)f1(x+ y)f2(x+ 2y)f3(x+ z)f4(x+ 2z) + o(1),
and the error term is independent of the choice of f0, f1, f2, f3, f4. Moreover, for any A ⊆ Fp,
we have
|{(x, x+Q(y), x+ 2Q(y), x+R(y), x+ 2R(y)) ∈ A5 : x, y ∈ Fp}|
=
1
p
{(x, x+ y, x+ 2y, x+ z, x+ 2z) ∈ A5 : x, y, z ∈ Fp}|+ o(p2)
uniformly in the choice of A.
Corollaries 9.3 and 9.4 together imply Theorem 1.1.
Proof of Theorem 9.1. We adopt the notation from [GT10a] to set
Ψ[i] = Span{~Ψk(y1, ..., yr) : 1 6 k 6 i, y1, ..., yr ∈ Z}
to be the analogue of Pi,j for the progression ~Ψ for 1 6 j 6 i. We also let GΨ denote the
Leibman group for ~Ψ.
By assumption, the squares P1(x)
2, ..., Pt(x)
2 are linearly independent, implying that
P2,1 = Rt. From (29), it follows that P1,1 = Ψ[1] and Pi,1 ⊆ Ψ[i] for i > 1. Together
with the fact that P2,1 = Rt, this implies that Ψ[2] = P2,1, and so the groups GP = GΨ are in
fact the same for any group G.
Given ǫ > 0, we take δ > 0 and p0 ∈ N that works as in Theorem 8.1 for both ~P and ~Φ,
and we let F : R+ → R+ be a growth function to be fixed later. We moreover assume from
now on that p > p0. By Lemma 2.13, there exist M = Oǫ,t,F (1), a filtered nilmanifold G/Γ
of degree 1 and complexity M , and a p-periodic, F(M)-irrational sequence g ∈ poly(Z, G•)
with g(0) = 1 such that there exist decompositions
fi = fi,nil + fi,sml + fi,unf
of functions f1, ..., ft : Fp → C satisfying the conditions of Lemma 2.13. By taking F growing
fast enough with respect to δ, we can assume that ||fi,unf ||U2 6 1F(M) 6 δ/4 for each i.
By applying the aforementioned decomposition to f1, ..., ft, each of the operators ΛP (f1, ..., ft)
and ΛΨ(f1, ..., ft) splits into 3
t terms. The expressions involving at least one fi,sml can be
TRUE COMPLEXITY OF POLYNOMIAL PROGRESSIONS IN FINITE FIELDS 35
bounded crudely by O(ǫ). Using Theorem 8.1, the expressions involving at least one fi,unf
can be bounded by O(ǫ) as well. We thus have
ΛP (f1, ..., ft) = ΛP (f1,nil, ..., ft,nil) +O(ǫ),
and similarly for ΛΨ(f1, ..., ft). Since both ~P and ~Ψ equidistribute, we have
ΛP (f1,nil, ..., ft,nil) =
∫
GP /ΓP
F + oF(M)→∞,M,ǫ(1),
where F ((u1, ..., ut)Γ
P ) = F1(u1Γ)...Ft(utΓ). Likewise, we have
ΛP (f1,nil, ..., ft,nil) =
∫
GΨ/ΓΨ
F + oF(M)→∞,M,ǫ(1).
Using the fact that GP = GΨ and combining all the estimates so far, we obtain that
ΛP (f1, ..., ft) = ΛΨ(f1, ..., ft) +O(ǫ) + oF(M)→∞,M,ǫ(1).
The theorem follows by letting F grow sufficiently fast with respect to ǫ, and by taking ǫ→ 0
as p→∞. 
Note that the only two facts that we use in the proof of Theorem 9.1 is that the progressions
~P and ~Ψ are controlled by some Gowers norm (so that we can apply regularity lemma) and
that the Leibman groups GP and GΨ are the same. It is the latter fact that follows from the
algebraic independence of degree 2 of ~P . We do not strictly require the information that ~P
and ~Ψ are controlled by the U2 norm.
10. A progression not satisfying filtration condition
While many naturally defined polynomial progressions satisfy filtration condition, one can
also find a configuration for which the condition fails. We present one such example in this
section. Let
~P (x, y) = (x, x+ y + y2 + y3, x+ y2 + 2y3, x+ y2 + 3y3, x+ y2 + 4y3)
= (1, 1, 1, 1, 1)x + (0, 3, 3, 4, 5)y + (0, 8, 14, 20, 26)
(
y
2
)
+ (0, 6, 12, 18, 24)
(
y
3
)
.
It is straightforward to deduce that
P1,j =


Span{(1, 1, 1, 1, 1), (0, 1, 0, 0, 0), (0, 1, 1, 1, 1), (0, 1, 2, 3, 4)}, j = 1
Span{(0, 1, 1, 1, 1), (0, 1, 2, 3, 4)}, j = 2
Span{(0, 1, 2, 3, 4)}, j = 3
0, j > 4.
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We claim that P1,1 · P1,3 /∈ P2,4. To obtain P2,4, we write
(~P (x, y)
2
)
= (1, 1, 1, 1, 1)
(
x
2
)
+ (0, 3, 3, 6, 10)y + (0, 3, 3, 4, 5)xy
+ (0, 85, 184, 366, 610)
(
y
2
)
+ (0, 8, 14, 20, 26)x
(
y
2
)
+ (0, 477, 1392, 2889, 4926)
(
y
3
)
+ (0, 6, 12, 18, 24)x
(
y
3
)
+ (0, 1056, 3612, 7752, 13452)
(
y
4
)
+ (0, 1020, 3840, 8460, 14880)
(
y
5
)
+ (0, 360, 1440, 3240, 5760)
(
y
6
)
.
From the fact that
(0, 360, 1440, 3240, 5760) = 360 · (0, 1, 4, 9, 16)
(0, 1020, 3840, 8460, 14880) = 900 · (0, 1, 4, 9, 16) + 120 · (0, 1, 2, 3, 4)
(0, 1056, 3612, 7752, 13452) = 780 · (0, 1, 4, 9, 16) + 120 · (0, 1, 2, 3, 4) + 12 · (0, 3, 1, 1, 1)
(0, 6, 12, 18, 24) = 6 · (0, 1, 2, 3, 4),
we deduce that
P2,4 = Span{(0, 1, 4, 9, 16), (0, 1, 2, 3, 4), (0, 3, 1, 1, 1)}.
From the description of P1,j above, we have that ~v = (0, 1, 0, 0, 0) ∈ P1,1 and ~w = (0, 1, 2, 3, 4) ∈
P1,3, however the product ~v · ~w = (0, 1, 0, 0, 0) is not contained in P2,4. Therefore the progres-
sion ~P does not satisfy the filtration condition.
11. Failure of equidistribution for x, x+ y, x+ 2y, x+ y2
Failure to satisfy filtration condition is one reason why it may be hard to work with
Leibman group for more general polynomial progressions. Perhaps more interestingly, we
can find progressions that satisfy filtration condition, yet they do not equidistribute on the
Leibman nilmanifold. In particular, these arguments break for the configuration
~P (x, y) = (x, x+ y, x+ 2y, x+ y2) = (x, x+ y, x+ 2y, x+ y +
(
y
2
)
).
For this progression, we have
P1,j =


Span{(1, 1, 1, 1), (0, 1, 2, 1), (0, 0, 0, 1)}, j = 1
0× 0× 0× R, j = 2
0, j > 3,
and we can moreover prove the following.
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Lemma 11.1. For i > 2, we have
Pi,j =


R4, 1 6 j 6 i
0× 0× 0× R, i+ 1 6 j 6 2i
0, j > 2i,
Proof. The case j > 2i follows from the fact that deg(
(~P (x,y)
i
)
) = 2i. For i + 1 6 j 6 2i, we
note that
(x
i
)
,
(x+y
i
)
and
(x+2y
i
)
all have degree i, and so Pi,j ⊆ 0 × 0 × 0 × R. That this is
equality follows from the fact that the coefficient of
(
y
2
)
is a nonzero multiple of the vector
(0, 0, 0, 1). The case 1 6 j 6 i follows from the fact that
(~P (x, y)
2
)
= (1, 1, 1, 1)
(
x
2
)
+ (0, 1, 2, 1)xy + (0, 1, 4, 6)
(
y
2
)
+ (0, 0, 0, 1)y(30)
+ (0, 0, 0, 2)x
(
y
2
)
+ (0, 0, 0, 18)
(
y
3
)
+ (0, 0, 0, 12)
(
y
4
)
and Pi,j ⊇ P2,j for i > 2 by Lemma 3.1. 
Corollary 11.2. The polynomial map ~P satisfies the filtration condition.
To prove that progressions in Sections 4, 5 and 6 equidistribute, we showed that if a
polynomial sequence g is highly irrational on a nilmanifold G/Γ, then gP is close to being
equidistributed on the nilmanifold GP /ΓP . More precisely, we proved the contrapositive: if
there exists a nontrivial horizontal character on GP /ΓP of small modulus that annihilates
gP , then for some j > 1 there must exist a j-th level character on G/Γ of small modulus
that annihilates the j-th Taylor coefficient gj of g. It turns out this is not the case for
x, x + y, x + 2y, x + y2: we can find a highly irrational sequence g on a nilmanifold G/Γ
such that gP is annihilated by a horizontal character of a small modulus.
That our arguments from previous sections would not work here is already clear from
Lemma 11.1. If ~P equidistributed, then the fact that P2,1 is all of R4 would imply that the
sequence (x, y) 7→ gP (x, y)G42 would be close to being equidistributed on the 1-step nilmanifold
G/G2Γ for any highly irrational p-periodic sequence g, and so we would expect ~P to be of
complexity 1. We know by Theorem 1.13 that this cannot possibly happen because of the
quadratic relation (9). In the ergodic theoretic language, this instantiates the fact that the
Vandermonde complexity and the Weyl complexity of the progression are different 1.
Lemma 11.3. There exists a degree-2 filtered nilmanifold G/Γ of complexity O(1), a p
1
2 -
irrational sequence g ∈ poly(Z, G•), and a horizontal character η : GP → R of modulus O(1)
such that η ◦ gP = 0.
Proof. We take G = R× R and Γ = Z× Z with the degree-2 filtration given by
G0 = G1 = R× R, G2 = 0× R, G3 = 0× 0.
1Vandermonde complexity of ~P ∈ Q[x]t is the smallest i such that Pi,1 = R
t; Weyl complexity is the smallest
i such that ~P is algebraically independent of degree i. In our case, the Vandermonde complexity is 2 but Weyl
complexity is 3. Both of these concepts have been defined and discussed in [BLL07].
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Let α = ⌊√p⌋/p. We define a sequence g ∈ poly(Z, G•) by setting g1 = (α, 0), g2 = (0, α), so
that g(n) = (αn,α
(n
2
)
). It is straightforward to see that g is indeed p
1
2 -irrational.
Having established irrationality of g, we shall construct a horizontal character on GP of
bounded modulus that annihilates gP . Let (x, y, u, z) denote an arbitrary element of G4,
where x = (x1, x2) and similarly for y, u, z. We define η : G
4 → R by setting
η(x, y, u, z) = (x1 − y1 + u1 − z1) + (x2 − 2y2 + u2).
The function η defines a horizontal character on G4, and by abuse of notation we use η
to denote its restriction to GP . It is clear that |η| ≪ 1. We claim that η annihilates gP .
Expanding η ◦ gP , we obtain
η ◦ gP (x, y) = η(g(1,1,1,1)1 )x+ (η(g(0,1,2,1)1 ) + η(g(0,0,0,1)2 ))y + η(g(1,1,1,1)2 )
(
x
2
)
+ η(g
(0,1,2,1)
2 )xy + (η(g
(0,0,0,2)
1 ) + η(g
(0,1,4,6)
2 ))
(
y
2
)
+ η(g
(0,0,0,2)
2 )x
(
y
2
)
+ η(g
(0,0,0,18)
2 )
(
y
3
)
+ η(g
(0,0,0,12)
2 )
(
y
4
)
.
Because of the way we defined η, we see that it annihilates g
(1,1,1,1)
1 because
η(g
(1,1,1,1)
1 ) = α− α+ α− α = 0.
Other terms of the polynomial η ◦ gP are annihilated for similar reasons, with one interesting
exception: the coefficient of
(y
2
)
. The function η annihilates neither g
(0,0,0,2)
1 nor g
(0,1,4,6)
2 , but
it does annihilate their product, and from this it follows that η ◦ gP = 0. This is the point
where the argument from Theorems 4.5, 5.3 and 6.3 breaks; we can no longer conclude that
nontriviality of η implies irrationality of a Taylor coefficient of g, which was a crucial step in
obtaining contradictions in Theorems 4.5, 5.3 and 6.3.
This example illustrates that irrationality of g is in general not sufficient to guarantee
equidistribution of gP on GP /ΓP . The main obstruction in our example is that the se-
quence g is irrational but not jointly irrational ; that is, there exist a 1-horizontal character
η1 and a 2-horizontal character η2 satisfying |η1|, |η2| ≪ 1 such that η1(g1) + η2(g2) ∈ Z but
η1(g1), η2(g2) /∈ Z. This type of obstruction does not appear if one works with linear forms
since each power of a linear form is a homogeneous polynomial of different degree. In the
case of general polynomial maps, however, one may get the same monomial coming from dif-
ferent powers of the same polynomial, like
(y
2
)
in Lemma 11.3. Therefore some sort of “joint
irrationality” is necessary.

12. True complexity of x, x+ y, ..., x+ (m− 1)y, x+ yd
The reasoning presented in Section 11 shows that the arguments used to tackle x, x +
y, x+y2, x+y+y2 or x, x+y, x+2y, x+y3, x+2y3 cannot be used for x, x+y, x+2y, x+y2.
However, we can circumvent the difficulties and determine true complexity for this and related
configurations via a different method. This method comes down to making the progression
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more homogeneous by replacing it with a longer progressions involving higher number of
variables using several applications of the Cauchy-Schwarz inequality.
In this section, we prove Conjecture 1.12 for
x, x+ y, ..., x+ (m− 1)y, x+ yd
whenever 2 6 d 6 m− 1, the case d > m being handled quantitatively in [Kuc19]. We start
by proving true complexity for the nonlinear term at index m.
Proposition 12.1. Let m,d ∈ N+ satisfy m > 3 and d > 2. Given ǫ > 0, there exists δ > 0
and p0 ∈ N s.t. for all p > p0, we have
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)fm(x+ yd)| ≪ ǫ
uniformly for all 1-bounded functions f0, ..., fm : Fp → C satisfying ||fm||
U⌈md ⌉ 6 δ.
We note that one cannot get a control by a lower-degree Gowers norm here; this follows
from ⌊
m− 1
d
⌋
=
⌈m
d
⌉
− 1
and the fact that the the space of polynomials in x and y of degree at most m− 1 is spanned
by polynomials in x, x+y, ..., x+(m−1)y of degree at most m−1, so in particular it contains
the
⌊
m−1
d
⌋
-th power of x+ yd.
Proof. We let all the constants depend on m and d without mentioning the dependence ex-
plicitly. We only prove the case 2 6 d 6 m − 1, as the case d > m has been handled in
[Kuc19].
By Proposition 2.2 of [Pel19], we have
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)fm(x+ yd)| 6 ||fm||cUs+1 +O(p−c)
for some c > 0 and s ∈ N independent of the choice of 1-bounded functions f0, ..., fm : Fp → C.
Let F : R+ → R+ be a growth function to be fixed later. By Lemma 2.13, there exist
M = Oǫ,F (1), a filtered manifold G/Γ of degree s and complexity at most M , and a p-
periodic, F(M)-irrational sequence g ∈ poly(Z, G•) with g(0) = 1, for which there exists a
decomposition
fm = fnil + fsml + funf
such that fnil(n) = F (g(n)Γ) for an M -Lipschitz function F : G/Γ → C, ||fsml||2 6 ǫ and
||funf ||Us+1 6 1F(M) . By picking F to be growing sufficiently fast, we can assume that
||funf ||Us+1 6 ǫ
1
c . Assuming that p is large enough with respect to ǫ, we thus have
Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)fm(x+ yd)(31)
= Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)F (g(x + yd)Γ) +O(ǫ).
By applying the triangle inequality and translating x 7→ x− y exactly m times to remove
f0, f1, ..., fm−1, we have
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)F (g(x + yd)Γ)|2
m
(32)
6 Ex,y,h1,...,hm∈Fp
∏
w∈{0,1}m
C|w|F (g(ǫw)Γ),
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where
ǫw(x, y, h1, ..., hm) = x+
(
y +
m∑
i=1
wihi
)d
−
m∑
i=1
(i− 1)wihi
for each w ∈ {0, 1}m. Given w ∈ {0, 1}m, we let ~ew denote the basis vector in R{0,1}m of the
form
~ew(w
′) =
{
1, w′ = w
0, w′ 6= w.
Let
~P (x, y, h1, ..., hm) = (ǫw(x, y, h1, ..., hm))w∈{0,1}3
and GP be the corresponding Leibman group. The next lemma gives the structure of the
polynomial spaces Pi,j .
Lemma 12.2. For each i ∈ N+ and 1 6 j 6 id, the space Pi,j is spanned by the vectors∑
w
(−1)|w|~ew,
∑
w:wk1=1
(−1)|w|~ew, ...,
∑
w:wk1=...=wkid=1
(−1)|w|~ew
for all k1, ..., kid ∈ {1, ...,m}. For j > id, we have Pi,j = 0.
Proof. The case j > id is easy to see from the fact that
(~P (x,y)
i
)
has degree id, and so we
proceed to the other case. The vector
∑
w(−1)|w|~ew is in Pi,id because its integer multiple is
the coefficient of
(
y
id
)
. To see that each vector of the form
∑
w:
wk1=...=wkn=1
(−1)|w|~ew is in Pi,id
for 1 6 n 6 id and k1, ..., kn ∈ {1, ...,m}, we observe that the coefficient of(
hk1
id+ 1− n
)
hk2 ...hkn
is a nonzero integer multiple of
∑
w:
wk1=...=wkn=1
(−1)|w|~ew and use Lemma 4.6. To show the
converse, we note that the coefficient of a monomial of
(~P (x,y)
i
)
is an integer multiple of∑
w:wk1=...=wkn=1
(−1)|w|~ew for 0 6 n 6 id if and only if the monomial contains the variables
hk1 , ..., hkl but does not contain hk for k ∈ {1, ...,m} \ {k1, ..., kn}. 
Corollary 12.3. The progression ~P satisfies the filtration condition.
Proof. This follows from Lemma 12.2 and the observation that∑
w:wk1=...=wkn1
=1
(−1)|w|~ew ·
∑
w:wk′
1
=...=wk′n2
=1
(−1)|w|~ew =
∑
w:wk1=...=wkn1
=wk′1
=...=wk′n2
=1
(−1)|w|~ew
for any k1, ..., kn1 , k
′
1, ..., k
′
n2 ∈ {1, ...,m}. 
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Corollary 12.4. If i > md , then Pi,1 = ... = Pi,id = R{0,1}
m
.
Proof. We first observe that the set
Xi =


∑
w:wk1=...=wkn=1
(−1)|w|~ew : {k1, ..., kn} ⊆ {1, ...,m}, n 6 id

 ,(33)
spans Pi,1 = ... = Pi,id and consists of linearly independent vectors as long as id 6 m. If
id > m, then X has 2m elements, implying that Pi,1 = ... = Pi,id = R{0,1}m , as required. 
This leads to the following important corollary which we shall need to prove the that the
sequence gP is close to being equidistributed on GP .
Corollary 12.5. Let i =
⌈
m
d
⌉
. Then G
{0,1}m
i ⊆ GP .
Theorem 12.6. The sequence gP ∈ poly(Zm+2, GP• ) is OM (F(M)−cM )-equidistributed.
Proof. Suppose that gP ∈ poly(Zm+2, GP• ) is not OM (F(M)−cM )-equidistributed. By The-
orem 2.9, there exists a nontrivial horizontal character η : GP → R of complexity at most
cF(M) for some c > 0 to be chosen later, such that η ◦ gP ∈ Z. Let j be the largest natural
number such that η|GPj 6= 0. By assumption, η annihilates G
P
j+1.
When j is not divisible by d, we have Pi,j = Pi,j+1 for all i > 1, implying that any j-th
level character is trivial. We can therefore assume without loss of generality that d divides j.
Moreover, the only i such that Pi,j 6= Pi,j+1 is i = jd , in which case we have Pi,j+1 = 0. We
therefore fix i = jd . Given ~v ∈ Xi, where Xi is defined as in (33), we let
ξ~v(h) = η(h
~v)
for h ∈ Gi. The map ξ~v defines an i-th level character on G by a straightforward generalization
of Corollary 3.9. By Lemma 12.2, the nontriviality of η implies that ξ~v is nontrivial for at
least one ~v ∈ Xi. The bound on the modulus of η and the fact that the vectors ~vk have entries
of size O(1) imply that |ξ~v| 6 A, provided that the constant c is appropriately chosen.
We claim that ξ~v(gi) ∈ Z for each ~v ∈ Xi. This follows from inspecting the coefficients
of
(
y
id
)
and
( hk1
id+1−n
)
hk2 ...hkn for all k1, ..., kn ∈ {1, ...,m}. They are integer multiples of the
vectors
∑
w
(−1)|w|~ew and
∑
w:wk1=...=wkn=1
(−1)|w|~ew respectively, and so the claim follows by
Lemma 4.6. Together with the argument from the previous paragraph, this contradicts the
F(M)-irrationality of g, implying that gP is OM (F(M)−cM )-equidistributed.

Combining (32) with Theorem 12.6, we see that
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)F (g(x + yd)Γ)|2
m
(34)
6
∫
GP /ΓP
∏
w∈{0,1}m
C|w|F (xwΓ)dxw + oF(M)→∞,M,ǫ(1).
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The rest of the proof follows the logic of the proofs of Theorem 8.1 and Theorem 7.1 from
[GT10a]. We let
F
6⌈md ⌉−1(xΓ) =
∫
G⌈md ⌉/Γ⌈md ⌉
F (xyΓ)d(yΓ) =
∫
xG⌈md ⌉/Γ⌈md ⌉
F (yΓ)d(yΓ)
to be the average of F over the coset of G⌈md ⌉/Γ⌈md ⌉ containing xΓ. Using the fact that
G
{0,1}m
⌈md ⌉ ⊆ G
P and the crude bound
∣∣∣∣∣∣
∏
w∈{0,1}m
C|w|F
6⌈md ⌉−1(xwΓ)
∣∣∣∣∣∣ 6
∣∣∣F6⌈md ⌉−1(xwΓ)
∣∣∣ ,
we obtain∣∣∣∣∣∣
∫
GP /ΓP
∏
w∈{0,1}m
C|w|F (xwΓ)
∣∣∣∣∣∣ 6
∫
G/Γ
∣∣∣F6⌈md ⌉−1
∣∣∣ 6
(∫
G/Γ
∣∣∣F6⌈md ⌉−1
∣∣∣2
) 1
2
.
By the F(M)-irrationality of g, we have∫
G/Γ
FF
6⌈md ⌉−1 = En∈Fp
(
FF
6⌈md ⌉−1
)
(g(n)Γ) + oF(M)→∞,M,ǫ(1).(35)
We let ψ(n) = F
6⌈md ⌉−1(g(n)Γ). By the G⌈md ⌉-invariance of F6⌈md ⌉−1, this is a nilsequence
of degree 6
⌈
m
d
⌉− 1 and complexity M . By (28), we have
F (g(n)Γ) = fm(n)− fsml(n)− funf(n).
We then split the average on the right-hand side of (35) into three terms. By Cauchy-Schwarz
inequality, we have
|En∈Fpfsml(n)ψ(n)| ≪ ǫ.
To evaluate the contribution coming from fm, we use ||fm||
U⌈md ⌉ 6 δ and the converse to the
inverse theorem for Gowers norms (Proposition 1.4 of Appendix G of [GTZ11]) to conclude
that
|En∈Fpfm(n)ψ(n)| = oδ→0,M,ǫ(1).
Similarly, we use ||funf ||Us+1 6 1F(M) and monotonicity of Gowers norms to conclude that
|En∈Fpfunf (n)ψ(n)| = oF(M)→∞,M,ǫ(1).
Combining all these estimates, we have
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)F (g(x + yd)Γ)|
= O(ǫ) + oF(M)→∞,M,ǫ(1) + oδ→0,M,ǫ(1).
By choosing F growing sufficiently fast and δ sufficiently small depending on ǫ, we obtain
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)F (g(x + yd)Γ)| ≪ ǫ,
which proves Proposition 12.1. 
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The control by a low-degree Gowers norm of the nonlinear term x + yd is useful in that
when combined with the regularity lemma (Lemma 2.13), it allows us to replace the function
fm by a low-degree nilsequence ψ. Lemma 12.7 shows how we can deal with ψ if it has
sufficiently low degree.
Lemma 12.7 (Twisted generalized von Neumann’s lemma). Let 2 6 m 6 M . There exists
cM > 0 such that for any δ1, δ2 > 0 and any 1-bounded functions f0, ..., fm−1 : Fp → C
satisfying
min
06i6m−1
||fi||Um−1 6 δ1 and min
06i6m−1
||fi||Um 6 δ2,
the following holds:
(i) if ψ(x, y) = F (g(x, y)Γ) is a p-periodic nilsequence of complexity M and degree m−2,
then
Ex,y∈Fpf0(x)...fm−1(x+ (m− 1)y)ψ(x, y) ≪M δcM1 ;
(ii) if ψ(x, y) = F (g(x, y)Γ) is a p-periodic nilsequence of complexity M and degree m−1,
then
Ex,y∈Fpf0(x)...fm−1(x+ (m− 1)y)ψ(x, y) ≪M δcM2 .
Proof. Lemma 12.7 is a variation of Lemma 4.2 of [GT10a], and our proof follows very closely
the proof of Lemma 4.2 of [GT10a]. We proceed by induction on m. For m = 2, the statement
(i) is trivial since ψ, being a 0-step nilsequence, is just a constant.
To prove (ii) for m = 2, we let δ > 0 be a parameter to be fixed later. Since ψ is of the
form ψ(x, y) = F (αx+ βy) for some 1-bounded, M -Lipschitz function F : RM/ZM → C and
α, β ∈
(
1
pZ/Z
)M
, we can convolve F with Feje´r kernel to find a 1-bounded trigonometric
polynomial F1 : R
M/ZM → C of degree OM (δ−CM ) satisfying ||F −F1||∞ 6 δ. Details of how
this can be done may be found in the proof of Proposition 3.1 of [GT12], for instance. It then
follows from the pigeonhole principle that
|Ex,y∈Fpf0(x)f1(x+ y)ψ(x, y)| ≪M δ−CM |Ex,y∈Fpf0(x)f1(x+ y)ep(ax+ by)|+ δ
for some a, b ∈ Z. Incorporating ep(ax) into f0 and applying Cauchy-Schwarz inequality twice
to remove f0(x) and ep(by) respectively allows us to bound
Ex,y∈Fpf0(x)f1(x+ y)ep(ax+ by)
from above by ||f1||U2 , and similar maneuvers also give a bound by ||f0||U2 ; thus
|Ex,y∈Fpf0(x)f1(x+ y)ψ(x, y)| ≪M δ−CM δ2 + δ.
Letting δ = δcM2 for a sufficiently small 0 < cM < 1, we obtain the claim.
We now assume m > 2, and we let ψ(x, y) = F (g(x, y)Γ) be a nilsequence of complexity
M and degree s ∈ {m− 2,m− 1}. Let δ > 0. Using the vertical decomposition of F (Section
3 of [GT12]), we can find a 1-bounded function F1 : G/Γ → C that is a linear combination
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of OM (δ
−CM ) functions with vertical characters, i.e. functions f : G/Γ → C for which there
exists a continuous homomorphism ξ : Gs/Γs → R/Z satisfying f(gsu) = e(ξ(gs))f(u) for any
gs ∈ Gs. Using pigeonhole principle, we can thus find a 1-bounded, M -Lipschitz function
F2 : G/Γ→ C with a vertical character ξ : Gs/Γs → C satisfying
|Ex,y∈Fpf0(x)...fm−1(x+ (m− 1)y)ψ2(x, y)|
≪M δ−CM |Ex,y∈Fpf0(x)...fm−1(x+ (m− 1)y)ψ2(x, y)| + δ,
where ψ2(x, y) = F2(g(x, y)Γ).
By the Cauchy-Schwarz inequality and change of variables, we have
|Ex,y∈Fpf0(x)...fm−1(x+ (m− 1)y)ψ(x, y)|
6 |Ex,y,h∈Fp∆hf1(x+ y)...∆(m−1)hfm−1(x+ (m− 1)y)ψ2(x, y + h)psi2(x, y)|,
where we recall that ∆hf(x) := f(x+h)f(x). A straightforward adaptation of the arguments
from Section 7 of [GT12] shows that the function ψ˜h(x, y) = ψ2(x, y + h)ψ2(x, y) is a nilse-
quence of complexity OM (1) and degree s − 1. Picking δ = δcM2 for an appropriate value of
0 < cM < 1 and applying inductive hypothesis, we obtain
|Ex,y∈Fpf0(x)...fm−1(x+ (m− 1)y)ψ(x, y)| ≪M min
16i6m−1
Eh∈Fp ||∆ihfi||cMUs−1 .
An application of the Ho¨lder inequality and the recursive definition of Gowers norms give
|Ex,y∈Fpf0(x)...fm−1(x+ (m− 1)y)ψ(x, y)| ≪M min
16i6m−1
||fi||c
′
M
Us .
for some 0 < c′M < 1. A slight modification of the argument gives the same bound in terms
of ||f0||Us , completing the proof of the lemma.

Knowing thanks to Lemma 12.7 how to proceed in the special case of fm being a nilse-
quence, we now prove the general case. Proposition 12.1 and Proposition 12.8 below together
prove Theorem 1.7.
Proposition 12.8. Let m,d ∈ N+ satisfy 2 6 d 6 m−1. Given any ǫ > 0, there exists δ > 0
and p0 ∈ N s.t. for all p > p0, we have
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)fm(x+ yd)| ≪ ǫ
uniformly for all 1-bounded functions f0, ..., fm : Fp → C such that ||fi||Us 6 δ for some
i ∈ {0, ...,m − 1}, where
s =
{
m, d | m− 1
m− 1, d ∤ m− 1
Proof. We fix ǫ > 0, and we let δ > 0, p0 ∈ N+ and a growth function F : R+ → R+ be chosen
later. Suppose that min
06i6m−1
||fi||Us 6 δ. By Lemma 2.13, there exist M = Oǫ,F (1), a filtered
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manifold G/Γ of degree s0 =
⌈
m
d
⌉− 1 and complexity at most M , and a p-periodic sequence
g ∈ poly(Z, G•) with g(0) = 1, for which there exists a decomposition
fm = fnil + fsml + funf
such that fnil(n) = F (g(n)Γ) for an M -Lipschitz function F : G/Γ → C, ||fsml||2 6 ǫ and
||funf ||Us0+1 6 1F(M) . Using the bound on fsml, we crudely evaluate its contribution by
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)fsml(x+ yd)| 6 ǫ.(36)
To bound the contribution of funf , we choose δ
′ > 0 and p0 that work for ǫ as in Proposition
12.1. We then pick F to be growing sufficiently fast so that ||funf ||Us0+1 6 δ′. Assuming that
p > p0 and applying Proposition 12.1, we have
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)funf (x+ yd)| ≪ ǫ.(37)
Finally, we observe that fnil(x+y
d) is a p-periodic nilsequence of complexityM and degree
d
⌊
m−1
d
⌋
6 s− 1. Using Lemma 12.7, we choose δ > 0 in such a way as to guarantee that
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)fnil(x+ yd)| 6 ǫ.(38)
The Proposition follows from combining (36), (37) and (38). 
In the case of x, x+ y, x+ 2y, x+ y2, Proposition 12.8 gives us control of the first three
terms by the U3 norm. It turns out, however, that for this specific example we can get control
by the u3 norm instead.
Proposition 12.9. Given any ǫ > 0, there exists δ > 0 and p0 ∈ N s.t. for all p > p0, we
have
|Ex,y∈Fpf0(x)f1(x+ y)f2(x+ 2y)f3(x+ y2)| ≪ ǫ
uniformly for all 1-bounded functions f0, f1, f2, f3 : Fp → C satisfying ||fi||u3 6 δ for some
i ∈ {0, 1, 2}.
Propositions 12.1 and 12.9 together prove Theorem 1.6.
Proof. Fix ǫ > 0, and let ǫ′ > 0 be chosen later. Given ǫ′ > 0, we choose δ′ > 0 and p0 given
by Proposition 12.1. Suppose that for at least one of f0, f1, f2, we have ||fi||u3 6 δ for δ > 0
to be chosen later. Without loss of generality, suppose this holds for f0.
We apply the following decomposition based on the Hahn-Banach theorem, a variant of
which was used in [GW10, GW11a, GW11b, GW11c, Gow10, Pel19, PP19, Kuc19].
Lemma 12.10 (Hahn-Banach decomposition). Let f : Fp → C and || · || be a norm on the
space of C-valued functions from Fp. Suppose ||f ||L2 6 1 and η > 0. Then there exists a
decomposition
f = fa + fb + fc
with ||fa||∗ 6 δ′−2ǫ′− 12 , ||fb||1 6 ǫ′
1
4 , ||fc||∞ 6 ǫ′− 12 , ||fc|| 6 δ′ǫ′ 12 provided 0 < δ′, ǫ′ < 110 .
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We use Lemma 12.10 to split f3 with respect to the U
2 norm. The contribution of the
term fb to the counting operator is given by
|Ex,y∈Fpf0(x)f1(x+ y)f2(x+ 2y)fb(x+ y2)| 6 ||fb||L1 6 ǫ′
1
4 .
Using Proposition 12.1, the contribution of fc is
|Ex,y∈Fpf0(x)f1(x+ y)f2(x+ 2y)fc(x+ y2)|
= max(||fc||∞, 1) ·
∣∣∣∣Ex,y∈Fpf0(x)f1(x+ y)f2(x+ 2y) fc(x+ y2)max(||fc||∞, 1)
∣∣∣∣
≪ ǫ′− 12 ǫ′ = ǫ′ 12 .
Finally, the contribution coming from fa can be evaluated using U
2 inverse theorem as
|Ex,y∈Fpf0(x)f1(x+ y)f2(x+ 2y)fa(x+ y2)|
6 ||fa||∗U2 maxα∈Fp |Ex,y∈Fpf0(x)f1(x+ y)f2(x+ 2y)ep(α(x+ y
2))| 12 .
Since there exist quadratic polynomials Q0, Q1, Q2 satisfying
x+ y2 = Q0(x) +Q1(x+ y) +Q2(x+ 2y),
we can bound
|Ex,y∈Fpf0(x)f1(x+ y)f2(x+ 2y)ep(α(x+ y2))|
= |Ex,y∈Fpf0(x)ep(αQ0(x))f1(x+ y)ep(αQ1(x+ y))f2(x+ 2y)ep(αQ2(x+ 2y))|
6 ||f0ep(αQ0(·))||u2 6 ||f0||u3 .
Bringing all the bounds together, we have
|Ex,y∈Fpf0(x)f1(x+ y)f2(x+ 2y)fa(x+ y2)| 6 δ′−2ǫ′−
1
2 ||f0||Us + ǫ′
1
4 +O(ǫ′
1
2 ).
Upon setting ǫ′ = ǫ4 and δ = ǫ3δ′2, and using ||f0||Us 6 δ, we obtain
|Ex,y∈Fpf0(x)f1(x+ y)...fm−1(x+ (m− 1)y)fa(x+ y2)| ≪ ǫ,
as required.

Appendix A. Proof of Lemma 2.13
In this section, we give the proof of Lemma 2.13, which is the simultaneous and periodic
version of arithmetic regularity lemma.
Proof of Lemma 2.13. Fix ǫ > 0 and a growth function F : R+ → R+. We pick another
growth function F0 that grows sufficiently slowly with respect to F . By Theorem 3.4 of
[CS12], there exists 0 < M0 = Os,ǫ,F0(1) such that for each i there is a filtered nilmanifold
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Gi/Γi of complexity M0 and degree s, a p-periodic sequence gi ∈ poly(Z, (Gi)•), and an
M0-Lipschitz function F
′
i : Gi/Γi → C for which fi decomposes into
fi = fi,nil + fi,sml + fi,unf
where the properties (ii), (iii), (iv) in Lemma 2.13 hold with M0 in place of M and F0 in
place of F , and moreover fi,nil(n) = F ′i (gi(n)Γi). By redefining F ′i and increasing its Lipschitz
norm by a factor OM0(1) if necessary, we can also assume that g
′
i(0) = 1 for all 1 6 i 6 t.
We let
G = G1 × ...×Gt, Γ = Γ1 × ...× Γt, and g(n) = (g1(n), ..., gt(n)),
and we define Fi(x1Γ1, ..., xtΓt) := F
′
i (xiΓi). With this definition, we can realize each fi,nil
as a p-periodic nilsequence fi,nil(n) = Fi(g(n)Γ) of degree s and complexity M0t on the same
nilmanifold G/Γ using the same p-periodic sequence g for all 1 6 i 6 t.
The next step is to obtain irrationality on the nilsequences f1,nil, ..., ft,nil. In doing
so, we apply the proof of Theorem 5.1 of [CS12], which we rerun here for completeness.
Given a growth function F1 to be chosen later, we use Proposition 5.2 of [CS12] to obtain
M1 ∈ [M0, OM0,t,F1(1)] and a p-periodic polynomial g′ ∈ poly(Z, G′•) on some nilmanifold
G′/Γ′ of complexity OM1(1) satisfying g
′(n)Γ = g(n)Γ. By abuse of notation, we let Fi denote
now its restriction to G′/Γ′ for each 1 6 i 6 t. It is OM1(1)-Lipschitz on G
′/Γ′. Therefore
the nilsequence fi,nil has complexity M 6 F2(M1) for some function F2. Letting F1(x) =
F(F2(x)) thus guarantees that g′ is F(M)-irrational. To guarantee ||fi,nil||Us 6 1F(M) , we
pick F0 so that F0(M0) > F(M) usingM = OM1(1) = OM0,t,F (1). Combining all the bounds,
we have M = Os,t,ǫ,F(1), as desired.
In their statement of Theorem 3.4 of [CS12], the authors only considered functions from
Fp to [0, 1]. However, the statement works for arbitrary 1-bounded functions from Fp to C
by splitting them into the real and imaginary part, and the positive and negative part. This
way, we split a 1-bounded function from Fp to C into four 1-bounded functions from Fp to
[0, 1], implying the 4-boundedness of fi,nil, fi,sml and fi,unf .

Appendix B. Baker-Campbell-Hausdorff formula
This section describes some useful consequences of Baker-Campbell-Hausdorff formula and
contains the same material as Appendix C in [GT10a], which we restate here for completeness.
Let G be a s-step nilpotent, connected, simply-connected Lie group with Lie algebra g
and the exponential map exp : g→ G. For any X1,X2 ∈ g, we have
exp(X1) exp(X2) = exp(X1 +X2 +
1
2
[X1,X2] +
∑
α
cαXα),
where cα =
c1,α
c2,α
∈ Q for integers c1,α, c2,α ≪s 1, and Xα is a Lie bracket of k1 = k1,α copies of
X1 and k2 = k2,α copies of X2 for some k1, k2 > 1 and k1 + k2 > 3.
In particular, for any g1, g2 ∈ G and x ∈ R, we have
(g1g2)
x = gx1g
x
2
∏
α
gQα(x)α ,(39)
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where gα is an iterated commutator of k1 = k1,α copies of g1 and k2 = k2,α copies of g2 for
k1, k2 > 1, and Qα : R → R is a polynomial of degree at most k1 + k2 satisfying Qα(0) = 0.
Moreover, for any g1, g2 ∈ G and x1, x2 ∈ R, we have
[gx11 , g
x2
2 ] = [g1, g2]
x1x2
∏
α
gQα(x,y)α ,(40)
where gα is an iterated commutator of k1 = k1,α copies of g1 and k2 = k2,α copies of g2 for
k1, k2 > 1, k1 + k2 > 3 whereas Qα : R × R → R is a polynomial of degree at most k1 in x1
and k2 in x2, which moreover satisfies Qα(x1, 0) = Qα(0, x2) = 0.
Appendix C. Scaling a polynomial sequence
The following lemma is a stronger version of Lemma 5.3 in [CS12], which itself specializes
Lemma A.8 of [GT10a].
Lemma C.1. Let G/Γ be a filtered nilmanifold of degree s and g ∈ poly(Z, G•) be given by
g(n) =
s∏
i=0
g
(ni)
i . Define h(n) = g(pn) =
s∏
i=0
h
(ni)
i . Then
hi = g
pi
i mod Gi+1
for any i ∈ N+.
Proof. We fix i ∈ N+. Since we only care about the value of hi mod Gi+1, we can quotient
out G by Gi+1, so that
g(n) =
i∏
k=0
g
(nk)
k mod Gi+1.
By observing that
(pn
k
)
= pk
(n
k
)
+
k−1∑
l=1
ak,l
(n
l
)
for some ak,l ∈ Z, we rewrite
h(n) =
i∏
k=0
g
pk(nk)+
k−1∑
l=1
ak,l(nl)
k mod Gi+1.
After rearranging the terms of g(n) using (39) and (40), we obtain
h(n) =
(
i−1∏
k=0
h
(nk)
k
)(
gp
i
i
∏
α
gα
)(ni)
mod Gi+1.
for some hk ∈ Gk and some commutators gα.
The important observation here is that each commutator gα is obtained iteratively from
(39) or (40) applied to elements g˜
(nl1)
i1
, g˜
(nl2)
i2
belonging to Gi1 and Gi2 respectively, where
1 6 l1 6 i1 and 1 6 l2 6 i2. However, we do not have l1 = i1 and l2 = i2 simultaneously
because we never commute the elements g
pi1(ni1)
i1
and g
pi2(ni2)
i2
with each other. Without loss of
generality, assume then that l2 < i2. If gα therefore is a (k1+ k2)-fold commutator consisting
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of k1 copies of g˜i1 and k2 copies of g˜i2 , then gα ∈ Gi1k1+i2k2 while Qα is a polynomial of degree
at most
k1l1 + k2l2 6 k1i1 + k2(i2 − 1) 6 k1i1 + k2i2 − 1.
If g
Qα(n)
α thus contributes to the Taylor coefficient of
(n
i
)
in h, then k1l1 + k2l2 > i, implying
that k1i1 + k2i2 > i+ 1. Hence gα ∈ Gi+1, as claimed.

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