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Abstract
It is proved that every separable C-algebra of real rank zero contains an AF-sub-C-
algebra such that the inclusion mapping induces an isomorphism of the ideal lattices of the
two C-algebras and such that every projection in a matrix algebra over the large C-algebra is
equivalent to a projection in a matrix algebra over the AF-sub-C-algebra. This result is
proved at the level of monoids, using that the monoid of Murray–von Neumann equivalence
classes of projections in a C-algebra of real rank zero has the reﬁnement property. As an
application of our result, we show that given a unital C-algebra A of real rank zero and a
natural number n; then there is a unital -homomorphism Mn1"?"Mnr-A for some
natural numbers r; n1;y; nr with njXn for all j if and only if A has no representation of
dimension less than n:
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1. Introduction
Many properties of C-algebras, that can be traced back to properties of high-
dimensional spaces, have recently been found in simple C-algebras. These
properties include having arbitrary stable rank [26]; perforation of the ordered K0
group [25]; and existence of a ﬁnite projection that becomes inﬁnite if doubled [21].
Examples of simple nuclear C-algebras with these properties appear to be in
disagreement with the classiﬁcation conjecture by Elliott.
In contrast to the situation of (arbitrary) simple C-algebras, no such exotic
phenomenae have so far been found among C-algebras of real rank zero (ﬁrst
studied by Brown and Pedersen [7]). At this juncture we do not know if this lack of
examples is because no such examples exist or if it is because new constructions
are needed to create them. With this paper we wish to add to the knowledge of
C-algebras of real rank zero in the hope to shed some new light on their structure.
The AF-embedding theorem (explained in the abstract) extends a result by Lin
[19]. He shows that if A is a C-algebra of real rank zero and stable rank one and if
K0ðAÞ is a dimension group, then A contains an AF-sub-C-algebra B such that the
inclusion mapping induces an isomorphism K0ðBÞ-K0ðAÞ that maps the dimension
range of B onto that of A: (Such an inclusion will necessarily induce an isomorphism
between the ideal lattices of A and B:) In our result we do not require A to have
stable rank one, nor do we require K0 to be a dimension group.
The AF-embedding result shows in particular that the primitive ideal space of
an arbitrary separable C-algebra of real rank zero is homeomorphic to that of
the embedded AF-algebra. By a theorem of Kirchberg in which O2-absorbing
C-algebras are classiﬁed by their primitive ideal spaces one can conclude that the
tensor product of an arbitrary separable, nuclear stable C-algebra of real rank zero
by O2 is isomorphic to the tensor product of an AF-algebra by O2 (Corollary 4.8).
It also follows from an older theorem by Bratteli and Elliott that the primitive
ideal space of a separable real rank zero C-algebra is realized by an AF-algebra
(see Theorem 4.5).
In Section 5 we use the AF-embedding result to derive some divisibility properties
of real rank zero C-algebras (one of which is explained in the abstract). We say that
a C-algebra A is weakly divisible if for every projection p in A there is a unital
-homomorphism Mn1"?"Mnr-pAp whenever gcdfn1;y; nrg ¼ 1: It is shown
in Theorem 5.8 that a separable real rank zero algebra is weakly divisible if and only
if no representation of A has non-zero intersection with the compact operators.
The proof of the main result has two parts. In the ﬁrst part, treated in Section 3,
one solves the problem at the algebraic level of monoids. In more detail, one
associates to each C-algebra A a monoid VðAÞ; consisting of Murray–von
Neumann equivalence classes of projections in MNðAÞ (the union of all matrix
algebras over A). The monoid VðAÞ has the so-called reﬁnement property (see
Section 3) when A is of real rank zero. It is shown in Section 3 that if M is a monoid
with the reﬁnement property then there is a dimension monoid D and a surjective
monoid morphism a : D-M such that for all x; yAD; if aðxÞpmaðyÞ for some
natural number m; then xpny for some natural number n: (A morphism a with this
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property will induce an isomorphism of the ideal lattices of the two monoids D and
M; see below for the precise deﬁnitions.) This result also allows us to recover a
representation result of distributive lattices due to Goodearl and Wehrung [15].
The second part of the proof of the embedding result, treated in Section 4, is fairly
standard and consists of lifting a monoid morphism VðBÞ-VðAÞ; where B is an
AF-algebra and A is an arbitrary (stable) C-algebra to a-homomorphism. (Note
that we do not require A to have the cancellation property).
2. Isomorphism of ideal lattices
In this short section we will establish a basic result that motivates the purely
monoid theoretic work carried out in the sequel.
For any C-algebra A; we will in this paper use the notation LðAÞ to refer to the
lattice of two-sided closed ideals of A: Given a -homomorphism j :A-B between
C-algebras A and B; there is a natural way of relating the ideal lattice of A with that
of B: This is given by the set map j1 : LðBÞ-LðAÞ; deﬁned by taking pre-images of
ideals.
We shall be interested in the situation when the map j1 is an isomorphism, and
we refer to that by saying that j induces an isomorphism of ideal lattices. Note that
such a -homomorphism j will always be injective (as the zero ideal is contained in
its kernel).
For any C-algebra A; let us denote by ProjðAÞ the set of its projections. If p;
qAProjðAÞ; we denote as usual pBq to mean that they are Murray–von Neumann
equivalent, that is, p ¼ vv and q ¼ vv for a (partial isometry) v in A: Let MNðAÞ ¼
lim! MnðAÞ; under the mappings MnðAÞ-Mnþ1ðAÞ; x/ð
x
0
0
0
Þ: Denote by VðAÞ the
set of Murray–von Neumann equivalence classes ½p of projections p coming from
MNðAÞ: This is an abelian monoid that admits a natural preordering, namely xpy if
there is a z in VðAÞ such that x þ z ¼ y: If A is unital, then the Grothendieck group
of VðAÞ is K0ðAÞ: Any -homomorphism j :A-B induces a monoid morphism
VðjÞ : VðAÞ-VðBÞ by VðjÞð½pÞ ¼ ½jðpÞ:
Recall that a unital C-algebra A has real rank zero provided that every self-
adjoint element can be approximated arbitrarily well by self-adjoint, invertible
elements. If A is non-unital, then A is said to have real rank zero if its minimal
unitization eA has real rank zero (see [7]). Hereditary subalgebras of C-algebras of
real rank zero (in particular ideals) have also real rank zero by Brown and Pedersen
[7, Corollary 2.8], and hence they can be written as the closed linear span of their
projections. It follows from this that two closed ideals in a C-algebra of real rank
zero will be equal precisely when they have the same projections.
Now let M be an abelian monoid, equipped with its natural (algebraic) ordering.
We say that a submonoid I of M is an order-ideal (or o-ideal) if x þ yAI if and only if
x; yAI : (Equivalently, if xpy; and yAI ; then xAI). Denote the ideal lattice of a
monoid M by LðMÞ: If f : M-N is a monoid morphism, then we say that f induces
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an isomorphism of ideal lattices if the set map f 1 : LðNÞ-LðMÞ is an isomorphism.
In contrast to the C-algebra case, a morphism that induces an isomorphism
of ideal lattices need not be injective, due to the absence of kernels in the category
of abelian monoids. Let M be an abelian monoid, and let x; yAM: In order to
ease the notation in this and the next sections, we shall denote xpy to mean
that xpny for some n in N; or, equivalently, x belongs to the order-ideal in M
generated by y:
Lemma 2.1. Let M and N be abelian monoids and let a : M-N be a surjective monoid
morphism. Suppose that xpy for any x; y in M for which aðxÞpaðyÞ: Then a induces
an isomorphism of ideal lattices.
Proof. Assume that, for order-ideals I and J of N; we have a1ðIÞ ¼ a1ðJÞ: Let
xAI : Then there is y in M such that aðyÞ ¼ x; and so yAa1ðIÞ ¼ a1ðJÞ: This says
x ¼ aðyÞAJ: Thus JDI and by symmetry J ¼ I : This proves that a1 : LðNÞ-LðMÞ
is injective.
Next, if I is an order-ideal of M; let J ¼ fyAN j ypaðxÞ for some x in Ig; which
is an order-ideal in N: Clearly IDa1ðJÞ: If xAa1ðJÞ; then aðxÞAJ; so aðxÞpaðyÞ
for some y in I : Our assumption on a implies that xpy; hence xAI : &
Given a C-algebra A; there is a natural mapping LðAÞ-LðVðAÞÞ; given by the rule
I/VðIÞ: If A has real rank zero, then this mapping is a lattice isomorphism, as
proved by Zhang [30]. We shall use this fact in the following lemma.
Lemma 2.2. Let A and B be C-algebras with real rank zero, and let j : A-B be a -
homomorphism. Then j induces an isomorphism of ideal lattices if and only if VðjÞ
does.
Proof. First we note that, if I is an ideal of B; then
VðjÞ1ðVðIÞÞ ¼ Vðj1ðIÞÞ:
Indeed, let xAVðjÞ1ðVðIÞÞ: Write x ¼ ½p; where pAMnðAÞ; for some n: Then
VðjÞðxÞ ¼ ½jðpÞAVðIÞ; so that jðpÞAMnðIÞ: This means that pAj1ðMnðIÞÞ;
hence x ¼ ½pAVðj1ðIÞÞ: The converse inclusion is similar.
This says that the diagram
is commutative. Therefore the conclusion of the lemma follows at once. &
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Let us summarize our observations in the following:
Corollary 2.3. Let A and B be C-algebras with real rank zero, and let j :A-B be a -
homomorphism. Suppose that VðjÞ : VðAÞ-VðBÞ is onto and that xpy for any x; y
in VðAÞ for which VðjÞðxÞpVðjÞðyÞ: Then j is injective and induces an isomorphism
of ideal lattices.
3. Mapping dimension monoids onto reﬁnement monoids
In order to use Corollary 2.3 effectively, we need to gain insight into surjective
mappings between monoids that arise as equivalence classes of projections of
C-algebras with real rank zero. As indicated in the introduction, one of them
will actually come from an AF -algebra, and hence will be a dimension monoid
(see below).
An abelian monoid M is said to be conical provided x þ y ¼ 0 precisely when
x ¼ y ¼ 0: Note that if A is a C-algebra, then VðAÞ is a conical monoid. Therefore,
in this section, all monoids are assumed to be conical.
Given a natural number r; we shall refer to the monoid ðZþÞr as a simplicial
monoid (of rank r). Observe that such a monoid has a canonical basis, namely the
one obtained by setting ei ¼ ð0;y; 0; 1; 0;y; 0Þ (with 1 in the ith position), for
1pipr: These basis elements are precisely the minimal non-zero elements of ðZþÞr:
A monoid that can be written as an inductive limit of a sequence of (ﬁnitely
generated) simplicial monoids and monoid morphisms will be called a dimension
monoid. (The reason for this terminology is that dimension monoids are precisely the
positive cones of dimension groups.)
The structure of VðAÞ for a general C-algebra A with real rank zero can be more
intricate than just being a dimension monoid. Still, any such VðAÞ will enjoy the
following important property:
An abelian monoid M is termed a refinement monoid (see e.g. [27] or [10])
if whenever x1 þ x2 ¼ y1 þ y2 in M; then there exist elements zij in M such that
xi ¼ zi1 þ zi2 and yi ¼ z1i þ z2i; for i ¼ 1; 2: That VðAÞ is a reﬁnement monoid for
any C-algebra A of real rank zero is proved in [1, Lemma 2.3], based on work of
Zhang [30].
The next few lemmas are of a technical nature and will be used to assemble the
proof of the main monoid-theoretical result (Theorem 3.9). Applications to operator
algebras will be given in the next sections.
Let D be a simplicial monoid of rank r and canonical basis e1;y; er: If I is a ﬁnite
subset of f1;y; rg; we denote eI ¼
P
iAI ei: If I ¼ f1;y; rg; then we shall denote
eD ¼ eI ; and if I ¼ |; then eI ¼ 0:
In the next lemma we shall make a critical use of the reﬁnement property.
One key step in the proof is provided by a result of Wehrung [27]. Recall that if M
is an abelian monoid and x; yAM; we use the notation xpy to mean xpny for some
n in N:
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Lemma 3.1. Let D be a simplicial monoid of rank r: Let M be a refinement monoid and
a : D-M be a monoid morphism. Suppose that
aðe1Þpaðe2 þ?þ erÞ
in M: Then there exist a simplicial monoid D0 (with rankðD0ÞX2ðr  1Þ), monoid
morphisms b : D-D0 and a0 :D0-M such that aðDÞDa0ðD0Þ; the diagram
is commutative, and bðe1Þpbðe2 þ?þ erÞ ¼ eD0 in D0:
Proof. Our assumption means that aðe1Þpnaðe2 þ?þ erÞ for some n in N:
Since M is a reﬁnement monoid, we can use [27, Lemma 1.9] in order to ﬁnd
elements y0;y; yn in M such that
aðe1Þ ¼
Xn
j¼1
jyj; and aðe2 þ?þ erÞ ¼
Xn
j¼0
yj :
Another use of the reﬁnement property (applied to the second identity above) yields
elements xij in M; for 2pipr and 0pjpn such that
aðeiÞ ¼
Xn
j¼0
xij ; for i ¼ 2;y; r
and
yj ¼
Xr
i¼2
xij ; for j ¼ 0;y; n:
Next, let D0 be the simplicial monoid of rank ðn þ 1Þðr  1Þ; and denote its
canonical basis by ðeijÞ; where 2pipr and 0pjpn: Now we can deﬁne a0 : D0-M by
a0ðeijÞ ¼ xij : Deﬁne b : D-D0 by
bðe1Þ ¼
Xr
i¼2
Xn
j¼1
jeij ; and bðeiÞ ¼
Xn
j¼0
eij for 2pipr:
Then
a0ðbðe1ÞÞ ¼
Xr
i¼2
Xn
j¼1
jxij ¼
Xn
j¼1
jyj ¼ aðe1Þ
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and
a0ðbðeiÞÞ ¼
Xn
j¼0
xij ¼ aðeiÞ:
Thus a0 3 b ¼ a; and in particular we see that aðDÞ ¼ ða0 3 bÞðDÞDa0ðD0Þ: Finally,
bðe1Þ ¼
Xr
i¼2
Xn
j¼0
jeijpn
Xr
i¼2
Xn
j¼0
eij ¼ nbðe2 þ?þ erÞ;
so bðe1Þpbðe2 þ?þ erÞ: Also bðe2 þ?þ erÞ ¼
Pr
i¼2
Pn
j¼0 eij ¼ eD0 : &
Of course, the sets of indices f1g and f2;y; rg in the above lemma can be replaced
by f jg and f1;y; rg\f jg to achieve a similar conclusion.
The following easy fact will be used tacitly a number of times in what follows.
Remark 3.2. Let D be a simplicial monoid of rank r and canonical basis fejg1pjpr;
and let a :D-M be a monoid morphism, where M is an abelian monoid. If
IDf1;y; rg and yAM; then aðeIÞpy if and only if aðeiÞpy for all i in I : Indeed, to
prove the less trivial part, assume that there are natural numbers ni; for i in I ; such
that aðeiÞpniy for all i: Then aðeI Þ ¼
P
iAI aðeiÞpð
P
i niÞypy:
Lemma 3.3. Let D be a simplicial monoid of rank r: Let I ; J be non-empty subsets of
f1;y; rg such that I-J ¼ |: Suppose that there is a refinement monoid M and a
monoid morphism a : D-M such that aðeJÞpaðeI Þ:
Let jAJ: Then there are a simplicial monoid D0 with rankðD0Þ ¼ sX2jI j þ jJj  1
(and canonical basis denoted by f fkgsk¼1), monoid morphisms a0 : D0-M and b : D-D0
such that the following conditions hold:
(i) aðDÞDa0ðD0Þ:
(ii) The diagram
is commutative.
(iii) bðekÞ ¼ fk for all kAJ\f jg:
(iv) There is a subset K of f1;y; sg such that K-ðJ\f jgÞ ¼ |; bðejÞpbðeI Þ ¼ fK ;
and a0ð fJ\f jgÞpa0ð fKÞ:
Proof. Write D ¼ D1"D2 (i.e. D ¼ D1 þ D2 and D1-D2 ¼ 0). Here D1 is the
simplicial submonoid of D with basis elements indexed by f1;y; rg\ðI,f jgÞ; so it
has rank at least jJj  1; and D2 is spanned by the remaining basis elements. Deﬁne
a2 :D2-M by restriction of a: By assumption, we have that a2ðejÞpa2ðeI Þ:
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By Lemma 3.1, there are a simplicial monoid D02 (of rank at least 2jI j), monoid
morphisms a02 : D
0
2-M; b2 : D2-D
0
2 such that a2ðD2ÞDa02ðD02Þ; the diagram
is commutative, and b2ðejÞpb2ðeI Þ:
Set D0 ¼ D1"D02 (this is an external direct sum). The canonical basis f fkg of D0 is
obtained by taking the union of the canonical bases of D1 and D02:
Note that rankðD0Þ ¼ rankðD1Þ þ rankðD02ÞX2jI j þ jJj  1: Deﬁne b : D-D0 by
bjD1 ¼ id; and by bjD2 ¼ b2: Deﬁne a0 : D0-M by a0jD1 ¼ a and a0jD02 ¼ a
0
2: Observe that
we get
aðDÞ ¼ aðD1Þ þ aðD2Þ ¼ aðD1Þ þ a2ðD2ÞDaðD1Þ þ a02ðD02Þ ¼ a0ðD1Þ þ a0ðD02Þ ¼ a0ðD0Þ;
and also the following commutative diagram:
Hence conditions (i) and (ii) are fulﬁlled. By construction bðekÞ ¼ fk for any k in
J\f jg (as they belong to D1). Thus condition (iii) also holds.
Note that bðejÞ ¼ b2ðejÞpb2ðeIÞ ¼ bðeIÞ:
Let K be the set of indices corresponding to a basis of D02: Clearly, K-ðJ\f jgÞ ¼ |:
By deﬁnition of b and Lemma 3.1, we see that bðeI Þ ¼ b2ðeI Þ ¼ fD02 ¼ fK :
Finally, a0ð fJ\f jgÞ ¼ a0ðbððeJ\f jgÞÞÞ ¼ aðeJ\f jgÞpaðeI Þ ¼ a0ðbðeI ÞÞ ¼ a0ð fKÞ: This
veriﬁes condition (iv). &
Lemma 3.4. Let D be a simplicial monoid of rank r: Let I ; J be non-empty subsets of
f1;y; rg such that I-J ¼ |: Suppose there is a refinement monoid M and a monoid
morphism a :D-M such that aðeJÞpaðeIÞ:
Then there are a simplicial monoid D0; monoid morphisms a0 :D0-M and b : D-D0
such that aðDÞDa0ðD0Þ; the diagram
is commutative, and bðeJÞpbðeI Þ:
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Proof. We proceed by induction on jJj: If jJj ¼ 1; the conclusion is provided by (the
argument of) Lemma 3.1.
Assume that jJjX2 and that the conclusion holds for cardinals smaller than jJj:
Let j be the ﬁrst element in J (in the natural ordering). By Lemma 3.3, there are a
simplicial monoid D01 with rank ðD01Þ ¼ sX2jI j þ jJj  1 (and canonical basis
denoted by f fkgsk¼1), monoid morphisms a01 : D01-M and b1 : D-D01 such that
aðDÞDa01ðD0Þ; the diagram
is commutative, b1ðekÞ ¼ fk for all kAJ\f jg; b1ðejÞpb1ðeI Þ ¼ fK ; and
a01ð fJ\f jgÞpa01ð fKÞ; for some subset K of f1;y; sg such that K-ðJ\f jgÞ ¼ |:
By the induction hypothesis applied to D01; K ; J\f jg; a01; there are a simplicial
monoid D0; monoid morphisms a0 :D0-M and b2 : D
0
1-D
0 such that a01ðD01ÞDa0ðD0Þ;
the diagram
is commutative, and b2ð fJ\f jgÞpb2ð fKÞ:
Next, deﬁne b ¼ b2 3 b1: We have that
bðeJÞ ¼ b2ðb1ðeJÞÞ ¼ b2ðb1ðejÞÞ þ b2ðb1ðeJ\f jgÞÞ
p b2ðb1ðeI ÞÞ þ b2ð fJ\f jgÞ
p b2ðb1ðeI ÞÞ þ b2ð fKÞ
¼ b2ðb1ðeI ÞÞ þ b2ðb1ðeI ÞÞ ¼ 2b2ðb1ðeI ÞÞpbðeI Þ;
as desired. &
Let D be a simplicial monoid of rank r with canonical basis denoted by feig1pipr:
For any j; we have the coordinate monoid morphism pj :D-Zþ; i.e. pjðxÞ ¼ aj
provided that x ¼Pri¼1 aiei (with all ai in Zþ).
For any element x in D; we deﬁne its support as the following subset
of f1;y; rg
suppðxÞ ¼ f j j pjðxÞa0g:
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Lemma 3.5. Let D be a simplicial monoid of rank r and canonical basis fejg1pjpr:
Suppose that M is an abelian monoid and that a : D-M is a monoid morphism. For
elements x and y in D with J ¼ suppðxÞ and I ¼ suppðyÞ; the following conditions are
equivalent:
(i) aðxÞpaðyÞ:
(ii) aðeJÞpaðeI Þ:
(iii) aðeJ\I ÞpaðeI Þ:
Proof. Write x ¼PjAJ ajej and y ¼PiAI biei; where ajX1 and biX1 for all j and i:
(i) ) (ii): Assume aðxÞpaðyÞ: Then, for any j in J we have that
aðejÞpajaðejÞpaðxÞpaðyÞ ¼
X
iAI
biaðeiÞpmaxfbi j iAIgaðeI ÞpaðeI Þ:
Hence aðeJÞpaðeI Þ:
(ii) ) (iii): Trivial.
(iii) ) (i): Assume that aðeJ\IÞpaðeIÞ: Then
aðxÞ ¼
X
jAJ
ajaðejÞ ¼
X
jAJ\I
ajaðejÞ þ
X
jAJ-I
ajaðejÞ
pmaxfaj j jAJ\IgaðeJ\I Þ þmaxfaj j jAJ-IgaðeJ-I Þ
p 2aðeIÞp
X
iAI
biaðeiÞ ¼ aðyÞ: &
Lemma 3.6. Let D be a simplicial monoid of rank r: Let M be a refinement
monoid and a : D-M be a monoid morphism. Suppose that x and y in D satisfy
aðxÞpaðyÞ:
Then there are a simplicial monoid D0; monoid morphisms a0 :D0-M and b : D-D0
such that aðDÞDa0ðD0Þ; the diagram
is commutative, and bðxÞpbðyÞ:
Proof. Write J ¼ suppðxÞ and I ¼ suppðyÞ: We may clearly assume that Ja|: If
I ¼ |; then y ¼ 0 and our assumption means that aðxÞp0: By conicality, aðxÞ ¼ 0: If
x ¼PjAJ ajej ; then aðejÞ ¼ 0 for every j in J: Take D0 ¼ D; and set bðejÞ ¼ ej if jeJ;
bðejÞ ¼ 0 otherwise. Take a0 ¼ a: Clearly, a 3 b ¼ a and bðxÞ ¼ 0:
So, we may assume that I and J are both non-empty. By Lemma 3.5, our
assumption means that aðeJ\I ÞpaðeI Þ: We can therefore use Lemma 3.4 to ﬁnd a
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simplicial monoid D0; monoid morphisms a0 : D0-M and b : D-D0 such that
aðDÞDa0ðD0Þ; the diagram
is commutative, and bðeJ\I ÞpbðeI Þ: Now Lemma 3.5 implies that bðxÞpbðyÞ; as
desired. &
Lemma 3.7. Let D be a simplicial monoid of rank r; and let a : D-M be
a monoid morphism, where M is a refinement monoid. Then there are a simplicial
monoid D0; monoid morphisms b : D-D0 and a0 : D0-M such that aðDÞDa0ðD0Þ;
the diagram
is commutative, and such that bðxÞpbðyÞ whenever x and y are elements in D with
aðxÞpaðyÞ:
Proof. Our Lemma 3.5 reduces the comparison of aðxÞ and aðyÞ (with respect to the
relation p) to the comparison of their respective supports. Therefore it sufﬁces to
arrange the construction for a ﬁnite set of pairs written as fðxi; yiÞ j 1pipng (for
some n in N) such that aðxiÞpaðyiÞ in M for every i:
This is done by iteration of Lemma 3.6, starting with the pair ðx1; y1Þ: Notice that
in this ﬁrst step, we get the following diagram
For the next pair ðx2; y2Þ; just observe that a01ðb1ðx2ÞÞ ¼ aðx2Þpaðy2Þ ¼ a01ðb1ðx2ÞÞ;
hence the process can be reiterated. &
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Proposition 3.8. Let M ¼ fx0; x1;yg be a countable refinement monoid. There is then
a commutative diagram:
ð3:1Þ
such that fx0;y; xjgDMj for all j; each Dj is a simplicial monoid, the morphisms
aj : Dj-Mj are surjective, and for each j and each pair of elements x and y in Dj for
which ajðxÞpajðyÞ in M; it follows that bjðxÞpbjðyÞ in Djþ1:
Proof. Let M0 ¼ /x0S be the submonoid generated by x0; and let D0 be the
simplicial monoid of rank 1, with basis fe0g: Deﬁne a0 : D0-M by a0ðe0Þ ¼ x0:
Clearly, a0ðD0Þ ¼ M0:
We can now use Lemma 3.7 to ﬁnd a simplicial monoid D01; monoid morphisms
b00 : D0-D
0
1 and a
0
1 : D
0
1-M such that M0Da
0
1ðD01Þ; the diagram
is commutative, and b00ðxÞpb00ðyÞ for any pair of elements x; y in D0 such that
a0ðxÞpa0ðyÞ (in M).
If x1Aa01ðD01Þ; then set D1 ¼ D01; a1 ¼ a01; b0 ¼ b00 and M1 ¼ a1ðD1Þ: Otherwise, set
D1 ¼ D01"/eS; where e is an additional basis element, so that D1 is also a simplicial
monoid. Deﬁne a1 : D1-M by a1jD01 ¼ a01 and a1ðeÞ ¼ x1; and set M1 ¼ a1ðD1Þ; a
submonoid of M: Deﬁne also b0 : D0-D1 as the composition of b
0
0 with the natural
inclusion of D01 in D1:
Suppose that Dj; Mj; aj : Dj-Mj and bj1 : Dj1-Dj have been constructed
satisfying the requirements of our statement. Apply Lemma 3.7 to obtain D0jþ1;
morphisms a0jþ1 :D
0
jþ1-M and b
0
j :Dj-D
0
jþ1 such that MjDa
0
jþ1ðD0jþ1Þ; the diagram
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is commutative, and b0jðxÞpb0jðyÞ for every pair of elements x; y in Dj such that
ajðxÞpajðyÞ in M: As before, if xjþ1Aa0jþ1ðD0jþ1Þ; we set Mjþ1 ¼ a0jþ1ðD0jþ1Þ; ajþ1 ¼
a0jþ1; bj ¼ b0j : Otherwise, let Djþ1 ¼ D0jþ1"/e0S; where e0 is an additional basis
element. Deﬁne ajþ1jD0jþ1 ¼ a0jþ1; ajþ1ðe0Þ ¼ xjþ1 and bj as the composition of b
0
j with
the natural inclusion of D0jþ1 in Djþ1:
The proof follows then by induction. &
We are now ready to prove the main result of this section.
Theorem 3.9. Let M be a countable refinement monoid. Then there is a dimension
monoid D and a surjective morphism a : D-M such that xpy for every pair of
elements x; y in D that satisfy aðxÞpaðyÞ:
Proof. Write M ¼ fx0; x1;yg: We take a commutative diagram of simplicial
monoids Dj and ﬁnitely generated submonoids Mj of M as diagram 3.1 in
Proposition 3.8.
Deﬁne D ¼ lim!ðDj; bjÞ; which is a dimension monoid. The diagram (3.1) induces a
map a : D-M by the universal property of inductive limits. Denote by bN; j : Dj-D
the inductive limit maps, and observe that we have a commutative diagram
Note that
ImðaÞ ¼
[
j
ajðDjÞ ¼
[
j
Mj ¼ M;
and so a is surjective.
Next, let x; yAD; and assume that aðxÞpaðyÞ: There exist then jX0 and elements
xj; yj in Dj such that bN; jðxjÞ ¼ x and bN; jðyjÞ ¼ y: Now, ajðxjÞ ¼ aðxÞpaðyÞ ¼
ajðyjÞ; and hence bjðxjÞpbjðyjÞ in Djþ1; by Proposition 3.8. But then
x ¼ bN; jðxjÞ ¼ bN; jþ1ðbjðxjÞÞpbN; jþ1ðbjðyjÞÞ ¼ bN; jðyjÞ ¼ y;
and this ﬁnishes the proof. &
Corollary 3.10 (Cf. Goodearl and Wehrung [15]). Let M be a countable refinement
monoid. There exists then a dimension monoid D such that LðDÞDLðMÞ:
Proof. Follows immediately from Theorem 3.9 and Lemma 2.1. &
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The preceding corollary was already known (although maybe not with this precise
formulation) and is related to a result of Bergman about realizing distributive
algebraic lattices as ideal lattices of von Neumann regular rings ([2], see also
[15,28,29]). We make the connection more explicit as follows (see also the comments
after Theorem 4.5).
Let M be a monoid. Deﬁne a congruence on M by writing x^y if xpy and ypx:
Set rðMÞ ¼ M=^; which in the literature is referred to as the maximal semilattice
quotient of M (see e.g. [8]). If M is a reﬁnement monoid, then rðMÞ is also a
reﬁnement monoid, see [15, Lemma 2.4]. This is an example of a distributive
0-semilattice (which is, by deﬁnition, a commutative reﬁnement monoid such that
x þ x ¼ x for all x).
It was asked in [15, Problem 10.1] (see also [24, Problem 3]) whether for a
distributive 0-semilattice S there is a dimension group G such that rðGþÞDS (where
Gþ is the positive cone of G). The cases where S is in fact a lattice or where S is
countable were handled in [15], with positive solutions.
Let us note ﬁrst that the countable case [15, Theorem 5.2] can also be obtained
from our results above. Namely, given a countable distributive 0-semilattice S;
observe ﬁrst that rðSÞDS: Since S is a reﬁnement monoid, there exists by Theorem
3.9 a dimension monoid N and a surjective monoid morphism a : N-S such that
xpy whenever x and y in N satisfy aðxÞpaðyÞ: This morphism clearly induces an
isomorphism rðNÞDrðSÞ; given by ½x/½aðxÞ: (Here ½x denotes the class of the
element x modulo the congruence ^).
We now indicate how to prove Corollary 3.10 from the methods in [15]. We use
ﬁrst that if M is a countable reﬁnement monoid, then rðMÞ is a countable
distributive 0-semilattice. By Goodearl and Wehrung [15, Theorem 5.2], there is a
dimension monoid N such that rðNÞDrðMÞ; and applying [15, Proposition 2.6
(iii)], we ﬁnd that LðNÞDLðrðNÞÞDLðrðMÞÞDLðMÞ; as desired.
In light of Theorem 3.9, it is also natural to ask whether a similar result is avai-
lable if the reﬁnement monoid M is not countable. The answer to this question
is negative in general. Speciﬁcally, there are semilattices S of size @2 that can-
not be isomorphic to rðNÞ for any dimension monoid N; as proved by
Ru˚zˇicˇka [23]. Counterexamples for semilattices of size @1 were later obtained by
Wehrung [29].
4. Applications to operator algebras
Let A be a C-algebra. Recall (from Section 2) that VðAÞ is the monoid of
Murray–von Neuman equivalence classes of projections in MNðAÞ; and that VðAÞ is
a reﬁnement monoid if A is of real rank zero. Deﬁne the dimension range of A to be
the subset DðAÞ of VðAÞ given by
DðAÞ ¼ f½pAVðAÞ j p is a projection in Ag:
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The subset DðAÞ is a partial monoid in the sense that addition in DðAÞ is only
partially deﬁned. Any -homomorphism j :A-B induces a monoid morphism
VðjÞ : VðAÞ-VðBÞ deﬁned by ½p/½jðpÞ; and it satisﬁes VðjÞðDðAÞÞDDðBÞ: If A
is unital, then an element x in VðAÞ belongs to DðAÞ if and only if xp½1A: If A is
stable, then DðAÞ ¼ VðAÞ:
The following two lemmas are well-known in the case where the target algebra A
has the cancellation property (in which case these statements are true with VðAÞ
replaced with K0ðAÞ; see for example [22, Lemma 7.3.2]).
Lemma 4.1. Let B be a finite dimensional C-algebra and let A be a unital C-algebra.
(i) Suppose that j; c : B-A are unital -homomorphisms that satisfy VðjÞ ¼ VðcÞ:
Then there is a unitary u in A such that ujðxÞu ¼ cðxÞ for all x in B:
(ii) Suppose that a : VðBÞ-VðAÞ is a monoid morphism that satisfies að½1BÞ ¼ ½1A:
Then there is a unital -homomorphism j : B-A for which VðjÞ ¼ a: If eAB and
fAA are projections such that að½eÞ ¼ ½ f  and að½1B  eÞ ¼ ½1A  f ; then j
above can be chosen satisfying jðeÞ ¼ f :
Proof. Write B ¼ Mn1"Mn2"?"Mnr and let feðkÞij g be a system of matrix units
for B (where 1pkpr and 1pi; jpnk).
(i) Since jðeðkÞ11 ÞBcðeðkÞ11 Þ for all k; we can ﬁnd partial isometries vk in A such that
vkvk ¼ jðeðkÞ11 Þ and vkvk ¼ cðeðkÞ11 Þ: Set
u ¼
Xr
k¼1
Xnk
i¼1
cðeðkÞi1 ÞvkjðeðkÞ1i Þ:
One can now check that u is a unitary element in A with the required properties.
(ii) The matrix units feðkÞij g for B can be chosen such that e ¼
P
ði;kÞAG e
ðkÞ
ii for some
subset G of
O :¼ fði; kÞ j k ¼ 1; 2;y; r; i ¼ 1; 2;y; nkg:
We then have 1B  e ¼
P
ði;kÞAG0 e
ðkÞ
ii ; when G
0 ¼ O\G:
Find, for some large enough m; pairwise orthogonal projections g
ðkÞ
i in MmðAÞ
such that ½gðkÞi  ¼ að½eðkÞii Þ for all ði; kÞAO: Put g ¼
P
ði;kÞAG g
ðkÞ
i and g
0 ¼P
ði;kÞAG0 g
ðkÞ
i : Then
½g ¼
X
ði;kÞAG
½gðkÞi  ¼
X
ði;kÞAG
að½eðkÞii Þ ¼ a
X
ði;kÞAG
e
ðkÞ
ii
24 350@ 1A ¼ að½eÞ ¼ ½ f ;
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and, similarly, ½g0 ¼ ½1A  f : It follows that
g ¼ vv; f ¼ vv; g0 ¼ ww; 1A  f ¼ ww;
for some partial isometries v and w in M1mðAÞ: Put u ¼ v þ w and put f ðkÞii ¼ ugðkÞi u
for all ði; kÞ in O: Then f f ðkÞii g are pairwise orthogonal projections in A;
½ f ðkÞii  ¼ ½gðkÞi  ¼ að½eðkÞii Þ;
X
ði;kÞAG
f
ðkÞ
ii ¼ f ;
X
ði;kÞAG0
f
ðkÞ
ii ¼ 1A  f :
Now, ½ f ðkÞii  ¼ að½eðkÞii Þ ¼ að½eðkÞjj Þ ¼ ½ f ðkÞjj ; that is, f ðkÞii Bf ðkÞjj for ﬁxed k and for all i
and j: It is standard (see for example [22, Lemma 7.1.2]) that the system f f ðkÞii g
extends to a system of matrix units f f ðkÞij g for B ¼ Mn1"Mn2"?"Mnr ; and that
there is a -homomorphism j : B-A given by jðeðkÞij Þ ¼ f ðkÞij :
We must check that j has the desired properties, and note ﬁrst
jðeÞ ¼ j
X
ði;kÞAG
e
ðkÞ
ii
0@ 1A ¼ X
ði;kÞAG
f
ðkÞ
ii ¼ f ;
and, similarly, jð1B  eÞ ¼ 1A  f : In particular, jð1BÞ ¼ 1A: Finally, as ½eðkÞii 
generate VðBÞ and
VðjÞð½eðkÞii Þ ¼ ½jð½eðkÞii Þ ¼ ½ f ðkÞij  ¼ að½eðkÞii Þ;
we conclude that VðjÞ ¼ a: &
Lemma 4.2. Let A be a stable C-algebra, let B be an AF-algebra, and let
a : VðBÞ-VðAÞ be a monoid morphism. Then there is a -homomorphism j : B-A
such that VðjÞ ¼ a:
Proof. The proof consists of constructing the commutative diagram:
ð4:1Þ
where B is written as an inductive limit of ﬁnite dimensional C-algebras Bn with
connecting maps cn (that are not necessarily unital). The projections f1; f2;y;
constructed below, form an increasing sequence, and they satisfy ½ fn ¼
að½cN;nð1BnÞÞ; where cN;n : Bn-B is the inductive limit map. The algebra A0
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in (4.1) is the hereditary sub-C-algebra of A given by
A0 ¼
[N
n¼1
fnAfn:
We proceed to ﬁnd the projections fn: Put en ¼ cN;nð1BnÞ: Then e1; e2;y is an
increasing sequence of projections in B: Since A is stable we can ﬁnd pairwise
orthogonal projections g1; g2;y in A such that ½g1 ¼ að½e1Þ and ½gn ¼ að½en 
en1Þ for nX2: Put fn ¼ g1 þ g2 þ?þ gn: Then f1; f2;y is an increasing sequence
of projections in A and ½ fn ¼ að½cN;nð1BnÞÞ ¼ ða 3VðcN;nÞÞð½1Bn Þ:
The next step is to ﬁnd unital -homomorphisms jn : Bn-fnAfn making diagram
(4.1) commutative and such that VðjnÞ ¼ a 3VðcN;nÞ: The existence of j1 follows
from Lemma 4.1(ii) (with e ¼ f ¼ 0). At step two, use again Lemma 4.1(ii) to ﬁnd a
unital -homomorphism c2 : B2-f2Af2 such that Vðc2Þ ¼ a 3VðcN;2Þ and
c2ðj1ð1B1ÞÞ ¼ f1: The two -homomorphisms c2 3 j1 and i 3 j1 co-restrict to unital-homomorphisms B1-f1Af1; and Vðc2 3 j1Þ ¼ Vði 3 j1Þ: Use Lemma 4.1(i) to ﬁnd
a unitary u0 in f1Af1 such that Adu0 3 c2 3 j1 ¼ i 3 j1: Put u ¼ u0 þ ð f2  f1Þ (which is
a unitary in f2Af2) and put j2 ¼ Adu 3 c2: Then j2 is a unital -homomorphism,
Vðj2Þ ¼ a 3VðcN;2Þ; and the ﬁrst square in the diagram (4.1) commutes.
Continuing in this way we ﬁnd the remaining -homomorphisms jn making the
successive squares in diagram (4.1) commutative. By the universal property of
inductive limits there is a -homomorphism j : B-A that makes (4.1) commutative.
For x in VðBnÞ one has
VðjÞðVðcN;nÞðxÞÞ ¼ Vðj 3 cN;nÞðxÞ ¼ VðjnÞðxÞ ¼ aðVðcN;nÞðxÞÞ:
The functor V is continuous, which entails that VðBÞ ¼ SNn¼1 VðcN;nÞðVðBnÞÞ: We
can now conclude that VðjÞ ¼ a: &
At ﬁrst sight it is tempting to believe that Lemma 4.2 holds without the
assumption that A is stable, but with the extra assumption aðDðBÞÞDDðAÞ: At
second thought, it appears plausible (to the authors) that there might exist a (non-
stable) C-algebra A for which there is a monoid morphism a : VðKÞ-VðAÞ; that
satisﬁes aðDðKÞÞDDðAÞ; and that does not lift to a -homomorphism j :K-A:
Theorem 4.3. Let A be a separable C-algebra of real rank zero. Then there exists an
AF -algebra B and a -monomorphism j : B-A such that
(i) j induces an isomorphism of ideal lattices,
(ii) for any two projections e; f in B one has ½ep½ f  in VðBÞ if and only if
½jðeÞp½jð f Þ in VðAÞ;
(iii) VðjÞ : VðBÞ-VðAÞ is onto.
(iv) A ¼ jðBÞAjðBÞ:
If A is unital, then the AF-algebra B is necessarily also unital, and j is unit preserving.
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Proof. Since A has real rank zero, we know that VðAÞ is a reﬁnement monoid
[1, Lemma 2.3]. It is also countable because A is separable. Therefore we can apply
Theorem 3.9 to ﬁnd a dimension monoid D and a surjective monoid morphism
a : D-VðAÞ such that xpy for every pair of elements x; y in D for which aðxÞpaðyÞ:
By the structure theory for AF-algebras (see e.g. [12,13]), there is a stable AF-
algebra Bs such that VðBsÞ is isomorphic to D: Identifying D with VðBsÞ we will
assume that the domain of a is VðBsÞ: Let As denote the stabilization of A and
identify A with a (full) hereditary sub-C-algebra of As: Identify VðAÞ and VðAsÞ; so
that a is identiﬁed with a monoid morphism VðBsÞ-VðAsÞ: Use Lemma 4.2 to lift a
to a -homomorphism c : Bs-As:
Choose an increasing approximate unit f fngNn¼1 consisting of projections for A
(so that A ¼ SNn¼1 fnAs fn). By surjectivity of VðcÞ; and since Bs is stable, there are
pairwise orthogonal projections g1; g2;y in Bs such that ½cðg1Þ ¼ ½ f1 and ½cðgnÞ ¼
½ fn  fn1 for nX2: Put en ¼ g1 þ g2 þ?þ gn: Then e1; e2;y is an increasing
sequence of projections in Bs and ½cðenÞ ¼ ½ fn: Put B ¼
SN
n¼1 enBsen; so that B is a
hereditary sub-C-algebra of Bs; and hence is an AF-algebra. We claim that B is full
in Bs: Indeed, if p is a projection in Bs; then að½pÞp½ fn ¼ að½enÞ for some n;
because A is full in As; and this implies ½pp½en by the special property of a: Thus p
belongs to the closed two-sided ideal in Bs generated by B; and as p was arbitrary, B
is full in Bs:
Choose partial isometries vn in A such that
v1v

1 ¼ cðg1Þ; v1v1 ¼ f1; vnvn ¼ cðgnÞ; vnvn ¼ fn  fn1; nX2;
set un ¼ v1 þ v2 þ?þ vn; so that unun ¼ cðenÞ and unun ¼ fn; and deﬁne
jn : enBsen-fnAs fn by jnðbÞ ¼ uncðbÞun: Then we obtain a commutative diagram
ð4:2Þ
which by the universal property of inductive limits produces the -homomorphism j:
Since jðenÞ ¼ jnðenÞ ¼ fn we see that (iv) holds.
We claim that VðjÞ ¼ a: Indeed, VðjnÞ ¼ VðcjenBsenÞ: Hence, if we apply the
continuous functor V to diagram (4.2), then the resulting diagram remains
commutative if VðjÞ is replaced with VðcjBÞ; whence VðjÞ ¼ VðcjBÞ by the
universal property of inductive limits. Identifying VðAÞ and VðBÞ with VðAsÞ and
VðBsÞ; respectively, we obtain VðjÞ ¼ VðcÞ ¼ a:
Now, (ii) follows by the stipulated property of a; and (i) follows from Corollary
2.3, part (ii), and the assumption that A is of real rank zero. It follows in particular
from (i) that j is injective.
Surjectivity of VðjÞ : VðBÞ-VðAÞ follows from the surjectivity of a:
Suppose ﬁnally that A is unital. Then 1A belongs to jðBÞ by (iv). This entails that
jðBÞ is unital with unit 1A: Because j is injective, and hence an isomorphism from B
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to jðBÞ; it follows that B is unital and that j maps the unit of B onto the unit of
jðBÞ; i.e. jð1BÞ ¼ 1A; as desired. &
Corollary 4.4. Let A be a simple, separable C-algebra of real rank zero. Then there is
a simple AF-algebra B and an embedding j : B-A such that VðjÞ : VðBÞ-VðAÞ is
surjective, and A ¼ jðBÞAjðBÞ:
One of our motivations for pursuing Theorem 4.3 was to establish—what later
turned out to be a well-known fact! (see Theorem 4.5)—that the primitive ideal space of
an arbitrary, separable, real rank zero algebra is homeomorphic to the primitive ideal
space of some AF-algebra. Combining this with Kirchberg’s seminal classiﬁcation of
O2-absorbing separable, nuclear C
-algebras (see Theorem 4.6) one obtains Corollary
4.8, that the tensor product of an arbitrary separable, stable, nuclear C-algebra of real
rank zero with O2 is isomorphic to an AF-algebra tensor O2:
Recall that the primitive ideal space, PrimðAÞ; of a C-algebra A is the
set of all kernels of irreducible representations of A equipped with the hull-
kernel topology (also known as the Jacobson topology). There is a bijective
correspondence
I/hullðIÞ ¼ fPAPrimðAÞ j IDPg
between the set of closed ideals of A and the set of closed subsets of PrimðAÞ
(so PrimðAÞ contains the same information as LðAÞ; the ideal lattice of A). It is
known that PrimðAÞ is a locally compact T0-space with the Baire property, but
there is no description of which spaces with these properties arise as PrimðAÞ for
some C-algebra A:
In the real rank zero case, or more generally, in the case of C-algebras with
property (IP) (each ideal in the C-algebra is generated by its projections) we have
the following theorem of Bratteli and Elliott [6]. We write XDY when X and Y are
homeomorphic topological spaces.
Theorem 4.5 (Bratteli–Elliott). Let X be a locally compact T0-space with
the Baire property and with a countable basis. Then the following conditions are
equivalent.
(i) X has a basis of compact-open sets.
(ii) XDPrimðAÞ for some AF-algebra A:
(iii) XDPrimðAÞ for some C-algebra A with property ðIPÞ:
It follows either from Theorem 4.5 or from our Theorem 4.3 that if A is any
separable C-algebra of real rank zero, then PrimðAÞDPrimðBÞ for some AF-algebra
B: Alternatively, this fact follows from our Corollary 3.10 combined with Zhang’s
theorem that the ideal lattice of a C-algebra A of real rank zero is (canonically)
isomorphic to the ideal lattice of VðAÞ:
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The theorem below was proved by Kirchberg [16].
Theorem 4.6 (Kirchberg). Let A and B be separable, nuclear C-algebras. Then
PrimðAÞDPrimðBÞ 3 A#O2#KDB#O2#K:
Lemma 4.7. Let B be a separable C-algebra of real rank zero. Then every projection
in B#O2 is equivalent to a projection in B#C1DB#O2:
Proof. Let p be a projection in B#O2; and let J be the closed two-sided ideal
in B#O2 generated by p: As O2 is nuclear it follows from [3, Theorem 3.3] that
J ¼ J0#O2 for some closed two-sided ideal J0 in B: We proceed to show that J0
contains a full projection. As B is separable and of real rank zero, J0 has an
increasing approximate unit fengNn¼1 consisting of projections. Let In be the closed
two-sided ideal in J0 generated by en: Then
pAJ ¼
[N
n¼1
In#O2;
whence p belongs to In#O2 for some n (because p is a projection). Put
q ¼ en#1AðB#C1Þ-J: Then p and q are full projections in J; and they are
properly inﬁnite because J is purely inﬁnite (cf. [17, Proposition 4.5 and
Theorem 4.16]). As K0ðJÞ ¼ 0 (see e.g. [9, Theorem 2.3]) it follows from
[9, Section 2] that p and q are equivalent. &
Combining Kirchberg’s theorem with the result about the primitive ideal space of
real rank zero algebras mentioned above yields:
Corollary 4.8. Let A be a separable, nuclear C-algebra of real rank zero. Then A#O2
is of real rank zero, there is an AF-algebra B; and there is a sequence of natural
numbers frngNn¼1 such that
Proof. The right-most C-algebra displayed above is of real rank zero, so the ﬁrst
claim follows from the last claim. If B is an AF-algebra, then B ¼ lim! Bn; where Bn is
the direct sum of rn full matrix algebras. As Mk#O2 is isomorphic to O2 for all k; we
see that Bn#O2 is isomorphic to"
rn
j¼1O2: This proves the second isomorphism.
Use Theorem 4.5 or Theorem 4.3 to ﬁnd a stable AF-algebra Bs with
PrimðAÞDPrimðBsÞ: Then A#O2#K is isomorphic to Bs#O2 by Kirchberg’s
Theorem 4.6. This implies that A#O2 is isomorphic to a hereditary sub-C-algebra
D of Bs#O2: As Bs#O2 is separable and of real rank zero, there is an increasing
approximate unit fqngNn¼1 consisting of projections for D: Use Lemma 4.7 and
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stability of Bs to ﬁnd pairwise orthogonal projections f1; f2;y in Bs such that
f1#1Bq1 and fn#1Bqn  qn1 for nX2: Choose partial isometries vn in Bs#O2
such that vnvn ¼ fn#1; vnvn ¼ qn  qn1; set un ¼ v1 þ v2 þ?þ vn; set pn ¼ f1 þ
f2 þ?þ fn and set B ¼
SN
n¼1 pnBspn: Then B is an AF-algebra, u

nun ¼ pn#1;
unu

n ¼ qn; and we have a commutative diagram
where jnðxÞ ¼ unxun: The -homomorphism j induced by the diagram is an
isomorphism because each jn is an isomorphism. It follows that A#O2DDD
B#O2: &
We can improve Corollary 4.8 by replacing the condition that A is of real rank
zero to the milder assumption that A has property (IP). In that case we must in the
proof refer to Bratteli and Elliott’s Theorem 4.5 (instead of our Theorem 4.3).
In [20], Lin considered a class A of separable C-algebras that have trivial
K-theory. This class consists of those C-algebras A that can be written as inductive
limits of ﬁnite direct sums of hereditary sub-C-algebras of O2 [20, Corollary 3.11],
and can be completely classiﬁed by their monoids of equivalence classes of
projections [20, Theorem 3.13]. Since every hereditary sub-C-algebra of O2 is
isomorphic to O2 (in the unital case), or to O2#K (in the non-unital case), it follows
from Corollary 4.8, that the C-algebras in the class A are precisely those of the
form A#O2; where A is a (separable) AF-algebra. In the unital case, this was already
observed in [15, Theorem 9.4]. The methods used there were based on the fact that
for any AAA; the monoid VðAÞ is a distributive 0-semilattice (cf. [20]).
The range of the invariant for the C-algebras in the classA was also described in
[20, Section 4], as follows. Given any countable distributive 0-semilattice V with a
largest element, there is a unital C-algebra A inA such that VðAÞDV [20, Theorem
4.14]. We note that our methods developed in Section 3, combined with the
observations above, allow us to recover this result. Namely, given a countable
distributive 0-semilattice V ; ﬁnd by Theorem 3.9 a dimension monoid N and a
surjective monoid morphism a : N-V such that aðxÞpaðyÞ; whenever xpy: As in
the comments following Theorem 3.9, this induces an isomorphism
rðNÞDrðVÞDV (where rðÞ denotes the passage to the maximal semilattice
quotient). By the structure theory of AF-algebras, there is a stable AF-algebra B
such that VðBÞDN: But now VðB#O2ÞDVðBÞ=^ ¼ rðVðBÞÞDrðNÞ; and from
this it follows that VðB#O2ÞDrðVÞDV :
In the case that V has a maximal element u; this is an order-unit of the monoid V ;
and the surjectivity of the morphism a in the paragraph above provides an element
v in N such that aðvÞ ¼ u and that will be an order-unit for N: In this case, the
AF-algebra B can be chosen to be unital.
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One can combine Bratteli and Elliott’s Theorem 4.5 with Kirchberg’s Theorem 4.6
to conclude that A#O2 is stably isomorphic to an AF-algebra tensor O2 whenever
A is a separable nuclear C-algebra with property (IP). In particular, for such
C-algebras A; the tensor product A#O2 is of real rank zero; a curious fact that
we expect is derivable by more direct means. (Warning: There are separable nuclear
C-algebras A with the ideal property where A#ON is not of real rank zero!).
5. Divisible C-algebras
Divisibility in the context of a monoid M refers to the property that the equation
nx ¼ y has a solution xAM (in which case we say that n divides y in M) for all y in
M and for all (or some) large natural numbers n: If A is a C-algebra and p is a
projection in A; then nx ¼ ½p has a solution xAVðAÞ if and only if there is a unital
embedding Mn-pAp: Divisibility in this strong form is rare. A weaker form of
divisibility, which is much more frequent—and still useful—is described in the
deﬁnition below.
Deﬁnition 5.1. Let A be a C-algebra and let p be a non-zero projection in A: We say
that A is weakly divisible of degree n at p if there is a unital -homomorphism
Mn1"Mn2"?"Mnr-pAp ð5:1Þ
for some natural numbers r; n1; n2;y; nr where njXn for all j: If there is a unital
-
homomorphism as in (5.1) for each set r; n1; n2;y; nr of natural numbers for which
gcdðn1; n2;y; nrÞ divides ½p in VðAÞ; then we say that A is weakly divisible at p:
Finally, if A is weakly divisible at p for every non-zero projection p in A; then A is
called weakly divisible.
The notion of approximate divisibility was introduced in [5]. We recall the
deﬁnition: A unital C-algebra A is approximately divisible if there is a sequence of
unital -homomorphisms jn : M2"M3-A such that jnðxÞa  ajnðxÞ-0 for all
xAM2"M3 and all aAA: Being approximately divisible implies being weakly
divisible (at all projections p in A) (see [5]). The crucial difference between weak
divisibility and approximate divisibility is the assumption of asymptotic centrality in
the latter. Approximately divisible C-algebras are very well behaved. In particular,
any simple, approximately divisible C-algebra is either stably ﬁnite or purely
inﬁnite, and its ordered K0-group is always weakly unperforated (see [5]).
We show here that weak divisibility is almost automatic for C-algebras of real
rank zero. There are examples of non-nuclear, simple, unital C-algebras of real rank
zero that are weakly divisible but not approximately divisible [11]. Perhaps the most
fundamental—and optimistic!—open question concerning C-algebras of real rank
zero is the following:
Question. Is every simple, unital, nuclear, non-type I C-algebra of real rank zero
approximately divisible?
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If A is weakly divisible at p; then there is a unital -homomorphism from
Mn1"Mn2"?"Mnr into pAp for every ﬁnite set n1; n2;y; nr of natural numbers
such that gcdðn1; n2;y; nrÞ ¼ 1:
There is a similar notion of weak divisibility in a monoid M: M is weakly divisible
of degree n at an element xAM if there are natural numbers r; n1;y; nr and elements
x1;y; xr in M such that njXn for all j and x ¼ n1x1 þ?þ nrxr: It is easily seen that
a C-algebra A is weakly divisible of degree n at a projection pAA if and only if VðAÞ
is weakly divisible of degree n at ½p:
If A is weakly divisible, then so is any quotient, ideal, and corner of A:
Since M2"M3 maps unitally (but not necessarily injectively) into any matrix
algebra Mn; with nX2; weak divisibility of degree 2 at a projection p means that
there is a unital -homomorphism M2"M3-pAp:
Clearly, if A is weakly divisible at a projection p; then A is weakly divisible of
degree 2 at p: In the converse direction, we have the following:
Lemma 5.2. Let A be a C-algebra. If A is weakly divisible of degree 2 at all (non-zero)
projections in A; then A is weakly divisible.
Proof. We prove this in the monoid language. Hence we assume that for every x in
VðAÞ there are elements y; z with x ¼ 2y þ 3z: Let now x in VðAÞ be ﬁxed and let
n1;y; nr be natural numbers such that d ¼ gcdðn1;y; nrÞ divides x: It sufﬁces to
consider the case where d ¼ 1: Indeed, x ¼ dy for some y in VðAÞ: Put mj ¼ nj=d:
Then gcdðm1;y; mrÞ ¼ 1; and if there are elements y1;y; yr in VðAÞ with y ¼
m1y1 þ?þ mryr; then x ¼ n1y1 þ?þ nryr:
Assume now that d ¼ 1: There is a natural number m0 such that all natural
numbers mXm0 belong to the sub-semigroup of the natural numbers generated by
n1;y; nr: Let k be a natural number such that 2kXm0: By k successive applications
of weak divisibility (ﬁrst to x ¼ 2y þ 3z; second to y and z; and so forth) we obtain
elements y0; y1;y; yk in VðAÞ such that
x ¼ 2ky0 þ 2k13y1 þ?þ 3kyk:
Since 2kl  3lXm0 we can write 2kl  3l ¼
Pr
j¼1 dl; jnj for suitable non-negative
integers dl; j: Now,
x ¼
Xk
l¼0
ð2kl  3lÞyl ¼
Xk
l¼0
Xr
j¼1
dl; jnj
 !
yl ¼
Xr
j¼1
nj
Xk
l¼0
dl; jyl
 !
¼
Xr
j¼1
njxj;
as desired, when xj ¼
Pk
l¼0 dl; jyl : &
Our main results on divisibility in C-algebras of real rank zero are contained in
Propositions 5.3 and 5.7 and in Theorem 5.8. Proposition 5.3 is actually a special
case of Theorem 5.8, but is emphasized because of its independent interest and
because it is used in the proof of the more general results.
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A simple separable C-algebra A is of type I precisely when it is isomorphic to a
matrix algebra Mn; for some n; or to the compact operators,K; on some separable
Hilbert space H: In other words, A is of type I precisely when it is isomorphic to a
sub-C-algebra of K:
Proposition 5.3. Every simple, separable C-algebra of real rank zero, that is not of
type I, is weakly divisible.
Proof. By Lemma 5.2 it sufﬁces to show that A is weakly divisible of degree 2 at
every non-zero projection p in A: By Theorem 4.3 (see also Corollary 4.4) there is a
simple unital AF-algebra B and a unital embedding j : B-pAp such that
VðjÞ : VðBÞ-VðpApÞ is onto. If B is weakly divisible of degree 2 at its unit, then
A is weakly divisible of degree 2 at p: This is well-known to be the case when B is
inﬁnite dimensional (see for example [5, Proposition 4.1]) and it is trivially true when
BDMnðCÞ for nX2:
Suppose now that B ¼ C (the only case where B is not weakly divisible of degree 2
at its unit). We show that pAp is properly inﬁnite, and this will imply that the Cuntz
algebra ON; and hence M2"M3; embed unitally into pAp; thus showing that A is
weakly divisible of degree 2 at p also in this case.
The assumption that A is not of type I (and pa0) implies that pApaCp: The
corner pAp therefore contains a non-trivial projection q: By surjectivity of VðjÞ;
there are natural numbers n and m such that ½q ¼ nVðjÞð½1BÞ ¼ n½p and ½p  q ¼
mVðjÞð½1BÞ ¼ m½p: In particular, ½pp½q and ½pp½p  q; and so 2½pp½qþ
½p  q ¼ ½p; which entails that p is properly inﬁnite. &
We shall also need the following lemmas for the proof of our main results on
divisibility in C-algebras of real rank zero.
Lemma 5.4. Let M be a conical refinement monoid (or a monoid with the Riesz
decomposition property), let n be a natural number, and let x; y in M be such that ypx;
xpy; and M is weakly divisible of degree n at y: It follows that M is weakly divisible of
degree n at x:
Proof. Find uAM such that x ¼ y þ u; and ﬁnd natural numbers r; n1;y; nr; with
njXn for all j; and elements y1;y; yr in M such that y ¼ n1y1 þ?þ nryr: The
assumption xpy implies that upy1 þ?þ yr; and so there is a natural number k
such that upkðy1 þ?þ yrÞ:
It sufﬁces to show that whenever k is a natural number, x; u; y; y1;y; yrAM; and
n1;y; nrAN are such that njXn for all j; x ¼ y þ u; y ¼ n1y1 þ?þ nryr; and
upkðy1 þ?þ yrÞ; then there is a natural number s and there are u0; y0; y01;y; y0sAM
and n01;y; n
0
sAN such that n
0
iXn for all i; x ¼ y0 þ u0; y0 ¼ n01y01 þ?þ n0sy0s; and
u0pðk  1Þðy01 þ?þ y0rÞ: The proof of the lemma is completed after k such
reductions.
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Use the reﬁnement (or the decomposition) property on the inequality upkðy1 þ
?þ yrÞ to ﬁnd elements yjiAM with
u ¼
Xr
j¼1
Xk
i¼1
yji; yjipyj ; j ¼ 1;y; r; i ¼ 1;y; k:
Find zjAM with yj1 þ zj ¼ yj for j ¼ 1;y; r: Put s ¼ 2r; and put
y0 ¼def y þ y11 þ y21 þ?þ yr1
¼ n1ðy11 þ z1Þ þ n2ðy21 þ z2Þ þ?þ nrðyr1 þ zrÞ þ y11 þ y21 þ?þ yr1
¼ ðn1 þ 1Þy11 þ ðn2 þ 1Þy21 þ?þ ðnr þ 1Þyr1 þ n1z1 þ n2z2 þ?þ nrzr
¼ n01y01 þ n02y02 þ?þ n0sy0s;
where
y0j ¼
yj1; j ¼ 1;y; r;
zjr; j ¼ r þ 1;y; s;

n0j ¼
nj þ 1; j ¼ 1;y; r;
njr; j ¼ r þ 1;y; s:

Moreover,
u0 ¼def
Xr
j¼1
Xk
i¼2
yjip
Xr
j¼1
Xk
i¼2
yj ¼ ðk  1Þ
Xr
j¼1
yj ¼ ðk  1Þ
Xs
j¼1
y0j;
and x ¼ y0 þ u0 as desired. &
We shall a couple of times use the following lemma, whose proof is verbatim
identical to the proof of [12, Lemma 9.8] by Effros, and which therefore is omitted.
In the formulation of Effros’ lemma, it is required that the ideal I below is an AF-
algebra, but inspection of the proof shows that we only need I to be of real rank
zero.
Lemma 5.5. Let A be a C-algebra, let I be a closed two-sided ideal in A; such that I is
of real rank zero, and let p : A-A=I be the quotient mapping. Then
each -homomorphism m : B-A=I ; where B is a finite dimensional C-algebra, lifts
to a -homomorphism l :B-A; i.e. m ¼ p 3 l:
Lemma 5.6. Let A be a unital C-algebra of real rank zero, and let n be a natural
number. Let Pn be the set of projections pAA for which A is weakly divisible of degree
n at p: Suppose Pn is full in A (i.e., is not contained in any proper two-sided ideal in A).
Then A is weakly divisible of degree n at its unit 1A:
Proof. We show that Pn contains a full projection.
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The assumptions imply that 1A belongs to the closed—and hence to the
algebraic—ideal in A generated by Pn: It follows that 1A belongs to the (closed)
two-sided ideal generated by some ﬁnite set of projections in Pn:
To prove that Pn contains a full projection, it sufﬁces to show that if kX2 and
p1;y; pk are projections in Pn; then there are projections q1;y; qk1 in Pn; such
that the two sets fp1;y; pkg and fq1;y; qk1g generate the same closed two-sided
ideal in A:
Let I be the closed two-sided ideal in A generated by pk1: If pk belongs to I ; then
we can take qj ¼ pj for j ¼ 1;y; k  1: Suppose that pk does not belong to I : Let
p : A-A=I be the quotient mapping. Then A=I is weakly divisible of degree n at
pðpkÞ (and pðpkÞa0). Hence there is a ﬁnite dimensional C-algebra B ¼
Mn1"?"Mnr ; with njXn for all j; and a unital
-homomorphism
m : B-pðpkÞðA=IÞpðpkÞ: Let p0 : ð1 pk1ÞAð1 pk1Þ-A=I be the restriction of
p; and notice that p0 is surjective. It follows from Lemma 5.5 that m lifts to a -
homomorphism l : B-ð1 pk1ÞAð1 pk1Þ: The two projections pk1 and lð1BÞ
are mutually orthogonal and both belong to Pn; so the projection qk1 ¼ pk1 þ
lð1BÞ belongs to Pn: Let J and J 0 be the closed two-sided ideals in A generated by
fpk1; pkg and qk1; respectively. Then pk1 belongs to J 0 (and clearly also to J), so I
is contained in both J and J 0: The quotients J=I and J 0=I are generated by pðpkÞ and
pðqk1Þ; respectively; but
pðqk1Þ ¼ ðp 3 lÞð1BÞ ¼ mð1BÞ ¼ pðpkÞ;
and this proves that J=I ¼ J 0=I ; whence J ¼ J 0: We conclude that
fp1;y; pk2; qk1g generates the same closed two-sided ideal in A as fp1;y; pkg:
We now have a full projection pAPn: Phrased in the language of monoids,
½pp½1Ap½p; and VðAÞ is weakly divisible of degree n at ½p: Lemma 5.4 implies that
VðAÞ is weakly divisible of degree n at ½1A; and this in turn implies that A is weakly
divisible of degree n at 1A: &
Proposition 5.7. Let A be a separable C-algebra of real rank zero, let p be a
projection in A; and let n be a natural number. Then A is weakly divisible of degree n
at p if and only if the corner pAp has no (non-zero) representation of dimension less
than n:
Proof. Suppose ﬁrst that pAp has a non-zero (possibly non-faithful) representation p
on a Hilbert space of dimension m; and suppose that there is a unital -
homomorphism from B ¼ Mn1"?"Mnr into pAp; where njXn for all j: The
representation p will then restrict to a non-zero representation of B; but this is
possible only when mXminfn1;y; nrg: This proves the ‘‘only if’’ part of the
proposition.
Suppose now that pAp has no (non-zero) representation of dimension less than n:
For ease of notation, and upon replacing A with pAp; we can assume that A is unital
and that p ¼ 1A: Let Pn be the set of all projections q in A for which A is weakly
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divisible of degree n at q: Let I be the closed two-sided ideal in A generated by Pn:
We claim that I ¼ A; and this will complete the proof by Lemma 5.6.
Suppose, to reach a contradiction, that IaA: Then I is contained in a maximal
ideal J of A: Let p : A-A=J be the quotient mapping. The quotient A=J is separable,
simple, unital, and of real rank zero. If A=J is ﬁnite dimensional, then it is
isomorphic to Mm for some mXn (by the assumption that A has no representation of
dimension less than n). If A=J is inﬁnite dimensional, then it is weakly divisible by
Proposition 5.3. In either case there is a ﬁnite dimensional C-algebra B ¼
Mn1"?"Mnr ; with njXn for all j; and a unital
-homomorphism m : B-A=J: By
Lemma 5.5, m lifts to a -homomorphism l : B-A: This entails that q ¼ lð1BÞ
belongs to Pn and hence to IDJ; thus yielding the contradiction
0 ¼ pðqÞ ¼ ðp 3 lÞð1BÞ ¼ mð1BÞ ¼ 1A=Ja0: &
If A is weakly divisible of degree n at a projection p; then there is a full (but not
necessarily unital) -homomorphism from Mn into pAp: (A
-homomorphism is
called full if the closed two-sided ideal generated by its image is the entire C-
algebra). By Proposition 5.7 such a -homomorphism exists whenever pAp has no
representation of dimension less than n; provided that A is of real rank zero. In
particular, there is a full -homomorphism M2-pAp precisely when pAp has no
character.
In the non-real rank zero case, there are inﬁnite dimensional simple unital C-
algebras with no projections other than 0 and 1, and there is no (full) embedding of
M2 into such a C
-algebra.
It is not known for which unital, non-real rank zero algebras A there exists a full -
homomorphism from Mn#C0ðð0; 1Þ into A (even for n ¼ 2). It is known, however,
that absence of characters of A is not a sufﬁcient condition to ensure the existence of
a full -homomorphism from M2#C0ðð0; 1Þ into A; but absence of ﬁnite
dimensional representations could be sufﬁcient. This problem is referred to as the
Global Glimm problem, and it has been considered in the study of purely inﬁnite C-
algebras, see for example [4,18].
Theorem 5.8. Let A be a separable C-algebra of real rank zero. Then the following
are equivalent:
(i) A is weakly divisible (cf. Definition 5.1).
(ii) No non-zero corner pAp (where p is a projection on A) admits a character.
(iii) There is no representation p of A on a Hilbert space H for which
pðAÞ-KðHÞaf0g (whereKðHÞ denotes the algebra of compact operators on H).
Proof. (i) ) (iii): Suppose that p is a representation of A on a Hilbert space H such
that pðAÞ-KðHÞaf0g: Let I be the kernel of p; and put J ¼ p1ðKðHÞÞ: Then I
and J are closed two-sided ideals, ICJ; and J=I is isomorphic to pðAÞ-KðHÞ: The
property of having real rank zero passes to ideals and quotients, so J=I ; and hence
pðAÞ-KðHÞ are of real rank zero. Take a non-zero projection p in pðAÞ-KðHÞ
and use again the real rank zero property of A to lift p to a projection q in A: There is
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no unital -monomorphism Mn"Mnþ1-ppðAÞp ¼ pðqAqÞ for n4dimðpÞ; and
hence there is no unital -monomorphism Mn"Mnþ1-qAq for those n: This shows
that A is not weakly divisible at q; and therefore A is not weakly divisible.
(iii) ) (ii): Suppose that p is a non-zero projection in A and that r : pAp-C is a
character. Put rðaÞ ¼ rðpapÞ for a in A: Then r is an extremal state on A which
extends r: Let ðp; H; xÞ be the GNS representation of A that arises from the state r:
Then p is irreducible, pðpÞpðAÞpðpÞ ¼ pðpApÞ is abelian, and pðpÞa0 (the latter
because /pðpÞx; xS ¼ rðpÞ ¼ 1). This entails that pðpÞ is a one-dimensional
projection, and therefore pðAÞ-KðHÞaf0g:
(ii) ) (i): This follows from Proposition 5.7 (with n ¼ 2) together with
Lemma 5.2. &
Condition (iii) is equivalent to the statement that there is no pair of closed two-
sided ideals ICJDA such that J=I is isomorphic to a sub-C-algebra of the compact
operators K:
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