A rational permutation module for a finite group G is a rational representation of the form V ∼ = QX for some finite G set X. Let P (G) denote the subring of the rational representation ring R(G) spanned by the permutation modules. Alternatively, P (G) is the image of the Burnside ring of G in R(G). Define the functor C(G) as the cokernel
It follows immediately from the definition that P (G) ⊆ α φ ·φ for any finite group G. In an earlier version of this paper we claimed that equality held for all finite groups, but Berz [2] gives a counterexample. The error lay in the assertion that the lattice defined as α φ · φ has good induction and restriction properties.
In §1 we review some of the foundational work of A. Dress on induction theory and observe that hyperelementary computation follows for the Mackey functors P (G), R(G) and C(G). Since hyperelementary groups are supersolvable, Berz's result applies and this information leads in principle to further information about C(G) for general groups G.
In §2, we prove that the functors, P , R and C are "detected" by the basic subquotients of G [9] . This leads to a different proof of the Berz equality P (G) = α φ φ, for G hyperelementary, and to more efficient methods for computing C(G).
Each basic group B is p-hyperelementary for some prime p and each basic group has a unique irreducible faithful rational representation ρ B . Representations have induction and restriction for quotient maps as well as subgroups. Hence they also have "push forward" and "pull back" maps for subquotients. If H is a subquotient of G, we call the map from R(G) to R(H) the restriction and we call the map from R(H) to R(G) the induction map.
Hyperelementary computation and basic detection can be combined (see §3) to give an explicit numerical criterion for an arbitrary rational representation to be a virtual permutation representation.
Theorem A: Given a rational representation χ on G, χ is a virtual permutation representation if and only if a ρ B divides χ, Ind
G (ρ B ) for all basic subquotients B of G.
In §4 we describe the basic groups and give a partial calculation of the a ρ B . In conjunction with the general theory, this leads to a short proof of the Ritter-Segal theorem in §6.
In §7 we construct examples of groups G for which C(G) is arbitrarily complicated. In §8 we give some calculations of C(G) and prove some vanishing results. One consequence of Corollary 8.3 is:
Theorem B: If p is the largest prime dividing the order of G, then C(G) is p-torsion free.
To state the calculation for G nilpotent (see § §9-10) we need some notation. Let Ch Q (G) denote the ring of rational valued characters of G, and recall that
is a short exact sequence where the sum runs over the irreducible rational representations φ of G and m φ is the Schur index of an irreducible complex constituent of φ. If we let C(G) denote the cokernel of the inclusion P (G) ⊆ Ch Q (G), then we also have the following isomorphisms
C(G)/C(G)
Let R(G) denote the kernel of the restriction map R(G) → R({e}). For nilpotent groups, G is the direct sum of its p-Sylow subgroups G p , and we may write G = G 2 × G odd . Note that R(G odd ) = p odd R(G p ). In [14, Satz 3] it was asserted that C(G) = 0 for G nilpotent, but C(G) = Z/2 for G = Z/3 × Q 8 ([14, Hilfsatz 6.1 (1) ] is incorrect). More generally, C(G) = Z/2 for G = Z/p × Q 2 r for any odd prime p and r ≥ 4. On the other hand, C(G) = 0 for G = Z/7 × Q 8 . This dependence, both on the prime factors of G odd and on the quaternion algebras, complicates the calculation for nilpotent groups.
Call an odd prime p non-split if 2 w ≡ 1 (mod p) when p − 1 = 2 s w with w odd: otherwise call it split. Let G s denote the product of the pSylow subgroups for split primes and let G ns denote the product of the p-Sylow subgroups for non-split primes. We will show in Proposition 6.2 that C(G 2 ) is a Z/2 vector space with one Z/2 for each irreducible rational representation whose division algebra is quaternionic. There is a direct sum decomposition C(G 2 ) = C(G 2 ) 8 ⊕ C(G 2 ) ≥16 depending on whether the center field is Q or not. Then
In this formula, the term R(G
There is another description of the answer for G nilpotent. Let E G denote the set of conjugacy classes of odd order cyclic subgroups of G. Each E ∈ E G has a unique faithful, irreducible, rational representation ρ E . Let m R (ξ) denote the real Schur index of an irreducible complex constituent of ξ, and
where ξ runs over the irreducible rational representations of G 2 and {e}
To compare the two versions, note that the rank of R(G odd ) is just the cardinality of the set E G (see §9 for an idempotent description of this correspondence). The condition m R (ξ) = 2 picks out the quaternionic representations of G 2 , the degree [Q(ξ) : Q] is the degree of the center field extension, and f E determines whether E is split or non-split.
Finally we remark that hyperelementary calculation has some limitations. For example, all the irreducible complex representations of the symmetric groups Σ n come from permutation modules [11, Thm.2.2.10,p.39], so C(Σ n ) = 0. However, any finite collection of hyperelementary subgroups occurs in a fixed Σ n once n is sufficiently large.
A review of Dress's work on induction
The work to which we are referring (see [4] and [5] ) assumes that we are given a Mackey functor M and a family of subgroups of G, denoted H. In general it is only important that H be closed under conjugation and subgroups, but in this paper it is the family of hyperelementary subgroups.
One can then form what Dress calls an Amitsur complex: this is a chain complex M(G)
where the higher terms are explicitly described sums of M applied to elements of H. The boundary map ∂ 0 is the sum of restriction maps and the higher ∂ i are just sums and differences of restriction maps. There is a second Amitsur complex defined using induction maps for which the boundary maps go the other direction. Dress further assumes that some Green ring, say G, acts on M. Write
for the sum of the induction maps. Remark: A subquotient-Mackey functor is a sub-Mackey functor followed by a quotient Mackey functor. Examples include P , C or C, and R or Ch Q .
Dress also proves a local result which says the following about C(G). Fix a prime p, let H p denote the family of p-hyperelementary subgroups and let C(G) p denote the p-primary subgroup of C(G). Then
Basic detection
In [9, 1.A.4] we introduced the category RG-Morita, for any commutative ring R. The category QG-Morita is defined as follows. The objects are subgroups, H ≤ G, and the morphisms from H 1 to H 2 are generated by the H 2 -H 1 bisets X, modulo some relations spelled out in [9, p.249-250] . From [9, 1.A.12 
so P is also a functor on QG-Morita. We proved in [9, 1.A.9,p.251] that the morphisms in QG-Morita are generated by generalized inductions and restrictions corresponding to homomorphisms f : G 1 → G 2 which are either injections (subgroups) or surjections (quotient groups). 
is a split injection where B G denotes the set of basic subquotients of G. The sum of the generalized induction maps is a split surjection.
When G is hyperelementary, Theorem 2.1 has a more precise version which will imply the corresponding special case of Berz's theorem. To describe this result, first recall some results from [9] . For each irreducible rational representation φ there exists a basic subquotient B, so that φ is the generalized induction of ρ B with additional control on the induction. Corresponding to φ there is an idempotent e φ in QG-Morita. This idempotent has the property that if V is any rational representation of G, then e φ · V = bφ where φ occurs b times in V . If V is a virtual permutation representation so is e φ · V , since QG-Morita acts on P (G). It follows from this observation that
On the other hand, if α φ φ is restricted to B and then hit with e ρ B , one gets a virtual permutation representation which is α φ φ. Hence α φ = α ρ B and we have shown
In §4 we will say more about the α ρ B . In particular, for every p-hyperelementary group all the α φ are powers of p.
The proof of Theorem A
To fix some notation for the proof, let L(G) denote the set of all rational representations χ of G such that χ,
Frobenius reciprocity holds even for generalized restrictions and inductions so χ, Ind
Since virtual permutation representations are also preserved by generalized induction and generalized restriction, it is clear that Frobenius reciprocity
The proof concludes by induction on the order of G. The result is trivial for the trivial group. Assume that P (H) = L(H) for all proper subgroups of G. Since L always has restrictions and since it is equal to a Mackey functor on proper subgroups, it also has inductions. Hence L is a Mackey functor for the category of finite subgroups of G. Since P (H) = L(H) on all hyperelementary subgroups of G, proper or not, it follows from Proposition 1.2 that
Basic p-hyperelementary groups
A p-hyperelementary group is any group which can be written as an extension, C G → P where C is a cyclic group of order prime to p and P is a p-group. There is an action map ψ : P → Aut(C). Any such extension is split. The notation follows [9] (1) p is odd and the kernel of ψ is cyclic; (2) p = 2 and the kernel of ψ is cyclic, dihedral, semi-dihedral or quaternion and if the kernel is D(8) the conjugation homomorphism
This includes the theorem of Roquette [15] identifying the basic pgroups as cyclic if p is odd and cyclic, quaternionic, semi-dihedral and dihedral of order at least 16 if p = 2.
An F -group is a group with a cyclic normal subgroup A F → F/A where the action map ψ :
From [9, 2.11,p.267], a basic group has a unique faithful rational representation ρ G . It is the only irreducible rational representation of G which is faithful when restricted to A, and
We can describe the Schur index m ρ G as follows. Let Γ denote the Galois group of Q(ζ |A| ) over Q. Embedding A as a subgroup of the roots of unity in Q(ζ |A| ) determines an isomorphism of Γ with Aut(A). Use the map G/A → Aut(A) to identify G/A as a subgroup of Γ . The center field Q(ρ G ) is just the field corresponding to G/A under the Galois correspondence. There is an induced map
where
is the Brauer group of the field Q(ρ G ), and the map labeled j injects its domain onto the set of division algebras with center Q(ρ G ) which split over Q(ζ |A| ). The class κ G is mapped to the class of the simple factor of QG determined by ρ G (see [7, p.193] 
In general it is not easy to compute local Schur indices, but in the discussion below we carry this out in some special cases. We will use the notation L = Q(ζ |A| ) and K = Q(ρ G ). Fix a prime q ∈ Q, and primes q in K and
Let Γ Q denote the decomposition group of Q over Q and let
determines the image of the local division algebra in its Brauer group. Here i * is the map induced by the inclusion
and j Q is the injection into the Brauer group. The Galois group Γ Q maps onto the Galois group ofL Q over F q . The first inertia group is the kernel, denoted Γ Q0 . Let G Q0 = Γ Q0 ∩ G/A: it is the first inertia group of Q over K.
There is an exact sequence of
where Z is a trivial Γ Q module and U is the group of units in the ring of integers of L Q . It follows that
is exact and so s factors through a map
U . This map can be analyzed by means of the exact sequences
where the vertical maps are injections. Recall that there is a Hausdorff filtration on U 1 so that the associated graded is a vector space overL Q . From this discussion, we can recover the well-known result on the Schur indices for the quaternion groups: We now describe two further situations where the calculation of the local Schur index is relatively easy. Case 1. The prime q does not divide p. Then
This follows from [18, Lemma 3,p.185], since G Q is a p group and the associated graded is a Z/q vector space. Hence
is an isomorphism. The grading on U 1 also shows that A p →Ā p is an isomorphism and hence
is an isomorphism. Up to these isomorphisms, it suffices to determine the map
Case 2. The group G Q0 = {e}. Equivalently, q is unramified over K. Then G Q is also the Galois group ofL Q overK q . Again 
To apply Case 2 to prove the first assertion, note that all the p-power roots of unity in L are contained in K, so the extension L Q /K q is unramified. Case 2 shows m p (ρ G ) = 1. Case 1 can be applied to prove the remaining assertions. Here
and that the action of
G Q onL * Q is trivial. Hence the map of A p → (L * Q ) p is just an injection Z/p s → Z/p t . Since G is basic, G Q = G/A = Z/pr for some r ≤ t, and we must compute the map i * from Lemma 4.1. If s = t, the map i * is an isomorphism so m q (ρ G ) is the order of κ G . If r + s ≤ t the map i * is zero, so m q (ρ G ) = 1.
Calculations for basic p-hyperelementary groups
The goal of this section is to come as close as we can to computing α ρ G for basic p-hyperelementary groups. First we prove a general lemma.
Lemma 5.1: Let U G be a normal subgroup. Let λ be a representation on U with
φ = Ind G (λ). Let H be any subgroup of G, let L = H ∩ U and letH = H/L. Then φ, Ind G (1 H ) = 1 |H| Σ g∈U \G Res L g (λ), 1 L g .
Proof:
Consider
To see the second equality, note H gh = ghHh −1 g −1 = H g . The conjugation by h does not change the character 1 H , so all the terms in the second sum are seen to be equal. Note
where the last equality is just the Mackey double coset formula applied to the composite Res U (Ind
by Frobenius, so
by Frobenius reciprocity applied to λ, Ind U (1 H g ∩U ) . Proof: Apply Lemma 5.1 to U = A with λ an irreducible complex constituent of ρ A . Since λ is faithful, the inner products on the right are 0 unless H g ∩ A = L g = {e} when they are all 1. Next recall that ρ A is just a sum of Galois conjugates of λ and recall that Ind
Proposition 5.2: For G basic p-hyperelementary, a ρ G is the gcd of the numbers
|G/A| , the result follows.
Lemma 5.3: C(G) is a p-torsion group if G is p-hyperelementary.

Proof: Since subquotients of p-hyperelementary groups are again p-hyperelementary the result follows from Proposition 5.2 and Proposition 2.2.
Since the gcd of a set of powers of p is just the minimum, the following is an immediate consequence of Proposition 5.2.
Proposition 5.4: Given a hyperelementary basic group G, there exist subgroups H such that H has maximal order subject to the condition H
is Euler's phi function of the integer n.
Proposition 5.5: If G is basic and A G → G/A is split, m ρ G = 1 and
Proof: Take H = G/A in Proposition 5.4 and recall α ρ G is an integer.
Corollary 5.6: Let G be a finite group with elementary abelian p-Sylow
Proof: By (2.1) and (2.2) it is enough to compute α ρ G for basic subquotients of G. Now apply (5.3) and Proposition 5.5.
Sometimes a basic p-hyperelementary group can be decomposed as G = E × G where the order of E is prime to p. Note that G is automatically basic and that the basic representation ρ G is just ρ E ⊗ ρ G . For a given G there is a unique maximal direct factor E of order prime to p.
Lemma 5.7: Let G = E × G be a basic p-hyperelementary group, with the order of E prime to
Proof: The first assertion follows from Proposition 5.4: the quantity m ρ G · α ρ G for a basic p-hyperelementary group depends only on the p-Sylow subgroup. The calculation of the change in Schur index is easy to describe at the level of simple factors of the group rings: the center field for the factor for ρ G in Q[G ] is just extended by tensoring with Q(ζ |E| ) = Q(ρ E ). Since the order of E is prime to the order of G , the new center field is just Q(ρ G ) and we compute the local invariants of this extended factor. The result is immediate for |E| ≤ 2, so assume |E| > 2. Since the field
We now turn to the primes dividing |G |. Since the order of E is prime to the order of G , we can reduce to the cyclotomic case as follows. Let Q be a prime of Q(ρ G ) lying over the prime q of Q. If q splits in Q(ρ E ) intō q 1 , · · · ,q g , then Q splits in Q(ρ G ) intoQ 1 , · · · ,Q g . The main issue here is the degree of the extension Q(ρ G )Q i over Q(ρ G ) Q i . By Galois theory, this equals the degree of Q(ρ E )q i over Q q i .
The classical theory says that q i is unramified in Q(ρ E ) and that the degree of the residue field extension is the order of q i in Z/|E| × , denoted f q i (E) and therefore the degree of Q(ρ E )q i over Q q i is just f q i (E). Each local Brauer group at a finite place is a Q/Z. The map on the sum of the local Brauer groups is a diagonal map into g copies of Q/Z corresponding to the splitting of the prime Q preceded by multiplication by the degree of the local field extension f q i (E) (see [18, Prop.7, p.193 
]).
As an application of Lemma 5.7, we consider the product of cyclic groups with quaternion groups. The prime 2 has order 2 in Z/3 × . Hence 
Calculations for a p-group
If G is a basic p-group, then G/A is trivial or Z/2. The group G/A is trivial except when G is dihedral, semi-dihedral or quaternion. The extension A G → G/A is split if G is dihedral or semi-dihedral and is non-split if G is quaternion. In this last case, the Schur index is 2. Therefore in all cases, α ρ G = 1.
Theorem 6.1 (Ritter-Segal): C(G) = 0 for G a p-group.
Proof: The result follows from Proposition 2.2 and the calculation that α ρ G = 1 for basic p-groups G. This line of argument was attributed to W. Feit in the introduction to [16] .
For a basic p-group, C(G) = 0 if G is cyclic, dihedral or semidihedral, and C(Q 2 r ) = Z/2. This follows from (0.2) and our previous remarks about Schur indices.
Proposition 6.2: For any p-group, p odd, C(G) = 0. For any finite 2-group G there exists a set B of quaternionic subquotients so that both the generalized induction and the generalized restriction induce an isomorphism between C(G) and
Proof: It follows in general from [9, 4.A.8,p.283 ] that there is a set of basic subquotients B so that for any functor F on QG-Morita, F (G) and B∈B e ρ B · F (B) are isomorphic via either the generalized induction or the generalized restriction. For the case F = C, only the quaternion subquotients can make a non-zero contribution and the idempotent factor e ρ B C(B) is also Z/2 as one sees by applying the general result to Q 2 r .
Discussion:
The defining property of the basic subquotients in B is that ρ B goes to an irreducible rational representation φ of G under the generalized induction and that φ and ρ B have the same center and division algebra (hence the same Schur index). Therefore the number of elements in B and the orders of the various Q 2 r 's that occur can be read off if one knows the Wedderburn decomposition of Q[G]. Alternately, an irreducible rational character φ is of quaternion type if and only if g∈G φ(g 2 ) < 0; if it is of quaternion type, then φ, φ = 4·2 r−3 = 2 r−1 determines the corresponding quaternion subquotient group Q 2 r . If one knows the complex characters, look for irreducible characters χ so that g∈G χ(g 2 ) = −1. Work out the orbits under Galois conjugacy of these characters. The number of orbits is the cardinality of B and an orbit with 2 r−3 elements corresponds to a Q 2 r ∈ B. Notation: The isomorphism in Proposition 6.2 introduces a direct sum decomposition on C(G) by the orders of the quaternion subquotients. For us it will only be important whether the quaternion group is Q 8 or not, so let C(G) 8 denote the summand of C(G) corresponding to subquotients Q 8 and let C(G) ≥16 denote the summand corresponding to the subquotients of Q 16 and larger.
Examples of large C(G)
We can construct groups with large torsion in C(G) as follows. Fix a prime p and integers r, s and t with 0 < r ≤ t and 0 < s ≤ t. Let q be any prime with q = 1 + b · p t with p b, and form G = Z/q × Z/p s+r . The action is defined by the composition Z/p s+r Z/p r → Aut(Z/q). Note that G is basic p-hyperelementary and that the extension class κ G has order p r . A computation using Lemma 4.1 and Proposition 4.2 shows that the Schur index m ρ G = p r+s−t if t < r + s and m ρ G = 1 otherwise. By Proposition 5.4, it follows that α ρ G = p t−s if t < r + s and α ρ G = p r otherwise. Therefore C(G) has a Z/p r summand coming from the basic representation of G whenever t ≥ r + s.
Since C is a functor on QG-Morita, C(G ×G ) contains C(G )⊕C(G ) as a summand. We can now construct examples of groups G which contain a given finite abelian group as a summand of C(G). Note further that the groups constructed are all metabelian, so these also provide examples where the Berz lattice has large index in R(G).
Vanishing results and preliminary calculations
This next result will enable us to calculate C(G) in many cases needed later.
Lemma 8.1: Let
commutes.
Proof: The Burnside ring is the free abelian group on cosets, G/H as H runs over the conjugacy classes of subgroups of G. For G as in the Lemma,
. Each irreducible complex representation of G is the tensor product of complex representations on G 0 and G 1 , even without the assumption on the orders. The assumption on the orders guarantees that
because the tensor product of two fields of relatively prime orders remains a field. The calculation follows. The commutativity of the square follows from the behavior of the tensor product of characters under restriction.
The next goal is to calculate C(G) when G is a p-elementary group: i.e. G = E × G p where E is cyclic of order prime to p and G p is a p-group. Note that C(E) = 0 for E any cyclic group (see [17, Ex. 13 
Idempotents in the 2-local Burnside ring
In addition to induction theory, Dress constructed idempotents in the local Burnside ring. In [8, Sect. 6] and [12, Sect. 11 ] these idempotents are combined with induction theory to do calculations. We only discuss the 2-local case on a group G odd of odd order. Dress constructs one idempotent e E in the 2-local Burnside ring for each conjugacy class of cyclic subgroups of G odd . One can then split any 2-local Mackey functor using these idempotents, and the main result we want is Oliver's identification of the pieces [12, 11.5,p.256] . Let F be a 2-local Mackey functor on G odd which is 2-hyperelementary computable. Then for each cyclic subgroup E and each subgroup K of G odd ,
In general Oliver describes the answer as a limit over subgroups of N K (E) of the form E ≤ H P where P is a 2-group. Since K has odd order, E is the unique such group and all that remains of the limit is to take the fixed subgroup. Hence we have 
The next task is to calculate the idempotent e E . We should really do this in the 2-local Burnside ring, but for a cyclic group the Burnside ring and the rational representation ring are isomorphic, and it will be more convenient to have the answer in terms of representations anyway. To fix some notation, let E be a cyclic group and d a divisor of |E|. Define λ E d to be the irreducible rational representation obtained by pulling the faithful irreducible rational representation on Z/d back to E under an epimorphism E → Z/d (there are usually several but the representation is independent of choice).
Lemma 9.2:
The idempotent e E for the odd order cyclic group E in the 2-local Burnside ring is 
. There is also a less mysterious description of e E (see [8, (6.12) ,p.819]). If E runs over the maximal proper subgroups of E,
is split exact for any 2-local Mackey functor including Z (2) ⊗ R. One can see Res E ( e) = 0 since one of the elements in the tensor product will vanish. Therefore e is contained in (e E · Z (2) ⊗ R)(E) and hence must be e E . The formula for e {e} is obvious. C(G) when G 2 
The calculation of C(G) and
Recall from the Introduction that a prime is non-split if and only if 2 has odd order in (Z/ ) × . Call a cyclic group E non-split if all the primes dividing its order are non-split: otherwise, call it split.
Choose a basis of C(G 2 ) by irreducible rational-valued class functions: χ 1 , · · · , χ s corresponding to Q 8 subquotients and η 1 , · · · , η t corresponding to Q 2 r subquotients with r ≥ 4.
Finally, recall the the representations λ p i ⊗ χ j has a 2-local Schur index which is 2 if 2 has odd order in (Z/|E|) × and is 1 otherwise. Therefore the order of 2 in (Z/|E|) × is odd if and only if all the primes dividing |E| are non-split. We have established the calculation of (e E · F )(E). The claim about ι E follows from checking it on the bases just given.
In what follows, let E split G odd denote the congugacy classes of E such that E / = {e} and E is split. Let E nonsplit G odd denote the congugacy classes of E such that E / = {e} and E is non-split.
Corollary 10.2:
Suppose the 2-Sylow subgroup G 2 of G is normal. Then
The inclusion ι G respects the summands.
Proof: Apply Theorem 9.1 to the functors F andF . Use Theorem 10.1 to evaluate the summands for |E|1. For E = {e}, use (9.2) and Theorem 6.1 to evaluate the summand F ({e}).
One can construct examples of groups of odd order permuting the factors in a direct sum of quaternion groups, and in such examples the fixed sets can be proper subspaces. Assuming that G = G 2 × G odd , each fixed point set in Corollary 10.2 is the whole subspace. Lemma 8.1 gives the nice description C(G) 2 ∼ = R(G odd ) ⊗ C(G 2 ), but it is still difficult to identify the subgroup C(G) 2 in a functorial way. One solution is to recall the chosen collection of quaternion subquotients, Q 2 r ⊂ B.
Corollary 10.3: Under the generalized induction maps,
are isomorphisms. There are similar isomorphisms using the generalized restrictions.
Proof: Using Theorem 9.1, write down a basis for both sides of the isomorphism and observe that by construction the generalized induction map takes each basis element in the domain to a basis element in the range and that every basis element in the range is accounted for under this correspondence.
The same proof works for the generalized restriction maps, but here is a different one. Define a Mackey functor J on G odd by J (K) = Q 2 r ∈B C(K × Q 2 r ) 2 for any K ≤ G odd . Because G = G 2 × G odd , the sum of the generalized restriction maps define a natural transformation of Mackey functors, β K : F (K) → J (K). Check that β E is an isomorphism for cyclic subgroups E and use Theorem 9.1 to finish.
Another solution to describing our calculation succinctly is to assume a bit more. Suppose that there exists a normal subgroup G s G odd such that only split primes divide the order of G s and only non-split primes divide the order of G odd /G s = G ns . In this case say G odd has a normal split subgroup.
Corollary 10.4: If there is a normal split subgroup in G odd and if
where V denotes the kernel of the restriction map R(G odd ) → R(G ns ).
Proof: Observe that non-split cyclic subgroups of G odd correspond to nontrivial cyclic subgroups of G ns under the projection.
Note that the formula in Theorem C now follows since all the hypotheses of Corollary 10.4 are satisfied and the kernel of R(G odd ) → R(G ns ) can be identified with R(G s ) ⊗ R(G ns ).
The formula in Theorem C follows from (10.2): all the quaternion representations ξ of G 2 have m R (ξ) = 2 and Q 8 can be distinguished from Q 2 r by the degree [Q(ξ) : Q] of the center field. Finally, note that f E = [ Q 2 (ρ E ) : Q 2 ] is odd precisely when E is non-split.
