In recent years, an increasing number of studies have demonstrated that networks in the brain can self-organize into a critical state where dynamics exhibit a mixture of ordered and disordered patterns. This critical branching phenomenon is termed neuronal avalanches. It has been hypothesized that the homeostatic level balanced between stability and plasticity of this critical state may be the optimal state for performing diverse neural computational tasks. However, the critical region for high performance is narrow and sensitive for spiking neural networks (SNNs). In this paper, we investigated the role of the critical state in neural computations based on liquidstate machines, a biologically plausible computational neural network model for real-time computing. The computational performance of an SNN when operating at the critical state and, in particular, with spike-timing-dependent plasticity for updating synaptic weights is investigated. The network is found to show the best computational performance when it is subjected to critical dynamic states. Moreover, the active-neuron-dominant structure refined from synaptic learning can remarkably enhance the robustness of the critical state and further improve computational accuracy. These results may have important implications in the modelling of spiking neural networks with optimal computational performance.
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This article is part of the themed issue 'Mathematical methods in medicine: neuroscience, cardiology and pathology'.
Introduction
In the theoretical literature, self-organized criticality (SOC) as a critical branching process maintained by the self-tuning of parameters towards the critical state has been discussed for a long time [1] and observed in many complex systems in Nature, such as earthquakes, forest fires and nuclear chain reactions [2] [3] [4] . In neuroscience, one of the typical features predicted by critical phenomena is the identification of neuronal avalanches, i.e. bursts of spontaneous activity that spread through the network, and the event sizes obey a characteristic power-law distribution with a slope of approximately −1.5 [5] [6] [7] [8] . The functional rule of this dynamic criticality can result in optimal transmission [5] , storage of information [9] and sensitivity to external stimuli [10] . Recently, it has been noted that SOC may not only advance our understanding of natural neural networks but also reveal an important design mechanism for electronic computers: without the rewiring of physical interconnections, a critical state can be achieved by local changes in conductivity between active elements, which is especially meaningful for manufacturing very-large-scale integrated (VLSI) systems [11] .
Considering the computational application of neural networks, most work in artificial intelligence focuses on computations in feed-forward circuits with linear static units, which are much easier to analyse mathematically than spiking neural networks (SNNs), which consist of nonlinear dynamic units and recurrently complex connections. Despite the appearance of deep learning architectures that have recently shown an impressive performance in a broad range of computational tasks [12] [13] [14] , these systems require massive computing power, time and energy, and, thus, make it infeasible for real-time applications, e.g. on mobile devices or autonomous robots [15, 16] . However, the event-driven property of the signal-processing mechanism in SNNs, that is, where all neurons operate in parallel and only the arrival of spike events triggers processing, is quite efficient for computational tasks [15, 16] . However, related research on braininspired intelligence with computational application of SNNs is quite rare. The liquid-state machine (LSM) model proposed by Maass and co-workers [17] is one of the few biologically plausible computational neural network models for real-time computing on time-varying inputs. The LSM uses a recurrent SNN to hold and nonlinearly transform information from the previous input stream to the high-dimensional transient state of the neural network. Synaptic connections in liquid networks are usually chosen randomly and fixed during the training process, where only the readout component is trained by using a simple classification/regression technique according to specific tasks. The key problem for improving computational performance is the design of the liquid neural network. Various methods for constructing liquid topologies have been developed based on the computational modelling of SNNs [18] [19] [20] [21] .
Legenstein & Maass [20, 22] have shown that dynamic systems achieve optimal prediction performance if their dynamics lie on the transition boundary between order and disorder. Unfortunately, the computational application of an LSM is very limited and unpopular compared with another quite similar computing model, the echo state network (ESN), which has the same network structure and training strategy but uses analogue sigmoidal neurons. In [21] , the computational powers of these two systems were investigated in detail, and their results reveal that the critical region corresponding to the optimal performance for the LSM is narrow and largely dependent on the sparsity of the network connectivity. Systems with spiking or binary neurons seem to depend strongly on the network connectivity structure, while in networks of analogue neurons such dependency has not been observed. Therefore, generating an efficient SNN model that has a robust and broad critical region is crucial for improving the computational performance.
Related modelling studies on neural networks with SOC have been widely studied from the viewpoint of complex networks, such as scale-free networks [23, 24] , small-world networks [25, 26] , hierarchical modular networks [27, 28] and random networks [29] . Self-organization of plausible neural models to criticality was also demonstrated in a number of papers [11, [30] [31] [32] [33] . However, most of these models were based on a highly simplified one-dimensional neural model or updated by activity-dependent plasticity where only the correlation of activities is considered while the firing orders of pairs of activities are ignored. Li & Small [34] have shown that neuronal avalanches can be self-organized from the SNN with spike-timing-dependent plasticity (STDP), which selectively strengthens the pre-to-post synapses with relatively shorter latencies or stronger mutual correlations while weakening the remaining synapse [35] . The obtained active-neurondominant network was demonstrated to be beneficial in enhancing the information transmission of neural circuits.
Based on previous research, in this paper, the influence of critical dynamics on the computational performance of an SNN based on the LSM for real-time computing has been investigated. Two types of liquid networks are considered: a random recurrent network or an active-neuron-dominant network, which is evolved from the STDP learning rule. The results demonstrate that both networks show the best computational performance when subjected to critical dynamic states. In addition, STDP learning can bring the network activity closer to the critical state and, meanwhile, obviously broaden the critical region. In addition to the sparsity of synaptic connectivity after STDP learning, the active-dominant structure also contributes to the enhancement of computational accuracy. These results may reveal the potential functions of network learning for improving the efficiency of information processing.
Network description (a) Network architecture
The LSM system consists of three components: an input component, a liquid component (LC) and a readout component (as shown in figure 1 ). Synaptic inputs integrated from the input component are received by the neurons in the liquid network and can be expressed in a higher dimensional form called a liquid state. For specific tasks, the liquid network outputs a series of spike trains projecting the readout component, which acts as a memory-less readout function. During the computations, only readouts are trained by linear regression according to the teaching signal, while connections in the liquid network always remain unchanged once the structure is established. In this paper, the liquid network is formed by 200 recurrently all-to-all connected Izhikevich (Izh) neurons, and both of the input and readout neurons are feed-forward connected to all of the neurons in the liquid. Here, four different inputs are independently added to four equivalently divided groups in the liquid network, as shown in figure 1 (neuron different input streams are marked with different colours). The inputs are four independent signal streams generated by the Poisson process with randomly varying rates r i (t), i = 1, . . . , 4, where each input stream consists of eight spike trains (figure 2a). The time-varying firing rates r i (t) of the eight Poisson spike trains were chosen as follows based on [36] . The baseline firing rates for streams 1 and 2 were chosen to be 5 Hz, with randomly distributed bursts of 120 Hz for 50 ms. The rates for the Poisson processes that generated the spike trains for input streams 3 and 4 were periodically updated by randomly choosing between the two options, 30 Hz and 90 Hz. To facilitate the observation, spike trains were counted within a 50 ms window to calculate the resulting firing rate r(t) (curves shown in figure 2a) . Notably, the input stream relies on action potentials (spikes) rather than on the firing rate, increasing the dynamic complexity of the circuits.
To investigate the computational capability of the LSM, usually learning tasks can be the approximation or functional combination of several real-time independent inputs. For example, if there are three independent inputs r 1 , r 2 , r 3 , the teaching signal could be r 1 + r 2 + r 3 , r 1 * r 2 or r 2 3 as considered in [36] . During the training process, a linear regression is employed to obtain the optimal readout weights that can generate the least mean squared error (MSE) according to the teaching signal. It should be noted that the signals from the liquid network to the readout neurons consist of spikes rather than firing rates. Actually, the signal to each readout neuron should be transferred to the synaptic current from the pre-synaptic spike trains of all neurons in the liquid network. The transformation is achieved through the application of a filter with an exponentially decaying kernel [36] . scaled by its synaptic weight. The final state value x i of the ith liquid neuron is calculated based on the latest spike time of the ith neuron
where τ is a time constant set to be 30 ms, δ = t sample − t spike , t spike is the spike time and t sample is the current sample time. Then, the output of the readout neuron is y = x T * W out , where W out is the weight matrix trained by the linear regression algorithm (i.e. using the function regress() in Matlab). Simulations were conducted using a CSIM package, which is a neural network simulator written in C++ with an MEX interface to Matlab [36] (This package is available for free at www.lsm.tugraz.at.) Figure 2b shows the corresponding responses of the neurons in liquid networks with different structures. It can be seen that neuronal activity updated by STDP learning is more sensitive to the input stimuli than the random network. The black and red dashed lines in figure 2c are the corresponding outputs of the LSM compared with the target teaching signal r 1 + r 3 (the blue solid line). From this figure, we can see that the signal of the incoming input spike trains could be efficiently transferred into the high-dimensional liquid network, where information can be stored and further amplified by the intrinsic dynamic state of the neuronal population, thus resulting in the high precision of the computational capability by readouts.
(b) Neuron model
In this paper, 200 synaptically connected Izh neurons are adopted with the model described in [37] v i = 0.04v
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where i = 1, 2, . . . , N, v i represents the membrane potential and u i is a membrane recovery variable. The variable ξ i is the independent Gaussian noise with zero mean and intensity D that represents the noisy background. The parameters a, b, c, d are dimensionless; various choices of these parameters result in various intrinsic firing patterns [37] . Particularly, b is a critical parameter that can significantly influence the dynamics of the system. Neurons with larger b are prone to exhibit larger excitability and fire with a higher frequency than others. In this paper, in order to establish a heterogeneous network, the initial values of b are randomly distributed in [0.12, 0.2]. Hence each neuron when uncoupled has a different activity when subject to external input and noisy background. I stands for the externally applied current, and I syn i is the total synaptic current through neuron i and is governed by the dynamics of the synaptic variable s j shows an active-neuron-dominant structure which has also been reported in [34, 39] . (Online version in colour.)
synaptic reversal potential v syn is set to be 0. For the STDP network, the synaptic conductance g ij from the jth neuron to the ith neuron will be updated by the STDP modification function F, which selectively strengthens the pre-to-post synapses with relatively shorter latencies or stronger mutual correlations while weakening the remaining synapse [38] . The synaptic conductance is updated by
and
where t = t j − t i , t i and t j are the spike time of the presynaptic and postsynaptic cells communications between active neurons and inactive neurons are improved [39] . However, these properties are not present in the corresponding random network, which is composed of the same heterogeneous cells and shares the same average synaptic weight, being about g max /2. The distributions of the synaptic matrix for an active-neuron-dominant structure and a random structure are shown in figure 3 .
The performance of the STDP is quite stable, as observed in this paper and other related literature. The results have been examined to be robust to the initial condition and parameter values (i.e. g max , g il ) and the external current in a relatively large varying range. After STDP learning synaptic weights in the liquid network will always converge to stable values. Owing to the use of nonlinear spiking neurons and nonlinear synaptic models, the convergence of STDP learning takes a relatively long time. However, the STDP training of a liquid network is independent from specific learning tasks; that is, the construction of a liquid network is offline and task-independent. Once the liquid updating is finished, the liquid connections always remain unchanged and only readout weights are trained through linear regression, which can be achieved in one time step. Thus, our proposed model is suitable for performing real-time learning tasks.
Results
In this section, lists of biologically relevant real-time computational tasks were conducted to compare the computational capability of an LSM with a random or active-neuron-dominant network updated by STDP. In these tasks, target signals were chosen as mathematical functions of the firing rate of the four input streams, including r 1 + r 3 , r 3 * r 4 and r 2 * r 3 + r 2 4 . To characterize and quantify the computational performance of networks more systematically, we purposely tested the sensitivity of different types of LSMs by simultaneously varying the external current I and synaptic weights from the input to the liquid network (g il ). The results of the average MSEs shown in figure 4 were obtained and averaged from 20 independent simulations. From this figure, we can see that, for both networks and all three tasks, a particular parameter region where the system can achieve optimal computational performance always exists. Moreover, the average MSEs of the LSM with an STDP liquid network are much smaller than those of the LSM with a random network for different tasks. Figure 5a shows that the computational performance becomes worse when the external stimulus current I is too strong or too weak. The network can only yield the best computational performance within the medium range of parameters (i.e. I = 5 and g il = 0.22). In addition, the output curve of the LSM with an STDP-updated structure is much smoother with smaller fluctuations than that of the LSM with a random structure (figure 5b).
To obtain insight into the potential mechanism for the better performance of the STDP network, synaptic currents integrated from the presynaptic spike rasters in the liquid network under different external stimulus currents (for cases I = 3, I = 5, I = 8) are illustrated in figures 6 and 7. The synchronization degree of network activity is shown to increase with the increase in the external stimulus current. Specifically, the activity exhibits a mixture of ordered and disordered patterns when the current is approximately 5, indicating the high complexity of the network activity under these conditions. In addition, the wider distribution of the peak synaptic current for the STDP network indicates more diverse dynamics of liquid states (figures 6c and 7c), which may contribute to the increase in efficiency for readout training. The averages of the absolute values of the final readout weights |W out | after training are calculated with varying external current (figure 8a). Interestingly, for both networks, there also exists a minimum value of |W out | when the current is near the region of I = 5 where networks have the optimal computational performance. In addition, the average values of the |W out | for the STDP network are much smaller than those for the random network, which can be further confirmed from the probability distributions shown in figure 8b. This result is consistent with the conclusion made in the study of the ESN [40] ; output weights should not be too large, and the reasonable absolute values are not greater than 50. That is, smaller values of readout weights guarantee a better computational performance. 
Dynamic analysis
In this section, the neuronal dynamics of liquid states were analysed to explore the relationships between synaptic learning, critical dynamics and computational performance. In the previous section, we showed that, if the parameter g il is fixed, the optimal performance for both networks occurs when the external current I is approximately 5 (figure 5a). To investigate what occurs when the parameter is located in this particular region, the neuronal dynamics of the liquid network was analysed by calculating neuronal avalanches, which are defined as a sequence of consecutive active frames that are preceded by a blank frame and followed by a blank frame, where a frame is the spatial pattern of active neurons during one time bin (here the time bin was set to 4 ms based on previous studies [5, 6] ). The avalanche size is the number of activated neurons during each avalanche. The probability distributions of avalanche sizes with varying external current are shown in figure 9a,b. The distribution indicates that the value of the external stimulus has a direct positive effect on the generation of large-size avalanches, corresponding to the firing of the whole network. When the external stimulus is weak, only small-size avalanches exist (non-power-law curves without tails), i.e. a large number of neurons are not triggered in the response, corresponding to the subcritical state. However, if the external stimuli are too strong, excessive bursts of large-size avalanches are triggered (curves with the fitting slope greater than −1.5 and there is a pronounced peak in the tail), leading the network to over-respond, which is called a supercritical state. Only when the external stimulus takes a medium value of approximately 5 does the distribution curves of the avalanche size take on the form of a power law with an exponential tail: P(S) ∝ S α , where synchronized patterns are produced in the network activity. That is, the critical state occurs when the network activity reaches medium synchronization with the slope α = −1.5. This observation suggests that the propagation of network activities can be transferred from the subcritical state to the critical and finally to the supercritical state by increasing the external stimulus current. Note that, during the critical state, the parameter is located with the region of I = 5, which corresponds to the optimal computing performance. In addition, the number of large avalanches (avalanche size larger than N/2) for an STDP network is always larger than that for a random network, especially for the sub-and critical states (figure 9c).
To examine the complexity of activity patterns in neural networks, the information entropy (H) of neural activity is measured by
where n is the number of unique binary patterns and p i is the probability that pattern i occurs [41] . For calculation convenience, neuronal activities are measured in pattern units consisting of a certain number of neurons (here units = 10). In each time bin, if any neuron of the unit is firing then the event of this unit is active; otherwise it is inactive. Surprisingly, the results showed that the maximal entropy also occurs when the external current is approximately 5 (figure 9d). Therefore, these results demonstrate that the critical state with dynamics between ordered activity (synchronized firings) and disordered activity (unsynchronized firings) makes the system have a maximal dynamic complexity and thus achieve optimal computational performance.
In addition, the larger number of large-size avalanches and higher activity entropy of an STDP network than a random network shown in figure 9c,d indicates its more powerful computational capacity. To further investigate this point, several measurements that calculate the degree or the distance to the critical dynamics were examined based on the work in [27] . First, the slopes of the fitting distribution curves of avalanche size for both networks were examined with varying values of external current, with comparison with the critical value −1.5 ( figure 10a ). This analysis showed that the slopes of these two networks pass through −1.5 when the external current I is near 5. For an STDP network, the slopes are closer to the critical state than the random network during most of the varying region of I, which means that the critical state for an STDP network is more robust than the other case. This can be further confirmed from the comparisons of the absolute deviation , which is defined as = |slope − (−1.5)| of the distribution from an exact power law (shown in figure 10b ). The minimum value of is achieved when I is approximately 5. The smaller min of an STDP network indicates that it can result in a distribution of avalanche sizes closer to the critical state than a random network. In addition, we have investigated the influence of network size on the minimum value of (figure 10c). Notably, min is decreased dramatically with the increase in network size, which means that a larger network size can result in network activity that more closely reaches the critical state. In addition, the value of min for an STDP network is always much smaller than that of a random network. Finally, the width of the critical region was examined for both networks, which is defined as th = 2 × r min as the ad hoc threshold of the value of , where r min is the minimal value of the absolute deviation for a random network with the same network size [27] . Figure 10d demonstrates that with the increase in network size, although network activity can reach closer to the critical state, the width of the critical region for both networks is narrowed. However, the width of the critical region for the STDP network is also much larger than that of the random network, which means that STDP learning can result in network activity closer to the critical state (smaller values of min shown in figure 10c) , and, meanwhile, obviously broaden the critical region, which is also robust for the change in the network size. The redistribution of synaptic weights with most of the values reaching either 0 or g max from STDP learning (figure 3b) has an efficient effect on the reduction of useless connections, contributing to the sparsity of the network structure. The sparser connections for an STDP network are beneficial for the enhancement of computational performance, which is consistent with the observations in [21] .
However, this is not the only reason for the enhancement of performance. The active-neurondominant structure in the STDP network also plays a key role, which can be seen from the result shown in figure 5 . In this figure, the shuffled STDP network, which consists of the same synaptic weights as the STDP network but the orders shuffled, is considered. The performance of the shuffled STDP is better than that of the random network due to its sparse connectivity, and worse still than that of the STDP network. The influence of the active-neuron-dominant structure in the STDP network on neuronal activity is shown in figure 11 , where spikes triggered from the top 20% active and the top 20% less active neurons are marked with red dots and blue stars, respectively. In the STDP network, the active neurons become more coincident in firing, and an increasing number of less active neurons begin to fire shortly after the active neurons. However, in the random network, the top 20% less active neurons are not triggered at all. This can be further demonstrated in the phase distribution of the active and less active neurons shown in figure 11c,d . Such a synaptic distribution renders active cells (i.e. 'leading' neurons) a powerful force to trigger the other neurons firing synchronously, thus spreading the excitation of the whole network activity. In this way, the active neurons play a leading role in driving the whole network to generate responses to the input signal, making the network more sensitive to the input and allowing for the encoding of much more information, which leads to the higher accuracy of the output approaching the target signal.
Conclusion
In this paper, the effect of critical dynamics on the computational capability of a neural network based on a liquid-state machine has been investigated. Our results have shown that the powerlaw distribution of avalanche size with a slope of −1.5 can be observed in both a random network and an STDP network. This critical dynamic can remarkably improve the computational performance of an LSM. At the critical state, the information entropy of liquid network activity is maximized, indicating complex activity patterns, which reduces the average values of readout weights and thus improves computational performance. In addition, STDP learning can result in network activity closer to the critical state and, meanwhile, obviously broaden the critical region. In addition to the sparsity of synaptic connectivity after STDP learning, the active-dominant structure also contributes to the enhancement of computational accuracy. Given space limitations, real learning tasks using real-world datasets are not considered in this paper. However, owing to the STDP training, the liquid network is independent from specific learning tasks. That is, the construction of a liquid network is offline and task independent. Once the liquid updating is finished, the liquid connections always remain unchanged and only readout weights are trained through linear regression, which can be achieved in one time step. Thus, our proposed model is also suitable for performing real-time learning tasks.
Our results may have important implications for the understanding of the potential functions of network learning for improving the efficiency of information processing. It can be concluded that performance is optimal at the critical state, and the broader this critical region is, the better the performance of the system will be. Applying STDP learning to the liquid network is an efficient approach to the optimization of computational modelling of spiking neural networks. Other mechanisms beneficial for the generation of critical dynamics and optimizing computational performance need to be further investigated, including the balance between excitation and inhibition, interactions between modules in hierarchical networks, or neuronal intrinsic plasticity that makes the system homeostatic.
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