This review aims to highlight key considerations when performing cortico-cortical evoked potentials (CCEPs) using stereo-electroencephalography (SEEG) for network mapping and show its clinical applicability to presurgical evaluations. The parameters for performing stimulation and safety aspects have been investigated in electrocorticography (ECoG) and deep brain stimulation (DBS), but not as extensively in SEEG. A review of current literature was performed, with an attempt made to emphasize practical insights from all modalities of intracranial stimulation. This paper reviews physical stimulation parameters, highlights safety limits, and considers the influence of changing common stimulation parameters.
| INTRODUCTION
Cortical stimulation is a highly specialized field with clinical and therapeutic applications. Despite its use for >50 years since its first application by Penfield and Jasper in epilepsy surgery, 1 there is still a limited understanding of the specific mechanisms of action by which the desired effect is achieved. In clinical therapies, deep brain stimulation (DBS) has utilized chronically implanted electrodes to deliver high-frequency stimulation to treat a variety of movement disorders as well as epilepsy. 2 More recently, interest in electrical stimulation has been invigorated by the development of responsive neurostimulation (RNS) 3 to treat refractory epilepsy. During invasive epilepsy evaluations using either subdural grids or stereo-electroencephalography (SEEG), stimulation has a clinical role to define eloquent cortical regions and provide evidence for the epileptogenic cortex. 4 Paradigms used for these purposes commonly involve the utilization of 25 or 50 Hz stimulation to map specific areas to localize specific function to direct resective surgery.
Cortico-cortical evoked potentials (CCEPs) utilize lowfrequency (<2 Hz) electrical stimulation to highlight electrical connectivity between brain regions. A variant of CCEPs known as single-pulse electrical stimulation (SPES), which uses even lower frequencies (<0.25 Hz), has been reported for the same purpose. 6 CCEP studies have been used to map key functional networks such as the human language network, 7 limbic system, 8 and motor systems. 9 These techniques have been applied to patients undergoing invasive evaluations for epilepsy surgery, not only to understand connectivity to distant brain areas, but also to map seizure spread patterns. 9, 10 CCEPs have an advantage over other modalities of connectome research (eg, functional magnetic resonance imaging [fMRI]) due to their high spatiotemporal resolution. 10 Furthermore, CCEP stimulation has novel applications to reveal potential biomarkers of epileptogenicity, specifically high-frequency oscillations (HFOs), 11, 12 during stimulation of epileptic tissue. To define the epileptogenic zone, several studies have also employed this technique [12] [13] [14] (Tables S1 and S2). Although there are numerous uses for CCEPs, the precise methodology remains relatively undocumented, largely because of center-specific customized techniques in both performing and analyzing CCEP responses.
The technique of CCEPs is relatively defined in evaluations using electrocorticography (ECoG); however, there is difficulty in interpreting responses in SEEG. The clinical anatomoelectrical methodology of SEEG, developed by Bancaud and Talaraich, 15 requires the insertion of multiple orthogonal depth electrodes based on a network hypothesis. Thus CCEP responses will differ from ECoG in several aspects. First, in ECoG, pyramidal cells are oriented toward the electrode which gives a clear response morphology across various anatomical sites; conversely, in SEEG, the nature of electrode insertion samples cells in various polarities, resulting in various response shapes at different anatomical sites. Furthermore, because the electrodes often pass into white matter, the large myelinated axons become the primary target of stimulation. 16 This results in orthodromic and antidromic potentials, which can result in difficulty in localizing the exact site of origin of cortical responses. In addition, it has been shown that stimulation of white matter tracts can give distributed effects, both in CCEPs 17 and cortical stimulation. 18 Third, the smaller surface area of depth electrodes used in SEEG can lead to higher charge densities than ECoG, which are a primary cofactor for neuronal damage, 19, 20 meaning safe limits of stimulation may be different between the modalities. Despite an increasing interest in CCEP stimulation, there is still a paucity of studies. This has limited our understanding of this technique, especially in the context of the developing brain where there has been only one study in the pediatric population. 21 Other factors that compound difficulties in CCEP research include the lack of studies into the effect of medication on CCEP responses, the duration of epilepsy, and the precise sampling of the epileptogenic zone. Despite the inherent differences in the various invasive techniques, there remain similarities and important findings, such as safety limits and areas of effect, which may be directly inferred to CCEPS in SEEG from that of ECoG and DBS studies, for which there is far more extensive available literature. This review aims to use this literature to further outline the considerations when performing CCEPs in SEEG.
| Overview of key elements
When attempting to use stimulation to investigate network connectivity, there are two main topics to consider: the physical stimulation aspects and the preprocessing and connectivity quantification metrics. The physical stimulation parameters are arguably the most important section, as they can influence the region of excitation, and the level of response, particularly with regard to cortical mapping. The stimuli parameters commonly varied in CCEPs are included in Table 1 .
The postprocessing steps are highly influential in determining connectivity between regions. Careful planning is required to make certain that results are valid and to minimize the potential for error and/or misinterpretation. There are also a variety of connectivity metrics from other scientific fields that may be applied to CCEPs to quantify connections between areas. Key steps are reviewed in Table 2 .
Key Points
• CCEPs has been shown to provide a means to explore physiologic and pathologic networks, but methods still require refinement
• Stimulation parameters and limits are adapted to SEEG from ECoG and DBS; SEEG limits are comparatively lower due to electrode geometry
• To infer connectivity, time frequency and statistical metrics are used, but in SEEG, N1 and N2 components can be difficult to detect
• Referencing and filtering can enhance isolation of physiologic signals used to quantify connectivity between regions
• Careful selection of baseline segments, preferably away from stimulation times, must be used to accurately estimate connectivity PRIME ET AL. Table S1 lists recent CCEP studies with included stimulation parameters; Table S2 lists filtering and sampling settings.
| PHYSICAL STIMULATION CONSIDERATIONS
The physical stimulation governs which neuronal populations are activated as well as the safety of the procedure.
An understanding of how to adjust each parameter will lead to consistent and safe experimentation when undertaking CCEPs.
| Electrode configuration (bipolar versus monopolar)
Electrode configuration refers to the arrangement of the working and reference electrodes, and determines the electric field shape and subsequent area of neurons activated around the electrode. [22] [23] [24] Bipolar stimulation is preferred in SEEG and ECoG, and uses two adjacent electrode contacts to activate a focal neuronal population, thus providing a focused area of stimulation. 25 Monopolar stimulation is frequently used in DBS and efficiently elicits clinical effects due to the larger activation area of the electric field. 26 For targeted activation near the electrode, as well as reduced chance of clinical effects, bipolar stimulation is recommended for CCEPs.
| Stimulation current and pulse duration
The effects of varying stimulation current and pulse width have been extensively studied in basic neurophysiology. 16, 27 The charge per stimulation pulse (phase) is a product of the stimulation current and pulse width. Shown below:
QðlCÞ ¼ IðmAÞ Ã tðmsÞ
The charge per phase (Q) is the primary factor in the electrical safety of a stimulation protocol. 19, 28 The charge density of a stimulation protocol is determined by dividing the charge by the geometric surface area, or if available, electrochemical area 28 :
Charge density (D) is a product of the stimulating electrode geometry (conductor surface). The maximal charge density is calculated by using the smallest electrode conductor surface as area (A). 19, 20 The effect of increasing charge per phase has been shown to correspond to larger responses in SEEG stimulation, which has been shown to be independent of waveform. 6 Charge density has also been hypothesized as a driving factor behind neuronal activation. 29 Microstimulation research has shown that the threshold stimulation current (I th ) required to excite cells is a function of the stimulation current (I), an experimental constant (k), and the distance from the electrode (R):
This intuitively means that stimulation current determines the maximal distance to excited elements. Similarly, This determines the time allowed for responses to be measured. It also allows cortical networks to return to rest before the next stimulation pulse
Electrode configuration
Arrangement of the working and reference electrodes during stimulation. This determines the charge density and shape of the electric field produced.
Waveform
The delivery of electric current contributes largely to safety and action potential generation
Pulse train number (number of trials)
This contributes to cortical fatigue and statistical validity pulse width (PW) also changes the activation area during stimulation, and modulates which elements are excited. 30 It has been shown experimentally that stimulation in gray matter preferentially activates axonal tracts over cell bodies. 31 The well-defined strength-duration relationship to activate an axon was developed by Weiss 32 (Equation 4) and built upon by Lapicque 33 ( Equation 5):
I rh denotes the rheobase current, which is the stimulation current required to depolarize a neural element over an infinitely long stimulation pulse. T rh denotes the chronaxie, which corresponds to the time taken to depolarize neuronal elements when stimulating at double the rheobase current. This relationship determines the minimum charge to generate an action potential (AP). The chronaxie for cell bodies and axons increases as a function of distance from the electrode. 30 ,31 Short pulse widths have been found to selectively activate more local fibers, increasing spatial selectivity. [34] [35] [36] Selection of PW should weigh safe charge and charge densities against adequately meeting the activation threshold. It was found that 400 ls was optimal when using ECoG as a modality. 37 Although the optimal PW in SEEG-based CCEP stimulation is unknown, PW times between 100 ls and up to 3 msec have been used 6 (Table S1 ).
| Stimulation safety limits
Safety thresholds for electrical stimulation have found that charge per stimulation pulse and charge density per pulse are the main determinants for cortical damage. 19, 20, 28, 38 This was classified using histopathology from stimulated tissue contrasted with nonstimulated tissue. phase. 39 Because of the lower frequencies and shorter stimulation times of CCEP paradigms, it is a safe assumption that CCEP paradigms will not cause damage when using parameters equivalent to 57 uC/cm 2 . For reference, this is shown using common SEEG and ECoG electrode geometries in Table 3 .
The combination of stimulation current and PW required to maintain the safe limit for the three most common electrode geometries used in CCEP studies (Table S1) is shown in Figure 1 .
| Mechanisms of cortical damage
There are two main hypothesized mechanisms of damage from electrical stimulation. The first is the mass action theory, which proposes that overstimulation leads to a reduction in available oxygen and glucose, changes in both intracellular and extracellular potassium, and an excess of neurotransmitters, specifically freely available glutamate. 41 A study in which capacitive and noncapacitive electrodes showed identical damage to surrounding tissue, indicated that excitotoxic byproducts or the passage of electric current were responsible for the damage. 20 The second theory suggests that the generation of electrochemical byproducts, such as reactive oxygen species (ROS) and other free radical chemical compounds contribute to causing the tissue damage. 42 These chemicals are known to be damaging to neural tissue 42 and are caused by Faradaic charge injection. 41 ROS generation can be mitigated by using charge balanced waveforms.
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| Stimulation frequency
The stimulation frequency is the time between pulses, and it is effectively the maximal relaxation time for stimulated networks. Little research has compared the mechanisms of action for low-frequency stimulation (LFS) (<10 Hz) and high-frequency stimulation (HFS; >100 Hz). Long-term potentiation, which preferentially sums excitatory postsynaptic potentials (EPSPs) and alters synaptic connectivity is caused by HFS, in contrast, LFS causes long-term depression at synapses. 43 HFS has also been shown to increases c-aminobutyric acid (GABA) and glutamate levels in the therapeutic window using DBS, which is not present in LFS 44 ; however, there is limited understanding of the mechanisms by which this occurs. It has been shown that stimulation frequency is an important factor for clinical responses 5 and that afterdischarges (ADs) are evoked more often by higher frequency stimulation. (Table S1 ). Only one study has looked at effects of stimulation frequency on response morphology-little difference in responses to 2 and 1 Hz stimulation in Heschl's gyrus was shown; however, there was a marked change between 2 and 5 Hz. 57 Epileptic cortex has been identified using delayed responses (DRs), which occur between 0.1 and 1s after stimulation, 56 when using a stimulation frequency of 0.1 Hz. A correlation was also found between DRs and HFOs. 14 HFOs have also been detected using 0.2 Hz stimulation and correlated with the EZ. 12 In summary, a stimulation frequency significantly below 1 Hz is recommended to capture DRs and to minimize the chance of causing a seizure. However, this must be weighed against the time taken to perform enough trials for averaging.
| Stimulation waveform
The waveform of stimulation can drastically change the amount of excitation in the cortex 44, 58 and consequently largely contributes to the efficacy and safety of the stimulation protocol. 41 It has also been shown that a fast-rising rectangular pulse is the most efficient waveform to employ for action potential generation. 59 Table 4 highlights properties of the most common waveforms used in CCEPs. Most CCEP studies have utilized the biphasic with fast reversal stimulation waveform, as it immediately reverses the overpotential of the Extracellular Fluid (ECF) and enhances safety, while maintaining the ability to generate action F I G U R E 1 Maximal stimulation current (mA) versus pulse width (msec). Safe limits for SEEG electrodes at 0.3 and 1 msec are shown, respectively, to be 9.6 and 2.9 mA potentials. 41 A CCEP study using various waveforms also recently found that biphasic waveforms were most likely to give a brain response using SEEG. 6 Research using DBS into charge-balanced waveforms has shown that cathode-leading pulses have superior AP generation, compared to anodal leading pulses, preferentially activating fibers more than cell bodies. 60 Monophasic pulses have been shown to be efficient AP generators, but have shown to be more damaging than chargebalanced waveforms. 37, 61 Alternating monophasic waveforms have been used in many CCEPs studies, both in SEEG 8, 13, 47 and ECoG; 7,9 these waveforms are able to efficiently generate APs, reverse many electrochemical reactions and simultaneously mitigate stimulation artifact when averaged. Monophasic pulses may also produce different physiologic effects. It is thought that anodal pulses produce inhibitory effects and cathodal pulses produce excitatory effects. 22, 23, 44, 62 Voltage ratcheting caused by charge accumulation is also produced by monophasic stimulation, and can alter the neuronal population activated. However, this effect can be reduced by using charge-balanced biphasic waveforms. 41 In summary, although monophasic waveforms are effective, charge-balanced waveforms are preferred for safety reasons, where cathode-leading biphasic pulses, which efficiently activate close fibers, are the waveform of choice.
| Number of pulses in the stimulation train (trials)
This factor has not been explored in CCEP literature as an independent variable, so the impact on the results is unknown. Research from event-related potentials (ERP) dictates that the signal-to-noise ratio (SNR) be known. A target SNR would then guide the number of trials required to obtain a definitive result. 63 This may be quite difficult, since SNR will vary depending on recording site and feature measured.
Repetitive stimulation in a single area can cause exhaustion of the cortex and lead to a variable refractory period, 4 which may alter the area of activation. However, this must be weighed against the increased SNR that may be obtained by a higher number of trials. Many studies use 20-30 pulses in each pulse train 6, 8, 47, 48, 64 ; as few as 10 pulses have also been used. 12 Because the SNR is unknown at all sites in SEEG, the number of pulses in a train should be as high as practically possible within the timeframe of the stimulation session, while carefully considering the clinical situation and total stimulation time.
| POSTPROCESSING CONSIDERATIONS
The postprocessing techniques applied to stimulation data are equally as important in determining the connectivity results as the stimulation parameters themselves.
| Accurate localization of the electrodes
Localization of electrodes can be done using computed tomography (CT) to magnetic resonance imaging (MRI) coregistration or postoperative MRI, which has been shown to be safe with the utilization of head transmit coils. 65 However, a review of methods in SEEG concluded that CT/MRI coregistration is optimal, given that there is no significant deformation of the skull between scans. 66 A transformation of the implanted electrode coordinates into Montreal Neurological Institute (MNI) or Talairach space allows comparison of connectivity results at a group level.
| Referencing of signals
There is contention about appropriate signal referencing in all intracranial recordings, 67 with debate focusing on balancing mitigation of artifacts with a stable background. As yet, there has been no investigation into referencing effects in SEEG during CCEPs; however, extracranial references at the scalp vertex and mastoid are commonly used (Table S2 ). The use of bipolar montages further cancels the contribution of remote sources. 67 This has the effect of selecting higher spatial frequencies. 68 Because of this, if using higher frequency signals as connectivity metrics, bipolar montages are preferable. Referential methods have been shown to favor low spatial frequency signals. 68 Referential montages have also been shown to be more reliable than bipolar, common average, or source deviation recordings when using coherence, 69, 70 and have been employed to infer functional connectivity. 70 
| Filtering the data
Hardware filters are employed to prevent aliasing and attenuate DC drift. Further filtering to attenuate powerline or other artifacts is frequently performed using digital filters, of which there are two main variants: finite impulse response (FIR) filters, which are purely digital, and infinite impulse response (IIR), which are modeled from analog counterparts.
Researchers have used IIR filters, as they are more computationally efficient and quick to process. 48, 64 However, nonlinear delays are applied to signals, and must therefore be forward and reverse filtered, especially if time frequency metrics or metrics that use phase are to be used. FIR filters are commonly used to process EEG signals and can be applied to all EEG signals after adjusting for the group delay or double filtering. 71 Both FIR and IIR filters introduce ringing around sharp changes (stimulation artefact), which may present a problem if early responses are being analyzed. An alternative method of filtering known as the subtraction method, which involves isolating and subtracting the interference based on estimates of the noise prior to stimulation, 72 does not introduce ringing near stimulation.
When choosing filtering settings, two cases must be considered, the acquisition (hardware) filter cutoffs and the postprocessing digital filtering range. The acquisition settings are critical, as data cannot be resampled. High-pass cutoffs should be set to the minimum frequency to prevent DC saturation; usually the standard 10 s time constant is adequate (0.016 Hz). Low pass should be set to the highest frequency available <30% of the sampling frequency. Once properly acquired, choice of postprocessing cutoffs depends largely on the signal of interest and sampling frequency. When using visual analysis, filtering >1 Hz and up to ≤30% of the sampling frequency is commonly employed (Table S2) . Unfortunately, the optimal roll offs for these filters have not been investigated.
| Mitigation of stimulation artifact
Stimulation artifact has been shown to last between 1 and 6 msec in SEEG, 73 with the time being slightly longer in ECoG (5-10 msec). 74 Many studies choose an alternating monophasic stimulation waveform to cancel the stimulation artifact, 47, 48, 64 the advantage of this being that it is simple and effective. However, the disadvantage is that different neuronal populations may be activated by each monophasic waveform. Simply ignoring the time immediately after stimulation has also been utilized. 48 Wiener filters have also been implemented to remove artifacts, but may have difficulties in SEEG as they assume that stimulation artifacts are identical at all sites. 11 Interpolation of the time around stimulation (first 8 msec) using a cubic spline has been implemented with success. 75 Stimulation artifact has been modeled using an electric circuit approach with promising results 73 ; however, this assumes uniformity across all recording sites.
| Excluding epileptogenic response artifacts
Epileptic activity including high-amplitude spikes may need to be omitted if epileptic activity is not desired in a study.
Kurtosis has been used to automatically detect and exclude data segments containing impulsive signals. 76 Kurtosis captures the impulsiveness (tailedness) of a segment of data:
where E is the expectation operator, x is the sample, l is the mean, and r is the standard deviation. Kurtosis seems to be the only repeatedly used metric for exclusion of epileptiform discharges in CCEP literature. 48, 64 This technique works by detecting excluding segments of SEEG data with large spikes. The data used in kurtosis calculation should not include stimulation artifact, which may cause the data to be incorrectly excluded. For this reason, it is advisable to use data from 8 msec 75 (independent of sampling rate) after stimulation to limit the number of false exclusions. Excluding events above a threshold of 8 (nonnormalized form) has been used. 48 
| Creation of baseline sections of data
Historically, most studies working with ERPs, either by task based or electrical stimulation, have used the time immediately before stimulation to compare the change in activity. 77 However, using a segment of data that still contains a trace of the response may make connections appear weaker; therefore, stimulation frequency should be considered. A baseline using times prior to stimulation or in between pulse trains might be best to capture resting state data and would not include responses. In several time-frequency studies, a method known as bootstrapping has been performed using averaged data from random segments of time outside (and far away from) stimulation times.
11,12
| Quantifying response metrics
The list of techniques to quantify changes induced by stimulation can be broken down into several sections comprising physiologic features, statistical features, and timefrequency transforms. Each of these tools acts to compare information in the response to activity during baseline. At present, there is no software designed specifically for quantification of responses to stimulation; instead researchers primarily create customized scripts.
| Physiologic features
Conduction velocity, measured through latency of significant deflections, as well as the well-defined N1 and N2 responses, are commonly used in ECoG as connectivity metrics. 78 In ECoG, pyramidal cells are oriented toward the electrode, giving a clear N1 and N2 response across sampling locations. Conversely, these waveforms are less defined due to multiple orientations of pyramidal cells relative to SEEG electrodes.
| Statistical features
Statistical properties of ERPs have been used in many studies, and are the primary quantification measure. The root mean square (RMS) or quadratic mean, has been used extensively in SEEG CCEP studies, 8, 13 with response amplitude used to distinguish EZ electrodes from non-EZ anatomic sites. 13 The formula is shown below:
Standard deviation has also been used to quantify ERP responses, with a sliding window being used in several studies on the averaged ERP (in time). 6, 49 This is essentially a mean subtracted RMS.
This metric targets the higher frequency components of the signal. Standard deviation has been used between raw ERPs to give a value of tightness or consistency of ERP shape; however, this has been used in only one study. 49 
| Time-frequency metrics
Postprocessing of CCEP data utilizing time-frequency methods is sparse in the literature and remains a largely unexplored, yet promising, topic in the context of CCEPs. 12 Although some CCEP studies have suggested that a number of HFO bandwidths may be useful to identify the epileptogenic cortex, 11, 12 these may also be related to physiologic function 11 ; thus their significance and precise bandwidth still remain enigmatic. Techniques such as continuous wavelet transform (CWT) and the HilbertHuang transform have been applied to CCEP data to explore the EZ. 11, 12 In other studies, coherence and phaselocking methods have been trialed to predict seizure initiation in response to stimulation. 51 The Hilbert transform, which used low gamma (40-70 Hz) power has also discriminated between early and late spread sites. 48 
| Interpreting results at a network level
A few studies that have attempted to quantify network characteristics, since the connectivity metrics can be difficult to compare between stimulation sites. In a recent PRIME ET AL.
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CCEP study, graph theory mathematical techniques were employed; results showed that networks with tight clusters and many bidirectional internal connections were characteristic of pathological networks. 49 
| CONCLUSIONS
In summary, this review paper has provided a tour of practical considerations for performing CCEPs, which with refinement, have the potential to become a powerful tool for exploring both physiologic and pathologic networks. Physical stimulation parameters should be chosen within safe levels (Q = <2.87 lC/phase D = <57 lC/cm 2 ), using a bipolar electrode stimulation configuration, with a sufficient pulse width to excite neuronal elements. Lower stimulation frequencies should be used if assessing EZ to capture delayed responses. The number of pulses in a train should be between 10 and 30, with as many as obtained as practical.
The postprocessing factors included using a postoperative CT with preoperative MRI for electrode localization. The montage format should be chosen based on whether low-frequency information or high-frequency information is to be used, when using an extracranial reference at the vertex. Kurtosis can be implemented to detect and omit high-amplitude spikes, given a threshold. Stimulation artifact should be ignored by omitting the first 8 msec following stimulation, unless data can be interpolated using a cubic spline, but care should be taken. Baseline data should be carefully selected to ensure that responses are not included. Response quantification should be chosen based on the physiologic mechanism under study; this may differ significantly between SEEG and ECoG because of the differences in signals received. Network changes can also be explored through graph theory metrics or equivalent measures.
It is hoped that this review will guide researchers now armed with this knowledge to utilize the tools to understand how networks integrate in the brain.
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