The asymptotic distribution for the local linear estimator in nonparametric regression models is established under a general parametric error covariance with dependent and heterogeneously distributed regressors. A two-step estimation procedure that incorporates the parametric information in the error covariance matrix is proposed. Sufficient conditions for its asymptotic normality are given and its efficiency relative to the local linear estimator is established. We give examples of how our results are useful in some recently studied regression models. A Monte Carlo study confirms the asymptotic theory predictions and compares our estimator with some recently proposed alternative estimation procedures. Jσ 2 ε , whereȲ i = 1 J J j=1 Y ij andm i = 1 J J j=1m (X ij ).Thus, we conclude that
Introduction
Recently there has been a growing interest in the specification of nonparametric regression models in which the regression errors' correlation structure can be described parametrically. For example, Xiao et al. [38] consider a nonparametric regression with stationary error terms that have an invertible linear process representation which encompasses all finite order ARMA(p, q) processes; Vilar-Fernández and Francisco-Fernández [32] consider a fixed design nonparametric regression whose errors follow an AR(1) process; Lin and Carroll [18] , Ruckstuhl et al. [25] and Wang [34] consider a nonparametric regression for panel/clustered data where the error term covariance structure follows a prespecified parametric structure; Fan et al. [11] consider a nonparametric regression frontier model with errors whose covariance structure follows a parametric specification proposed by Aigner et al. [1] and Smith and Kohn [28] consider the estimation of a finite set of nonparametric regressions whose error structure follows the parametric seemingly unrelated structure proposed by Zellner [39] .
These models can be viewed as extensions of the regression literature in two related but distinct ways. First, they represent an extension of the vast Generalized Least Squares (GLS) linear and nonlinear parametric regression literatures [13, 37] to the nonparametric regression setting, and as such they represent improvements on the modeling of (un)conditional expectations. Second, they can be viewed as extensions of the nonparametric regression literature from the typical case where regression errors are independent and identically distributed (iid) to cases where specific parametric structures for correlation and heteroscedasticity are allowed [27] . In either case, the usefulness of these extensions in econometric and statistical practice is well recognized and documented [23, 10] . In their most general form, these regression models can be written as Y i = m(X i ) + U i , i = 1, 2, . . . (1) where X i is a vector of regressors, Y i is a regressand and the error U i is such that E(U i ) = 0 for all i = 1, 2, . . . , E(U i U j ) = ω ij (θ 0 ), θ 0 ∈ R p , p < ∞.
(2)
The important characteristic of (2) is that each element of the error covariance can be expressed as a function ω ij (θ) of a finite set of parameters θ 0 . Previous works on the estimation of these models have had two main objectives. The first is to establish the asymptotic properties of well known nonparametric regression estimators such as local polynomial and Nadaraya-Watson estimators under the assumed error correlation structure [38, 32] . Although progress in this direction has been made, it is unfortunate that most asymptotic results for traditional estimators are specific to the assumed covariance structure and lack the generality that would allow their applicability under alternative parametric structures for the error correlation. A more general result under covariance structure (2) for the local linear estimator seems to be especially useful as this estimator has a number desirable properties, such as design adaptability, reduced bias (as compared to Nadaraya-Watson estimators), good boundary properties and mini-max efficiency [7] [8] [9] . The first contribution of this paper is to provide a set of sufficient conditions under which the asymptotic normality of the local linear estimator can be established when the error correlation structure has the general parametric structure in (2) . These conditions encompass a number of models proposed so far in the nonparametric literature as well as other structures that have been popular in the GLS parametric literature [20] . The second objective of the existing literature is to propose estimators that by incorporating the information contained in the error covariance structure will lead to better performance -asymptotically or in finite samplevis a vis the traditional estimators [27, 18, 25, 34] . How to best incorporate the error covariance matrix information into local polynomial nonparametric regression estimators is still an open question. Lin and Carroll [18] show that in typical random effects panel data models, when a standard kernel based estimator is used, it is better to estimate the regression by ignoring the correlation structure within a cluster -the "working independence" approach. An alternative kernel smoothing method proposed by Wang [34] achieves smaller variance when the correlation structure is taken into account. However, it is not clear how to generalize this approach to the case of a general error covariance. A particularly promising approach has been the pre-whiten method proposed by Ruckstuhl et al. [25] and adopted by Xiao et al. [38] . However, as in the case of the local linear estimator, the asymptotic properties of this pre-whiten estimator have been established only for specific parametric structures of the error covariance (random effects panel data and autocorrelated errors). In fact, as will be argued below, establishing the asymptotic normality of the pre-whiten estimator in general settings could be quite difficult. Hence, in the second part of this paper we propose a new two-step estimator, inspired by Ruckstuhl et al. [25] , that incorporates information contained in the error covariance structure and is asymptotically normal under fairly mild restrictions on the parametric structure of the covariance (see Assumptions A6 and TA 4.1-4.3). Our estimator is an improvement over the traditional local linear estimator in that its bias is of the same order but its asymptotic distribution has strictly smaller variance.
Our results are useful from at least two perspectives. First, since our results hold for generally specified parametric covariances, they eliminate the need to repeatedly establish asymptotic normality for both estimators -local linear and the two-step procedure proposed herein -under specific structures of ω ij (θ 0 ). Second, because the two estimators are asymptotically normal and converge at similar rates, establishing relative efficiency is facilitated. At their technical core, both contributions in this paper can be viewed as extensions to the results of Mack and Silverman [19] and Masry and Fan [22] . These extensions are made possible by relying on inequalities for non-stationary processes provided by Doukhan [6] and Volkonskii and Rozanov [33] . The rest of the paper is organized as follows. Section 2 provides the general characteristics of the regression model that we consider, defines the local linear estimator, and gives a list of assumptions and the two main theorems necessary for establishing the properties of the local linear estimator for model (1)- (2) . In Section 3 we define a new two-step estimator based on the knowledge of ω ij (θ 0 ) and give sufficient conditions for obtaining its asymptotic normality. We then obtain the asymptotic equivalence of the two-step estimator based on ω ij (θ 0 ) and its feasible version based on an estimator ω ij (θ), whereθ − θ 0 = o p (1) . These results are obtained for a special class of parametric covariances as specified by our Assumptions A6 and TA 4.1-4.3 in Theorem 4. Section 4 gives two applications of our results that illustrate how our theorems encompass and extend previous results in the literature. Section 5 contains a Monte Carlo study that implements our two-step estimator, sheds some light on its finite sample properties, and compares its performance to that of existing estimators. Section 6 provides a summary of the paper.
A nonparametric regression model with general parametric covariance
Suppose there are n observations y = (Y 1 , . . . , Y n ) , x = (X 1 , . . . , X n ) on the regressand and regressors for the model (1)- (2) . The objective is to estimate the regression function m(x) at some point x ∈ R D , D < n. 1 There is a vast literature [15] 1 In what follows we proceed for simplicity with the assumption that D = 1. Mutatis mutandis all results follow for D > 1. on how to proceed with estimation of m. Here, we focus our attention on the local linear estimator (LLE) which was popularized by Fan [7] due to its well known desirable properties. Furthermore, our results for the LLE are easily extended to the also popular Nadaraya-Watson estimator. Let e = (1, 0), 1 n = (1, . . . , 1), a vector of ones of length n, and h n > 0 a sequence of bandwidths; then the LLE is defined aš
. It will be convenient for our purposes to rewrite (3) asm(
To establish the asymptotic normality ofm(x) for model (1)-(2) we follow the traditional approach of breaking the problem into two parts. First, we establish the uniform convergence in probability of the components of R x K x R x after a suitable normalization. This is accomplished as an application of Theorem 1 which is given below. Second, we establish the asymptotic distribution of the R x K x y vector (and of the estimator itself) in Theorem 2. We now provide a list of general assumptions that will be selectively adopted in these theorems and introduce some notation. In what follows C always denotes a generic constant that may take different values in R and the sequence of bandwidths h n is such that h n → 0 and
Let {R t } be a sequence of random variables defined in a probability space (S, F, P) and b a be the σ-algebra of events generated by the random variables {R t :
. A stochastic process is said to be α-mixing if process α(m) → 0 as m → ∞. Then we assume:
.. is an α-mixing process of size −2, which implies that ∞ j=1 j a α(j) 1− 2 δ < ∞ for δ > 2 and a > 1 − 2/δ; 2. we denote the joint density of (
there exists a sequence of positive integers satisfying s n → ∞ and s n = o((nh n ) 1/2 ) such that n hn
Our Assumption A1 requires the densities of regressor X i to be smooth and bounded functions, and in the case where the X i come from heterogeneous distributions, the average of the densities must converge. This is automatically satisfied if the X i come from the same distribution, or the X i are part of a strictly stationary sequence. Assumption A2 is a standard assumption for the kernel functions in the nonparametric regression estimation. Assumption A3 ensures that the weighted average of the diagonal terms of the error covariance converges as n → ∞, which is trivially met when there is a homoscedastic error structure. Under the mixing conditions imposed in Assumption A4, the dependence among {(X i , U i ) } will diminish as the distance between indices increases, which is general enough to include many interesting cases like panel data models or autoregressive models of order (p) (see Section 4), while still allowing a central limit theorem to apply on the standardized summation. We impose a smoothness condition on m(x) in Assumption A5 so the standard Taylor approximations could carry through.
We now state Theorem 1 which is a supporting result for the main theorems that follow. All proofs are provided in Appendix A.
be a stochastic sequence of vectors, {v i } n i=1 be a uniformly bounded non-stochastic sequence in R and define
provided that s, β > 2 and we have that n (θ+1/s)(β+1.5)+1.25−β/2 h −1.75−β/2 n (ln(n)) 0.25+β/2 → 0.
By taking v i = 1 and g(x) = 1 for all i and x in Theorem 1 we have that sup x∈G |s n,j (x) − E(s n,j (x))| = o p (h p n ) for p > 0 and
The next theorem establishes the asymptotic √ nh n -normality for the local linear estimator under general parametric covariance structure. We stress that the importance of the result lies in the fact that the regression errors are not restricted to being (iid) or even weakly stationary. We do assume, however, that {X i } i=1,2,... and {U i } i=1,2,... are independent processes.
be a stochastic sequence of vectors and assume that
If we assume that Assumptions A1-A5 are met and E(|U i | 2+θ ) < C for some θ > 0 and all i, then
In the case where {(X i , U i ) } is an iid sequence with f (x) being the marginal density for X i and ω(θ) the variance of U i , the asymptotic variance is simplified to being ω(θ)
Theorem 2 can therefore be seen as a generalization of the classic asymptotic normality result for local linear estimation under the iid assumption. Examples in Section 4 illustrate the applicability of this general result in regression models where the error covariance has a random effects panel data structure, and an AR(p) structure.
Two-step estimation -Asymptotic normality
The estimatorm(x) studied in the previous section has the desirable property of being √ nh n -asymptotically normal. However, the fact that none of the information provided by the error covariance structure is used in its construction suggests that alternative estimators can provide improved performance. How to incorporate the covariance structure in defining an alternative estimator has been the subject of various papers (see inter alia [27, 18] , but one promising approach has been a two-step procedure that transforms the model to yield spherical regression errors. The motivation behind the procedure is quite simple. Let Ω (θ 0 ) be an n × n matrix with the (i, j) element given by ω ij (θ 0 ), P −1 (θ 0 ) an n × n matrix with the (i, j) element given by v ij (θ 0 ) and P(θ 0 ) an n × n matrix with the (i, j) element given by p ij (θ 0 ) such that Ω (θ 0 ) = P(θ 0 )P(θ 0 ) . Let m = (m(X 1 ), . . . , m(X n )), U = (U 1 , . . . , U n ), I n be the identity matrix of size n and define Z = P −1 (θ 0 ) y + (I n − P −1 (θ 0 )) m.
Then,
Given that the components of the stochastic process {U i } i=1,2,... can be written as
.. is an independent identically distributed process with zero mean and variance σ 2 then the model described in (6) is the standard nonparametric regression model with spherical errors. The difficulty in dealing with such a model stems from the fact that the regressand Z is not observed since m and the components of P −1 (θ 0 ) are generally unknownsince θ 0 is unknown -and must be substituted by suitable estimates. Hence, implementation normally requires a first-stage estimation in whichm(x) and estimators for the elements of P −1 (θ 0 ), say P −1 (θ) (normally using residualsǓ i = Y i −m(X i )), are obtained, and a second stage in which the regressandẐ = P −1 (θ) y + (I n − P −1 (θ))ˇ m is used in (6) . The asymptotic properties of the resulting estimator are not known in general, but Xiao et al. [38] have obtained √ nh n -asymptotic normality for a stationary error structure that has an invertible linear process representation U t = ∞ j=0 c j ε t−j . A key feature of their structure is that the diagonal elements of P −1 (θ 0 ) are all equal to 1, a property that we will see below has important consequences in establishing the asymptotic normality of the estimator. Since this cannot be generally assumed we will propose a slightly different estimator that circumvents the difficulties that we encountered with the estimator for general models.
In what follows we will restrict ourselves to stochastic processes {U i } i=1,2,... that can be constructed from linear transformations of iid processes. Hence, we assume: Assumption A6. The components of the stochastic process {U i } i=1,2,... can be written as U i = q j=1 p ij ε j where q = 1, 2, . . . , n and {ε i } i=1,2,... is an independent identically distributed process with zero mean and unit variance.
For economy of notation we also write p ij , v ij , P and P −1 where it is well understood that all of these variables depend on
and define Z = HP −1 y + (I n − HP −1 ) m. Then, Z = m + HP −1 U = m + γ. (7) Given Assumption A6, {γ i } i=1,2,... is an independent heterogeneous sequence with E(γ) = 0 and E(γγ
As above, the regression error γ i in the transformed regression (7) is independent and heteroscedastic, but the vector of regressands is unknown. If m(X i ) is estimated at a first stage bym(X i ), then the only source of ignorance about Z is due to P −1 or the fact that θ 0 is unknown. In Theorem 3 below we focus on establishing the asymptotic normality of the estimator
. . ,m(X n )) and for the moment we assume that θ 0 , and therefore P −1 (and consequently H), is known.
Consider the estimatorm(x) described above, such that h n is the bandwidth used in the first-stage estimation and g n is the bandwidth used in the second stage of the estimation. If we assume that Assumptions A1-A6 are met and E(|U i | 2+θ ) < C for some θ > 0 and all i, then,
We note that difference between the variances of the asymptotic distributions ofm(x) andm(x) is given by
By Theorem 12.2.10 in [14] we have that p ii v ii ≥ 1. Consequently,
ii which establishes thatm(x) is efficient relative tom(x). The improvement over local linear estimation is obtained even thougĥ m(x) ignores the heteroscedastic structure of the error. Notice also that we impose two more assumptions in Theorem 3. The first one relates to undersmoothing in the first-stage regression so that the magnitude of the bias created bym(x) will be smaller than the leading bias term in the second stage. This assumption is common in two-stage nonparametric regression estimation, e.g., Assumption 7 in [38] , Assumption B5 in [29] and Remark 1 in [34] . The second assumption is essentially uniform summability of the rows of error covariance, which is a sufficient condition used in the proof of Theorem 3 to control the order of magnitude for summation terms showing up in the second stage. Similar assumptions have been used in the literature, i.e., Assumption A.3 in [12] and Assumption 5 in [38] .
An important part in the proof of Theorem 3 (Appendix A) is thatŽ
an extra term given by 1
which cannot easily be shown to be o p ((ng n ) −1/2 ) under the general conditions that we consider. By construction, whenever the diagonal elements of P −1 are equal to 1 this extra term does not appear even whenŽ = P −1 y − (P −1 − I n )m. Hence, we have the following result which we state as a Corollary to Theorem 3.
stochastic sequence of vectors and assume that
provided that: 1. hn gn → 0 and g n = O(n −1/5 ); 2. sup i n j=1,j =i |v ij | = O(1) and sup i n j=1,j =i |v ji | = O(1); 3.
The use of Theorem 3 and its Corollary is restricted in practice due to the fact that the parameter θ used in defining P is generally unknown and must be estimated. Hence, we now turn our attention to a feasible estimatorṁ( (1) . The next theorem provides sufficient conditions under which √ ng n (ṁ(x) −m(x)) = o p (1) . As such, it gives conditions under which the feasible estimator is asymptotically equivalent tom(x), therefore inheriting its desirable properties, namely asymptotic normality and efficiency relative to the LLE. The theorem can be viewed as an extension of the theorem in [20] to the case of nonparametric regression.
Theorem 4. Suppose that all assumptions in Theorem 3 are holding and assume in addition that:
The number of nonzero elements in each column (and row) of
Selected applications
In this section we provide two applications for the results that we have obtained. The first deals with clustered or panel data models. Here, the asymptotic normality result that we obtain for the local linear and the two-stage estimators is novel. The second application is for nonparametric regression models with autoregressive errors of order p, which have been studied by Vilar-Fernández and Francisco-Fernández [32] for the case where p = 1 under fixed design regressors. The examples illustrate the applicability of our theorems to popular nonparametric models and reveal the ease of verifying the conditions listed in Theorems 3 and 4.
Clustered or panel data models
We focus on the regression models for clustered data proposed by Ruckstuhl et al. [25] and also studied by Wang [34] . The model is a direct extension to the nonparametric regression setting of the one-way random effects model that is popular in the panel data literature [2] . Consider
ε for all i, j and the processes {α i } i=1,2,... and {ε ij } i,j=1,2,... are independent. Ruckstuhl et al. [25] assume that
is an independent and identically distributed vector sequence with the marginal density of X ij given by f j .
We define
Then, given the assumptions on α i and ε ij we have that for
. Let n = NJ; then the LLE estimator can be written asm(
We assume Assumption A1.1-4 and verify that Assumption A1.5-6 hold sincef n (x) = 1 J J j=1 f j (x) and as assumed in Ruckstuhl et al. [25] 
Similarly, since {α i } is independent and {ε ij } is independent, we have that U ij and U i j is independent for all i = i for all j, j and therefore α(t) = 0 for all t ≥ J, verifying Assumption A4 given the independence of {X i } and {U ij }. Assumption A6 is easily verified by the independence of {α i } and {ε ij } and noting that U = Pv where v is a vector of iid random variables with E(v i ) = 0 and V(v i ) = 1. Hence, we conclude that
From [35] we have that
where
Jσε and σ 1 = Jσ 2 α + σ 2 ε . Hence, since 0 < σ 2 α , σ 2 ε < C and J is finite, we have that the sum of the elements in every row and column of HP −1 (excluding the diagonals) is
is trivial as neither function depends on n and the continuity is easily verified. TA 4.2 is met with ℵ = J and TA 4.3 is met
Consistent estimators for σ 2 α and σ 2 ε are given byσ 2
Nonparametric regression with AR(p) errors
We now consider
where {X i } is independent of {U i }, satisfies Assumptions A1, A3 and is α-mixing of size −2. U i is strictly stationary with
Then {U i } satisfies the relevant portions of Assumption A3. Pham and Tran [24] show that {U i } is α-mixing with α(j) → 0 exponentially as j → ∞, which gives that {U i } is of size −a for all a ∈ R + , therefore satisfying Assumption A4.1. Hence,
where γ(0) is the variance of the AR(p) process. Following Mandy and Martins-Filho [20] we note that since 0 < σ 2 < C we can find a p × p lower triangular matrix A such that
where θ 0 = (r 1 , r 2 , . . . ., r p , σ 2 ). Since there are a finite number of bounded nonzero elements in each column and row of P −1 (θ 0 ), condition 2 in Theorem 3 is automatically met. Also, P −1 is a lower triangular matrix where all elements that lie more than p positions away from the main diagonal are zero, verifying TA 4.2 with ℵ = p + 1. Also, there are at most W = p(p+1)/2+(p+1) distinct functions in P −1 , all of which are independent of n for n ≥ W (implying uniform convergence trivially) and continuous at θ 0 since the operations involved in obtaining A are continuous when 0 < σ 2 < C. This verifies TA 4.1.
To verify TA 4.3 we note that an AR(p) process can be written as a p-dimensional VAR(1) process
If the process is strictly stationary then the absolute eigenvalues of R are less than 1, and also E(e i e j ) = R |i−j| E(e t e t ) for arbitrary
where Λ is a diagonal matrix involving the eigenvalues of R and J is a fixed matrix depending only on R. Since the absolute eigenvalues are less than one ∞ i=0 |Λ i | converges, which verifies TA 4.3.
Consistent estimatorsṙ i for r i , i = 1, . . . , p, can be obtained (see [32] by defining residualsǓ i = Y i −m(X i ) and performing least squares estimation on the following artificial regression:
wherev i is an arbitrary regression error. Hence, we conclude
Monte Carlo study
In this section, we perform a Monte Carlo study to implement our two-step estimator, henceforth referred to as 2SLL, and illustrate its finite sample performance. We consider a one-way random effects panel data and an AR(2) parametric covariance structure, under which the asymptotic properties of 2SLL and of LLE are provided in the previous section.
For panel data structure, the data generating process (DGP) is given by (12) , where the univariate pseudo-random variable X ij is generated independently from an uniform distribution with support [−2, 2]. The pseudo-random variable α i is independently generated from a normal distribution with zero mean and variance σ 2 α = 4, and ij is independently generated from a standard normal distribution. We investigate three function specifications for m(x): m 1 
1+exp(−4x) and m 3 (x) = 1 − 0.9 exp(−2x 2 ). m 1 (x) was used by Fan [7] to illustrate the advantage of LLE over Nadaraya-Watson and Gasser-Müller estimators, and m 2 (x) and m 3 (x) were used by Martins-Filho and Yao [21] to model the volatility of financial asset returns. All specifications for m(·) are nonlinear and twice differentiable. We fix J = 2, and consider three sample sizes N = 100, 150 and 200.
For the AR(2) structure, the DGP is given by (16) , where the univariate pseudo-random variable X i is generated independently from a uniform distribution with support [−2, 2]. For the error
and generate the pseudo-random variable v i independently from a standard normal distribution. It is straightforward to verify that for this choice of parameters {U i } is a stationary process. The same three functional forms for m(·) as were given above are adopted. We consider three sample sizes n = 100, 200, and 400.
The implementation of our 2SLL estimator requires the selection of bandwidth sequences h n and g n . We select the bandwidthĝ n using the rule-of-thumb data driven plug-in method of Ruppert et al. [26] and letĥ n = (NJ) − 1 10ĝ n in the panel data model andĥ n = n − 1 10ĝ n in the AR(2) model. An Epanechnikov kernel is utilized throughout the simulations. We note that the choice of bandwidth and kernel satisfies the requirements in Theorems 2 and 3.
For comparison purposes, we include in our simulations several estimators proposed in the extant literature. Ullah and Roy [31] , Lin and Carroll [18] and Henderson and Ullah [16] consider the panel data model and local linear estimators based on transformed observations to incorporate the information contained in error covariance structure in a specific fashion. Their estimators are defined aŝ
x. These are also among the estimators considered by Welsh and Yee [36] in the context of a seemingly unrelated regression (SUR) and vector measurement error (VME) model (see their equation (5)). They focus onδ 2 (x) as all other estimators that they consider are generally inconsistent in the presence of nonzero correlation in the panel model. 2 As observed by Lin and Carroll [18] , Ruckstuhl et al. [25] and Su and Ullah [30] , for the clustered/panel data model of Section 4.1,δ i (x) cannot achieve asymptotic improvement over LLE, but we include both in our simulation to verify their finite sample performance relative to 2SLL.
Henderson and Ullah [16] provide feasible versions ofδ i (x) by estimating the unknowns in Ω consistently. Henceforth, we refer toδ i (x) as HUi and their feasible versions as FHUi. We note that their estimators for the parameters in the covariance matrix coincide with those provided in Section 4.1. For the panel data structure, we also consider the two-step estimator proposed by Ruckstuhl et al. [25] , henceforth referred to as RWC, which is more efficient than the local linear estimator, and follow their suggestion to set τ = σ . Note that if we set τ = 1 v d , then RWC coincides with 2SLL. Alternatively, as proposed by Su and Ullah [30] , the RWC estimator can be constructed with an optimal τ that minimizes an asymptotic approximation for the mean squared error. In their simulation, the optimal τ is selected via a grid search over the interval [0, σ 2 + σ 2 α ] and is
. Hence, the performance of their estimator is similar to ours. 3 The unknown parameters in Ω are estimated as described in Section 4.1.
For the AR(2) error structure, we consider the two-step estimator proposed in [32] , henceforth referred to as VFF. Their estimator is defined for the AR(1) model and they show that under fixed design, VFF outperforms the LLE for finite samples. We consider VFF under a random design with an AR(2) covariance structure, where
Since H in 2SLL is a diagonal matrix with the diagonal element being the reciprocal of that in P −1 , we observe that VFF differs from 2SLL only in the treatment of the first two observations; hence the estimators are asymptotically equivalent. Hence, we expect the estimators to have similar finite sample performances, which is confirmed in the Monte Carlo study. Although HUi were initially proposed for a panel data error structure, it is straightforward to adapt to the AR(2) structure. We follow the procedures in Section 4.2 to estimate the unknown parameters in Ω . In total, for the panel data structure we consider nine estimators: LLE, four infeasible estimators where we utilize the true covariance matrix parameters which are available in the simulation study -HU1, HU2, RWC, 2SLL, and four feasible estimators -FHU1, FHU2, FRWC, and F2SLL, where we attach the letter "F" in front of the acronyms to indicate that the unknown parameters in the covariance matrix are estimated. For the AR(2) error structure we consider nine estimators: LLE, HU1, HU2, VFF, 2SLL, FHU1, FHU2, FVFF and F2SLL. All the estimators, except 2SLL and F2SLL, are implemented with bandwidthĝ n described previously. For each experiment design, we perform 1000 repetitions, evaluate m(x) at twenty equally spaced points over the support interval for the regressor (X) and obtain the average bias, standard deviation and root mean squared error of each estimator. To avoid evaluation over areas of support where data are sparse, we exclude the lower and upper 5% of the support interval. The results are reported in Tables 1 and 2 (Appendix B) for the panel data error structure and AR(2) structure, respectively.
As the sample size increases, across all experiment designs, all estimators generally perform better in terms of averaged standard deviation, root mean squared error and bias, where exceptions occur in bias, whose magnitude is much smaller. This confirms the asymptotic results in Section 4, and agrees with the consistency of the alternative estimators. In terms of the relative performance measured by standard deviation and root mean squared error, when panel data and infeasible estimators are considered, we observe that 2SLL consistently performs the best, followed closely by the RWC estimator. For all three functional forms considered, we notice that the reduction of standard deviation and root mean squared error by 2SLL and RWC over LLE are well over 15%. These results are consistent with our Theorem 3, as well as Theorem 4 in [25] , which suggests that two-step estimation properly accounting for the covariance information can improve upon the classical local linear estimator. LLE carries similar standard deviation and root mean squared error to HU2, but both LLE and HU2 always outperform the HU1 estimator. Hence, HUi estimators do not seem to provide gains in terms of efficiency over LLE, at least under the panel data error specification.
When the AR(2) model is considered, across all specifications for m(x), VFF and 2SLL perform similarly and outperform all the other alternatives. The improvement in efficiency from both estimators against LLE is over 10%. Again this is consistent 2 See [36, p. 3016]. 3 We have investigated the relative performance of their estimator and our 2SLL proposed here by selecting τ in accordance with their equation (3.2).
The simulation results (available upon request) show that across different experiment designs, the average RMSE for their estimator decreases with n, and is smaller than that of LLE but still larger than that of our 2SLL. with our Theorem 3 as well as the comments above regarding the similarity of the two estimators. In addition, our results indicate that the simulation results in [32] carry through in the case of the DGP that we specify.
For the AR(2) error structure, both HU1 and HU2 estimators outperform the LLE, with HU1 outperforming HU2. The asymptotic distributions for the HUi estimators under an AR(p) structure are unknown, but on the basis of our simulations these might be viable alternatives. As we expected, the feasible estimators perform slightly worse than the infeasible estimators, where exceptions occur for the HUi estimators under the panel data error structure. We notice that the extra burden in computing the unknown parameter is minimal since the increase in magnitude of average standard deviation and root mean squared error is small. Consequently, the observations regarding the relative performances among alternative estimators are largely maintained as those for their infeasible versions. This observation gives support for our Theorem 4 in that feasible 2SLL, obtained by estimating the unknown parameters of the covariance matrix, is asymptotically equivalent to its infeasible version and outperforms the traditional LLE.
Summary
In this paper we provide sufficient conditions for the asymptotic normality of the local linear estimator proposed by Fan [7] in regression models where the regression error has a non-spherical parametric covariance structure and the regressors are dependent and heterogeneously distributed. In this context, it seems natural to define an alternative estimator that incorporates the parametric covariance structure in an attempt to reduce the variance of the asymptotic distribution. We propose a two-step estimator that incorporates the parametric information given by the error covariance and provide sufficient conditions for obtaining its asymptotic distribution. A feasible version of the two-step estimator that substitutes true parameter values with consistent estimators is shown to be √ ng n asymptotically equivalent in probability to the two-step estimator under some easily verified conditions. A Monte Carlo study reveals that the asymptotic results for our estimator are confirmed for finite samples and that our estimator can outperform previously proposed estimators.
Appendix A
Proof of Theorem 1. We prove the case where j = 0. Similar arguments can be used for
For any n by the Heine-Borel Theorem there exists a finite collection of sets B x k , n
r. The proof has three steps.
(1) We show that
(3) Let 0 < ∆ < ∞, β > 2 and ε n = nhn ln(n)
Step 1:
By the measurability of g and Assumption A4, {|g(U i )|} i=1,2,... is α-mixing of size −2. Furthermore, given that E(|U i | 2+θ ) < C for some θ > 0 and all i, we have from McLeish's LLN (see [37] , p. 49) that 1
Step 2: sup x∈G |s 0 (
. By the Borel-Cantelli Lemma, for any > 0 and for all m satisfying m < m < n we have P(|g(U m )| ≤ B n ) > 1 − and by Chebyshev's Inequality and the increasing nature of the B i sequence, for n > N ∈ R we have P(|g(U i )| < B n ) > 1 − for i < m . Hence, for n > max{N, m} we have that for all i ≤ n, P(|g(U i )| < B n ) > 1 − and therefore I(|g(U i )| > B n ) = 0 with probability 1, which gives T 1 = o as (1) .
By Hölder's inequality, for s > 1,
where the first integral after the inequality is uniformly bounded by assumption and since f X i |U i (x) < C, we have by Chebyshev's Inequality
Step 3: P max 1≤k≤ln s B
By the uniform bound on v i , Assumption A2 and |g(
Then, from Theorem 1.3 in [4] we have that for each q = 1, 2, . . . , [n/2]
where v 2 (q) = 2 p 2 σ 2 (q) + CBnεn 2hn , p = n/2q,
and [a] denotes the integer part of a ∈ R. We first note that hn p σ 2 (q) = O(1). To see this note that
Given Assumption A4.2 and E(|g(U i )| 2+θ ) < C for some θ > 0 and all i we have after some simple algebra
Letting d n be a sequence of integers such that d n h n → 0 we can write
and it can be easily shown that
Combining the results on the variance and covariances we have that hn p σ 2 (q) ≤ C for n sufficiently large. Hence, we have that ph n v 2 (q) ≤ C + CpB n ε n and choosing p = (B n ε n ) −1 we have that for n sufficiently large ph n v 2 (q) ≤ C. Then, 4 exp −ε 2 and since hnεn Bn → 0 as n → ∞ we have that for n large enough and by Assumption A4, for β > 2
> 1 the first term in the summation to the right of the inequality is negligible and we have that
which completes the proof.
Proof of Theorem 2. Note that
. Theň
by Hölder's Inequality. Under the conditions of Theorem 1 sup x∈G s n,j (x) − E(s n,j (x)) = o p (h n ) for j = 0, 1, 2 provided that
given Assumptions A1 and A2. Therefore, sup x∈G s n,
We examine each B n,j (x) for j = 1, 2, 3 separately.
2fn(x) s n,2 (x) and therefore by Theorem 1, given that inf x∈G |f n (x)| > 0 as n → ∞,
where d n is a sequence of integers such that d n → ∞ and d n h n → 0. Then,
Since d n h n → 0 we have that h n J n,1 ≤ Cd n h n = o(1) and J n, [6] with p = q = δ > 2 we have
δ and since j ≥ d n we have that for some a > 1 − 2 δ > 0, j a d a n ≥ 1 and J n,2 ≤ Ch and choosing d n such that h 1− 2 δ n d a n = 1 the right hand side of the last equality is equal to 1 and we have J n,2 = o(h −1 n ). This is obviously consistent with d n h n → 0 in the sense that aδ δ−2 > 1 ⇒ a > 1 − 2 δ . Furthermore, it is easily seen from the developments above that (1) . Hence, combining results we have n j=1,i =j |cov(
By the Lipschitz condition on f i (x) and Assumption A2, |V 1 n,1 | ≤ C 1 n 2 n i=1 ω ii (θ 0 ) and therefore nh n |V 1 n,1 | ≤ Chn n n i=1 ω ii (θ 0 ) and by Assumption A3 we have nh n |V 1
where the last equality follows from our previous results. Hence, we have that
We now consider B n,2 (x). Here we adopt the method first proposed by Bernstein [3] and adopted by Masry and Fan [22] to partition the sums into large and small blocks. First, partition the set {1, . . . , n} into 2k n + 1 subsets with large blocks of size r n and small blocks of size s n and k n = n rn+sn . Let Z n,i = √ h n Z i+1 for i = 0, 1, . . . , n − 1 so that B n,2 (x) = 1 |E(Z j(rn+sn)+rn+δ Z l(rn+sn)+rn+θ )| and since j = l the distance between the indexes must be greater than r n as |j(r n +s n )+r n +δ−(l(r n +s n )+r n +θ)| ≥ r n +1 > r n .
Thus,
Combining the results above we have that E 1 √ n Q n 2 = o (1) . We now turn our attention to the Q n term. (1), since by construction n − k n (r n + s n ) ≤ r n + s n and therefore n −1 (n − (r n + s n )) ≤ n −1 (r n + s n ) = o(1). Now, (1) and by combining the results above we have E 1 √ n Q n 2 = o(1). We now turn our attention to the Q n term. η j = j(rn+sn)+rn−1 i=j(rn+sn) Z n,i for 0 ≤ j ≤ k n − 1 and by construction η j = h 1/2 n j(rn+sn)+rn−1 i=j(rn+sn) Z i+1 . Now let F j i be the σ-algebra generated by the random variables {X t , U t : i ≤ t ≤ j}, i.e., F j i = σ(X i , U i , . . . , X j , U j ) so that η j is F j(rn+sn)+rn j(rn+sn)+1 measurable. Note that j(r n + s n ) + 1 − ((j − 1)(r n + s n ) + r n ) = s n + 1 and if we define V j = exp(itη j ), by Lemma 1.1 in [33] we have
(k n − 1)α(s n + 1) ≤ n rn+sn α(s n + 1) = n rn(1+ sn rn ) α(s n + 1) and since by construction sn rn → 0, n rn α(s n ) → 0 we have that 16(k n − 1)α(s n + 1) → 0. Thus, by Corollary 14.1 in [17] , {η j } 0≤j≤kn−1 forms a sequence which is independent as n → ∞. For the term I n,1 note that E(Z 2
Therefore,
and looking at the last two terms separately we have
and since 1 n kn−1 j=0
Similarly, 1 n n−1 i=kn(rn+sn) ω i+1,i+1 (θ 0 )f i+1 (x) → 0. Combining the above results we have that I n,1 =ω f (x, θ 0 ) K 2 (φ)dφ + o(1) + O(h n ), and given that I n,2 = o(1) we conclude that
We first observe that if we define W n = 1 Sn 1 √ n Q n and let ψ Wn (λ) = E(exp(iλW n )) be the characteristic function of W n we have 
2+δ by the c r inequality. Furthermore, 1
by Assumption A2. Therefore,
Finally, combining the results of
Now, we note from our previous results on B n,1 (x), B n,3 (x) and by applying Theorem 1 tof n (x)B n,2 (x) with g(U i ) = U i , j = 0 and v i = 1 for all i, that we have 1
. Now, provided that h 2 n ln(n) = o(1) the right hand side of the inequality is o(1) and we have 
We examine each B n,j (x) for j = 1, 2, 3, 4 separately. From Theorem 2 B n,1 (x) = g 2 n 2 σ 2 K m (2) 
We now examine B n,4 (x). From the definition of Y * i and Theorem 2
and therefore we can write B n, 4 
We look at each of these terms separately. Note that
and the term inside the curly brackets {·} is O p (h 2 n ) uniformly in G from Theorem 2. Hence, (1) by assumption. Furthermore, from Theorem 1 1 (1) and by Assumption A1 f n (x) →f (x). Hence, sup x∈G |B n,41 (x)| = O p (h 2 n ). Using similar arguments and Theorem 2 we have sup x∈G |B n,43 (
Note that E(B n,42 (x)) = 0 and
Since inf x∈G |f n (x)| > 0 we have (1) . The strategy that we use is to establish the order of the partial sums that emerge from considering all possible combinations of the indexes l, k, i, j, m, o in T 1n , T 2n . 4 Each of these partial sums is shown to be o p (1) by first establishing the order of π n = 1 h 2 n g 2 n E(K i K m K lj K lo ) and ρ n = 1 h 2 n g 2 n E(K i K m K lj K ko ). Here we show the cases in which l and k are distinct from the indexes in the four inner sums, i.e., i, j, m, o. 5 We need to consider seven cases, and given Assumption A1
we have from calculating the expectations the following bounds: Case 1 (i = m and j = o): π n ≤ C gnhn , ρ n ≤ C gn ; Case 2 (i = o and j = m) π n ≤ C hn , ρ n ≤ C; Case 3 (i = m): π n ≤ C gn , ρ n ≤ C gn ; Case 4 (i = o), Case 5 (j = m), Case 7 (i = j = m = o): π n ≤ C, ρ n ≤ C; Case 6 (j = o): π n ≤ C hn , ρ n ≤ C. We now denote the partial sums associated with V((ng n ) 1/2 B n,42 (x)) in each of these cases by s i , i = 1, . . . , 7. Hence, we have the following inequalities, where the first term refers to the partial sums in T 1n and the second term refers to the partial sums in T 2n for each case: 
By Assumptions A1.6 and A3 we have that 1 n n l=1 ω ll (θ 0 ) →ω(θ 0 ) and inf x∈G |f n (x)| > 0. Furthermore, we note that from . Now, provided that hn gn → 0 and ng 3 n ln(n) → ∞ we have that the last term is o(g 2 n ) and we obtain B n,4 (x) = O p (h 2 n )+o p ((ng n ) −1/2 )+o p (g 2 n ). Now, if g n = O(n −1/5 ) then (ng n ) 1/2 B n,3 = o p (1) and consequently we have √ ng n B n (x) − σ 2 K m (2) 
Lastly, it follows from arguments similar to those in the proof of Theorem 2 that (24) which proves the theorem.
Proof of Theorem 4. (1) and K has compact support, it suffices to show that 1 (1) . Hence, we must show that
and
Let g 0 (θ) = 0 and I iwn = {j = 1, 2, . . . , n : a ij (θ) = g wn (θ)}. Then,
But given TA 4.1, the consistency ofθ and the fact that W is finite and does not depend on n, it suffices to show that
Given the independence of {X i } and {U i } and taking expectation of the square yields |ω lk (θ 0 )||E(c nl c nk )| and since inf x∈G |f n (x)| > 0, (1) . We adopt the same strategy as was used in Theorem 3, i.e., establish the order of partial sums that emerge from considering all possible combinations of the indexes l, k, i, j, m, o in T n1 , T n,2 . Each of these partial sums is bounded by establishing the order π n = E(K i K lj K m K lo ) 1 h 2 n g 2 n and ρ n = E(K i K lj K m K ko ) 1
We need to show that T 1n , T 2n = o (1) . The strategy that we use is to establish the order of the partial sums that emerge from considering all possible combinations of the indexes l, k, i, j, m, o in T 1n , T 2n . 6 Each of these partial is are shown to be o p (1) by first establishing the order of π n = 1 h 2 n g 2 n E(K i K m K lj K lo ) and ρ n = 1 h 2 n g 2 n E(K i K m K lj K ko ). Here we show the cases in which l and k are distinct from the indexes in the four inner sums, i.e., i, j, m, o. 7 We need to consider seven cases, and given Assumption A1 we have from calculating the expectations the following bounds: Case 1 (i = m and j = o): π n ≤ C gnhn , ρ n ≤ C gn ; Case 2 (i = o and j = m) π n ≤ C hn , ρ n ≤ C; Case 3 (i = m): π n ≤ C gn , ρ n ≤ C gn ; Case 4 (i = o), Case 5 (j = m), Case
We now denote the partial sums associated with V((ng n ) 1/2 B n,42 (x)) in each of these cases by s i , i = 1, . . . , 7. Hence, we have the following inequalities, where the first term refers to the partial sums in T 1n and the second term refers to the partial sums in T 2n for each case: Hence, given Assumption A1 and the fact that from Theorem 1 g n n k=1,l =k |ω lk (θ 0 )| = o (1) we conclude that in each case the first and second terms are O(1).
Note on indexes:
To construct the set of all index combinations for the sixfold sums we first note that for the four inner sums we need to consider seven different possible cases for i, j, m, o: Case 1 (i = m and j = o, i = j); Case 2 (i = o and j = m, i = j); Case 3 (i = m, but i, j, o distinct); Case 4 (i = o, but i, j, m distinct); Case 5 (j = m, but i, m, o distinct); Case 6 (j = o, but i, j, m distinct); Case 7 (i = j = m = o). In each of these cases we must then investigate all possible subcases where l and k are equal or distinct from the indexes considered in T 1n and T 2n .
Case 1: For the term T 1n there are 3 subcases: (1.1) l, i, j distinct; (1.2) l = i and i, j distinct; (1.3) l = j and i, j distinct. For the term T 2n there are 7 subcases: (1.1) l, k, i, j distinct; (1.2) k = i, l, k, j distinct; (1.3) k = j, l, k, i distinct; (1.4) l = i, l, k, j distinct; (1.5) l = j, l, k, i distinct; (1.6) l = i, k = j, l, k distinct; (1.7) l = j, k = i, l, k distinct. Case 4: For the term T 1n there are 4 subcases: (4.1) l, i, j, m distinct; (4.2) l = m and i, j, l distinct; (4.3) l = i and i, j, m distinct; (4.4) l = j and i, j, m distinct. For the term T 2n there are 13 subcases: (4.1) l, k, i, j, m distinct; (4.2) k = m, l, k, j, i distinct; (4.3) l = m, l, i, k, j distinct; (4.4) k = i, l, k, j, m distinct; (4.5) l = i, l, k, j, m distinct; (4.6) k = j, l, k, i, m distinct; (4.7) l = j, m, i, j, k distinct; (4.8) l = m, k = i, l, k, j distinct; (4.9) l = i, m = k, l, k, j distinct; (4.10) l = m, k = j, l, k, i distinct; (4.11) l = j, m = k, l, k, i distinct; (4.12) l = i, k = j, m, l, k distinct; (4.13) l = j, k = i, l, k, m distinct.
Case 5: identical to Case 4 due to symmetry.
Case 6: For the term T 1n there are 4 subcases: (6.1) l, i, j, m distinct; (6.2) l = i and l, m, j distinct; (6.3) l = m and i, j, l distinct; (6.4) l = j and i, l, m distinct. For the term T 2n there are 13 subcases: (6.1) l, k, i, j, m distinct; (6.2) k = i, l, k, j, m distinct; (6.3) l = i, l, k, m, j distinct; (6.4) k = m, l, k, j, i distinct; (6.5) l = m, l, k, i, j distinct; (6.6) k = j, l, k, i, m distinct; (6.7) l = j, m, i, l, k distinct; (6.8) l = i, k = m, l, k, j distinct; (6.9) k = i, m = l, l, k, j distinct; (6.10) l = i, k = j, l, k, m distinct; (6.11) l = j, i = k, l, k, m distinct; (6.12) l = m, k = j, i, l, k distinct; (6.13) l = j, k = m, l, k, i distinct.
Case 7: For the term T 1n there are 5 subcases: (7.1) l = i = j = m = o; (7.2) l = i and l, j, m, o are distinct; (7.3) l = j and l, i, m, o are distinct; (7.4) l = m and i, j, l, o are distinct; (7.5) l = o and i, j, m, l are distinct. For the term T 2n there are 21 subcases: (7.1) l = k = i = j = m = o; (7.2) l = i, j = k and l, j, m, o are distinct; (7.3) l = k, j = l and i, j, m, o are distinct; 
Appendix B
See Tables 1 and 2 . Table 1 Average bias ( × 10 −2 ) (B), standard deviation (S) and root mean squared error (R) with panel data models and J = 2 
