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Abstract
This work presents a framework for image classification
based on region information. The main application of this
framework is for automatic color correction of real-scene
images. Class specific color correction is already imple-
mented in some systems, but image classification usually
relies on global image features only. Our region-based ap-
proach shows a significant improvement over previously
achieved classification for a variety of critical image classes.
Improved image classification can directly be translated
into improved automatic color correction.
1. Introduction
The presented work is based on the idea that region-level
analysis can improve image scene analysis and content de-
scription. The proposed framework is comprised of several
successive steps, starting with the image to be analyzed
and ending with its classification:
1. Image Segmentation
2. Region Features Calculation
3. Region Classification
4. Image Features Calculation
5. Image Classification
The primary goal of our approach is to improve the perfor-
mance of class-specific Automatic Color Correction (ACC)
algorithms [1]. To achieve a good correction, an ACC al-
gorithm has to be able to distinguish between color cast
and scene content. For example, it needs to distinguish
between a blue object and a bluish color cast in case of
scene illuminant estimation. One of the current problems
with “simple” correction algorithms (such as max RGB [2],
grayworld [3] or retinex [4]) is that each one performs well
for some classes of images but poorly for others [1]. If
an algorithm is tuned such that it improves the quality of
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Figure 1: Design of a fully automatic color correction. The im-
age content is directly used to determine which algorithm is ap-
propriate to obtain the transformation applied to the images.
all classes of pictures, it will result in a weak correction
and the image improvement will only be marginal. The
class-specific approach first attempts to identify the image
content to determine which “simple” correction has to be
applied (Fig. 1).
2. Image Segmentation
Segmentation is a process undertaken for every image. Thus,
it has to be computationally effective and relevant. Since
region analysis is based on regions as defined by the seg-
mentation step, no robust classification is possible without
a satisfactory segmentation method.
We chose Dominant Colors in Lab (DC Lab) to seg-
ment our images. DC Lab is a segmentation based on
MPEG-7 [5]. It uses a k-means powered algorithm to seg-
ment images according to Lab clusters. The k parameter
is fixed to 8 and another distance parameter d has to be
specified. This parameter represents the minimal distance
between two cluster centroids under which the clusters are
merged. Its simplicity, given that it doesn’t utilize any tex-
ture features, makes it very fast while at the same time
allowing good quality segmentations. Arguments for us-
ing this algorithm over other available ones [6,7] include
its computational speed (real time processing) as well as
its ease of use.
3. Region Features
Segmenting images permits to identify regions, but classi-
fication also requires the presence of features to discrimi-
nate between different regions. To be effective, a feature
should, via a single value or vector of variables, express a
region. Region features usually belong to one of the fol-
lowing categories: color, texture or geometry.
3.1. Color Features
Color features are an essential group of region features.
They are the easiest features to implement while still be-
ing relevant for natural scene classification. We implement
color features in two different color spaces: First Lab, for
it is the space in which the images are segmented and be-
cause it is designed as a perceptual space, thus facilitating
the semantic interpretations of the regions. Then sRGB
since it is the color encoding in which images are obtained.
The color features are the mean and the variance of each
channel (L, a, b, R, G, B), resulting in twelve color features
for each region. A 13th feature, the mean ∆E (M∆E) of a
region, can be obtained with those values:
M∆E = mean(
√
(L− Li)2 + ((a− ai)2 + ((b− bi)2)
Li represents the luminance of an individual pixel i, and L
is the mean luminance of the region. The mean is calcu-
lated over all the pixels belonging to a region.
3.2. Texture Features
Texture is an essential descriptor. Whether for vegetation
or sky, it is the only measure (past color) that is easily ac-
cessible. It further has been shown that texture features
have a very high discriminating power, enabling distinc-
tions that would otherwise prove impossible [8].
By analyzing a region’s spectrum in the Fourier trans-
form domain, one can obtain information about the inten-
sity of frequency changes (i.e. a measure of homogeneity),
thus allowing to distinguish between a textured region and
an homogeneous one. To do so, one can use the mean am-
plitude spectrum of the Fourier Transform of a region’s lu-
minance (L) channel, which represents a texture intensity
measure.
Haralick features are based on the gray level co-occurrence
matrix (GLCM) [9]. It allows for the calculation of textu-
ral, spectral and contextual types of features. Based on
previous work of grass texture detection [10], we imple-
mented 7 of those features by calculating the GLCM for re-
gions. The retained features are: Energy, Contrast, Homo-
geneity, Inverse Different Moment, Entropy, Cluster Shade,
Cluster Prominence. The first 5 features have been defined
by Haralick [9], the last 2 have later been added by Smits
[11].
3.3. Geometrical Features
Geometry features encompass position, size and shape in-
formation. All those characteristics can be used to further
refine a classification obtained through color and texture
features. The classes which will the most benefit of such
features are “localized” classes, such as sky regions.
The relative area of a region can have many uses. It
can approximate the relative importance of a region and
can provide hints about the contents of a region. The rela-
tive area is obtained by dividing the area of the region by
the area of the image. In addition, its behavior can be ap-
proximated by a probabilistic function, allowing for area
weighted methods to be implemented in image classifica-
tion.
Eigenregions are geometrical features encompassing
both position and shape information. Obtained through a
principal component analysis of the regions’ location, the
resulting eigenvectors can then be used as geometrical fea-
tures [12]. Altogether, the 10 first eigenregions are used as
region features.
4. Region Classification
The experimental data to classify consists of 77’000 re-
gions obtained through DC Lab segmentation of 13’500
real-scene images. The retained classifier is a supervised
classification algorithm based on the maximum a posteri-
ori rule [13]. The main advantages of supervised methods
are that they usually provide better results when precise
definitions of the classes are given. Directing the classifi-
cation towards known labels will make it more robust and
less sensitive to noise. A major drawback, however, is that
only previously known elements can be found, making the
classification dependent on the accuracy of defined classes
[14].
We chose the following classifier because of its ro-
bustness and scalability. Let Aν be the possible semantic
classes for a region (e.g. “vegetation”, “skin”,. . . ). The
probability that a region having a feature vector ~F belongs
to a class Aν is given by
p(Aν | ~F ), ν = 1, · · · , N (1)
These conditional probabilities are a priori unknown but
are related to the probability of a certain feature vector ~F
given that the region belongs to a class Aν (p(~F | Aν)),
which can be obtained from the training data by Bayes’
theorem.
p(Aν | ~F ) = p(~F | Aν)p(Aν)
p(~F )
(2)
where p(Aν) is the prior probability that a given region
belongs to the class Aν , i.e. the chances that a randomly
selected region in our database belongs to that given class,
which is obtained by ground truth.
In our implementation, the main assumption of this
method is that the probability distribution of the features
p(~F | Aν) are of the form of a multivariate gaussian. This
model is generally considered accurate enough to allow for
a robust classification.
In case of supervised classification, one of the most im-
portant task is the definition of the classes. Since the data
consists of real-scene images and the application is auto-
matic color correction, our class labels are memory colors
[1], for which an optimized correction is known and imple-
mented. We classified regions belonging to the following
classes: blue sky, vegetation and skin tones. A fourth class,
“normal” was also defined for regions belonging to none of
the memory colors.
Supervised classification requires a ground truth for
both training and testing the classifier. Thus, one has to
accurately define what does belong to the ground truth and
what does not. For images, the inclusion in the ground
truth is based on whether the image contains a certain class.
To take full advantage of the scale change, however, our as-
sumption for regions is that in order to be included in the
ground truth, they have to be a certain class, as shown in
figures 2 and 3.
Figure 2: Example of a region belonging to the blue sky ground
truth. The region is only composed of blue sky, therefore fulfill-
ing the ground truth inclusion conditions.
Figure 3: Example of a borderline region. While the image def-
initely contains blue sky, the considered region is composed of
both sky and snow with a blue cast. In that case, this region will
not be considered in the blue sky ground truth.
Our region ground truth consist of 10’000 regions man-
ually annotated. Each region belongs to exactly one of the
four possible classes: blue sky, vegetation, skin tones or
normal (when it does not belong to any of the first three).
4.1. Region Classification Results
By performing an exhaustive search over the whole fea-
ture space, the classifier determines the best feature com-
bination to achieve an optimal classification. At the be-
ginning of the classification process, all available features
are grouped into a feature vector ~F of dimension N. After-
wards, all the features belonging to the optimal combina-
tions form the vector ~FS of dimension M ≤ N . Features
included in ~FS are the “surviving” features.
In addition to those surviving features, the other two
important outcomes of the algorithm are: the false pos-
itive and the false negative rates. Those two rates and
prior probabilities enable us to determine the best thresh-
old (θ) for classification as well as the global success rate.
Once the best feature combination has been found, the best
thresholds will depend on the priors and on the relative
weights associated with false positives and false negatives.
False Positive Rate : p(f(R) > θ | gtR,ν = 0)
False Negative Rate : p(f(R) ≤ θ | gtR,ν = 1)
where
f(R) =
p(Aν | R)
p(A¬ν | R)
A¬ν represents all other classes than Aν , and gtR,ν is the
ground truth value (0 or 1) of the region R for the class Aν .
Actual results take the appearance of an error curve
such as the ones shown in Figure 4. A value of θ can
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Figure 4: Error curves for memory color region classification. A
threshold corresponds to each point of a curve, for which false
negative and false positive rates can be obtained. Success rate
for the memory colors range from 87% for skin tones to 91% for
vegetation.
be associated with every point on this curve. This chosen
threshold yields ratios of false positives and false negatives
for the classification. Assuming that all classification mis-
takes carry an equal weight, the optimal value of θ is 0.5,
for which the maximum a posteriori detection rule is per-
formed (Eq. 3):
p(R | Aν)
p(R | A¬ν) >
θ
1− θ
p(A¬ν)
p(Aν)
(3)
5. Image Features and Classification
Region classification outputs p(Aν | R). Image classifica-
tion, however, requires p(Sv | I), where Sv are the image
semantic classes and I is the considered image. Assuming
that the importance of a region in the image is proportional
to the image, one can use an area weighted method to ob-
tain a robust image classification. Equation 4 explains the
relationship between region and image classification.
p(Sv | I) =
N∑
i=1
area(Ri) · p(Aν | Ri)
· Heaviside(p(Aν | Ri)− θ)
(4)
The probability that an image I belongs to a certain se-
mantic class Sv equals the area-weighted sum of the prob-
abilities that its regions Ri belong to that class, provided
that this probability p(Aν | Ri) is greater than a certain
threshold θ. The p(Aν | Ri) are the direct outcome of
the region classification step. The Heaviside function [13]
is used to lessen the impact of a very large region hav-
ing a small probability in the classification. Using such a
method to calculate the p(Sv | I) has the advantage of be-
ing direct, but it also supposes that the region classification
is correct since the p(Aν | Ri) are directly used for image
classification.
The performance of this classifying scheme can be as-
sessed by comparing the p(Sv | I) with previous clas-
sification achieved using a multivariate gaussian analysis
with image features only. Previous classification feature
vectors are composed of the image mean L, a and b val-
ues as well as images color and density entropies. Results
for both methods are obtained by testing the classification
on an image database. Our database consists of 13’500
photographic “real world” images taken by consumers on
a variety of digital cameras (from VGA to 3 Megapixels
resolution). Those images have later been annotated by
photographic experts to establish a ground truth for clas-
sification and analysis. The image feature based classi-
fier is trained on 90% of this data set, which is not the
case of the region-based one (trained on 90% of the region
ground truth). Figures 5 to 7 show a performance compar-
ison of the two methods for images containing vegetation,
portraits, and blue sky. In the area of importance, the part
of the curve with both low false positive and false nega-
tive rates, the region-based classification outperforms the
image-based one.
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Figure 5: Error Curves for Image Portrait Classification
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Figure 6: Error Curves for Image Vegetation Classification
6. Improvement of Image Classification
Image classification obtained through region-based meth-
ods exhibits robust results that can be used in ACC meth-
ods. Classification success rates are higher than the ones
derived from image-based methods alone, but since these
rates were already high, overall improvements are small. A
possible approach that allows for a greater improvement is
to use region-features in conjunction with image-features.
Such an image analysis on several levels maximizes the
global amount of information that can be extracted from
an image.
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Figure 7: Error Curves for Image Blue Sky Classification
We will illustrate such an approach on two image classes:
pure blue sky and bluish color cast. Those classes were
given priority over the memory colors because their per-
formance was much lower and because classifying those
images correctly is critical for automatic color correction
purposes.
6.1. Pure Blue Sky
Pure blue sky images are usually composed of two regions:
a large region of uniform sky and another containing an
object (see Fig. 8 for examples). While this class is easy
to categorize visually, its high natural blue content can be
the source of automatic color correction failures, since it
doesn’t comply with any of the scene assumptions (max
RGB or grayworld).
Figure 8: Typical pure blue sky images.
The applied ACC will often “correct” the blue sky by
turning it neutral. We expect this class to profit from region-
based features, considering that the sky region is easily
segmented and that its uniform blueness corresponds pre-
cisely to blue sky as defined for regions. Pure blue sky im-
ages have other well defined properties at the image-level,
such as low color and luminance entropy as well as a gen-
eral high blue content. Using a feature vector composed
of 3 original images features (mean b, entropy in ab, en-
tropy in L) and one obtained through region classification
(bluesky p), we were able to detect those images with 98%
accuracy. Using image features only, the accuracy is only
90%.
6.2. Bluish Color Cast
Whether due to wrong camera settings or to peculiar light-
ing conditions, many cameras generate images with color
casts. Bluish casts are generally caused by the diffuse light
from blue sky and can be present when reflected on a white
surface (snow) or in shadowy areas. The challenge of an
image classification system for automatic color correction
is to detect those images whose spectral components are
shifted, while leaving those having a high natural blue con-
tent untouched [15,16].
Figure 9: Examples of images bearing a bluish color cast
We have found it difficult to obtain a satisfactory per-
formance using only image-level features. For instance,
using the mean and variance of color values does not en-
able sufficient discrimination. From a region-level point
of view, a color cast could be approached using correlation
measures within the different regions of an image. This
being, if we are to use region features in conjunction with
image features, we only have the four image memory color
probabilities at our disposal, given that all the other fea-
tures are measured on regions only.
To take full advantage of region analysis, we decided to
extend region features to the image level. Possible candi-
dates for this extension are color and texture features. Ge-
ometrical features, while important at a region-level, are
less relevant when the whole image is taken into account.
The approach we chose is to measure the mean and vari-
ance of each one of the region features. Let FI be a feature
at the image level, and FR be the same feature at the region
level.
mean(FI) =
1
N
N∑
i=1
FRi (5)
Var(FI) =
1
N
N∑
i=1
(FRi −mean(FI))2 (6)
We additionally developed another feature based on the
“blue content” of an image, i.e. the percentage of the im-
age covered with blue regions. The parameters used for
this feature are based on experimental results.
λbluish =
∑
r∈I
arear · δblue (7)
δblue = 1 if Br > (1.2 ·max(Gr,Rr)) (8)
These newly acquired features were used in conjunction
with already existing image features, using the multivariate
gaussian analysis approach. However, the results showed
that no single threshold permits a satisfactory detection for
both false positive and false negative rates. For our image
database, using θ = 0.5 minimizes the false positive rates,
but at the same time only 42% of the bluish images were
detected. A very low threshold (θ = 0.01) would ensure the
detection of almost all the bluish images while throwing
away 95% of the non bluish ones. This is unfortunately
unsatisfactory given the prior probabilities of the bluish/
non-bluish classes (see Fig. 10).
Consequently, a single detector is not able to satisfac-
torily fulfill the classification task. An possible improve-
ment can be achieved by cascading simple classifiers. This
allows for implementing several classifiers, depending on
the end application.
Figure 10 shows the array of possibilities offered by
cascading classifiers. In this figure, B represents the pro-
portion of bluish images (proportion that is always with
respect to the complete database) and nB represents the
proportion of non-bluish images. The indicative ratio ex-
presses the amount of bluish images with respect to non-
bluish ones. Depending on the indented application, one
can choose to either maximize the detection of bluish im-
ages (at the cost of a lower bluish/non-bluish ratio), or min-
imize the amount of false negatives, in order to ensure a
more reliable correction (at the cost of detecting less bluish
images).
The two more interesting classifiers are the first and
the last one, as each of them fulfills a specific task. With
a 10:1 ratio, the first classifier can be used in a safety de-
tector where a correct detection is critical. The last one,
composed of three detectors, was selected to supersede the
current bluish classifier. Correctly detecting 75% of the
color cast images while still maintaining a 3.8:1 ratio is
a significant improvement over the previous classifier, as
attested in figure 11.
7. Conclusion
We have established a framework for image classification
based on region information. Results for memory color
classes show that this approach outperforms the more con-
ventional ones of using image-level information only. The
actual cost of the region-based procedure is almost negli-
gible. Given the resolution on which the segmentation is
done and the features calculated, the whole process (from
segmentation to classification) is computed in real-time on
a standard computer.
Coupling region-obtained information with image fea-
tures can lead to a substantial improvement of image clas-
sification, thus allowing for a better automatic color cor-
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Figure 10: Complete schema for bluish detection. At each new
step, the ground truth is updated to take into account only the
pictures that were detected. Based on this new ground truth, a
feature selection step is done, which leads to another classifier.
B and nB stand for the proportions of bluish and non-bluish im-
ages respectively, the indicative ratios are the amount of bluish
images with respect to non bluish ones. On the right of the clas-
sifiers are the pictures which are detected as bluish, while under
the classifier are the rejected ones. This is only an example of
cascading classifiers, a method that can well be adapted to di-
verse applications.
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Figure 11: Error curves for bluish detection based on images
features only (dashed curve) and on the 3 level classifier using
image and region features (solid curve). One can observe the
continuous improvement of the latter over the former.
rection. This adaptation of the general framework has been
tested for two specific classes: pure blue sky and bluish
color cast. The results show a large increase in correct
classification rates. The presented framework can also fur-
ther be refined and adapted to correctly classify a variety
of real-scene classes, offering new alternatives for class-
specific image enhancement algorithms.
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