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Abstract
In this paper we investigate the nature of inverse limits from the point of view of invariant sets.
We then introduce a special class of examples of inverse limits on [0,1] using Markov bonding maps
determined by members of the group of permutations on n elements.
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0. Introduction
If f is a mapping of a topological space X into itself we call a subset A of X invariant
under f if f [A] is a subset of A and strongly invariant if f [A] = A (see [3, p. 48]).
Invariant sets play a key role in determining the nature of inverse limits. In this paper, we
identify some theorems employed in this process. We illustrate how invariant sets have
been used in the past to help in determining the inverse limit of certain inverse systems.
We conclude the paper with an extensive look at an interesting class of mappings of [0,1]
inspired by considering finite invariant sets.
By a continuum we mean a compact, connected subset of a metric space. By a mapping
we mean a continuous function. A continuum is said to be decomposable if it is the union
of two of its proper subcontinua and is called indecomposable if it is not decomposable.
If X1,X2,X3, . . . is a sequence of topological spaces and f1, f2, f3, . . . is a sequence of
mappings such that, for each positive integer i , fi :Xi+1 → Xi , then by the inverse limit
of the inverse sequence {Xi,fi} we mean the subset of ∏i>0 Xi to which the point x
belongs if and only if fi(xi+1) = xi for i = 1,2,3, . . . . The inverse limit of the inverse
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limit sequence {Xi,fi} is denoted lim←−{Xi,fi}. It is well known that if each factor space,
Xi is a continuum, the inverse limit is a continuum [7, Theorems 1.2, 1.3 and 1.5].
We denote the projection of the inverse limit into the nth factor space by πn, and if
K is a subcontinuum of the inverse limit, we denote πn[K] by Kn. In case we have
a single factor space, X, and a single bonding map, f , we denote the inverse limit by
lim←−{X,f }; moreover, there is a natural homeomorphism fˆ from lim←−{X,f } to itself given
by fˆ (x1, x2, x3, . . .)= (f (x1), x1, x2, . . .).
1. Invariant sets
We begin with some simple observations about invariant sets. Proofs of these, for the
most part, are omitted. Theorem 1 allows us to re-express an inverse limit sequence {X,f }
where X is a continuum as an inverse limit sequence with surjective bonding maps. A more
general theorem of this sort holds (i.e., any inverse limit may be re-expressed as an inverse
limit where the bonding maps are all surjective) but it is not easily expressed in terms of
invariant sets.
Theorem 1. If f is a mapping of a topological space X into itself and A is a compact
invariant subset, then A0 =⋂n1 f n[A] is strongly invariant and lim←−{A,f |A} is homeo-
morphic to lim←−{A0, f |A0}.
A well-known tool for working with inverse limits on intervals is a theorem of Bennett.
Theorem 2 in a slightly different form appears in his master’s thesis at the University
of Tennessee [2]. For a proof in the stated form, see [5]. An invariant set appears in
condition (1) of the hypothesis.
Theorem 2 (Bennett). Suppose f is a mapping of the interval [a, b] onto itself and d is a
number between a and b such that
(1) [d, b] is invariant under f ,
(2) f |[a, d] is monotone, and
(3) there is a positive integer j such that f j [a, d] = [a, b].
Then lim←−{[a, b], f } is the union of a topological ray R and a continuum K = lim←−{[d, b],
f |[d, b]} such that R −R =K .
If f is a mapping of a space into itself, by f n we mean the n-fold composition of f
with itself. It is well known that the inverse limit of the system {X,f } is homeomorphic to
the inverse limit of the system {X,f n} for any positive integer n [7, Corollary 1.7.1]. This
leads to the following theorems.
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Theorem 3. If f is a mapping of a topological space X into itself and A is a closed
subset of X which is invariant under f n for some positive integer n, then lim←−{A,f
n|A} is
homeomorphic to a closed subset of lim←−{X,f }.
Theorem 4. If {X,f } is an inverse sequence and A is a closed subset of X such that
A and f [A] are mutually exclusive but A is invariant under f n where n is the least
positive integer i such that A is invariant under f i , then lim←−{X,f } contains n copies
of lim←−{A,f
n|A}.
Proof. Theorem 4 follows from Theorem 3 and the fact that each iterate of A can be made
to be the first projection of a closed subset of lim←−{X,f }. ✷
Corollary 4.1. If X is a continuum, f :X→ X is a mapping and A is a subcontinuum
of X which is invariant under f n for some positive integer n where n is the least positive
integer i such that A is invariant under f i but A and f [A] have no point in common, then
lim←−{X,f } contains n copies of the continuum, lim←−{A,f
n|A}.
Remark. Initially, the author thought incorrectly that the copies of lim←−{A,f
n|A} in
Theorem 4 and Corollary 4.1 would be mutually exclusive. He is indebted to Bill Mahavier
for pointing out an error in his initial argument. That these may indeed intersect may be
seen from the following example: Let g be a map of [0,1] onto itself which throws [0, 15 ]
to [ 35 , 45 ], [ 15 , 25 ] to [ 45 ,1], [ 35 , 45 ] to [ 15 , 25 ] and [ 45 ,1] to [0, 15 ] in such a way that on the
first two intervals the graph of g resembles the letter N while on the last two it resembles a
backwardsN . On [ 25 , 35 ] the graph of g is a straight line joining ( 25 ,1) and ( 35 , 25 ). A picture
of g is shown in Fig. 1. The inverse limit on [0,1] using g as a single bonding map is a pair
of rays intersecting only at a common end point with each ray limiting to a pair of two end
Fig. 1.
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point Knaster-type indecomposable continua which intersect in a common end point. Thus,
the inverse limit contains four copies of a simple two end point indecomposable Knaster
continuum but they are not mutually exclusive. The interval A= [0, 15 ] is invariant under
f 4 while A and f [A] are mutually exclusive.
Theorem 5. If X is a continuum, f :X → X is a mapping, H is a subcontinuum of X
which is invariant under f 2 but H ∩ f [H ] is invariant under f , then lim←−{X,f |} contains
two copies of lim←−{H,f
2|H } intersecting at a copy of lim←−{H ∩ f [H ], f |(H ∩ f [H ])}.
Moreover, the subcontinua H1 and H2 of lim←−{X,f } which result as inverse limits of the
inverse systems {Yi, f |Yi} and {Zi,f |Zi} where Yi =H if i is odd and Yi = f [H ] if i is
even while Zi = Yi+1 for each i are swapped by the shift homeomorphism on lim←−{X,f }.
2. Invariant sets arising from dynamics
A mapping of a continuum is called monotone provided each point-inverse is a
continuum. A mapping f of [0,1] onto itself is called Markov provided f has a finite
invariant set A containing both 0 and 1 and such that if x and y are consecutive members of
A (in the usual order on [0,1]) then f |[x, y] is monotone. If f is a mapping of a continuum
into itself, by the ω-limit set of a point x of X, denoted ω(x,f ) or simply ω(x), we mean
⋂
n0 {f n+i (x) | i  0}. If f is a mapping of a continuum into itself, a point z of X is
called a periodic point for f provided there is a positive integer n such that f n(z)= z. If
n is the least positive integer i such that f i(z)= z, we say that z is periodic of period n.
A mapping f of an interval [a, b] onto itself is called unimodal provided f is not monotone
and there is a point c of (a, b) such that f (c) belongs to {a, b} and f is monotone on [a, c]
and [c, b] (f is called strongly unimodal if it is a homeomorphism on [a, c] and [c, b]). If
f is a mapping of an interval into itself and z is a periodic point for f , by the unstable
manifold of f , denoted W(z,f ) [3, p. 47], we mean⋂ε>0
⋃
m0 f
m(z− ε, z+ ε).
The following theorem is Lemma 2 of [3, p. 71].
Theorem 6. If f is a mapping of an interval I into itself and x is in I , then ω(x,f ) is
non-empty, closed and strongly invariant.
The heart of the proof of Theorem 11 of [6] is the observation that mappings of intervals
which have periodic points whose periods are all of the powers of two and which have
no other periodic points have an invariant Cantor set identified in the following theorem.
Although the theorem is not explicitly stated in that paper, the proof is there. It was known
that the inverse limit on an interval using a map satisfying the hypothesis of Theorem 7
had a Cantor set of end points, but Theorem 7 actually shows how that Cantor set arises.
Theorem 7. If f is a strongly unimodal mapping of an interval [a, b] into itself with critical
point c and such that f (b)= a, f has periodic points whose periods are all the powers of
two, f has no other periodic points and c belongs to ω(c,f ) then ω(c,f ) is a Cantor set
which is strongly invariant under f .
W.T. Ingram / Topology and its Applications 126 (2002) 393–408 397
Another means of identifying an invariant set for a mapping of an interval is also found
in the work of Block and Coppel [3, Proposition 3, p. 49].
Theorem 8. If z is a fixed point for the mapping f of an interval into itself, the unstable
manifold of z, W(z,f ), is a closed, connected and strongly invariant subset of the interval.
When z is a periodic point for f , Theorem 9 [3, Propositions 9 and 10, pp. 53–54]
provides a theorem which the reader should compare with Theorem 4.
Theorem 9. If z is a periodic point of period n for a mapping f of an interval, then
W(z,f ) is a strongly invariant closed subset of the interval. Moreover, f [W(z,f n)] =
W(f (z), f n) and W(z,f )=⋃n−1i=0 W(f i(z), f n).
Finally, periodic points of maps provide interesting finite invariant sets.
Theorem 10. If x is a periodic point of period n of a mapping f of a continuum X, then
{x,f (x), f 2(x), . . . , f n−1(x)} is an n-point invariant set for f .
3. Permutations
Consideration of finite invariant sets leads naturally to considering a large class of
mappings of the interval [0,1] onto itself. If n is a positive integer, a permutation of order n
is a function from {1,2, . . . , n} onto itself. We denote the set of all permutations of order n
by Sn and we call a member σ of Sn a k-cycle if there is a k-element subset {i1, i2, . . . , ik}
of {1,2, . . . , n} such that the orbit of i1 under σ is {i1, i2, . . . , ik} and σ(j)= j for each j in
{1,2, . . . , n} which is not in {i1, i2, . . . , ik}. Thus, a member σ of Sn is an n-cycle provided
the orbit of 1 under σ is {1,2, . . . , n}. If σ belongs to Sn, we construct a mapping fσ
from [0,1] onto itself in the following way: for each i , 1 i  n, let ai = (i − 1)/(n− 1)
and let fσ (ai)= aσ(i); then extend f linearly to a map of [0,1]. The map fσ so obtained
is a Markov map of [0,1] onto itself with Markov partition a1, a2, . . . , an (normally the
naming of the Markov partition begins with a0). We adopt the usual scheme of representing
a permutation σ as a product of cycles where the cycle (n1n2 . . . nk) represents the action
that σ(ni) = ni+1 for 1  i  k − 1 and σ(nk) = n1. For σ = (125) in S5, the map fσ
is shown in Fig. 2. In this section we consider inverse limits on [0,1] using as a single
bonding map a member of Sn for some n. We list tables showing all the continua which
result as an inverse limit on [0,1] using a single bonding map chosen from S3, S4 and S5.
As stated above, the map fσ for σ = (125) in S5 is shown in Fig. 2. In Theorem 2.8 of
[1], Barge and Martin prove a theorem characterizing end points for inverse limits on [0,1]
using a single bonding map when the map has a dense orbit. The map fσ for σ = (125)
in S5 is a map showing the need for the hypothesis that f have a dense orbit (see (125)
in Section 5). We end this section with some theorems about lim←−{[0,1], fσ } where σ is an
n-cycle. If f :X→X is a mapping and x is periodic of period n under f , we represent the
orbit of x under f , {x,f (x), . . . , f n−1(x)}, by O(x,f ).
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Fig. 2.
Lemma. Suppose f : [0,1]→ [0,1] is a mapping, 0 is periodic of period n under f and 1
is in O(0, f ). If k is an integer such that f k(0) is the first element of O(0, f )− {0} and n
and k are relatively prime, then there is an integer t such that f t [0, f k(0)] = [0,1].
Proof. Since k and n are relatively prime, by Theorem 3 of [4], O(0, f )=O(0, f k). By
Theorem 4 of [4], there is a positive integer j such that (f k)j [0, f k(0)] contains O(0, f k).
Since 0 and 1 belong to O(0, f ), f kj [0, f k(0)] = [0,1]. ✷
Theorem 11. Suppose f : [0,1]→ [0,1] is a mapping, 0 is periodic of period n 3 under
f and 1 is in O(0, f ). If k is an integer such that f k(0) is the first member of O(0, f )−{0}
and n and k are relatively prime, then lim←−{[0,1], f } is an indecomposable continuum.
Proof. Since k and n are relatively prime, by the lemma, there is a positive integer t such
that f t [0, f k(0)] = [0,1]. There are two cases.
(1) Suppose f n−1(0)= 1. If l is the integer such that f l(0) is the last point of O(0, f )
in [0,1) then f throws [f l(0), f n−1(0)] to an interval containing [0, f k(0)].
(2) If f n−1(0) < 1 and l is the integer such that f l(0) = 1 then f throws
[f n−1(0), f l(0)] to an interval containing [0, f k(0)].
Thus, in either case, if I is the interval with end points f l(0) and f n−1(0) then
f t+1[I ] = [0,1]. Since n  3, the intervals [0, f k(0)] and I share at most one point,
so f t+1 satisfies the two-pass condition. Thus, lim{[0,1], f } is indecomposable [7,
Theorem 6.3, p. 35]. ✷
Theorem 12. Suppose f : [0,1]→ [0,1] is a Markov map with Markov partition, 0= a1 <
a2 < · · · < an = 1 for n  3, and, for each positive integer i , there is an integer ki such
that f ki [ai, ai+1] = [0,1]. If 0 (respectively, 1) is periodic of period k under f and H is
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a proper subcontinuum of M containing a point p such that each coordinate of p is in
O(0, f ) (respectively, O(1, f )), then H is an arc.
Proof. Let M = lim←−{[0,1], f } and A = {a1, a2, . . . , an} and suppose H is a proper
subcontinuum of M containing a point p each coordinate of which is in O(0, f ). If
infinitely many projections of H contain two points of A then all projections of H contain
two points of A. However, if all projections of H contain two points of A, then H is
not a proper subcontinuum of M , since, by hypothesis, an interval containing any two
consecutive elements of A iterates over [0,1]. So, there is a positive integer N such that if
n N then Hn contains only one point of A. There is a positive integer j  N such that
Hj contains 0. Since 0 is periodic of period k, 0 belongs to Hj+kp for p = 0,1,2, . . . .
Since, for each p, Hj+kp contains 0 but not a2, Hj+k(p+1) is thrown monotonically onto
Hj+kp by f k . It follows that H is an arc. ✷
Theorem 13. Suppose f : [0,1] → [0,1] is a Markov map with Markov partition, 0 =
a1 < a2 < · · · < an = 1 for n  3 and O(0, f ) = {a1, a2, . . . , an}. If k is an integer
such that f k(0)= a2 and n and k are relatively prime, then every non-degenerate proper
subcontinuum of lim←−{[0,1], f } is an arc.
Proof. Let M = lim←−{[0,1], f }. If i is a positive integer, there is a positive integer j such
that f j [ai, ai+1] contains [a1, a2]. By the lemma, [a1, a2] is thrown onto [0,1] by f t
for some positive integer t , so there is a positive integer ki such that f ki [ai, ai+1] = [0,1].
SupposeH is a proper subcontinuum of M . If infinitely many projections of H contain two
points of O(0, f ) then all projections of H contain two points of O(0, f ). Thus, infinitely
many projections of H contain a1 and a2. This, however, contradicts the fact that there is
a positive integer N such that if i N then Hi is not [0,1]. Suppose j is an integer such
that if i  j then Hi does not contain two points of O(0, f ). If for each i  j , Hi contains
no point of O(0, f ) then f |Hi+1 is monotone, so H is an arc. If, for infinitely many i  j ,
Hi contains a point of O(0, f ) then H contains a point each of whose projections is in
O(0, f ) so by Theorem 12, H is an arc. ✷
A point x is said to be an endpoint of a continuum M provided whenever H and K are
subcontinua of M containing x then H is a subset of K or K is a subset of H .
Theorem 14. If f : [0,1] → [0,1] is a mapping such that 0 (respectively, 1) is periodic
and p is a point of lim←−{[0,1], f } such that, for each positive integer i , pi is in O(0, f )
(respectively, O(1, f )), then p is an end point of lim←−{[0,1], f }.
Proof. We consider the case that 0 is periodic. Suppose that H and K are two proper
subcontinua of M = lim←−{[0,1], f } containing p. Since, for each i , pi is in O(0, f ), for
infinitely many integers j , pj = 0. Thus, for infinitely many integers j , Hj is a subset of
Kj or, for infinitely many integers j , Kj is a subset of Hj . In the first case, it follows that
for each j , Hj is a subset of Kj so H is a subset of K . In the second case, we obtain K is
a subset of H . Hence, p is an end point of M . ✷
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We call two members σ1 and σ2 of Sn independent provided if σ1(i) = i then σ2(i)= i .
Note, if σ is a member of Sn which is not the identity, then σ and the identity are
independent. Thus, in the following corollary, σ could be a k-cycle.
Corollary 14.1. If σ = σ1σ2 where σ1 is a k-cycle in Sn, σ1 and σ2 are independent and
fσ (0) = 0 (respectively, fσ (1) = 1), then lim←−{[0,1], fσ } has (at least) k end points.
Theorem 15. If f : [0,1]→ [0,1] is a Markov map with Markov partition 0 = a1 < a2 <
· · ·< an = 1, A= {a1, a2, . . . , an} and p is a point of lim←−{[0,1], f } such that pi is not in
A for infinitely many positive integers i , then p is not an end point of lim←−{[0,1], f }.
Proof. LetM = lim←−{[0,1], f }. SinceA is invariant under f and pi is not in A for infinitely
many i , there is a positive integerN such that if nN then pn is not in A. Choose intervals
αN and βN containing pN and not intersecting A such that pN is the only point common
to αN and βN . Then, since pN+1 is not in A, the restriction of f to the component of
[0,1]−A containing pN+1 is monotone, so there exist intervals αN+1 and βN+1 such that
f [αN+1] = αN and f [βN+1] = βN and f |αN+1 and f |βN+1 are monotone. Inductively,
for each n  N , we may construct intervals αn and βn such that f [αn+1] = αn and
f [βn+1] = βn and f |αn+1 and f |βn+1 are monotone. For each i < N , let αi = f N−i [αN ]
and βi = fN−i [βN ]. Then, α = lim←−{αn,f } and β = lim←−{βn,f } are arcs containing p such
that p is the only point common to α and β . So, p is not an end point of M . ✷
Theorem 16. If σ is an n-cycle in Sn and f kσ (0)= 1/(n− 1) where n and k are relatively
prime, then lim←−{[0,1], fσ } is an indecomposable continuum with only n end points and
such that every non-degenerate proper subcontinuum of it is an arc.
Proof. Let M = lim←−{[0,1], fσ }. That M is indecomposable follows from Theorem 11; that
every non-degenerate proper subcontinuum of M is an arc follows from Theorem 13; that
M has at least n end points follows from Corollary 14.1; that M has only n end points then
follows from Theorem 15. ✷
Corollary 16.1. If σ is a p-cycle in Sp where p is a prime, then lim←−{[0,1], fσ } is an
indecomposable continuum with only p end points and such that every non-degenerate
proper subcontinuum of it is an arc.
4. Results for S3, S4 and S5
Table 1 gives all the continua which occur as the inverse limit on [0,1] using a single
bonding map corresponding to a member σ of S3. The maps are listed in pairs. If fσ and
fσ ′ are the maps corresponding to the two elements σ and σ ′, there are two ways the
two maps produce homeomorphic inverse limits. The two maps may be conjugate and the
two maps may have the property that f 2σ = f 2σ ′ . A “∗” in column three indicates that the
W.T. Ingram / Topology and its Applications 126 (2002) 393–408 401
two maps produce the same inverse limit by having the same square. Boldface is used to
indicate that an argument is provided in Section 5 to support the placement of the entry
in the table. We call a continuum an arc continuum provided every proper non-degenerate
subcontinuum is an arc.
In Table 2 below we list the continua which occur as the inverse limit of an inverse
system on [0,1] using a single bonding map corresponding to a member σ of S4. The
cryptic phrase “double sin 1/x-curve” is used to indicate that the continuum is the union
of an arc and two mutually exclusive rays limiting to it while the phrase “pair of sin 1/x-
curves” indicates that the continuum is the union of two sin 1/x-curves joined at a common
end point of their rays. The phrase “ray limiting to a 3 end point indecomposable arc
continuum” is used to indicate that the inverse limit is the union of a ray R and a three end
point indecomposable arc continuumK such that R−R =K . The author suspects without
proof that the three pairs of four end point indecomposable arc continua are topologically
distinct.
Since S5 is so large, we break down its corresponding table into Tables 3–5 of more
manageable size. We continue with the conventions adopted for S3 and S4. In the table,
when we use the term “ray” (in quotes) we recognize that this is not a true ray but a ray
with its end point removed and replaced by an arc, hence the phrase a “ray” beginning with
a sin 1/x-curve.
It should be noted that all three unimodal maps with the critical point in a period 5 orbit
containing both 0 and 1 show up in the list below. They are (12345), (12435) and (13425).
Table 1
Continua produced by S3
arc id, (13) ∗
sin 1/x-curve (23), (12)
3 end pt. indec. arc continuum (132), (123)
Table 2
Continua produced by S4
arc id, (14)(23) ∗
sin 1/x-curve (34), (12)
(24), (13)
double sin 1/x-curve (23), (14) ∗
pair of (12)(34), (13)(24) ∗
sin 1/x-curves (1324), (1423)
ray limiting to a 3 end point (234), (132)
indecomposable arc continuum (243), (123)
3 end pt. indec. arc continuum (124), (143)
4 end pt. indec. arc continuum (1234), (1432)
(1243), (1342) ∗
(134), (142)
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Table 3
Hereditarily decomposable continua produced by S5
arc id, (15)(24) ∗
sin 1/x-curve (13), (35)
(12), (45)
(25)(34), (14)(23)
double sin 1/x-curve (34), (23)
(24), (15) ∗
pair of sin 1/x-curves (12)(45), (14)(25) ∗
(12)(35), (13)(45)
(1425), (1524)
two rays limiting to sin 1/x-curve (15)(34), (15)(23)
ray limiting to double sin 1/x-curve (25), (14)
ray limiting to pair of sin 1/x-curves (13)(24), (24)(35)
(2435), (1423)
(1324), (2534)
double sin 1/x with sin 1/x at the end of one “ray” (23)(45), (12)(34)
Table 4
Decomposable continua containing indecomposable subcontinua produced by S5
ray limiting to a 3 end point (345), (132)
indecomposable arc continuum (354), (123)
(235), (143)
(254), (124)
“ray” beginning with a sin 1/x and limiting (12)(345), (132)(45)
to a 3 end pt. indec. arc continuum (12)(354), (123)(45)
two rays limiting to a 3 end pt. (243), (234)
indecomposable arc continuum (15)(234), (15)(243)
ray limiting to a 4 end point (2345), (1432)
indecomposable arc continuum (2543), (1234)
(2354), (1243)
(2453), (1342)
(253), (134)
(245), (142)
The 5 end point indecomposable arc continua are listed in two separate entries in the table
below. That the set of 5-cycles are there follows directly from Corollary 16.1. The others
require a separate argument on an ad hoc basis. For these, the end points partition naturally
into two sets and the shift homeomorphisms only move end points in one of these sets to
other end points in the same set. Perhaps, in that fact lies a reason for a difference between
these continua and their 5-cycle counterparts.
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Table 5
Indecomposable continua produced by S5
3 end point (125)(34), (154)(23)
indecomposable arc continuum (135)(24), (153)(24)
3 end pt. containing sin 1/x (125), (154)
4 end pt. indecomposable arc continuum (135), (153)
(145), (152)
(1254), (1452) ∗
(1352), (1453) ∗
(1235), 1543)
5 end pt. with a terminal sin 1/x-curve (145)(23), (152)(34)
5 end pt. indec. arc continuum (1534), (1325)
(1532), (1345)
(1354), (1253)
(1435), (1523)
(1542), (1245)
(13)(25), (14)(35)
(124)(35), (13)(254)
(143)(25), (14)(235)
(142)(35), (13)(245)
(14)(253), (134)(25)
5 end pt. indec. arc continuum (12345), (15432)
(12354), (12543)
(12435), (15423)
(12453), (13542)
(12534), (13254)
(13245), (15342)
(13425), (15324)
(13452), (14532)
(13524), (14253)
(14325), (15234)
(14523), (14352)
(14235), (15243)
5. Proofs for some of the entries in the tables from Section 4
We shall not use the space required to argue that all the entries in the preceding tables
are as we indicate. However, we do provide arguments for selected ones which provide the
flavor of most, if not all, of the proofs. Of course, Corollary 16.1 yields that the 3-cycles
in S3 produce three end point indecomposable arc continua and the 5-cycles in S5 produce
five end point indecomposable arc continua. Theorem 16 yields that the identified 4-cycles
in S4 produce four end point indecomposable arc continua. The cycles (1324) and (1423)
in S4 show the necessity for some hypothesis concerning the relative primeness of n and k
in Theorems 12 and 16.
We adopt the following conventions in these proofs. We initially identify the permu-
tation σ under consideration in Sn in bold face type. To simplify notation, we denote fσ
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by f and lim←−{[0,1], fσ } by Mσ . Also, if f :X→ X is a mapping and H is an invariant
subcontinuum under f , we shall shorten lim←−{H,f |H } to lim←−{H,f }.
(23) in S4: Here [0, 23 ] and [ 13 ,1] are invariant intervals as is [ 13 , 23 ]. According to
Theorem 2, lim←−{[0,
2
3 ] is an arc, lim←−{[
1
3 ,
2
3 ], f }, with a ray limiting to it. The shift
homeomorphism, fˆ swaps lim←−{[0,
2
3 ], f } and lim←−{[
1
3 ,1], f }. Hence, Mσ is the union of
an arc and two mutually exclusive rays limiting to it.
(13)(24) in S4: The intervals [0, 12 ] and [ 12 ,1] are invariant under f 2 while 12 is a fixed
point for f . According to Theorem 5, we know that the inverse limit is the union of
two copies of lim←−{[
1
2 ,1], f 2} intersecting at ( 12 , 12 , 12 , . . .). However, f 2 has [ 58 ,1] as an
invariant (but not strongly invariant) interval, so by Theorem 2, Mσ is lim←−{[
5
8 ,1], f 2}
with a ray limiting to it. However, f 2([ 58 ,1]) = [ 34 ,1] and f 2|[ 34 ,1] is the identity so
lim←−{[
5
8 ,1], f 2} is an arc.
(234) in S4: Here, [ 13 ,1] is invariant under f and f |[ 13 ,1] is conjugate to fσ ′ for
σ ′ = (123) in S3. Since f 2[0, 13 ] = [0,1], Theorem 2 yields that Mσ is the three end point
indecomposable arc continuum [8, p. 8] with a ray limiting onto it.
In the following argument we make use of a theorem of Brian Raines [9, Theorem 3.1].
We state it here since it has not yet appeared in print.
Theorem (Raines). Suppose each of f and g is a Markov map of [0,1] onto itself with
Markov partitions 0 = c1 < c2 < · · · < cn = 1 for f and 0 = d1 < d2 < · · · < dn = 1
for g and suppose further that f (ci) = cj if and only if g(di) = dj for 1  i  n. Then,
lim←−{[0,1], f } and lim←−{[0,1], g} are homeomorphic.
(124) in S4: The set {0, 13 , 23 ,1} is a Markov partition for f but so is {0, 13 ,1}. Raines’
Theorem yields that lim←−{[0,1], f } is homeomorphic to lim←−{[0,1], g} where g = fσ ′ for
σ ′ = (123) in S3.
(142) in S4: It follows from Theorem 11 that Mσ is indecomposable since 0 is periodic of
period 3 and 1 is in O(0, f ). Let A denote the invariant set {0, 13 , 23 ,1}. The map f throws
[ 23 ,1] onto [ 13 , 23 ], [ 13 , 23 ] onto [0, 23 ] and [0, 13 ] onto [0,1], so if [a, b] is a subinterval of
[0,1] containing two points of A then f 3[a, b] = [0,1]. Thus, if H is a non-degenerate
proper subcontinuum of M , there is a positive integer N such that if n  N then Hn
contains no more than one point of A. If there is a positive integer N ′ such that if nN ′
then Hn does not contain a point of A, it is easy to see that, for each i  N ′, f |Hi+1 is
a homeomorphism so H is an arc. If infinitely many projections of H intersect A then all
projections of H intersect A. Suppose all projections of H intersect O(0, f ) = {0, 13 ,1}.
Then, by Theorem 12, H is an arc. Suppose all projections of H contain 23 . Then, if i N ,
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Hi is a subset of ( 13 ,
2
3 ] and so f |Hi+1 is a homeomorphism. Hence, in this case as well,
H is an arc.
The continuum Mσ has only four end points. That (0, 13 ,1,0, . . .), (
1
3 ,1,0,
1
3 , . . .)
and (1,0, 13 ,1, . . .) are end points follows from Corollary 14.1. The fourth end point is
P = ( 23 , 23 , 23 , . . .). To see this, suppose H and K are two proper subcontinua of Mσ
containing P . There is a positive integer N such that if nN then Hn and Kn both lie in
( 13 ,
2
3 ]. Since they both contain 23 , Hn is a subset of Kn or Kn is a subset of Hn. It follows
that H is a subset of K or K is a subset of H .
Remark. A second argument that M has only four end points can be provided using a
theorem of Barge and Martin [1, Theorem 2.8, p. 174]. First, we note that f is a transitive
map and that transitive maps have dense orbits. Thus, we can apply the Barge–Martin
theorem to get that Mσ has only four end points as identified above.
(15)(34) in S5: We use Theorem 5. The interval [0, 34 ] is invariant under f 2, f [0, 34 ] =
[ 14 ,1] and [ 14 , 34 ] is invariant under f . Hence, by Theorem 5, Mσ is the union of two copies
of lim←−{[0,
3
4 ], f 2} intersecting at lim←−{[
1
4 ,
3
4 ], f }. By Theorem 2, lim{[ 14 , 34 ], f } is an arc
with a ray limiting to it. Therefore, Mσ is a sin 1x -curve with two mutually exclusive rays
limiting to it.
(25) in S5: The interval [ 14 ,1] is invariant under f and f |[ 14 ,1] is conjugate to fσ ′ for
σ ′ = (14) in S4 and so is conjugate to fσ ′′ for σ ′′ = (23) in S4 (see above for (23)). Thus,
Mσ is a double sin 1x -curve with a ray limiting to it.
(23)(45) in S5: The interval [ 14 ,1] is invariant under f and f |[ 14 ,1] is conjugate to fσ ′
for σ ′ = (12)(34) in S4. Hence, Mσ contains a pair of sin 1x -curves intersecting only at
the end point of their rays. However, [0, 12 ] is invariant under f and lim←−{[0,
1
2 ], f } is a
sin 1
x
-curve with limit arc one of the limit arcs from the pair of curves.
(12)(345) in S5: The intervals [0, 38 ] and [ 38 ,1] are invariant under f . On [0, 38 ], f
produces a sin 1
x
-curve. The interval [ 12 ,1] is an invariant subinterval of [ 38 ,1] and f |[ 12 ,1]
is conjugate to fσ ′ for σ ′ = (123) in S3. Hence, Mσ is the union of the closures of two rays
intersecting at their end points with one ray limiting to an arc and the other limiting to the
three end point indecomposable arc continuum.
(243) in S5: The interval [ 14 , 34 ] is invariant under f and f |[ 14 , 34 ] is conjugate to fσ ′ for
σ ′ = (132) in S3. Thus, Mσ contains the three end point indecomposable arc continuum
we denote here by H . Since [0, 34 ] and [ 14 ,1] are invariant under f , Theorem 2 yields that
Mσ is the closure of two mutually exclusive rays each limiting to H .
(2345) in S5: The interval [ 14 ,1] is invariant under f and f |[ 14 ,1] is conjugate to fσ ′ for
σ ′ = (1234) in S4. Moreover, f 3[0, 14 ] = [0,1], so, by Theorem 2 Mσ is a four end point
indecomposable arc continuum with a ray limiting to it.
406 W.T. Ingram / Topology and its Applications 126 (2002) 393–408
(125) in S5: The interval [ 310 , 910 ] is invariant under f . In turn, [ 310 , 910 ] = [ 310 , 34 ]∪[ 12 , 910 ]
both of which are invariant under f 2 and the common part, [ 12 , 34 ], is invariant under f .
Applying Theorem 5 on [ 310 , 910 ] yields that Mσ contains two copies of lim←−{[
3
10 ,
3
4 ], f 2}
intersecting in lim←−{[
1
2 ,
3
4 ], f }. Consequently, Mσ contains a double sin 1x -curve. Because
0 is periodic of period 3, Mσ has three end points. If p is a point of Mσ and pn is not in
{0, 14 , 12 , 34 ,1} for infinitely many integers n, then by Theorem 15, p is not an end point of
Mσ . If pn lies in { 12 , 34 } for infinitely many integers n then pn = 12 for all n or pn = 34 for
all n. In either case, we see that p is not an end point of Mσ since we can take H to be
one of the sin 1
x
-curves containing p and K to be the other. Thus, Mσ has only three end
points. Theorem 11 yields that it is indecomposable.
Remark. The mapping fσ for σ = (125) in S5 provides an example showing the need for
some hypothesis like “the map has a dense orbit” in Theorem 2.8 of [1, p. 174]. The points
( 12 ,
1
2 ,
1
2 , . . .) and (
3
4 ,
3
4 ,
3
4 , . . .) are not end points of lim←−{[0,1], fσ } even though
1
2 and
3
4
are turning points for fσ .
(135) in S5: The set {0, 14 , 12 , 34 ,1} is a Markov partition for f but so is {0, 14 , 12 ,1}. Three
end points come from 0 lying in a period three orbit by Theorem 14. The Barge–Martin
theorem [2, Theorem 2.8] yields that ( 14 , 14 , 14 , . . .) is a fourth end point. That there are no
other end points follows from Theorem 15. We can see that Mσ is indecomposable from
Theorem 11. To see that it is an arc continuum first observe that if a proper subcontinuum
contains a point all of whose coordinates are in {0, 12 ,1} it must be an arc by Theorem 12.
If the projections miss the Markov partition for large enough n then the restriction of the
bonding map to the projection is a homeomorphism so the proper subcontinuum is an
arc. If the proper subcontinuum contains the point ( 14 ,
1
4 ,
1
4 , . . .) then for large enough n
the projections lie in [ 14 , 12 ) so the restriction of the bonding map to the projection is a
homeomorphism and thus the subcontinuum is an arc.
(1235) in S5: The set {0, 14 , 12 , 34 ,1} is a Markov partition but so is {0, 12 , 34 ,1}. Raines’
Theorem [9, Theorem 3.1] yields that Mσ is homeomorphic to lim←−{[0,1], f
′
σ }, a four end
point indecomposable arc continuum, where σ ′ = (1234) in S4.
(145)(23) in S5: By Theorem 11, Mσ is indecomposable. Because 0 is periodic of
period 3, by Theorem 14, Mσ has (at least) three end points. However, Mσ has two other
end points but we cannot get these from the Barge–Martin theorem since f does not have
a dense orbit. The points ( 14 ,
1
2 ,
1
4 , . . .) and (
1
2 ,
1
4 ,
1
2 , . . .) are the other two end points of
Mσ . To show this we first observe that the Mσ contains a sin 1x -curve. To see this, observe
that [ 14 , 58 ] is invariant under f as is [ 14 , 12 ]. By Theorem 2, lim←−{[
1
4 ,
5
8 ], f } is an arc with
a ray limiting to it. Consider the point p = ( 14 , 12 , 14 , . . .) (the argument for ( 12 , 14 , 12 , . . .)
is similar). Suppose H and K are two subcontinua containing p. If Hn and Kn both lie
in [ 14 , 12 ] for infinitely many integers n, then Hn and Kn both lie in [ 14 , 12 ] for all n, so H
and K lie in the arc lim←−{[
1
4 ,
1
2 ], f } and contain one of its end points so H is a subset of
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K or K is a subset of H . So, we may assume that Hn and Kn contain [ 14 , 12 ] for all n. If
either Hn or Kn contains 0 (respectively, 34 ) for infinitely many n, since f 3[0, 14 ] = [0,1]
(respectively, f 2[ 12 , 34 ] = [0,1]), we can conclude that one of H and K is Mσ so H is a
subset of K or K is a subset of H . Consequently, there is a positive integer N such that
if nN then neither Hn nor Kn contains either 0 or 34 . However, f [0, 34 ] = [ 14 ,1], so Hn
and Kn lie in [ 14 ,1] for nN . Both Hn and Kn contain [ 14 , 12 ] for all n, so, for infinitely
many n, Hn is a subset of Kn or, for infinitely many n, Kn is a subset of Hn. This leads
to the conclusion that H is a subset of K or K is a subset of H and, thus, that p is an end
point of Mσ . By Theorem 15, no other point of Mσ is an end point of Mσ , so Mσ has only
five end points.
Remark. There is a monotone map from Mσ onto Mσ ′ where σ ′ = (134) in S4. The
map is induced by φ, the monotone map of [0,1] onto [0,1] linear on the complement
of {0, 34 ,1} ∪ [ 14 , 12 ] and containing (0,0), (1,1) and {(x, 13 ) | 14  x  12 }.
(1354) in S5: Since 0 is in a period four orbit, there are at least four end points by
Theorem 14. As in the argument above for (135) in S5, the Barge–Martin theorem [2,
Theorem 2.8] yields that ( 14 , 14 , 14 , . . .) is a fifth end point. That there are no other end points
follows from Theorem 15. Theorem 11 yields that the inverse limit is indecomposable. The
argument that Mσ is an arc continuum is similar to that for (135) in S5 above.
(143)(25) in S5: Since f [ 14 , 12 ] = [0,1] and f [ 12 , 34 ] contains [ 14 , 12 ], f 2 satisfies the two
pass condition so Mσ is indecomposable [7, Theorem 6.3]. Since 0 is periodic of period
3, Mσ has three end points by Theorem 14. Similarly, since 1 is periodic of period 2, Mσ
has two additional end points. By Theorem 15, no other point is an end point of Mσ , so
Mσ has only 5 end points. Suppose H is a proper subcontinuum of Mσ . If infinitely many
projections of H intersect O(0, f )= {0, 12 , 34 } then it follows that H contains a point each
of whose projections lie in O(0, f ), so by Theorem 12,H is an arc. Similarly,H is an arc if
infinitely many projections of H intersect O(1, f )= { 14 ,1}. If there is a positive integer N
such that if nN then Hn does not intersect {0, 14 , 12 , 34 ,1} then for each nN , f |Hn+1
is monotone so H is an arc.
Final remark. We close with two examples.
(1) For σ = (1324) in S4, lim←−{[0,1], fσ } is a pair of sin
1
x
-curves. Here the integer k
such that f kσ (0) = 13 is 2 while n = 4. The inverse limit is not indecomposable and
it contains proper subcontinua which are not arcs.
(2) For σ = (148357269) in S9, the integer k such that f kσ (0)= 18 is 6 while n= 9. Here
the inverse limit is indecomposable but it contains three copies of the standard 3-
endpoint indecomposable arc continuum. The indecomposability of the inverse limit
occurs because f 3σ satisfies the two-pass condition [7, Theorem 6.3] since f 3σ throws
both [ 14 , 38 ] and [ 58 , 34 ] onto [0,1].
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