• Characterizes variability of phosphorus (P) partition coefficient using field data.
H I G H L I G H T S
• Characterizes variability of phosphorus (P) partition coefficient using field data.
• Parametric uncertainty generates uncertainty in the predicted P transport.
• Statistical descriptions of the P concentration and retention in the TGR.
• Stochastic model can more effectively serve as a P management tool than deterministic models.
G R A P H I C A L A B S T R A C T a b s t r a c t a r t i c l e i n f o

Introduction
Phosphorus (P), one of the key nutrients affecting water quality, typically is the limiting reactant for eutrophication in rivers and reservoirs (Dai et al., 2010; Elser et al., 2007; Schindler, 2006) . The ability to manage eutrophication is largely a function of our understanding and ability to manage P fate and behavior in these systems. In recent decades, human activities have greatly changed the inherent characteristics of many inland waters (Dai et al., 2008; Syvitski et al., 2005; Zhang et al., 1999) resulting in substantial effects on nutrients, including P. The Three Gorges Reservoir (TGR), located in the upstream Yangtze River (see Fig. 1 ), is the largest hydraulic project in the world. The TGR is operated to support a variety of societal benefits including flood control, hydropower generation, navigation, and water storage. Meanwhile, there are also many complex problems associated with reservoir operation including sedimentation and the accumulation of nutrients including P which controls eutrophication in the TGR (Dai et al., 2010; Wang et al., 2011) . P tends to be strongly associated with suspended and bed sediment, and thus the fate and transport of sediments within these systems is integral to the understanding of the fate and behavior of P. The impoundment of the TGR substantially changed the hydrological regime and sediment fate and transport in the Yangtze River, significantly impacting the transport of P in the system. The resulting potential for eutrophication has led to serious environmental concerns (Camargo et al., 2005; Li et al., 2012; Yao et al., 2009) .
Mathematical modeling is an effective tool for predicting P transport in the aqueous environment, and a great number of water quality models have been developed over recent decades (Park et al., 2008; Wang et al., 2014) . Huang et al. (2015a) developed a coupled model of hydrodynamics, sediment and P transport, which was applied to predict P transport in the TGR and evaluate the effectiveness of various operating rules on sediment and P retention in the reservoir. However, these are deterministic models utilizing fixed parameters, which may not adequately characterize the parameter variability and the resulting model uncertainty. In particular, Huang et al. (2015a) observed that the model results are very sensitive to coupling between sediment and P transport which is largely controlled by the P partitioning to suspended and bed sediment. Moreover, the dissolved P likely controls eutrophication due to its high bioavailability while the transport of P or its retention in the bed sediment is largely controlled by the adsorbed P (Jarvie et al., 2006 ). In the current paper, the uncertainty and variability in P fate and transport associated with partitioning of P to suspended and bed sediment is explored to better understand effective P management in the TGR.
Model uncertainty has long been recognized as an important issue in water quality modeling (Dilks et al., 1992; Dotto et al., 2012) , and we would like to ask how sensitive these results are to model uncertainties.
There are mainly two sources for model uncertainties. One is the model structural error due to a simplified description of the natural phenomena (i.e., model assumptions using simple equations to represent complex and non-linear processes), and the degree of uncertainty in structural error is related to the degree to which these assumptions hold (Lindenschmidt et al., 2007; Radwan et al., 2004) . The other is parameter uncertainty deriving from inaccurate estimation or variability of model parameters (Beck, 1987; Gong et al., 2011) . Parametric uncertainty generates through the governing equations uncertainty in the predicted system behavior (Gates and Al-Zahrani, 1996a) , associated with which are notions of risk, reliability, and variability that influence decision making (Hantush and Chaudhary, 2014) . In this study, we focus on quantifying model parameters of the previously proposed P transport model by Huang et al. (2015a) in the TGR.
Sediment particles have a strong affinity to P due to the high specific surface areas and surface active sites (Davis and Kent, 1990; Fang et al., 2013; Wang et al., 2009) . Most P in waters are adsorbed by sediment particles and transported in the particulate phase (Withers and Jarvie, 2008) . The partition coefficient (K d ) is defined as the ratio between the concentrations of particulate P (PP) and dissolved P (DP), as an indicator of the capability of sediment to retain P (Evgeny et al., 2014) . The value of K d exerts significant impacts on the simulated results, and accurate estimation of K d is especially important for reliable model prediction. However, the value of K d is affected by a variety of internal and external factors, such as specific surface area , mineral composition, and surface charge distribution of sediment particles Huang et al., 2012) . There is an inherent variability in K d associated with both uncertainty in the parameter and the variation in sediment properties that affect the portioning (Domènech et al., 2015) . In general, these factors are inherently characterized by stochastic processes and it is most accurate to define them only by statistical distributions. In addition, sediment concentration, pH, and ionic strength also influence K d through complex interactions with the sediment surface. These factors collectively make it difficult to accurately quantify K d , particularly if it is seen as a deterministic, single valued function of bulk environmental properties.
Compared with deterministic models, stochastic models are more powerful due to the capability of predicting the spatio-temporal distribution of P concentration as well as associated probability of occurrence. Stochastic models can not only predict expected values, but also estimate variability in predicted system behavior and derive associated degrees of confidence (Gates and Al-Zahrani, 1996b) . Stochastic models have been applied successfully to understand the reliability of model performance, and the uncertainty associated with model forecasts (Annan, 2001) . If it is possible to characterize the distribution of environmental conditions and their resulting effects on key model parameters, stochastic models can predict the resulting distribution of modeled properties. A convenient way to evaluate the effect of input distributions on output distributions is through random sampling of appropriately characterized parameter distributions, i.e., the Monte Carlo method. The Monte Carlo method is an accurate, intuitive, and tractable approach for solving stochastic problems. The application of the method requires appropriately characterized input parameter distributions and a deterministic model (here that of Huang et al., 2015a) to translate those parameter distributions to outputs, here the concentration of P as a function of environmental conditions in the TGR.
Here, we analyze field measurements and laboratory experiments to characterize the expected distribution of P partitioning, as indicated by the parameter K d , in the TGR, including both variability and spatiotemporal correlation. Next, we incorporate the variability of K d in the one-dimensional (1-D) water quality model (Huang et al., 2015a) using Monte Carlo simulation to appropriately sample the K d distribution and predict P transport in the TGR with a finite difference flow, sediment transport and P transport model. The individual Monte Carlo realizations are analyzed to derive probability distributions of the random P concentrations. Based on the results, we discuss how stochastic modeling can provide a more complete and accurate picture of P transport in the TGR and show how this model provides substantial advantages over alternative approaches in management of P in the TGR. The 1-D hydrodynamic and suspended sediment transport model by Fang et al. (2008) is applied to simulate P transport. The unsteady water flow dynamics in a channel can be described by the Saint-Venant equations:
where B is the river width (m); Z is the water level (m); Q is the discharge (m 3 s −1
); A is the cross sectional area (m 2 ); g is the acceleration of gravity (m·s −2 ); C is the Chezy resistance coefficient; and R is the hydraulic radius (m). The sediment transport is described using a nonequilibrium approach, considering the exchange between suspended sediment and bottom sediment: Huang et al. (2015a) . The study area is divided into water, aerobic and anaerobic layers in the vertical direction, with the thickness of H, H 1 and H 2 respectively; and R1-R13 represent various processes related to P transport.
where S and S ⁎ are the average suspended sediment concentration and the sediment carrying capacity of the cross section (kg m ).
P transport model
In previous studies, Huang et al. (2015a) developed a coupled model of hydrodynamics, sediment and P transport, to evaluate the effects of sediment on P transport (see Fig. 2 ). This model includes the water and active sediment layer, involving the convection-diffusion, adsorptiondesorption, deposition-resuspension, as well as other physical and chemical processes. As with DiToro (2001), the active sediment layer is further divided into a thin aerobic layer and anaerobic layer to consider the chemical reactions related to redox conditions. The P transport model consists of four governing equations, which represent the concentration variations of P dissolved in water (C w ), bound to suspended sediment (C s ), and total P in the aerobic layer (C b,1 ) and anaerobic layer (C b,2 ):
where λ is the net algal uptake rate for the dissolved P (d
); H 1 and H 2 are the thickness of aerobic and anaerobic layers respectively (m). The source terms R1-R13 represent various processes related to P transport, as shown in Fig. 2 . The source term R1 denotes the total P emissions, and R2 represents the P adsorption by sediment particles. Moreover, R3 and R4 denote the P exchange due to the concentration gradients, while R5 represents the P exchange due to the activities of benthic organisms. The source terms R6, R7, R10 and R12 are the P variations in different layers related to sediment deposition, and R8, R9, R11 and R13 are the P variations related to sediment erosion. Appendix A lists the expressions of the source terms R1-R13, and more detailed information refers to Huang et al. (2015a) . It's worth noting that the P adsorption by sediment particles is expressed as
where k 2 is the desorption rates (s
−1
). The partition coefficient K d indicates the capability of sediment to retain P, and accurate estimation of K d is essential for reliable model prediction. However, a variety of internal and external factors as described previously make it difficult to accurately quantify K d and also lead to its variability throughout the system resulting in a high parametric uncertainty for the water quality model. Huang et al. (2015a) employs a deterministic surface complexation model of the partition coefficient which does not account for uncertainty or variations across the site. In the current work, the P transport (Eqs. (5-8)) employs the random parameter K d in the stochastic partial different equations (SPDEs) (Liang and Kavvas, 2008) , and P concentrations simulated by these SPDEs are spatio-temporal stochastic processes. Sensitivity analysis shows that the variations of other parameters, such as the mass transfer coefficients K L01 and K L12 , and bioturbation mixing rate ω 12 (see Table 1 and Appendix A), exert relatively slight influences on model results. Thus, we mainly consider the uncertainty/variability of the partition coefficient K d in the stochastic P transport model for simplification.
Uncertainty/variability of K d
The primary limitation of Monte Carlo analysis lies in the lack of information available for specifying probability distributions of model parameters (Dilks et al., 1992) . Thus we first analyze the uncertainty or variability of K d using field data. As described above, K d is affected by a variety of internal and external factors (e.g. sediment concentration). The relationship between K d and sediment concentration is shown in Fig. 3 in logarithmic coordinates. Data used here are derived from the TGR 1 (Zhou et al., 2013) , a flume experiment 2 (Huang et al., 2015b) , and P adsorption experiments. 3 In contrast to the long series of flow and sediment data, consecutive field data of P and other nutrients are especially limited. Field data in this study are the currently available and relatively complete data sets in the TGR. A great number of P adsorption experiments have been conducted in previous studies, while the applied sediment and P concentrations were generally one or two orders of magnitude higher than those in the natural rivers, thus the results cannot be directly applied to river management. The meso-scale flume experiment was designed to study the P release together with sediment erosion and its migration, trying to establish a bridge between the small-scale adsorption experiment and the field observation of natural scale. Thus, these three different data sets represent three different scales, exerting good representativeness of the P partition between sediment and water under various conditions. Here, these available data were combined, aiming to derive a comprehensive expression of K d which covers a wide range of sediment concentration. More detailed information about these data is presented in Supplementary Material. As shown in Fig. 3 , the primary predictor of the partition coefficient appears to be sediment concentration and the effect of sediment concentration can be removed as a random effect through use of a fitted relationship with the partition coefficient. In Fig. 3 , the solid line represents the best fit, expressed as:
Overall, the value of K d decreases with increasing sediment concentration, i.e., a low sediment concentration corresponding to a high K d . However, K d is not a simple function of sediment concentration. It is influenced by many factors, and varies greatly at a certain sediment concentration, as shown in Fig. 3 for Eq. (10) also indicates the significant effects of other factors on the determination of K d . As it is difficult to consider all factors in model application, here we regard all variations as parametric uncertainty. That is also why the stochastic transport model is applied in this study to derive spatio-temporal solutions for P transport in the TGR. The effects of other factors, e.g. specific surface area, mineral composition, surface charge distribution of sediment particles, and pH and ionic strength, were modeled as random variables assuming that K d follows a lognormal distribution at a certain sediment concentration, with the average values calculated from Eq. (10). Probability distribution of detrended logK d (calculated by subtracting estimated logK d using Eq. (10) from the measured values; denoted as ε hereafter) is shown in Fig. 4 , a normal distribution with the average value of 0 and the standard deviation (S.D.) of 0.54. The normal distribution is also verified by the QQ plot of the detrended logK d (see Fig. 4) . Collectively, the partition coefficient K d is expressed as
where ε indicates the uncertainty of K d . The 68% confidence interval of K d is also shown in Fig. 3 , as represented by dashed lines, implying a great degree of variability associated with K d , especially when sediment concentration is small.
Correlation analysis
The sources of spatial and temporal variability in the parameters of a water quality model may include changing environmental factors, population evolution, as well as unmodelled processes (Annan, 2001 ). Such variability is continuous in nature, and parameter values separated by short times or distances will tend to be similar (i.e., correlated). Thus it is necessary to consider the spatio-temporal correlation structure of parametric uncertainty ε when generating possible realizations of K d for the Monte Carlo simulation. Here statistical methods are used for the correlation analysis of ε at different spatial and temporal nodes (Fig. 5) .
Under the constant-mean assumption, a natural estimator (empirical variogram) describing the degree of spatial dependence of a spatial random field or stochastic process Z(s i ), based on the method-ofmoments is (Cressie, 1993) 2γ
where N(h) denotes the set of pairs of observations i, j such that |s i -s j | = h, and |N(h)| is the number of pairs in the set; h is the lag distance. Here 3 A batch experiments of phosphorus equilibrium adsorption. we present a spherical model (a second order stationary model) in terms of the semivariogram
where θ = (θ 0 , θ 1 , θ 2 ). The semivariogram provides an estimate of the mean difference at different lag distances. In cases where spatial correlation exists, the semivariogram increases with the increasing lag distance, implying that points close together tend to have more similar values than those far apart (Yuan, 2004) . The autocorrelation and autocovariance function can also be derived from Eq. (13).
An autoregressive moving average (ARMA) (Box and Jenkins, 1976; Wang et al., 2015) can be defined as
where y t is the predicted value, and ψ i (i = 1, 2, …, p) are coefficients associated with the previous observed value y t-i ; ε t is a white noise process, and θ i (i = 1, 2, …, q) are coefficients associated with the previous noise terms ε t-i .
Monte Carlo simulation
The Monte Carlo method is suitable for solving the nonlinear SPDEs and generating realizations of the dependent variables (Gates and AlZahrani, 1996a ). First, a series of parametric uncertainty ε is randomly generated based on the correlation analysis. Then sample sets of the dependent variables are obtained through repeated runs of the water quality model to derive probability distributions of model prediction. The major steps of the Monte Carlo simulation are as follows:
Step 1 By considering the spatial and temporal correlation of parametric uncertainty ε simultaneously, a sample of K d values (for M × N spatio-temporal nodes) is randomly generated from specified probability distribution as input to the 1-D water quality model.
The purely spatial and temporal covariance can be obtained by the previously described semivariogram and ARMA model respectively. We define cov 1 (h) as the spatial covariance matrix (M × M), and cov 2 (t) as the temporal covariance matrix (N × N). To consider the spatial and temporal correlation simultaneously, the separable spatiotemporal covariance functions are applied, which can be written as a product of a purely spatial covariance and a purely temporal covariance (Cressie and Huang, 1999; Dietrich and Newsam, 1993) . The spatiotemporal covariance matrix can be formed as the tensor product of each cov (MN × MN) . The parametric uncertainty sequence [ε 1,1 , ε 1,2 … ε M,N ] contains M × N elements with the spatio-temporal covariance matrix of cov 0 (h; t). As cov 0 (h; t) is semidefinite, it can be decomposed into the product of a matrix multiplied by its transpose through Cholesky decomposition, i.e.
Denote [θ 1,1 , θ 1,2 … θ M,N ] as a vector of M × N independent variables with identical standard Gaussian distribution, then by transposing
We can verify that [ε 1,1 , ε 1,2 … ε M,N ] are Gaussian random variables whose spatio-temporal matrix is identical to cov 0 (h; t). Then the corresponding samples of K d values are obtained using Eq. (11) and set as the input to the 1-D water quality model.
Step 2 The 1-D water quality model is solved using finite difference method to predict the spatio-temporal distributions of P concentration using K d values generated in step 1. The calculation range from Cuntan to the Three Gorges Dam (TGD) is divided into 295 small segments, with a total length of 604 km. Cuntan, Qingxichang, Wanxian, and Fengjie are the key hydrological stations. For simplification, we divide the calculation range into 4 large segments, including CuntanQingxichang, Qingxichang-Wanxian, Wanxian-Fengjie, and Fengjie-TGD, and assume that the parametric uncertainties ε in each segment are the same, i.e., M = 4. In addition, the calculation is carried out from 2004 to 2005, with a time step of 36 s throughout the simulation. Similarly, we assume that there is a same parametric uncertainties ε during a month. Thus the calculation includes 12 periods with different parametric uncertainties, i.e., N = 12.
The measured discharge, sediment and P concentration in Cuntan (the upstream location), as well as the water level at the dam (the downstream location), are used as the boundary condition (Huang et al., 2015a) . Meanwhile, the measurement errors of P concentration (with the S.D. less than 5%) at the upstream boundary are also considered using the following equation (Kim et al., 2013) :
where C t obs is the measured P concentration at time t, and C t is the input P concentration at the upstream boundary. ζ t indicates measurement error, depicted with a normal distribution with mean of 0 and S.D. of 0.05. Other relevant parameters are shown in Table 1 .
Step 3 Repeat steps 1 and 2 K times to obtain a set of the predicted variables, i.e., the spatio-temporal distributions of P concentration.
Step 4 Analyze ensemble simulated P concentrations to derive probability distributions and/or other statistics of interest, as well as P retention by comparing the P fluxes at Cuntan and TGD.
Results and discussion
Spatial and temporal correlation
Measured P concentrations on 13 dates from May to September 2004 at Zhutuo, Cuntan, Qingxichang, Wanxian, and Fengjie (i.e., 2-3 sampling per month) are used for the spatial correlation analysis of parametric uncertainty ε. Fig. 6a shows the boxplot of the measured parametric uncertainties at these stations, indicating that the values tend to be similar at adjacent stations, i.e., spatial correlated. The solid circle in Fig. 6b represents the 
Meanwhile, the fitted spherical model and the autocorrelation function ρ(h) are plotted in Fig. 6b , which are presented by solid line and dotted line, respectively. It is apparent that the autocorrelation declines with the increasing stream distance, and the measured P concentrations spatially separated by more than c.a. 600 km are uncorrelated. 
A series of measured monthly P concentrations at Cuntan are collected from 2005 to 2010, based on which a series of partition coefficient K d was derived and used for the temporal correlation analysis of parametric uncertainty. In Fig. 7a , the solid line represents the original detrended logK d (i.e., parametric uncertainty ε). First, a new series of ε is generated by subtracting the mean value, which is the actual series for temporal correlation analysis, represented by the dashed line in Fig. 10 . Summary statistics of dissolved P concentration over ensemble of 1000 realizations on August 10th, 2004, showing example frequency histograms and their fitted probability distributions at Qingxichang, Wanxian, and Fengjie. Fig. 9 . RMSE and the average value of band width (16-84%) for different number of realizations. Fig. 7a . The autocorrelation function (ACF) and partial autocorrelation function (PACF) diagrams for the actual time series of ε are shown in Fig. 7b , and the two dashed lines denote the two standard-error limits AE ð1:96= ffiffiffi n p Þ. It is observed that the PACF cuts off at lag 2, while the ACF decays exponentially. Here we employ an autoregression (AR) two term model, which is estimated using the least squares method, The S.E. of regression is 0.252. We plot the ACF and PACF diagrams of the residual in Fig. 7c . All the ACFs are almost within the two standarderror limits, indicating that they are not significantly different from zero at the 5% level. Thus the residual is a white noise series, and Eq. (20) is a reasonable model for the time series of parametric uncertainty ε. Fig. 7d shows the actual and fitted data, as well as the residual. It is derived from Eq. (20) that the autocorrelation coefficients are ρ 1 = 0.607, ρ 2 = 0.193, and ρ j = 0.775ρ j-1 -0.278ρ j-2 .
Realizations of K d
In this study, we consider the uncertainty/variability of the partition coefficient K d in the stochastic P transport model. Based on the correlation analysis, the purely spatial and temporal covariance matrix of parametric uncertainty ε are obtained using Eqs. (18)-(20). Then the procedures listed above in section 2.4 are applied to generate realizations of K d at different spatio-temporal nodes. Statistics show that the convergences for the mean and S.D. of K d are achieved with a set of 1000 realizations. Two of the 1000 realizations of K d at Qingxichang are randomly selected and plotted in Fig. 8(a) . In addition, a summary plot of the ensemble statistics of K d at Qingxichang is present in Fig. 8(b) , including the mean, the 84% and 16% percentiles (corresponding to the mean plus and minus one standard deviation, respectively), as well as the 95% and 5% percentiles. Black dots indicate the calculated K d using Eq. (10) 
Spatio-temporal distribution of P concentration
Dissolved P concentration, C w , is strongly associated with water quality and eutrophication due to its high bioavailability. Therefore, C w is chosen particularly for statistical analysis. Fig. 9 shows the root mean square error (RMSE) of C w and the average value of band widths between the 16% and 84% percentiles for different number of realization. It is revealed that 1000 realizations arrive at reliable predictions of the distributions and statistics of C w . The statistical summary plot of the solutions for C w in the TGR on August 10th, 2004 is shown in Fig. 10 to illustrate the variability of its spatial distribution, including the mean, the 84% and 16% percentiles, as well as the 95% and 5% percentile (i.e., the 68% and 90% confidence intervals of the spatial variations of C w ).
As the upstream boundary conditions are specified as the measured C w at Cuntan, with measurement error less than 5%. The S.D. of C w is small near the upstream boundary. Note, the deterministic C w at Cuntan only influences a few kilometers downstream due to diminishing spatial correlation between K d over distance. Thus S.D. of C w increases gradually with increased distance from the upstream boundary, as shown in Fig. 10 . Statistics show that S.D. of C w at the spatial computational nodes ranges from 0.002 to 0.029, with an average around 0.024, on August 10th. Correspondingly, the coefficient of variation (CV, ratio of the standard deviation to mean value) of C w at the spatial computational nodes ranges from 0.050 to 0.929, with an average value of about 0.787, indicating a high variability in the spatial distribution of predicted C w . The risk of eutrophication should be related to the probability of occurrence of a high C w . The estimated 95% and 84% percentiles indicate C w in the TGR exceeds indicated value 5% = (100-95)% and 16% = (100-84)% of the time, respectively. This cannot be directly related to eutrophication due to other factors that were not considered but the probability of eutrophication increases when C w is observed to be above these relatively low probability values. Probability distributions fitted to the predicted values of C w at the computational nodes are found to be lognormal. Frequency histograms and their fitted distributions are illustrated for Qingxichang, Wanxian, and Fengjie in Fig. 10 .
Similarly, the statistical summary plot of the solutions for C w from May to September 2004 are shown in Fig. 11 , to illustrate the variability of its temporal distribution at Qingxichang, Wanxian and Fengjie. The mean, and the 84% and 16% percentiles, as well as the 95% and 5% percentiles are plotted. Taking Qingxichang as an example, S.D. of C w at the temporal computational nodes ranges from 0.014 to 0.064, with an average of 0.032, over the entire calculation period. Correspondingly, CV of C w over the ensemble of realizations ranges from 0.508 to 0.787, with an average value of about 0.671, indicating a high relative variability in the temporal distribution of predicted C w . The concentrations corresponding to the 16% and 84% percentiles are 0.032-0.137 mg L −1 at Qingxichang. Probability distributions for the predicted C w at Qingxichang are found to be lognormal. Frequency histograms and their fitted distributions on June 22nd and August 18th, 2004 are both illustrated in Fig. 11 . Variability of the predicted C w at Wanxian and Fengjie is higher than Qingxichang, which is consistent with the spatial distributions of C w at these stations (see Fig. 10 ). In all cases, the distributions are characterized by a mean that is shifted relative to the median and mode due to low frequency high concentration predictions. As shown in Figs. 10 and 11, the mean concentration and not the median (50% confidence line) best predict the data. Statistics show that lognormal distribution fits the ensemble predicted C w well. In addition, for a given station (Qingxichang, Wanxian, or Fengjie), CV of C w from May to July is much greater than that from July to September (see Fig. 11 ), due to the low sediment concentration in the non-flood seasons. As shown in Fig. 3 , a low sediment concentration corresponds to a more significant uncertainty of K d , which would result in a high variability of predicted C w .
The mean of the model predicted distributions at every time and location are compared to observations in the TGR as shown in Fig. 12 . The mean value and the standard deviation in the mean predictions are very good predictors of the measurements as shown by the correspondence to the 1:1 line (slope = 0.984, r 2 = 0.854). Note that without the calculated stochastic model, it would not have been possible to calculate the true means and generate the best estimate of the measured concentrations. Use of the most likely predicted concentration (the mode) and the midpoint of probability (the median) both tend to underestimate the measured concentrations. The model can also be used to predict the cumulative retention of P in the TGR using the variation in K d . Here the P retention is defined as the interception of P by the reservoir over a certain period, which is analyzed by comparing the P fluxes at Cuntan and TGD, i.e., the difference between these two fluxes divided by the flux at Cuntan. The model was used to predict the distribution of P retention over the period May to September 2004. This is shown in Fig. 13 , where the predicted mean retention was 0.332 with a standard deviation of 0.043. During the summer period the actual retention measured was 0.355 based upon an average of monthly measurements, which is within one standard deviation of that predicted.
The stochastic model can be further linked with trophic processes to predict eutrophication in the TGR but this was not attempted due to the need to predict other factors not part of the current model. The primary management parameter however, is P which is the limiting nutrient factor. The model can be used to predict the effect of various operating conditions on P as described by Huang et al. (2015a) . With the current model, however, the effect of variation and uncertainty on P partitioning on the optimal operating strategies can be assessed.
The model was applied to 3 management scenarios for the TGR presented in Huang et al. (2015a) , i.e., starting impoundment on September 20th, 10th and 1st (i.e., advance T = 10, 20 and 30 days respectively from the design operation which starts impoundment on October 1st), which attempt to maximize hydropower generation, decrease spilled water and improve the refill probability without decreasing the flood control standard, while minimizing nutrient concerns. The stochastic model is applied to calculate the P retention in the TGR with the measured hydrology and water quality data in 2010, which is similar to Huang et al. (2015a) . The predicted P retention in 2010 are fitted by the extreme value distribution and shown in Fig. 14b . Most P accumulates at the bed surface with sediment deposition and the results show that about 48.1% of the P deposits in the TGR (2010, i.e., the whole year) under the design operation rule compared to 48.4% with the deterministic model of Huang et al. (2015a) . More importantly, however, the stochastic model provides a direct indication of variability with a standard deviation of 3.6%. The mean P retention increases gradually from 48.1% to 50.5% as the date of impoundment is advanced, due to the higher operating water level in September. The 50.5% for a September 1st impoundment date compares to 50.1% by the deterministic model, again with a standard deviation of 3.6%. When the impoundment is advanced to improve the refill probability, the interception effects of sediment and P by the TGR should also be considered to balance the tradeoff between the ecological and economic benefits and maximize the comprehensive benefits. Moreover, it's worth noting that the standard deviation of the P retention, i.e., 3.6%, is even greater than the 2.4% increase in P retention under different management scenarios, implying the considerable effects of parametric uncertainty on the predicted P transport, which would significantly contribute to the P management in natural systems.
Conclusions
In this study, we characterize the variability of P partition coefficient (K d ) using data from field measurements and laboratory experiments. The spatio-temporal correlation of the parametric uncertainty is analyzed using the semivariogram and ARMA model. A set of stochastic partial different equations are formulated by randomly sampling K d from the measured distributions, with which the statistical description of the P concentration and retention in the TGR are derived. Parametric uncertainty generates variability in the predicted P transport, and the risk of eutrophication should be related to the probability of occurrence of a high P concentration. The mean of the predicted P distributions can best predict the data, while use of the mode and the median values both tend to underestimate the measured concentrations. The correspondence between predicted and observed P concentration and retention in the TGR and the expected variability around those predictions can better describe P dynamics and more effectively serve as a tool for P management in the system than deterministic models. 
