Abstract-As an ubiquitous method in natural language processing, word embeddings are extensively employed to map semantic properties of words into a dense vector representation. They capture semantic and syntactic relations among words but the vector corresponding to the words are only meaningful relative to each other. Neither the vector nor its dimensions have any absolute, interpretable meaning. We introduce an additive modification to the objective function of the embedding learning algorithm that encourages the embedding vectors of words that are semantically related a predefined concept to take larger values along a specified dimension, while leaving the original semantic learning mechanism mostly unaffected. In other words, we align words that are already determined to be related, along predefined concepts. Therefore, we impart interpretability to the word embedding by assigning meaning to its vector dimensions. The predefined concepts are derived from an external lexical resource, which in this paper is chosen as Roget's Thesaurus. We observe that alignment along the chosen concepts is not limited to words in the Thesaurus and extends to other related words as well. We quantify the extent of interpretability and assignment of meaning from our experimental results. We also demonstrate the preservation of semantic coherence of the resulting vector space by using word-analogy and word-similarity tests. These tests show that the interpretability-imparted word embeddings that are obtained by the proposed framework do not sacrifice performances in common benchmark tests.
I. INTRODUCTION
Distributed word representations, commonly referred to as word embeddings [1] - [4] , serve as elementary building blocks in the course of algorithm design for an expanding range of applications in natural language processing (NLP), including named entity recognition [5] , [6] , parsing [7] , sentiment analysis [8] , [9] , and word-sense disambiguation [10] . Although the empirical utility of word embeddings as an unsupervised method for capturing the semantic or syntactic features of a certain word as it is used in a given lexical resource is wellestablished [11] - [13] , an understanding of what these features mean remains an open problem [14] , [15] and as such word embeddings mostly remain a black box. It is desirable to be able to develop insight into this black box and be able to interpret what it means, while retaining the utility of word embeddings as semantically-rich intermediate representations.
Other than the intrinsic value of this insight, this would not only allow us to explain and understand how algorithms work [16] , but also set a ground that would facilitate the design of new algorithms in a more deliberate way.
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Recent approaches to generating word embeddings (e.g. [1] , [3] ) are rooted linguistically in the field of distributed semantics [17] , where words are taken to assume meaning mainly by their degree of interaction (or lack thereof) with other words in the lexicon [18] , [19] . Under this paradigm, dense, continuous vector representations are learned in an unsupervised manner from a large corpus, using the word cooccurrence statistics directly or indirectly, and such an approach is shown to result in vector representations that mathematically capture various semantic and syntactic relations between words [1] , [3] , [4] . However, the dense nature of the learned embeddings obfuscate the distinct concepts encoded in the different dimensions, which renders the resulting vectors virtually uninterpretable. The learned embeddings make sense only in relation to each other and their specific dimensions do not carry explicit information that can be interpreted. However, being able to interpret a word embedding would illuminate the semantic concepts implicitly represented along the various dimensions of the embedding, and reveal its hidden semantic structures [20] - [27] .
Especially after the introduction of the word2vec algorithm by Mikolov [1] , [2] , there has been a growing interest in algorithms that generate improved word representations under some performance metric. Significant effort is spent on appropriately modifying the objective functions of the algorithms in order to incorporate knowledge from external resources, with the purpose of increasing the performance of the resulting word representations [28] - [37] . Despite being successful in improving benchmark performances, these approaches do not aim to contribute to the interpretability of the embedding, nor to bring light on the underlying semantic structure of the vector space.
Inspired by the line of work reported in [28] - [37] , we will also incorporate semantic information from an external lexical resource into the word embedding. However, our goal is entirely different. Rather than aiming to increase benchmark performance as these works do, we assign concepts to the vector dimensions, or to put it somewhat more accurately, we align the dimensions along predefined concepts, without sacrificing from benchmark performance. Thus, each dimension is now recognizable as being something that means something to us, rather than being some uninterpretable entanglement of concepts we do not understand. The predefined concepts used in our framework are particular collections of words that are extracted from an external lexical resource, e.g. a thesaurus. We call these collections of words concept word-groups.
This assignment or alignment is achieved by introducing a modification to the embedding learning process. In our proposed method, which is built on top of the GloVe algorithm [3] , the cost function for any one of the words of concept wordgroups is modified by the introduction of an additive term to arXiv:1807.07279v1 [cs.CL] 19 Jul 2018 the cost function. Each embedding vector dimension is first associated with a concept. For a word belonging to any one of the word-groups representing these concepts, the modified cost term favors an increase for the value of this word's embedding vector dimension corresponding to the concept that the particular word belongs to. For words that do not belong to any one of the word-groups, the cost term is left untouched. Specifically, Roget's Thesaurus [38] , [39] is used to derive the concepts and concept word-groups to be used as the external lexical resource for our proposed method. We quantitatively demonstrate the increase in interpretability by using the measure given in [27] , [40] as well as demonstrating qualitative results. We also show that the semantic structure of the original embedding has not been harmed in the process since there is no performance loss with standard word-similarity or word-analogy tests.
In our earlier paper, [27] , where we studied the interpretability of word embeddings, a methodology and a measure have been proposed to quantify the degree of interpretability intrinsically inherent in a word embedding. The scope of [27] is limited to merely measuring the interpretability of a given embedding. Thus it addresses the analysis problem for interpretability of a word embedding. In this paper, on the other hand, we propose a method that deliberately imparts interpretability on the word embedding. Thus the present paper addresses the synthesis problem. To the best of our knowledge, there is no method that aims to synthesize an interpretable word embedding by using a dedicated cost function.
The paper is organized as follows. In Section II, we discuss previous studies related to our work under two main categories: interpretability of word embeddings and jointlearning frameworks where the objective function is modified. In Section III, we present the problem framework and provide the formulation within the GloVe [3] algorithm setting. In Section IV where our approach is proposed, we motivate and develop a modification to the original objective function with the aim of increasing representation interpretability. In Section V, experimental results are provided and the proposed method is quantitatively and qualitatively evaluated. Additionally, in Section V, results demonstrating the extent to which the original semantic structure of the embedding space is affected are presented by using word-analogy and word-similarity tests. We conclude the paper in Section VI.
II. RELATED WORK
Methodologically, our work is related to prior studies that aim to obtain "improved" word embeddings using external lexical resources, under some performance metric. Previous work in this area can be divided into two main categories: works that i) modify the word embedding learning algorithm to incorporate lexical information, ii) operate on pre-trained embeddings with a post-processing step.
Among works that follow the first approach, [28] extend the Skip-Gram model by incorporating the word similarity relations extracted from the Paraphrase Database (PPDB) and WordNet [29] , into the Skip-Gram predictive model as an additional cost term. In [30] , the authors extend the CBOW model by considering two types of semantic information, termed relational and categorical, to be incorporated into the embeddings during training. For the former type of semantic information, the authors propose the learning of explicit vectors for the different relations extracted from a semantic lexicon such that the word pairs that satisfy the same relation are distributed more homogeneously. For the latter, the authors modify the learning objective such that some weighted average distance is minimized for words under the same semantic category. In [31] , the authors represent the synonymy and hypernymy-hyponymy relations in terms of inequality constraints, where the pairwise similarity rankings over word triplets are forced to follow an order extracted from a lexical resource. Following their extraction from WordNet, the authors impose these constraints in the form of an additive cost term to the Skip-Gram formulation. Finally, [32] builds on top of the GloVe algorithm by introducing a regularization term to the objective function that encourages the vector representations of similar words as dictated by WordNet to be similar as well.
Turning our attention to the post-processing approach for enriching word embeddings with external lexical knowledge, [33] has introduced the retrofitting algorithm that acts on pre-trained embeddings such as Skip-Gram or GloVe. The authors propose an objective function that aims to balance out the semantic information captured in the pre-trained embeddings with the constraints derived from lexical resources such as WordNet, PPDB and FrameNet. One of the models proposed in [34] extends the retrofitting approach to incorporate the word sense information from WordNet. Similarly, [35] creates multi-sense embeddings by gathering the word sense information from a lexical resource and learning to decompose the pre-trained embeddings into a convex combination of sense embeddings. In [36] , the authors focus on improving word embeddings for capturing word similarity, as opposed to mere relatedness. To this end, they introduce the counter-fitting technique which acts on the input word vectors such that synonymous words are attracted to one another whereas antonymous words are repelled, where the synonymyantonymy relations are extracted from a lexical resource. More recently, the ATTRACT-REPEL algorithm proposed by [37] improves on counter-fitting by a formulation which imparts the word vectors with external lexical information in minibatches.
Most of the studies discussed above ( [30] - [34] , [36] , [37] ) report performance improvements in benchmark tests such as word similarity or word analogy, while [29] uses a different analysis method (mean reciprocal rank). In sum, while the literature is rich with studies aiming to obtain word embeddings that perform better under specific performance metrics, the issue of interpretability of the word embeddings has not been well-addressed. Existing approaches for enhancing interpretability include applying different rotations and transformations to original dense word representations [20] , [21] , [27] , applying sparse coding [22] , [23] or decomposing word cooccurrence matrices using matrix factorization techniques such as non-negative matrix factorization (NMF) [24] - [26] . In [27] , a method is proposed to investigate the semantic structure of dense word embeddings and quantitatively evaluate their interpretability.
III. PROBLEM DESCRIPTION
For the task of unsupervised word embedding extraction, we operate on a discrete collection of lexical units (words) u i ∈ V that is part of an input corpus C = {u i } i≥1 , with number of tokens |C|, sourced from a vocabulary V = {w 1 , . . . , w V } of size V . 1 In the setting of distributional semantics, the objective of a word embedding algorithm is to maximize some aggregate utility over the entire corpus so that some measure of "closeness" is maximized for pairs of vector representations (w i , w j ) for words which, on the average, appear in proximity to one another. In the GloVe algorithm [3] , which we base our improvements upon, the following objective function is considered:
In (1), w i ∈ R D andw j ∈ R D stand for word and context vector representations, respectively, for words w i and w j , while X ij represents the (possibly weighted) cooccurrence count for the word pair (w i , w j ). Intuitively, (1) represents the requirement that if some word w i occurs often enough in the context (or vicinity) of another word w j , then the corresponding word representations should have a large enough inner product in keeping with their large X ij value, up to some bias terms b i ,b j ; and vice versa. f (·) in (1) is used as a discounting factor that prohibits rare cooccurrences from disproportionately influencing the resulting embeddings.
The objective (1) is minimized using stochastic gradient descent by iterating over the matrix of cooccurrence records [X ij ]. In the GloVe algorithm, for a given word w i , the final word representation is taken to be the average of the two intermediate vector representations obtained from (1); i.e, (w i +w j )/2. In the next section, we detail the enhancements made to (1) for the purposes of enhanced interpretability, using the aforementioned framework as our basis.
IV. IMPARTING INTERPRETABILITY
Our approach falls into a joint-learning framework where the distributional information extracted from the corpus is allowed to fuse with the external lexicon-based information. Word-groups extracted from Roget's Thesaurus are directly mapped to individual dimensions of word embeddings. Specifically, the vector representations of words that belong to a particular group are encouraged to have inflated values in a particular dimension that corresponds to the word-group under consideration. This can be achieved by modifying the objective function of the embedding algorithm to partially influence vector representation distributions across their dimensions over an input vocabulary. To do this, we propose the following modification to the GloVe objective in (1):
In (2), F l denotes the indices for the elements of the lth concept word-group which we wish to assign in the vector dimension l = 1, . . . , D. The objective (2) is designed as a mixture of two individual cost terms: the original GloVe cost term along with a second term that encourages embedding vectors of a given concept word-group to achieve inflated values along an associated dimension l. The relative weight of the second term is controlled by the parameter k. The simultaneous minimization of both objectives ensures that words that are similar to, but not included in, one of these concept word-groups are also "nudged" towards the associated dimension l. The trained word vectors are thus encouraged to form a distribution where the individual vector dimensions align with certain semantic concepts represented by a collection of concept word-groups, one assigned to each vector dimension. To facilitate this behaviour, (2) introduces a monotone decreasing function g(·) defined as
which serves to increase the total cost incurred if the value of the lth dimension for the two vector representations w i,l andw j,l for a concept word w i with i ∈ F l fails to be large enough. The objective (2) is minimized using stochastic gradient descent over the cooccurrence records {X ij } V i,j=1 . Intuitively, the terms added to (2) in comparison with (1) introduce the effect of selectively applying a positive step-type input to the original descent updates of (1) for concept words along their respective vector dimensions, which influences the dimension value in the positive direction. The parameter k in (2) allows for the adjustment of the magnitude of this influence as needed.
In the next section, we demonstrate the feasibility of this approach by experiments with an example collection of concept word-groups extracted from Roget's Thesaurus.
V. EXPERIMENTS AND RESULTS
We first identified 300 concepts, one for each dimension of the 300-dimensional vector representation, by employing Roget's Thesaurus. This thesaurus follows a tree structure which starts with a Root node that contains all the words and phrases in the thesaurus. The root node is successively split into Classes and Sections, which are then (optionally) split into Subsections of various depths, finally ending in Categories, which constitute the smallest unit of word/phrase collections in the structure. The actual words and phrases descend from these Categories, and make up the leaves of the tree structure. We note that a given word typically appears in multiple categories corresponding to the different senses of the word. We constructed concept word-groups from Roget's Thesaurus as follows: We first filtered out the multi-word phrases and the relatively obscure terms from the thesaurus. The obscure terms were identified by checking them against a vocabulary extracted from Wikipedia. We then obtained 300 word-groups as the result of a partitioning operation applied to the subtree that ends with categories as its leaves. The partition boundaries, hence the resulting word-groups, can be chosen in many different ways. In our proposed approach, we have chosen to determine this partitioning by traversing this tree structure from the root node in breadth-first order, and by employing a parameter λ for the maximum size of a node. Here, the size of a node is defined as the number of unique words that ever-descend from that node. During the traversal, if the size of a given node is less than this threshold, we designate the words that ultimately descend from that node as a concept word-group. Otherwise, if the node has children, we discard the node, and queue up all its children for further consideration. If this node does not have any children, on the other hand, the node is truncated to λ elements with the highest frequency-ranks, and the resulting words are designated as a concept word-group. We note that the choice of λ greatly affects the resulting collection of word-groups: Excessively large values result in few word-groups that greatly overlap with one another, while overly small values result in numerous tiny word-groups that fail to adequately represent a concept. We experimentally determined that a λ value of 452 results in the most healthy number of relatively large word-groups (113 groups with size ≥ 100), while yielding a preferably small overlap amongst the resulting word-groups (with average overlap size not exceeding 3 words). A total of 566 wordgroups were thus obtained. 259 smallest word-groups (with size < 38) were discarded to bring down the number of wordgroups to 307. Out of these, 7 groups with the lowest median frequency-rank were further discarded, which yields the final 300 concept word-groups used in the experiments. We present some of the resulting word-groups in Table II. 2 By using the concept word-groups, we have trained the GloVe algorithm with the proposed modification given in Section IV on a snapshot of English Wikipedia measuring 8GB in size, with the stop-words filtered out. Using the parameters given in Table I , this resulted in a vocabulary size of 287,847. For the weighting parameter in Eq. 2, we used a value of k = 0.1. The algorithm was trained over 20 iterations. The GloVe algorithm without any modifications was also trained as a baseline with the same parameters. We evaluate the interpretability of the resulting embeddings qualitatively and quantitatively. We also test the performance of the embeddings on word similarity and word analogy tests. 
A. Qualitative Evaluation for Interpretability
In Fig. 1 , we demonstrate the particular way in which the proposed algorithm (2) influences the vector representation distributions. Specifically, we consider, for illustration, the 32 nd dimension values for the original GloVe algorithm and our modified version, restricting the plots to the top-1000 words with respect to their frequency ranks for clarity of presentation. In Fig. 1 , the words in the horizontal axis are sorted in descending order with respect to the values at the 32 nd dimension of their word embedding vectors coming from the original GloVe algorithm. The dimension values are denoted with blue and red/green markers for the original and the proposed algorithms, respectively. Additionally, the top-50 words that achieve the greatest 32
nd dimension values among the considered 1000 words are emphasized with enlarged markers, along with text annotations. In the presented simulation of the proposed algorithm, the 32
nd dimension values are encoded with the concept JUDGMENT, which is reflected as an increase in the dimension values for words such as committee, academy, and article. We note that these words (red) are not part of the pre-determined word-group for the concept JUDGMENT, in contrast to words such as award, review and account (green) which are. This implies that the increase in the corresponding dimension values seen for these words is attributable to the joint effect of the first term in (2) which is inherited from the original GloVe algorithm, in conjunction with the remaining terms in the proposed objective expression (2) . This experiment illustrates that the proposed algorithm is able to impart the concept of JUDGMENT on its designated vector dimension above and beyond the supplied list of words belonging to the concept word-group for that dimension. We also present the list of words with the greatest dimension value for the dimensions 11, 13, 32, 36, 39, 41 and 43 in Table III . These dimensions are aligned/imparted with the concepts that are given in the column headers. In Table III , the words that are highlighted with green denote the words that exist in the corresponding word-group obtained from Roget's Thesaurus (and are thus explicitly forced to achieve increased dimension values), while the red words denote the words that achieve increased dimension values by virtue of their cooccurrence statistics with the thesaurus-based words (indirectly, without being explicitly forced). This again illustrates that a semantic concept can indeed be coded to a vector dimension provided that a sensible lexical resource is used to guide semantically related words to the desired vector dimension via the proposed objective function in (2) . Even the words that do not appear in, but are semantically related to, the word-groups that we formed using Roget's Thesaurus, are indirectly affected by the proposed algorithm. They also reflect the associated concepts at their respective dimensions even though the objective functions for their particular vectors are not modified. This point cannot be overemphasized. Although the word-groups extracted from Roget's Thesaurus impose a degree of supervision to the process, the fact that the remaining words in the entire vocabulary are also indirectly affected makes the proposed method a semi-supervised approach that can handle words that are not in these chosen word-groups.
B. Quantitative Evaluation
One of the main goals of this study is to improve the interpretability of dense word embeddings by aligning the dimensions with predefined concepts from a suitable lexicon. A quantitative measure is required to reliably evaluate the achieved improvement. One of the methods proposed to measure the interpretability is the word intrusion test [41] . But, this method is expensive to apply since it requires evaluations from multiple human evaluators for each embedding dimension. In this study, we use a semantic category-based approach based on the method and category dataset (SEMCAT) introduced in [27] to quantify interpretability. Specifically, we apply a modified version of the approach presented in [40] in order to consider possible sub-groupings within the categories in SEM-CAT 3 . Fig. 2 presents the measured average interpretability scores across 300 dimensions for original GloVe embeddings, for the proposed method, and a randomly generated embedding serving as a baseline. Results are calculated for the parameters λ = 5 (see [27] for details) and n min ∈ {5, 6, . . . , 20}. Here n min corresponds to the minimum number of words required to construct a semantic category (i.e. represent a concept). The proposed method significantly improves the interpretability for all n min compared to the original GloVe approach. The proposed method and interpretability measurements are both based on utilizing concepts represented by wordgroups. Therefore it is expected that there will be higher interpretability scores for some of the dimensions for which the imparted concepts are also contained in SEMCAT. We can observe this by investigating the interpretability scores of individual dimensions.
C. Intrinsic Evaluation of the Embeddings
We also need to show that the semantic structure of the original embedding has not been damaged or distorted as a result of aligning the dimensions with given concepts, and that there is no substantial sacrifice involved from the performance that can be obtained with the original GloVe. To check this, we present word similarity test scores under various standardized similarity datasets [42] . The correlation scores for the tests are reported in Table IV . We observe that, let alone a reduction in performance, the obtained scores indicate an almost uniform improvement in the correlation values for the proposed algorithm. This promising result signifies that the semantic information injected into the algorithm by Roget's thesaurus is significant enough to result in a measurable difference in the similarity test scores.
Finally, we present the performance of the proposed method on the standard word-analogy test [1] . For this purpose we consider only the subset of the question dataset that is under the 'semantic' tag. In Table V , we present the effect of the proposed algorithm on the semantic precision scores. In particular, we present results for the cases where i) all questions in the dataset are considered, ii) only the questions that contains at least one concept word are considered, iii) only the questions that consist entirely of concept words are considered. We note specifically that for the last case, only a subset of the questions under the semantic category family.txt ended up being included. We observe that for all three scenarios, our proposed algorithm results in an improvement in the precision scores. We note that the greatest performance increase is seen for the last scenario, which underscores the extent to which the semantic features captured by embeddings can be improved with a reasonable selection of the lexical resource from which the concept word-groups were derived.
VI. CONCLUSION
We presented a novel approach to impart interpretability into word embeddings. We achieved this by encouraging different dimensions of the vector representation to align with predefined concepts, through the addition of an additional cost term in the optimization objective of the GloVe algorithm that favors a selective increase for a pre-specified input of concept words along each dimension. We demonstrated the efficacy of this approach by applying qualitative and quantitative evaluations for interpretability. We also showed via standard word-analogy and word-similarity tests that the semantic coherence of the original vector space is preserved, even slightly improved.
An important point was that, while it is expected for words that are already included in the concept word-groups to be aligned together, it was also observed that words not in these groups also aligned in a meaningful manner. This indicates that the cost term we added works productively with the original cost function of GloVe to handle words that are not included in the original concept word-groups. Thus, while there is a degree of supervision coming from the external lexical resource, the rest of the vocabulary is also aligned indirectly in an unsupervised way.
In this study, we used the GloVe algorithm as the underlying dense word embedding scheme to demonstrate our approach. However, we stress that it is possible for our approach to be extended to other word embedding algorithms which have a learning routine consisting of iterations over cooccurrence records, by making suitable adjustments in the objective function. Although the semantic concepts are encoded in only one direction (positive) within the embedding dimensions, it might be beneficial to pursue future work that also encodes opposite concepts, such as good and bad, in two opposite directions of the same dimension.
The proposed methodology can also be helpful in computational cross-lingual studies, where the similarities are explored across the vector spaces of different languages [43] , [44] .
