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Abstract
This thesis investigates how the Linear Active Disturbance Rejection Controller
(LADRC) can be used with the synchronous strategy for motion synchronization
of multiple piezoelectric actuators (PEAs). Both a single PEA system and a three
PEA system are used to validate the control system. The investigation consists of
a brief introduction of the LADRC, system identification of a single PEA and three
PEA system, parameter estimation of the LADRC, implementation of the LADRC
for a single PEA and for a three PEA system with the synchronization strategy,
a comparison between the LADRC using the synchronization strategy and Linear
Quadratic Gaussian (LQG) using the synchronization strategy. The investigation
demonstrated that the synchronized LADRC is a viable and simple control solution
for the three PEA system, used to control the gap spacing between the mirrors of the
Fabry - Per´ot Spectrometer flown by SDCNLab in stratospheric balloon missions.
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Chapter 1
Introduction
1.1 Motivation and Objective
Piezoelectric actuators (PEAs) are examples of systems used to convert electrical
energy into mechanical strain through the inverse piezoelectric effect. The inverse
piezoelectric effect is when the piezoelectric material is subjected to an electric field
and the dipoles are reoriented in order to store minimal electrical and mechanical
energy. The resulting expansion and contraction of the crystals enable precise posi-
tioning capabilities [5]. Comparing the PEA to typical electrical motors demonstrate
that PEAs do not require electrical/mechanical commutation, have the benefit of high
holding torque, zero-backlash and fast response time [6]. An advantage of using PEAs
is that input voltage can be controlled in order to shrink or expand the piezoelectric
material very precisely. PEAs can therefore be used in applications requiring high
precision movement, such as to adjust spectrometer gap spacing [7], vibration con-
trol of flexible aircraft fins [8], Atomic Force Microscopy (AFM) [9] and directional
control of miniature swimming vehicles [10]. Disadvantages of using PEAs are that
they experience nonlinearities such as hysteresis, creep and vibration [5]. Hysteresis
is an effect in which the piezoelectric material has residual strain upon removing or
reversing the applied electric field [11]. The strain is therefore dependent on the ap-
plied electric field and the history of the applied electric field. Creep is a result of
the slow switching of the residual dipoles left in piezoelectric material that are not
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aligned with the electric field [12]. It is observed as a slow change in PEA displace-
ment after a sudden change in the input voltage to the PEA [13]. These nonlinearities
are detrimental to PEA’s positioning performance, therefore suitable controllers are
required in order to achieve high-precision requirements.
There exists an extensive amount of research regarding the control of PEAs us-
ing strategies such as adaptive sliding mode controller [14], H∞ control [15], Linear
Quadratic Gaussian (LQG) [16] and PID. The motivation for this research comes from
the multiple PEA system used to control the mirror gap spacing of a Fabry-Pe´rot
spectrometer. The Fabry-Pe´rot spectrometer is an instrument that uses two parallel
highly reflective mirrors to measure the wavelengths of light that are of interest. It has
been used in the Spacecraft Dynamics and Control Laboratory (SDCNLab) in York
University’s stratospheric balloon flights, Fig. 1.1(a). The Fabry-Pe´rot spectrometer
was flown twice on stratospheric balloons, first in Kiruna, Sweden, in September 2016
and most recently in April 2017 in Alice Springs, Australia, Fig. 1.1(b). It mea-
sured the albedo of the clouds and the desert, lake, trees or any ground structures.
The spectrometer is used to capture images at specific wavelengths, by adjusting the
spacing of spectrometer’s highly reflective mirrors. The mirrors are positioned using
three PEAs and must be done such that the mirrors stay parallel to each other so
that an image at the desired wavelength can be captured. The wavelengths of interest
were from 759 nm to 770 nm, the O2-A band which is used to determine the surface
albedo [17].
The three PEA system used to adjust the mirror gap spacing is a complex system
with many nonlinearities such as hysteresis, creep and thermal effects, therefore de-
veloping a dynamics model is a difficult task. The objective of this research is to use
the LADRC’s feature of controlling systems without detailed mathematical models to
control the nonlinear three PEA system in synchronicity with only a linear estimation
of the model. This investigation consists of:
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(a) Achieving a steady state error within ±0.2 % of the input signal, 2 nm for
a step input signal of 0.5 µm with the synchronized three PEA system. The
three PEA system available for experimental purposes is a prototype of the
Fabry Perot spectrometers mirror positioning system that was flown on mul-
tiple stratospheric flights. The reference input of 0.5 µm and target settling
accuracy ±0.2 % are selected to be reference inputs and target error of greater
settling accuracy than the Alice Springs stratospheric balloon flight where the
step amplitude was 19 nm with a target accuracy of 0.1 nm [17].
(b) Analyzing the control performance when frequency of the input signal is var-
ied. As the input signal’s frequency increases, the LADRC reduces the plant
to behave approximately as a double integrator. The approximate second order
plant is as a low pass filter as discussed in Section 1.2. The LADRC controlled
single PEA system, therefore experiences phase shifts as frequency is increased.
A frequency dependent feedforward solution will be proposed and the result-
ing controllers tracking performance will be compared to the LADRC solution
without the feedforward compensators. The controller performance evaluation
criteria is to achieve an Integral Time Absolute Error (ITAE) less than 5%.
This value exists as a goal for the parameter estimation algorithms to achieve.
It highlights the effectiveness of the feedforward compensator and mitigates the
issue of increasing phase shift as input signal frequency increases.
There exist papers in the literature addressing controllers developed to control the
gap spacing of the Fabry-Pe´rot System [7, 16], however a solution where an accurate
model of the system is not needed has yet to be studied. This directed the research
focus to model independent controllers and the one that was of interest was the Linear
Active Disturbance Rejection Controller (LADRC) developed by Gao [18].
The Active Disturbance Rejection Controller (ADRC) [19, 20] was initially pro-
posed by Jingqing Han and can be summarized best in his own words as “it inherits
from proportional-integral-derivative (PID) the quality that makes it such a success:
the error driven, rather than model-based, control law; it takes from modern control
theory its best offering: the state observer; it embraces the power of nonlinear feed-
back and puts it to full use; it is a useful digital control technology developed out of an
experimental platform rooted in computer simulations” [19]. However, while ADRC
is more effective for nonlinear systems, there are many parameters to determine and
therefore, it is more difficult to implement. The Linear version of ADRC suggested
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by Gao [18] requires only three parameters to be tuned for the systems described in
this document and its performance still meets the user requirements well as will be
seen later in this document.
Benefits of the LADRC include its simple design and the ability to treat hysteresis
[21], vibration [22] and creep [23] as disturbances and reject them. The disturbance
rejection capability along with the fact that only estimates of system parameters
are required are explained in more detail later in Section 1.2. Parameters required
to achieve a desired closed-loop response will be determined through a parameter
estimation algorithm. Finally, experimental studies are conducted to validate the
effectiveness of the proposed controller.
For simpler and more related examples, the world of athletics can be referred to.
For example, there is the sport of rowing where rowers displace the water at the
same time to achieve optimal velocity for the row boat. Synchronous PEAs can work
together to displace large objects in coordination to each other. The aforementioned
spectrometer for example, requires control over each PEA such that the differences in
displacement of each actuator compared to each other is zero, establishing that the
moving platform is parallel to the base.
The contribution of this research is in investigating the effect of using LADRC
to control multiple PEAs in synchronicity. This research will discuss the control
performance of the LADRC when a step signal is the desired tracking trajectory and
for sinusoidal signals of varying frequency. The step signal is a desirable signal to
track as the Fabry-Pe´rot spectrometer’s PEAs will be provided step commands to
adjust their displacement. When the desired gap spacing is achieved, the CCD in
the spectrometer assembly captures the image. Sinusoidal input signals of varying
frequency are compared to address implementation of the LADRC on real world
systems. The LADRC exhibits low pass filter characteristics and therefore introduces
a phase shift as the frequency increases. This research proposes the addition of all
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pass filters to compensate for this phase discrepancy. All pass filters modify the
input signal’s phase across various frequencies, while applying the same gain to all
frequencies. The effects of the all pass filter in the closed loop system are evaluated
by comparing the fitness values of the controlled system with the all pass filter to
without the all pass filter.
The outline for conducting this research is as follows, first the LADRC is intro-
duced, next parameter estimation is addressed, then LADRC is implemented for the
single PEA system, followed by the three PEA system and then the synchronous
LADRC’s performance is compared to an existing synchronous LQG solution.
(a)
(b)
Figure 1.1: a) Fabry - Pe´rot spectrometer assembly; b) Fabry - Pe´rot spectrometer
(bottom left) mounted on the balloon gondola for the stratospheric balloon flight in Al-
ice Springs, Australia in 2017.
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1.2 Introduction to the LADRC
To understand how the LADRC is designed and how it works, a brief summary
from [18] will be provided.
Consider the linear second order system shown in Eq. (1.1).
y¨ + a1y˙ + a2y = w + bu (1.1)
where a1, a2 and b are parameters defining the system dynamics and w is the external
disturbance, essentially all unaccounted disturbances. Defining a generalized distur-
bance f in Eq. (1.2), which consists of both external disturbances and any unknown
internal dynamics; Eq. (1.1) can be simplified to Eq. (1.3).
f = −a1y˙ − a2y + w + (b− b0)u (1.2)
y¨ = f + b0u (1.3)
From Eqs. (1.2, 1.3) one will notice the addition of the term b0. This is an estimate
of the system parameter b. b0 can be obtained from system identification or through
trial and error. Any deviation from the actual system to this estimated system is
therefore considered to be part of that disturbance. A poor estimate of b0 could
result in an unstable system if the ratio of b
b0
is too large [24]. From the simplified
model represented in Eq. (1.3) the observer is designed such that the generalized
disturbance f is estimated as fˆ and the plant is reduced to a double integrator as can
be seen by substituting Eq. (1.4) into Eq. (1.3). This results in Eq. (1.5).
The disturbance fˆ is estimated by the Linear Extended State Observer (LESO)
as the observer state variable z3. The observer has gains that can be selected such
that z3 is approximately equal f . This results in Eq. (1.6).
u =
u0 − z3
b0
(1.4)
y¨ = (f − z3) + u0 (1.5)
y¨ ≈ u0 (1.6)
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The reduced plant is the result of the ideal LESO design and it implies that in
implementation, there exists a discrepancy between the behaviour of an unit gain
double integrator for the plant and its actual behaviour. Furthermore the plants
nature being a second order integrator is that of a low pass filter. This means that
as the input frequency increases the phase of the plant is shifted. The reduced plant,
Eq. (1.6), can be controlled using a PD controller kp (r-z1) - kd (z2), defining u0 as
Eq. (1.7).
u0 = kp(r − z1)− kd(z2) (1.7)
where kp and kd are the proportional and derivative gains, r is the set point, and zi
represents the states of the LESO. To completely define LADRC, the LESO must be
defined completely along with the closed loop system as done in Eqs. (1.8 - 1.10).
x˙ = Ax+Bu+ Ef˙ (1.8)
y = Cz (1.9)
z˙ = Az +Bu+ L(y − yˆ) (1.10)
x represents the states of the system, A, B, C and E are state space matrices and L
is the LESO gain matrix.
A =
0 1 00 0 1
0 0 0
 B =
 0b0
0
 C = [1 0 0]
E =
00
1
 z =
z1z2
z3
 x =
x1x2
x3
 L =
β1β2
β3

The PD controller gains are determined such that the closed-loop poles are placed
at −ωc ,where ωc is the controller bandwidth. Similarly β1, β2, β3 for the L matrix
required to design the LESO are obtained such that the poles of the observer are
placed at −ω0, where ω0 is observer bandwidth. Placement of the ω0 and ωc are to
ensure closed loop stability for the system.
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Chapter 2
System Identification
As addressed in the introduction, one of the benefits of using LADRC is that an
accurate model of the system is not required. Any deviation from the perfect definition
of the system is considered to be a disturbance which could be rejected. However, a
parameter b0, which is representative of the system, needs to be known or estimated.
b0 can be obtained using system identification techniques that will be discussed in
this chapter. The system identification procedure is adapted from [2, 7, 25] as it has
been used to obtain the model of similar systems. System identification procedures
applied for the single PEA and the three PEAs in parallel are very similar, but will
be discussed separately for the sake of clarity. The process involved consists of first
obtaining the response of each PEA to an input chirp signal of 0.05 V in amplitude
that sweeps across the frequencies from 0 to 6000 rad/s. The reason for this range
is to ensure that all the significant frequency components are addressed, as this is
past the systems -3 dB cutoff frequency response and the small amplitude reduces
the nonlinear characteristics of the PEA.
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Figure 2.1: System process flow diagram
2.1 Single PEA System
2.1.1 Experimental Apparatus
The first stage of experimentation was to use LADRC to control the single PEA
setup as described through Fig. 2.1. The hardware experimental process starts with a
desired tracking signal generated in the computer through Matlab’s Simulink toolbox.
This digital voltage signal is converted to an analog voltage signal by the Digital
to Analog converter (D/A converter) which is Quanser’s QPIDe Data Acquisition
Device. The analog voltage signal is amplified to 10x its voltage input using the E-625
voltage amplifier from Physik Instruments. The amplified voltage signal is the input
of the piezoelectric stage (P-753.1CD LISA Linear Actuator and Stage from Physik
Instrumente). The displacement of the PEA’s moving platform from its base body,
Fig. 2.2, is measured as a voltage signal using its integrated capactive sensor. The
analog voltage signal is converted through the A/D converter into a digital voltage
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signal and then transmitted to the computer where it will be interpreted through
Simulink.
Figure 2.2: Product view from Physik Instrumente’s (PI) P-753 user manual. (1). Moving
Platform; (2). Protective earth connection; (3). Cable exit; (4). Base Body and X is Positive
direction of motion of the stage [1].
Prior to using this setup for experimental trials, it is important to address oper-
ating constraints for the system. The input/output operating voltage range of the
AD/DA converter is -10 V to 10 V, the output operating voltage range of the voltage
amplifier is -30 V to 130 V and an input voltage range of -2 V to 12 V. The signal
generated through Simulink is therefore restricted to the range of -2 V to 10 V.
2.1.2 Identification Procedure
The process involved consists of first obtaining the response of the PEA to an
input chirp signal of 0.05 V in amplitude that sweeps across the frequencies from
0 to 6000 rad/s. Furthermore the signal being small in voltage amplitude reduces
the impact of the nonlinear influences. The sweep is run for 100 s as this provides
a frequency resolution of 0.01 Hz which is sufficient for this experiment. The Fast
10
Fourier Transforms (FFTs ) of the signal input into the PEA and the output system
response are taken and used to fit a transfer function best representing the system
input/output characteristics. The fit of the identified transfer function can be seen
through the frequency response given in Fig. 2.3 and a time domain representation is
provided in Figs. 2.4 - 2.6. It should be noted that all data read from the single PEA
system is subject to a measurement error. The measurement error of this system is
limited by the integrated capacitive sensor resolution of 0.05 nm. It was determined
that a second order transfer function, Eq. (2.1), with one zero, fits the system response
to the chirp input well.
The LADRC design as introduced in Section 1.2, does not account for the zero of
the transfer function. The zero is considered as part of the unknown system dynamics.
The constant in the numerator of this transfer function is taken as the b0 of system
and since the frequencies of the input signals of interest for this research will be 100
Hz and below, the s term in the numerator is hypothesized to have minimal impact
on the system response [26]. The results of the control experiments on the single PEA
system as shown in Chapter 4 prove this approximation to be valid.
It is possible to develop an LADRC that takes the zero and other plant dy-
namics into account, called the Generalized Active Disturbance Rejection Controller
(GADRC) [27]. However, this would mean that system identification is required to
develop the controller and the controller is no longer model independent.
Gp =
−3348s+ 3.572× 107
s2 + 1.233× 104s+ 5.041× 107 (2.1)
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Figure 2.3: Single PEA frequency response to chirp scan from 0.1 to 6000 rad/s. The
obvious frequency spikes seen in the bode plot are due to the harmonics from alternating
current power line frequency of 60 Hz.
2.2 Three PEAs in Parallel Installation
2.2.1 Experimental Apparatus
The three PEA system has the same process flow diagram as the single PEA
system, Fig. 2.1. The differences between the system are in the actual components
used.
The three PEA system consists of three P-887.51 PEAs, an E-503.00 voltage
amplifier three D-015.00 capacitive sensors with resolutions of 0.15 nm, all from Physik
Instrumente. The output voltage range for the amplifier is -30 V to 130 V and the
input voltage range is -2 to 12 V. Similar to of the single PEA constraint described
in Section 2.1.1, this limits the input voltage to be between -2 V and 10 V at each
channel (each PEA).
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Figure 2.4: Single PEA 20 Hz open loop response
2.2.2 Identification Procedure
For the three PEAs system, Fig. 2.8, a system identification procedure similar
to the one used for the single PEA system is used. In this case however, there is
mechanical coupling between the three PEAs. This coupling can be observed by
exciting the each PEA in the system with a step input and observing the response.
When one PEA is given a step input, the other two PEAs are not provided a signal.
Any resulting displacement measured by the capacitors for the other two PEAs are
evidence of coupling. The resulting response is provided in Fig. 2.7. From this figure
a nonzero response to the step signal is evident, thereby confirming the existence of
coupling in the three PEA system.
The control goal of the three PEA system is to track one reference input signal
(command) and displace each PEA in synchronicity. The desired tracking signal for
all three PEAs are the same for simplicity’s sake. Refer to Fig. 2.9 for an example
of the system identification procedure. In this diagram only the first PEA is excited
13
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Figure 2.5: Single PEA 50 Hz open loop response
with a chirp input while the other two are fed in zero input. The voltage signals from
the capacitive sensors measuring the displacement of the moving platforms of the
PEAs are then converted to their micrometer interpretation. The remove bias blocks
essentially ensures that the positions of the PEAs are taken to be zero at initialization,
when time is zero and any proceeding displacements are offset from this position.This
is accomplished by removing any initial capacitive sensor voltage offsets. The PEAs
and the capacitive sensors are not collocated [28], so a geometric correction block is
placed at the end to correct for the lack of collocation.
System identification of the three PEA system is accomplished by obtaining a
frequency response of each PEA while the other two PEAs are not given any input.
The frequency responses are then used to obtain nine transfer functions for the system.
The chirp signal is input into one of the PEAs and the output being the displacement
of the PEA stage measured at each one of the capacitive sensors. The determination
of each transfer function is done in the same manner as it was done for the single
14
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Figure 2.6: Single PEA 100 Hz open loop response
PEA. The FFTs of the channels’ input and output response are taken and used to fit
a transfer function best representing the system’s input/output characteristics [12].
This procedure resulted in nine second order transfer functions (refer to Table 2.1),
that fit the input/output characteristics of the system best. To demonstrate how
well the transfer function matches the real system, the system is excited with 20 Hz,
50 Hz and 100 Hz sinusoidal signals. The resulting time domain responses of the
real system and the simulink response are compared Figs. 2.10-2.12. The fit of the
identified transfer function is also provided in through the frequency response given
in Fig. 2.13. It should be noted that all data read from the three PEA system is
limited by the capacitive sensor’s resolution of 0.15 nm.
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Figure 2.7: Response of the three PEAs to a 0.05 V step signal. The off-diagonal graphs
show coupling between the PEAs.
Table 2.1: Three PEA 3 × 3 transfer function matrix
Input
Output
PEA 1 PEA 2 PEA3
PEA 1 −49.867s+2.4120×10
5
s2+2.7575×103s+2.8308×105
−2.1580s+1.1435×104
s2+3.1875×103s+2.7910×105
−9.5810s+4.5952×104
s2+2.7826×103s+2.8261×105
PEA 2 −3.1762s+1.6303×10
4
s2+2.8060×103s+2.4298×105
−48.638s+2.2871×105
s2+2.7229×103s+2.5935×105
−9.5810s+4.5952×104
s2+2.7826×103s+2.8261×105
PEA 3 7.8555s−3.5297×10
4
s2+2.8198×103s+2.9274×105
7.3918s−3.2991×104
s2+2.7947×103s+2.8996×105
−9.5810s+4.5952×104
s2+2.7826×103s+2.8261×105
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Figure 2.8: Three PEA system schematic diagram. From figure a) it can be seen that the
sensors and actuators are not collocated, therefore requiring a geometrical correction when
analyzing the output.Furthermore, it should be noted that the direction of displacement of
the PEAs are in the Z axis [2].
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Figure 2.9: Three PEA system identification block diagram used in Matlab Simulink.
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Figure 2.10: Three PEA 20 Hz open loop response
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Figure 2.11: Three PEA 50 Hz open loop response
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Figure 2.12: Three PEA 100 Hz open loop response
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Figure 2.13: Three PEA frequency response to chirp scan from 0.1 to 6000 rad/s. The
obvious frequency spikes seen in the magnitude plots in positions (1,1), (2,2) and (3,3) are
due to the harmonics from alternating current power line frequency of 60 Hz.
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Chapter 3
Parameter Estimation
The LADRC design introduced in Section 1.2 is for a single PEA. The construction
of the controller scheme for multiple PEAs is similar and will be discussed in more
detail in Chapter 5. Now that the parameters of interest have been identified, it is
necessary to discuss of ways to obtain them.
Three methods of parameter estimation will be discussed; Taguchi’s method, Ge-
netic algorithm and the Brute-force method (exhaustive search method). These meth-
ods can be used for controllers other than ADRC or LADRC as well. It is up to the
discretion of the control engineer to determine which method should be used for their
application. There are other applicable methods, however Taguchi’s method is rather
novel in the field of control systems, whereas the Genetic-algorithm is well known
and commonly used. The Brute-force method too is well known, however it is not the
best solution when searching in large solution spaces where high parameter precision
is required, as will be demonstrated in Section 3.6. The Brute-force method will pro-
vide perspective on how efficient the Genetic algorithm and Taguchi’s method are in
comparison.
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3.1 Fitness Function
The objective function to minimize in this case would be:
n∑
i=1
|y(i)− r(i)|δt (3.1)
where i is the sample number, n is the total number of samples, y(i) is output at the
i-th sample, r(i) is the sampled i-th input and δt is time interval per time step.
Eq. (3.1) is referred to as the Integral Time Weighted Absolute Error (ITAE).
ITAE is the selected system performance measure because it focuses on achieving a
lower settling time and faster convergence [29]. A lower settling time would mean
that the desired motion would be tracked faster. Faster tracking for each PEA results
in a faster synchronization of the system which is desired so that more images can be
captured with the Fabry-Pe´rot spectrometer within a specific time frame. The ITAE
is then divided by a summation of the truth values (the desired trajectory to track)
over time to get the relative error which is then multiplied by 100% to get the relative
percentage error as shown in Eq. (3.2).
FitnessV alue =
∑n
i=1 |y(i)− r(i)|∑n
i=1 |r(i)|
100% (3.2)
It is important to note that running the optimization algorithm with this fitness
function may provide acceptable results for some particular cases, but these results
can be significantly improved by placing constraints on the solution from which the
parameters are selected. This concept will be elaborated in Section 3.5.
3.2 Taguchi’s Method
Taguchi’s method is a global optimization method. It uses orthogonal arrays to
reduce the number of experiments required to satisfy the end condition. A matrix A
of N rows and k columns composed of elements from a set of levels, S, is called an
orthogonal array with strength t (0 <= t <= k) and s levels if in every N by t sub
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Figure 3.1: Taguchi’s method flowchart [3]
array of A, each t strength tuple combination of S appears exactly the same number
of times as a row [30].
It is necessary to discuss the design of the orthogonal array when discussing the
Taguchi’s method. Orthogonal array selection is dependent on the number of pa-
rameters in the experiment and the complexity of the optimization problem. For
example, consider an orthogonal array of 10 columns, k = 10; three levels, S = 1, 2, 3;
strength t = 2; and 27 rows, N = 27. Pick any 2 random columns and one would
get any one of the 9 possible combinations of (1,1), (1,2), (1,3), (2,1), (2,2), (2,3),
(3,1), (3,2) and (3,3). The number of columns represent the number of parameters
for the experiment and the row number represents the number of experiments (calls
to the fitness function). This orthogonal array is selected to have a strength of 2,
meaning that only combinations of two parameters are considered. Larger values can
be selected at the expense of more calls to the fitness function. This orthogonal array
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also has three levels, meaning the optimization ranges for each parameter is divided
into three levels. The levels are maps to other numerical values, each parameter may
have a different mapping for the levels and furthermore the levels are bounded by the
limits of the parameter. The number of levels can be increased as well at the expense
of more calls to the fitness functions.
For this research a strength of two and three levels are used for all parameter
estimation problems as the target fitness values were achieved. Constructing the
orthogonal array will not be discussed in detail, since for this research orthogonal
arrays are obtained from the online database in [31]. When selecting the orthogonal
array, the user needs to keep in mind of the number of experiments, number of
parameters for the experiment and also the number of levels and the strength.
Taguchi’s method can be implemented by dividing the process into the following
steps and referring to the flowchart shown in Fig. 3.1:
(a) Design the fitness function as discussed in Section 3.1.
(b) Select an appropriate orthogonal array and identify the mapping for the levels
corresponding to each parameter.
(c) Run the experiments and build the response table.
i The response table identifies best fitting level for a parameter. The best
fitting level for each parameter is obtained and used to get the best fitting
parameter for that generation of the algorithm
ii This combination of best fitting parameters is run to obtain its fitness value
and is the optimal fitness for that generation
(d) Check if the result obtained meets the termination criteria, if so end.
(e) If the termination criteria is not met reduce the optimization range, go to step
(b) redefine the level mappings corresponding to each parameter in the orthog-
onal array and continue to iterate through the list again until the termination
criteria is met.
24
Figure 3.2: Genetic algorithm flowchart
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3.3 Genetic Algorithm
Genetic Algorithms were introduced by John Holland in the 1960s. It uses the
evolutionary process from biology to solve global optimization problems. The general
concept is that of a survival of fittest and is described in the flowchart show in Fig.
3.2. From an initial population, the strongest members will survive and mate to
create the next generation. The next generation would have traits from their parents
and again only the strongest would reproduce. The algorithm works similarly, such
that the fitness values from an initial population of stochastically determined objects
containing parameter sets is obtained.The sets resulting in fitness values closest to
the desired fitness are considered elite and taken to be in the next generation. Each
generation proceeding the initial inherits parameters that were common with the
parents and have parameters that weren’t common with the parents. There will also
be some mutation of parameters, random parameter selection that are independent
from the parent parameter set. This allows for a greater traversal of the solution
space and enables the algorithm to find a global solution. For this research Matlab’s
built in ga() function is used [32,33].
3.4 Brute-Force Method
The Brute-force method consists of a combination of trial and error approaches and
control techniques to verify stability. As mentioned before a trial and error approach
to determine parameters may be implemented. Unfortunately, in the worst case
the user a full factorial experiment which can be very time consuming and memory
exhaustive will need to be conducted.
The algorithm’s flowchart is provided in Fig. 3.3. A description of the process is
provided as follows:
(a) Select upper bounds, lower bounds and a discrete step size for each parameter.
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Figure 3.3: Brute-force method flowchart
For example if the upper bound and the lower bound for a parameter, B, is
1000 and 0, given a step size of 1, there exist 1001 possible discrete values for
parameter B.
(b) Obtain a parameter set as a combination from the list of all possible parameter
combinations for the specified bounds and discrete step size.
(c) If the fitness requirement is met then the parameters are appropriate, if not
go back to step (b) and and iterate to next combination of parameters in list.
The list of possible parameter combinations would be traversed and the fitness
is calculated until the desired fitness value is achieved or another termination
criterion, such as the computer running out of allocated memory, is triggered.
3.5 Parameter Bounds
Regardless of which parameter estimation algorithm is selected, narrowing the
parameter bounds will reduce the computation time required to determine a set of
parameters that satisfy the fitness value requirement. For example as mentioned in
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Sections 2.1.1 and 2.2.1, the hardware used to validate the control strategies possess
operating voltage constraints. The amplifier has an operating range from -2 V to 12
V and the DAC has an operating range from -10 V to 10 V. The system input will be
therefore limited to a range of -2 V and 10 V. The LADRC faces the same limitation
for the input to the plant. However the LADRC has the additional limitation for the
parameter, ω0 [24]. While larger values of ω0 are preferred for the LADRC, as this
is required to justify approximating the plant as a double integrator, the issue that
arises is that at large ω0, the system is more susceptible to noise [34]. As discussed
in [24], increasing the b0 parameter may permit larger ω0, however this would be an
additional parameter to estimate or three in the case of the synchronized LADRC.
Another possible solution is to search for the same parameters, but factor in the noise
as part of the simulation. The resulting set of parameters would be able to achieve
the desired fitness in the presence of the expected noise.
Other than the operating limitations of the hardware, there are other constraints
that can be placed on the parameters to narrow the solution space. For example, if
the user has a constraint on their solution space that bounds the permitted overshoot,
taking the best solution as the result of minimizing the relative percent ITAE would
be an issue. The ITAE would only sum up the absolute value of the error multiplied
by time over a time frame and the optimization algorithm would minimize for this,
meaning that in the event that overshoot is large but has small overall area in com-
parison to low overshoot but larger area, then the higher overshoot response would
be seen as a preferred solution. Since this result does not satisfy the user’s require-
ments, they may add a penalty to the output of the ITAE. In the event overshoot is
above a certain threshold or exists for too great a time duration, the resulting ITAE
calculation can be summed with overshoot multiplied by a weight factor or infinity
depending on importance of having the constrained overshoot [35].
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3.6 Comparison of Parameter
Estimation Methods
Having discussed three different parameter estimation methods, a suitable method
must be selected for this research. A method of achieving this is to use all three meth-
ods on the plant, obtain the parameters and compare the system performance. How-
ever, this method does not indicate that any of the three solutions actually provide
global convergence, hence the accuracy of convergence for each optimization method
must be considered as well. Therefore, the optimization methods will be used to find
the optimal parameters for a mathematical function with a known analytical optimal
parameter set. The function will have multiple peaks and troughs to ensure that the
algorithm finds global optimal solution.
The research consists of controlling both a single PEA and three PEAs in syn-
chronicity. In the case of the single PEA a minimum of two parameters require
tuning for the LADRC, if the b0 parameter is estimated using a system identification
approach as opposed to a parameter estimation algorithm. To control three PEAs in
synchronicity the LADRC requires seven parameters to be tuned, as will be explained
in Chapter 5. For any number of parameters, there may not be a single optimization
algorithm that can be considered faster and more accurate than all the others. To
determine whether this is the case, the Genetic algorithm, Taguchi’s method and the
Brute-force search method will be used to find the global minima over a fixed domain.
The first case studied will compare the performance of the three optimization
algorithms in the case of a single parameter. Determining the global minima of
Eq. (3.3) will be used as the first measure to compare the performance of the three
algorithms.
y(a) =(a+ 2)(a− 4)(a+ 3)(a− 5)(a− 7)(a− 8)(a− 1)(a− 9),
− 10 ≤ a ≤ 10
(3.3)
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This function has local minima between the domain of -10 and 10 and a global minima
of -5.1158e+04, which was calculated analytically. Using the analytically calculated
global minimum, ymin, as the true minimum, a fitness function for the optimization
algorithm is developed to minimize the difference between the ymin and yˆmin (ymin
calculated from parameter estimates).
The performance of the algorithms must also be compared in cases where greater
numbers of parameters are required to be optimized. From this, one can extrapolate
any evident patterns in how the algorithms behave as the number of parameters
increase. To do this, the number of iterations required to obtain a solution that is
within 1% of the true value (determined analytically) is compared between the three
algorithms. The results are displayed in Table. 3.1 and the functions for which the
algorithm was searching for are shown in Eqs. (3.3-3.6).
The low number of calls to the fitness function is important when determining
an acceptable parameter set for the controller because the fitness value is determined
from the results of a Simulink simulation where a long computational time is possible,
depending on the complexity of the simulation. The test to determine the global
minima for the single parameter equation indicate that the Taguchi’s method is the
best choice of the three considered algorithms when a tight fitness requirement exists.
The same tests are repeated for the cases of the two parameter function in Eq.
(3.4), four parameter function in Eq. (3.5) and seven parameter function in Eq. (3.6).
y(a) =(a+ 2)(2a− 1)(a− 3)(2.5a+ 4)+
(b+ 2.5)(2b− 1.5)(3b− 3.5)(b+ 4.5),
− 50 ≤ a ≤ 50,−50 ≤ b ≤ 50
(3.4)
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Table 3.1: Comparison of the number of calls made to the fitness function by different optimization algorithms for
different numbers of parameters
Optimization Algorithm
Number of Parameters
1 2 4 7
Genetic algorithm 250 650 500 3400
Taguchi’s method 162 360 306 702
Brute-force method 7000 520984 19375483 ≤ 1.3255× 1016
y(a, b, c, d) =(a− 1)(a+ 2)(a+ 3.2)(a− 0.5)+
(2b− 0.2)(3b+ 1.5)(2.1b+ 8)(0.2b− 0.3)+
(1.2c− 0.4)(2c+ 0.3)(0.1c+ 10)(0.5c− 3)+
(3d− 0.9)(2.2d+ 1.6)(0.6d+ 0.3)(0.9d− 2.8),
− 100 ≤ a ≤ 100,−100 ≤ b ≤ 100,
− 100 ≤ c ≤ 100,−100 ≤ d ≤ 100
(3.5)
y(a, b, c, d, e, f, g) =(a− 1)(a+ 2)(a+ 3.2)(a− 0.5)+
(2b− 0.2)(3b+ 1.5)(2.1b+ 8)(0.2b− 0.3)+
(1.2c− 0.4)(2c+ 0.3)(0.1c+ 10)(0.5c− 3)+
(3d− 0.9)(2.2d+ 1.6)(0.6d+ 0.3)(0.9d− 2.8)+
(2.1e− 4.2)(3.6e+ 0.5)(0.7e+ 2)(1.3e− 2)+
(2.8f − 1.3)(4.2f + 5)(0.2f + 8)(2.3f − 0.7)+
(4.3g − 3.8)(2.9g + 4.8)(2.3g + 0.1)(1.7g − 2.7)
− 100 ≤ a ≤ 100,−100 ≤ b ≤ 100,
− 100 ≤ c ≤ 100,−100 ≤ d ≤ 100,
− 100 ≤ e ≤ 100,−100 ≤ f ≤ 100,
− 100 ≤ g ≤ 100
(3.6)
From Table. 3.1 it is observed that as the number of parameters increase the
number of calls to the fitness function increase as well. The Brute-force method
stands out in how many calls it made to the fitness function in order to achieve a
solution that met the fitness requirement. Furthermore it should be noted that the
Brute-force method was not used to achieve a solution for the seven parameter case,
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because the number of calls to the fitness function are too great for the algorithm
to make in a reasonable amount of time. Instead, a worst case solution is provided,
which specifies that a total of 1.3255× 1016 calls to the fitness function are be made
if the traversal is started from the furthest point away from the solution. This leaves
just the Genetic algorithm and Taguchi’s method out of the three candidates to be
parameter estimation algorithm used in this research.
Selecting between Taguchi’s method and Genetic algorithm for the parameter
estimation algorithm proves to be more challenging than deciding to eliminate the
Brute-force method from the candidacy. Both algorithms have many modifiable char-
acteristics, for example in the case of the Taguchi there is a modifiable convergence
rate rr for each parameter under investigation. This parameter reduces the range
within which the parameter is searched for. The parameter has a value between 0.5
and 1, but the greater in value it is, the slower the algorithm converges [30]. This
is because the range will not change as fast and hence the solution space will not
be explored as quickly. Increasing rr will decrease the convergence rate but more
experiments will be conducted within the parameter bounds; this is required if the
desired fitness requirement is not achieved. This is a trade-off been convergence speed
and accuracy that exists within the Taguchi’s method. The Genetic algorithm has
a mutation aspect where a parent parameter set’s component is modified at random
and when the children parameter vectors are created they would carry this trait. The
more probable the event of mutation, the greater the traversal that could occur. If
mutation parameter is too great, then convergence is not guaranteed. These are just
examples of ways that the algorithms can be modified. Given the stochastic nature
of parameter selection of genetic algorithms, it is not possible to guarantee a precise
number of generations under which a parameter set resulting in a fitness that satis-
fies user requirements is obtained. However if the stochastic nature is selected to be
Gaussian, as Matlab’s genetic algorithm is by default, then an average value of the
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number of generations required for the convergence to be achieved can be calculated.
Simply comparing the number of calls made to the fitness function for the seven pa-
rameter case, the Genetic algorithm required a greater number of calls than Taguchi’s
method. Similarly in the case of the four, two and single parameter optimization, the
Genetic algorithm required more calls than Taguchi’s method. Taguchi’s method has
demonstrated greater reliability than the Genetic algorithm in requiring a fewer num-
ber of calls. Therefore Taguchi’s method will be used to determine the parameters
for the single PEA and the three PEAs.
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Chapter 4
Single PEA Control Using LADRC
Given that the system plant is identified and a parameter estimation algorithm
is selected, the next step is to control the plant. While system identification isn’t
necessary for LADRC, it reduces the error that needs to be corrected by the controller
compared to when guessing the system parameter b0 is guessed. Hence, from system
identification in Chapter 2, it is understood that both the single PEA and the three
PEAs in parallel installation are represented using second order transfer functions.
Recall the LADRC design discussed in Section 1.2.
y¨ = (f − fˆ + u0) (4.1)
where fˆ will be estimated using the Linear Extended State Observer (LESO). LADRC
will be composed of a PD controller and the LESO. The LESO’s observer gain vector,
L, can be designed such that the error between the estimated disturbance and actual
disturbance will be very small. This simplifies the plant to a simple unit gain double
integrator, Eq. (4.3).
y¨ = u0 (4.2)
u0 = kp(r − z1)− kd(z2) (4.3)
Where r is reference signal, z1 and z2 are the first and second estimated states from
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the LESO.
This will be controlled by the PD controller. The L vector is constrained such that
the eigenvalues of the observer lie in the left-half plane and similarly the controller
eigenvalues are in the left-half plane. These are the required conditions that must be
met for observer and controller stability and therefore closed loop stability.
Observer Stability:
Re(eig(A+ LC)) < 0 (4.4)
Controller Stability:
Re(eig(A+BF )) < 0 (4.5)
where
F = − 1
b0
[
kp kd 1
]
(4.6)
The disturbance rejection component also faces the limitation that disturbance
must be bounded and differentiable. In terms of realizing the controller on hardware
the time steps used when performing the required analog to digital conversions must
be small enough such that the corresponding analog signal remains differentiable in
the digital domain. Furthermore, the LADRC parameters must be selected such that
the control signal is realizable by the hardware system. For example, if the hardware
is incapable of generating a control signal because its magnitude is too great, the
controller will not function as intended and hence, the system will not be controlled.
The parameters obtained through the parameter estimation algorithm will be used
to simulate the closed loop system behaviour in Simulink. Performing a software
simulation confirms whether the control signal is realizable. However, this does not
imply that the simulation result and the experimental result are identical because
there are noise factors and other disturbances that are small and difficult or even
impossible to predict exactly. To demonstrate the purpose of software simulation, a
scenario in which controller saturation occurs and the solution to this problem ensues.
The tracking of the experiment on the P-753 1.CD are shown in Fig. 4.1. It is
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Figure 4.1: P-753 1.CD motion tracking when control signal is saturated
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evident from these two figures that after 7 s, the error is decreasing at a slower rate in
comparison to the settling between 6 and 7 seconds. The reason for this is explained
when the control signal shown in Fig. 4.2 is examined.
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Figure 4.2: Example of saturated control signal used to control P-753 1.CD which gener-
ated Fig. 4.1
The control signal goes below zero twice. The control signal first goes below
zero at approximately 5 seconds, the effect on the system response is not obvious
since the error corrected for is small and the positive step input changes the error
term. The second time however the effect of the saturation is more pronounced as
the controller cannot supply the required input voltage required to drive the system
to the desired trajectory and another positive voltage offset was not added. This
issue can be resolved by adding a constant positive voltage bias to the input signal,
permitting the controller to apply a larger negative voltage signal to drive the system
to the desired trajectory as can be seen in Fig. 4.3.
The parameters to control the single PEA using LADRC under sinusoidal reference
inputs of different frequencies were obtained using the Taguchi’s method. The fitness
function used for the optimization, is the percent relative ITAE as mentioned in
Section 3.1. Thus the relative percentage error of the system response was calculated
with respect to the input tracking trajectory. A parameter set was accepted if it
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Figure 4.3: P-753 1.CD motion tracking with nonzero input bias
38
Table 4.1: Phase difference between input sinusoidal signal and closed loop response of single PEA with LADRC.
Frequency of Input Signal Phase Difference (degrees)
20 6.7
50 9.3
100 15.68
resulted in a relative percentage ITAE less than 5%. A 0.1 V pulse that lasts for 0.1 s
is input into the system at time 5 s as a disturbance to confirm that the control system
can indeed correct for disturbances. The numerical value of 5% serves as a target for
the parameter estimation algorithm to converge to. The objective of controlling the
PEA for sinusoidal inputs is to determine the closed loop systems behaviour as the
frequency of the input signal increases. The results can be seen in Figs. 4.4 - 4.6.
The fitness values associated with results of are as follows: 11.83% for the 20 Hz
Sinusoidal signal, 16.24% for the 50 Hz sinusoidal signal and 27.27% for the 100 Hz
sinusoidal signal and in all three cases the disturbances were successfully rejected. By
examining the mini plots in Figs. 4.4 - 4.6 it can be seen that there exists a phase
difference between the input and the output signal. The phase differences between
the input signal and the closed loop system response are shown in Table 4.1.
4.1 Addition of Feedforward Compensators
Table 4.1 indicates that the phase difference increases as the frequency of the input
signal increases. The phase shift is compensated for with the addition of feedforward
compensators. The compensators are all pass filters and have transfer functions of
the following form:
α(s−N)
s+N
(4.7)
where α is the steady state gain and N is a number used to shift the phase of the
input signal
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Figure 4.4: Response of the single PEA with LADRC to 0.05 V 20 Hz sinusoidal signal
with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V)
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Figure 4.5: Response of the single PEA with LADRC to 0.05 V 50 Hz sinusoidal signal
with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V)
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Figure 4.6: Response of the single PEA with LADRC to 0.05 V 100 Hz sinusoidal with
disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V)
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To determine N and α, the system response without the feedforward compensator
is obtained first. The phase difference between the output signal and the reference
input is calculated by obtaining of the FFTs of the output and input signal and
computing the phase angle between the frequencies of interest. The sinusoidal ref-
erence inputs only have one frequency. In the event a reference input with multiple
frequencies is used, then the phase angles at multiple frequencies must be considered.
Specifying the frequencies of interest avoids contamination from the noise. For ex-
ample, if the phase difference was determined by eye, the noise superimposed on the
output signal creates an error in the estimation of the phase. Computing the phase
angle at only the frequency of interest avoids the discrepancies introduced by other
frequency components. The corresponding value for N is calculated from the transfer
function.
∠phase = tan−1 2Nω
(ω2 −N2) (4.8)
The magnitude of this feedforward compensator without α is one. By multiplying
the feedforward compensator by alpha introduces a constant gain of magnitude α.
The value of α is obtained by computing the mean of the output peaks divided by
the mean of the input peaks. The computed α and N are tried in the hardware
simulation and the results are as shown in Figs. 4.7 - 4.9. From visual inspection
of the graphs alone, an improvement in tracking is evident. The new fitness values
associated with results of are as follows: 1.61% for the 20 Hz sinusoidal signal, 2.92%
for the 50 Hz sinusoidal signal and 3.78% for the 100 Hz sinusoidal signal. The fitness
values achieved both before and after the inclusion of the feedforward compensators
are provided in Table 4.2 to display the numerical improvement in the tracking of the
desired signal when the feedforward compensator is included.
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Figure 4.7: Response of the single PEA with the feedforward compensator and LADRC
to 0.05 V 20 Hz sinusoidal signal with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V)
Table 4.2: Relative percentage ITAE fitness comparison between LADRC without feedforward compensators and
with feedforward compensators
Number of Feedforward Compensators
Sinusoidal Reference Input Signal
20 Hz 50 Hz 100 Hz
0 11.8 16.2 27.3
1 1.6 2.9 3.8
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Figure 4.8: Response of the single PEA with the feedforward compensator and LADRC
to 0.05 V 50 Hz sinusoidal signal with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V)
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Figure 4.9: Response of the single PEA with the feedforward compensator and LADRC
to 0.05 V 100 Hz sinusoidal signal with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V)
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4.2 Robustness to Process Perturbations
The primary advantage of LADRC is in its ability to control a system with min-
imal information regarding the plant. However it is important to verify that the
designed controller does exhibit this robustness property. This can be demonstrated
by measuring the controllers sensitivity to process perturbations.
Recall the single PEA plant shown in Eqn.(2.1) as Gp = −3348s
2+3.572×107
s+1.233×104s+5.041×107 .
Select w0 = 1 × 104, kp = 1 × 108, kd = 2 × 104 and b0 = 3.572 × 107. The loop
gain transfer function of the controller and the plant is shown in Fig. 4.10 and the
transfer function derivation is provided in Appendix A.
Figure 4.10: System 2 Degree of Freedom (DOF) block diagram of LADRC [4]. The dia-
gram contains the frequency domain representation of the system. R(s) is the input signal,
H(s) is the feedforward component, U(s) is the control signal, Y (s) is measured output sig-
nal, Gc is the controller, Gp is the plant, D(s) is the disturbance signal (containing unknown
plant dynamics and load disturbances) and N(s) is the noise (external disturbance).
The system error is expressed as
E = HR− Y (4.9)
where
Y = GcGp(HR− Y ) +GpD +N (4.10)
Y =
GcGp(HR) +GpD +N
GcGp + 1
(4.11)
where L = GcGp is referred to as the loop gain transfer function.
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Y = THR + SGpD + SN (4.12)
where T = GcGp
GcGp+1
is the complementary sensitivity transfer function and S = 1
GcGp+1
is the sensitivity transfer function. The error is simplified to
E = HR− THR + SGpD + SN (4.13)
E = HR(1− T )− SGpD − SN (4.14)
E = HRS − SGpD − SN (4.15)
Note that the transition from Eq. (4.14) to Eq. (4.15), is because S+T = 1. The
control system is designed so that there is small tracking error in the system response,
therefore S should be small. The bode plot shown in Fig. (4.11) demonstrates that the
Sensitivity is small for the system, however as seen from the bode plot the sensitivity
increases past approximately 6,000 rad
s
. This implies that the system is sensitive to
high frequency components. However this is not of great concern as seen from the
open loop transfer functions bode plot provided in, Fig. fig:singlePEAbodePlot),
the -3 dB cutoff frequency response of the system is before 6,000 rad
s
. Sensitivity to
perturbation increase as distance between the Nyquist critical point -1 and the open
loop transfer function evaluated at a specific frequency decreases [36].
48
-40
-30
-20
-10
0
10
20
M
ag
ni
tu
de
 (d
B)
101 102 103 104 105 106
-45
0
45
90
Ph
as
e 
(de
g)
Bode Diagram
Frequency  (rad/s)
Figure 4.11: Sensitivity plot of single PEA system with LADRC
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Chapter 5
Synchronized Control of Three
PEAs in Parallel Installation using
LADRC
Motivation for this research comes from the three PEAs in parallel installation
used to control the gap spacing of the Fabry-Pe´rot Spectrometer. The gap spacing
is controlled at the nanometer level to achieve wavelength scanning in order for the
Fabry-Pe´rot to transmit at selected frequencies. The gap spacing is adjusted by three
PEAs moving a mirror in linear motion.
The Fabry-Pe´rot Spectrometer is given step signals as commands to adjust the
gap spacing between its mirrors. For this input, synchronous steady state motion is
desired, since the images are taken at the end of the transient response. Synchronous
steady state motion is achieved when all three PEAs achieve the same displacement.
In practice all three PEAs will not be in perfect synchronization due to capacitor
resolution limits and noise. For this research synchronous steady state motion is
achieved when all three PEAs have achieved a tracking error that is ±0.2 % for a
reference input of 0.5 µm. These values are selected so that a greater steady state
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accuracy for the mirror gap spacing can be achieved by the PEAs than during the
Alice Springs balloon flight. Synchronization of the transient is also desired, because
this ensures that the three PEAs reach steady state at the same time. Hence the user
will not have to wait for the PEAs to achieve steady state one at a time.
The synchronous LADRC involves a Multi Input Multi Output (MIMO) LADRC
controlling the error for each of the PEA and a synchronous controller that extracts
the decoupled synchronous error, which is the difference in position between each of
the PEAs. The coupling is due to mechanical coupling between the plate and the
actuators. A weight term, Gsynch, is used to scale the synchronous coupling error,
TE, such that the coupling error is controlled by a simple proportional feedback
controller. This is done while taking into consideration that the combined LADRC
and synchronization feedback control signal is within the hardware operating voltage
of the system and is therefore realizable. The combined control signal is then fed into
the hardware system. A mathematical representation of this process can also be seen
through the following equations [2, 37–39]:
E =
e1e2
e3

where e1 = r - y1, e2 = r - y2, e3 = r - y3, e is the error, r is the input signal to the
three PEA system and y is the output of the three PEA system.
T =
 2 −1 −1−1 2 −1
−1 −1 2

TE =
(y2 − y1) + (y3 − y1)(y1 − y2) + (y3 − y2)
(y1 − y3) + (y2 − y3)

usynch = T (y − r
11
1
)Gsynch (5.1)
u = uLADRC + usynch (5.2)
Eqs. (5.1-5.2) describe the LADRC with the synchronization term. However, it
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is important to verify that the synchronized component has an impact in the system
response. This can be done by comparing the system response with the synchroniza-
tion component, Fig. 5.4, to without the synchronization component, Fig. 5.5, when
all the other parameters are kept the same. The result of the comparison is shown in
Fig. 5.6. The synchronization error when the synchronization component is included,
Fig. 5.6(a), is lower than when it is not, Fig. 5.6(b). This analysis demonstrates that
inclusion of the synchronization component reduces the synchronization error in the
system response.
The parameters for the three PEA system are obtained using the Taguchi’s method
due to the reasons addressed in Section 3.6. It proved to be the most reliable and
quick optimization algorithm, compared to the Genetic Algorithm and Brute-force
method. The fitness function used for optimization consists of dividing the ITAE of
the error with the ITAE of the input signal and a constant zero amplitude signal
and then converting the result to a percentage, refer to Eq. (3.2). Thus the relative
percentage ITAE of the system response was calculated with respect to the input
signal. The results shown in Figs. 5.1 - 5.3 demonstrate that there is a phase offset
as the frequency of the input signal increases. The three PEA system was further
excited with disturbances of different magnitudes and at different times to each PEA
to demonstrate that each disturbance is rejected. The fitness values associated with
signals of different frequencies are as follows: 103.7% for the 20 Hz sinusoidal signal,
133.5% for the 50 Hz sinusoidal signal and 231.4% for the 100 Hz sinusoidal signal.
Close inspection of the graphs indicate that these errors are large because of the
existing phase difference between the input signal and the output system response.
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Figure 5.1: Response of three PEA system with LADRC to 0.05 V 20 Hz sinusoidal signal
with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V) for PEA 1, at 5 s (0.15 V) and 5.1 s
(-0.15 V) for PEA 2 and at 7 s (0.2 V) and 7.1 s (-0.2 V) for PEA 3
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Figure 5.2: Response of three PEA system with LADRC to 0.05 V 50 Hz sinusoidal signal
with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V) for PEA 1, at 5 s (0.15 V) and 5.1 s
(-0.15 V) for PEA 2 and at 7 s (0.2 V) and 7.1 s (-0.2 V) for PEA 3
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Figure 5.3: Response of three PEA System With LADRC to 0.05 V 100 Hz sinusoidal
signal with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V) for PEA 1, at 5 s (0.15 V) and 5.1
s (-0.15 V) for PEA 2 and at 7 s (0.2 V) and 7.1 s (-0.2 V) for PEA 3
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Figure 5.4: Closed loop step response and error for LADRC with synchronization
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Figure 5.5: Closed loop step response and error for LADRC without synchronization
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Figure 5.6: Synchronization error of closed loop step response for LADRC
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5.1 Addition of Feedforward Compensators
When designed well the LESO reduces the plant to that of an cascaded integrator
as discussed in Section 1.2. However in practice, the implementation of the LESO
is not perfect and there are magnitude and phase offsets. To compensate for these
offsets, the addition of feedforward compensators are investigated. The control per-
formance is improved with the addition of feedforward compensators as shown in
Figs. 5.7 - 5.11. The feedforward compensators are of the same structure as with the
single PEA case, refer to Eq. (4.7). In this case with three PEAs, each PEA input
has its own compensator, determined through the same methods as was done for the
single PEA case in Section 4.1. However unlike the setup with the single PEA, the
existence of the coupling between three PEAs add complexity with regards to design-
ing the feedforward compensators. In the case of 50 Hz and 100 Hz sinusoidal input
signals, two cascaded feedforward compensators are required to achieve a combined
fitness value below 15% for the three PEAs as shown in Figs. 5.9 and 5.11. Once
the first feedforward compensator is determined, the output is used to determine the
second compensator. The addition of just one feedforward compensator, however,
reduced the fitness values to: 4.6% for the 20 Hz sinusoidal signal, 27.0% for the 50
Hz sinusoidal signal and 33.5% for the 100 Hz sinusoidal signal. With two cascaded
feedforward compensators the fitness values were reduced to 7.0% for the 50 Hz sinu-
soidal signal and 14.8% for the 100 Hz sinusoidal signal. Table 5.1 displays the relative
percentage ITAEs of the three PEA system without feedforward compensators, with
1 feedforward compensator and with 2 feedforward compensators. The decrease in
the relative percentage ITAE with the inclusion of feedforward compensators confirm
that the feedforward compensators are a viable solution to correcting the low pass
filter effect introduced by the LADRC into the control system.
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Figure 5.7: Response of three PEA system with feedforward compensators and LADRC
to 0.05 V 20 Hz sinusoidal signal with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V) for
PEA 1, at 5 s (0.15 V) and 5.1 s (-0.15 V) for PEA 2 and at 7 s (0.2 V) and 7.1 s (-0.2 V)
for PEA 3
Table 5.1: Relative percentage ITAE fitness comparison between synchronized LADRC without feedforward com-
pensators and with feedforward compensators
Number of Feedforward Compensators
Sinusoidal Reference Input Signal
20 Hz 50 Hz 100 Hz
0 103.7 133.5 231.4
1 4.6 27.0 33.5
2 - 7.0 14.8
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Figure 5.8: Response of three PEA system with feedforward compensators and LADRC
to 0.05 V 50 Hz sinusoidal signal with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V) for
PEA 1, at 5 s (0.15 V) and 5.1 s (-0.15 V) for PEA 2 and at 7 s (0.2 V) and 7.1 s (-0.2 V)
for PEA 3
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Figure 5.9: Response of three PEA system with cascaded feedforward compensators and
LADRC to 0.05 V 50 Hz sinusoidal signal with disturbances at 5 s (0.1 V) and 5.1 s (-0.1
V) for PEA 1, at 5 s (0.15 V) and 5.1 s (-0.15 V) for PEA 2 and at 7 s (0.2 V) and 7.1 s
(-0.2 V) for PEA 3
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Figure 5.10: Response of three PEA system with feedforward compensators and LADRC
to 0.05 V 100 Hz sinusoidal signal with disturbances at 5 s (0.1 V) and 5.1 s (-0.1 V) for
PEA 1, at 5 s (0.15 V) and 5.1 s (-0.15 V) for PEA 2 and at 7 s (0.2 V) and 7.1 s (-0.2 V)
for PEA 3
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Figure 5.11: Response of three PEA system with cascaded feedforward compensators and
LADRC to 0.05 V 100 Hz sinusoidal signal with disturbances at 5 s (0.1 V) and 5.1 s (-0.1
V) for PEA 1, at 5 s (0.15 V) and 5.1 s (-0.15 V) for PEA 2 and at 7 s (0.2 V) and 7.1 s
(-0.2 V) for PEA 3
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5.2 Synchronized LQG VS. Synchronized LADRC
Having implemented the synchronized LADRC, it is important to understand
how it compares to other existing controllers. This will be done by comparing its
performance to that of the synchronized LQG controller implemented on the three
PEA system by Dr. Zhi Li [16].
In order to perform a fair comparison between the synchronized LADRC and the
synchronized LQG, the same fitness criteria must be used. This means that the fitness
function cannot be the relative percent error where ITAE is the error. The paper uses
Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). Furthermore the
performance is evaluated by measuring the ±0.2% settling time and the overshoot.
The synchronization matrix used in this research is the same as the matrix T2 referred
to in [16]. The results of the paper indicate a 0.116 µm overshoot and a 0.162 s ±0.2%
settling time. The synchronized LADRC was able to achieve a 0.0296 µm overshoot
and a 0.0854 s ±0.2% settling time as shown in Fig. 5.12. Furthermore, the system
response can be enhanced with the addition of low pass filters to filter out all high
frequency noise components, as shown in Fig. 5.13.
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Figure 5.12: (a) LADRC best synchronization and fast tracking and (b) the tracking
error.
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Figure 5.13: (a) LADRC best synchronization and fast tracking with low pass filter and
(b) the tracking error.
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Chapter 6
Conclusions and Future Work
The Fabry - Pe´rot spectrometer developed in the SDCNLab has been flown on
stratospheric balloons to measure the albedo of ground structures and of clouds. As
implied, there already exist solutions to synchronously control the three PEA system.
However, these solutions require accurate modeling of the complex three PEA system.
The contribution of this research is investigating the implementation of the LADRC
to control a prototype three PEA system. The control parameters are selected using
Taguchi’s method. The LADRC is first implemented on a single PEA system and
a feedforward compensator is designed to compensate for phase offsets induced by
the low pass characteristics from the reduced plant. Identifying improved tracking
performance from including the feedforward compensator led to adding feedforward
compensators in the three PEA control system as well. The feedforward compensators
are shown to improve the tracking performance of the PEAs in the three PEA system.
Synchronized LADRC displayed better results to the LQG controller designed for
the same three PEA system in [16]. From this research, it has been demonstrated that
a nonlinear system as complex as the three PEAs can be controlled by the LADRC.
However, a limitation of this research is that the input signals are limited to be of
small amplitude. The reason being that nonlinear characteristics are stronger over
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a wider range of amplitude [40]. This causes the controller to be saturated without
much variation in amplitude. It would be interesting to see a control solution where a
model independent controller implements the synchronization strategy to control the
PEA for any input voltage within the hardware limits for a wide band of frequencies.
In the future, it would be interesting to see how well the LADRC performs as the
actual controller for the three PEA system in a working Fabry-Pe´rot system rather
than the prototype.
The applications of PEAs are not limited to controlling Fabry-Pe´rot spectrom-
eters and furthermore LADRC is used to control systems other than the PEA as
well [41–46]. Possible research ventures for a synchronized LADRC would be synchro-
nized attitude control of multiple drones for example. Seeing the ease and success
that the LADRC was implemented, indicates that it should be used more widely in
the industry. This research has also demonstrated the success of the more obscure
parameter estimation technique, Taguchi’s method, which should also be used more
widely in the field of control systems engineering to determine the control parame-
ters due to its effectiveness. This research will hopefully increase the popularity of
LADRC and Taguchi’s method in the field of control systems engineering.
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Appendix A
LADRC Closed Loop Transfer
Function Derivation
Convert observer states to the frequency domain using Laplace transforms.
Z3 = −β3Z1 − Y
s
(A.1)
Z2 =
Z3 − β2(Z1 − Y ) + b0U
s
(A.2)
Z1 =
Z2 − β2(Z1 − Y )
s
(A.3)
Substitute Eq. (A.1) into Eq. (A.2) and substitute the result into Eq. (A.3).
Z1 =
Y β1s2 + Ub0s+ Y β2s+ Y β3
β1s2 + s3 + β2s+ β3
(A.4)
where U is the control signal, R is the input signal and Y is the output signal
U =
kp(R− Z1)− kdZ2 − Z3
b0
(A.5)
Substitute Eq. (A.1), Eq. (A.2) and Eq. (A.4) into Eq. (A.5) and solve for U while
expressing the right hand side in terms of R and Y.
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U =
(β1kps
2 + kps
3 + β2kps+ β3kp)R
b0s(β1kd + β1s+ kds+ s2 + β2 + kp)
−(β1kps
2 + β2kds
2 + β2kps+ β3kds+ β3s
2 + β3kp)Y
b0s(β1kd + β1s+ kds+ s2 + β2kp)
(A.6)
System is expressed as U = GcHR − GcY , where H is the feedforward component
and Gc is the controller. It is desired to express the equation as such, because it can be
rearranged simply to express Y =
HGcGp
1+GcGp
. This is desired as the sensitivity function and
open loop gain are easy to express in this format. The resulting Gc and H are:
H =
β1kps
2 + kps
3 + β2kps+ β3kp
β1kps2 + β2kds2 + β2kps+ β3kds+ β3s2 + β3kp
(A.7)
Gc =
β1kps
2 + β2kds
2 + β2kps+ β3kds+ β3s
2 + β3kp
b0s(β1kd + β1s+ kds+ s2 + β2kp)
(A.8)
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