Familial exudative vitreoretinopathy (FEVR) is a hereditary disorder that can damage the retina. This retinal damage can lead to vision loss and even blindness in the late stages. Thus, early diagnosis and prevention of the disease's progression are critical. The purpose of this study was to develop an automated diagnosis system for FEVR based on combining deep learning and domain knowledge. A transfer learning scheme was designed to train a deep convolutional neural network (DCNN) to provide segmentation of the retinal vessels. Based on this vessel segmentation and prior clinical knowledge, the vascular characteristics, including the retinal avascular area, vessel angle, fractal dimension, branching and density of blood vessels, were automatically evaluated. Finally, the diagnosis of FEVR was achieved by a feature fusion neural network. Our method was evaluated on 300 images with 168 healthy and 132 FEVR images. By combining deep features and handcrafted features (extracted vascular characteristics), the proposed method achieved an average F1-score of 0.95, with excellent accuracy (94.34%) and sensitivity (91.43%); the quadratic weighted κ was 0.88 for the diagnosis of FEVR. We demonstrated the effectiveness and robustness of the proposed method using five-fold cross-validation. The proposed automatic diagnosis system can assist doctors for better judgment and make sense of early diagnosis and prevention of the disease's progression.
I. INTRODUCTION
Familial exudative vitreoretinopathy (FEVR) is a progressive and hereditary vitreoretinopathy [1] first reported in 1969 by Criswick and Schepens [2] . The genetics of FEVR are highly heterogeneous, and the expression varies significantly within the same family [3] . Moreover, the presence and severity of symptoms in the left and right eyes can differ [4] . Retinal vessel abnormalities in the temporal periphery are the main pathological features of FEVR, and the detection of these changes requires imaging of the retina with a wider field of view (FOV) than the usual 45 • achieved by regular fundus cameras. In clinical practice, wide-angle fundus cameras, such as Optoview (Daytona) are used to achieve the FOV as The associate editor coordinating the review of this manuscript and approving it for publication was Chenping Hou . wide as 200 • , which dramatically expands the region under examination [5] . In combination with fluorescein angiography (FA), wide-angle fundus cameras have become standard tools for diagnosis and monitoring of FEVR. Exudation, neovascularization, retinal fold, ectopic macula, and retinal detachment may also occur with the development of FEVR [6] . A typical image of FEVR ( Fig. 2 (a) ) shows the avascular zone in the temporal side of the retina with exudation. In addition, blood vessels appear straightened due to the action of vitreoretinal traction. As the disease progresses, the vision of the FEVR patients becomes worse, and patients eventually become blind if the disease is left untreated. Laser photocoagulation [7] is currently the mainstream treatment to prevent the progression of FEVR. Early diagnosis and intervention are important to prevent the progression of the disease and preserve the vision of the patients.
In recent years, deep learning (DL) methods have garnered great attention and have been widely applied in many fields, including image recognition, natural language processing, etc. A deep convolutional neural network (DCNN) is the main component of DL methods. It applies a series of layers, including convolution layer, pooling layer, and fully connected layers, with thousands or even millions of trainable parameters that are continuously updated with a backpropagation algorithm to minimize loss between output and target during the training process. In medicine, deep learning has shown significant advantages in disease diagnosis and lesion segmentation due to its powerful capability for feature extraction. Chudzik et al. [8] segmented the microaneurysm, an early lesion of diabetic retinopathy, using a modified U-net and Zheng et al. [9] achieved state-of-the-art performance in segmentation of exudates using a conditional generative adversarial network. In terms of disease screening, DL systems have accurately detected age-related macular degeneration (AMD) [10] , glaucoma [11] , and Alzheimer's disease (from brain MRIs) [12] , among others.
One common challenge of applying DL in medical studies is the limitation of annotated data. To alleviate the problem, various training methods, including pseudo-labeling and transfer learning, as well as continuously improved network structures, such as ResNet-18 [13] , ResNeXt-50 [14] , DenseNet [15] , SENet [16] , and RU-net [17] , have been proposed. Recently, the performance of fusion networks has been shown to be outstanding in semantic segmentation and classification tasks, since useful information is more fully exploited. The flexibility of the deep learning framework allows information to be integrated in various ways. According to the stage of fusion, fusion algorithms can be classified into three approaches: 1) Early fusion integrates multiple sources of information as the input of the network. This simplest fusion approach often cannot fully exploit the complementary nature of the multiple sources of information and may cause information redundancy [18] . Typically, early fusion is most suitable when the input data are similar to each other. 2) Intermediate-level fusion fuses higher-level representations (feature maps) through a series of non-linear mappings. This allows representations to be flexibly fused at different depths, unlike other fusion approaches. However, this approach requires careful design and adequate experimentation with specific tasks to achieve outstanding performance. 3) Late fusion integrates decisions from multiple subnetwork classifiers; thus, this fusion method is also called decision-level fusion [19] . Late fusion methods have been widely used in many fields because these methods can choose the state-of-the-art subnetworks [20] , [21] . Of course, decision fusion also has limitations; using only the final vector from classifiers independently will cause loss of spatial information contained in the feature maps, which results in inadequate information use [22] . In summary, all fusion strategies have both advantages and limitations, so the choice of fusion network must be made in the context of the data and task at hand.
The changes in vascular characteristics are critical pathological features of FEVR [4] ; therefore, it is crucial to provide accurate segmentation of blood vessels. However, annotated wide-angle retinal images are minimal. To alleviate this problem, we applied the transfer learning scheme to make use of the annotated regular fundus images fully. Furthermore, we adapted the RU-net, which has an outstanding performance in vascular segmentation [17] to segment the vessels in the wide-angle retinal images. Based on the vessel segmentation and prior clinical knowledge, such as the avascular region, we developed a fusion network to classify an input image as either a healthy or FEVR image. This network combines deep features and the handcrafted features (extracted vascular characteristics) to exploit the information of the original image fully. Our system maximized the use of limited data resources and prior clinical knowledge, to achieve an accurate automated diagnosis, a critical goal for disease screening, and the prevention of disease progression. Fig. 1 offers a diagram of the proposed algorithm. After pre-processing, we combined the transfer learning scheme and RU-net to achieve accurate segmentation of the blood vessels. Based on the vessel segmentation and prior clinical knowledge, we defined the handcrafted features by evaluating the vascular characteristics. ResNet-18 was used to extract the deep features of the original images and the corresponding blood vessels. Finally, we achieved the diagnosis of FEVR by combining the deep features and handcrafted features.
II. METHOD
This study adhered to the tenets of the Declaration of Helsinki [23] and was approved by the institutional review board of the Eye Hospital of Wenzhou Medical University. All subjects provided written informed consent.
A. DATASETS
A total of 150 subjects were recruited at the Eye Hospital of Wenzhou Medical University. The dataset consisted of 300 images (150 patients, 300 eyes), with 168 healthy (84 patients, 168 eyes) and 132 FEVR images (66 patients, 132 eyes). Ultra-wide field retinal imaging facilitated the acquisition of 200 • panoramic images [5] of the retina, including green laser wavelength images, red laser wavelength images and pseudocolor (two-color) images [5] with a resolution of 3,900×3,072 pixels. The green (red-free) component depicts the retina and its vasculature, whereas the red component highlights deeper structures, such as dilated choroidal vessels. In this paper, we only used the green laser wavelength images, since they provided the best contrast between blood vessels and background; 20 wide-angle images from this dataset are available on GitHub 1 to promote research in this field.
In the present study, we divided all images into two datasets: one training and one independent test dataset. The training dataset was used to train the DCNN to find the optimal model, and the independent test dataset was used to further test the performance of the best model.
B. IMAGE PRE-PROCESSING
The pre-processing of wide-angle retinal images involved region cropping with a mask, removing the irregular edges of the camera with the DCNN, gamma correction [24] , histogram equalization [25] , and histogram matching [26] , as shown in Fig. 2 and the following mathematical expressions.
We provide an original image, the corresponding irregular edges of the camera, and the processed image in Fig. 2 . We cropped the original image with a mask to exclude extraneous and nonuniform parts of the camera (areax in Fig. 2a ). Gamma correction and histogram equalization were used to adjust the brightness and contrast of images. Histogram matching was adopted to reduce the difference between different images and we chose a clear image with high contrast and the distribution of gray value matches the Gaussian distribution as the reference image. The presence of irregular edges (areay in Fig. 2a ) around the image can affect the detection of the avascular area. We manually labeled the irregular edges of 50 images. Then a U-net [27] was used to segment the irregular edges. As shown in Fig. 2 (c), we successfully solved the interference of the edges of the device, and the visibility of the blood vessels is higher in the processed image.
Eq. (1) describes the process of region cropping with mask1, removing the irregular edges of the device with the mask (mask2) provided by DCNN and gamma correction, where I and f (I ) represent the original image and the processed image, respectively, and the parameters A and γ were set as 1.2 and 0.75. Eq. (2) describes the histogram equalization, where S k and r k represent the target pixel value and raw pixel value, respectively. We set L to 255; the parameters M and N represent the width and height of the image. P r (r j ) represent the ratio of the number of pixels in the current gray level to the total pixels and n j represent the number of pixels in the current gray level. The third equation describes the histogram matching adopted in our study; FIGURE 3. Transfer learning using regular retina images to improve the network performance on the wide-angle images. We first trained the RU-net with the green channel image of a regular fundus photograph and then refined the network with the patches of the wide-angle images.
The variables r and z represent the gray level of the input image and the output image, respectively; P r (w) and P z (t) are corresponding probability density functions. The T and G are the gray level conversion function and L = 255 in our study.
C. VASCULAR SEGMENTATION
Although there are publicly available datasets of regular fundus images (45 • FOV) with manually annotated ground truth, such as the DRIVE dataset [28] and the E-ophtha dataset [29] , there are few such resources for wide-angle retinal images. To alleviate the problem, we applied the transfer learning method [8] to train an RU-net [17] to provide segmentation of the retinal vessels. RU-net is a refined DCNN based on U-NET and has demonstrated outstanding performance in vascular segmentation. As shown in Fig. 3 , we first trained the RU-net with 380 regular fundus images from publicly available datasets. The network could initially detect almost ninety percent of blood vessels in the wide-angle images, albeit with a high false-positive rate and an inability to distinguish blood vessels and eyelashes. We fine-tuned the network with 50 wide-angle retinal images manually labeled by two ophthalmologists from Wenzhou Medical University. The original resolution of the wide-angle retinal images was 3,900×3,072 pixels. we cropped the original images into 576×576 patches with a stride of 100 pixels, and we selected the patches of blood vessels and background with an unbalanced sampling ratio of 3:1. The patch-based training method successfully solved the problem of computer memory overflow during training with the whole images. In this way, we achieved a precise vascular segmentation of the wideangle retinal images. Segmentation of the optic disc was achieved using similar procedures.
D. VASCULAR CHARACTERIZATION
Based on the pathological features of FEVR, we evaluated the vascular characteristics, including the retinal avascular area, vessel angle, fractal dimension, vascular branches, and density of blood vessels. In the process of the vascular characterization, we calculated various metrics for all vascular pixels without having to consider which blood vessel each pixel belongs to. So we did not need to apply vascular tracking.
To obtain a binary image of the blood vessels and optic discs, an adaptive threshold method was adopted to the output of the segmentation network described above. Then, we fitted a circle with the optic disc and calculated its center and diameter. Since the vascular abnormalities of FEVR appear on the temporal side of the retina, we cropped sixteen times the diameter of optic disc on the temporal side of images as the region of interest (ROI), which covered all the main blood vessels. The area inside the red circle in Fig. 8 shows the ROI we selected; we focused on the evaluation of vascular characteristics in ROIs in this study.
We detected the avascular area by searching the boundary of blood vessels as shown in Fig. 4b , which is the important characteristic of FEVR, especially in its early stages, and is the key to distinguish between FEVR and other similar diseases [30] .
Traction in the temporal side of the retina causes the straightening of the blood vessels. We used the change of vessel angle within ROI to reflect this traction. In the process of angle measurement, we connected the center of the macula and optic disc as the reference axis (red line with an arrow in Fig. 4a ). For each point, we fitted a line with five points around it and then calculated the angle between the line with the reference axis (blue sector in Fig. 4a ). As shown in Fig. 5 , the color of each point in the pseudocolor map represents the absolute value of the angle.
Fractal dimension was defined as a pattern of expanding symmetry [31] ; the more complex graphics correspond to a larger value. First, we obtained the skeletonized blood vessels within the ROI. Then, we determined the fractal dimension using the standard box-counting method [32] - [34] .
The number of vascular branches and crossing points demonstrates the geometric complexity of the blood vessels. Based on the skeletonized blood vessels, we detected all crossing points by counting the number of pixels in a connected domain and broke the skeletonized blood vessels into branches [35] .
To evaluate the density of blood vessels, we removed the avascular area around the binary blood vessel images and calculated the ratio of blood vessel points to the entire area of the map.
E. BASELINE OF THE FUSION NETWORK
For ease of understanding, we described the baselines of the fusion network in this section as shown in Fig. 6 . We used the original image or extracted blood vessels as a single input. Then, we adopted ResNet-18 [13] except for the last layer as the feature extractor to extract the deep feature of the input and got the original feature (the deep feature of the original image) and blood vessels feature (the deep feature of the blood vessels) for all but the last two layers. In the previous section, we evaluated vascular characteristics, which are important for disease diagnosis in a clinical setting. We presented these vascular characteristics (the retinal avascular area detected, the mean of vessel angle, the standard deviation (SD) of vessel angle, fractal dimensions, number of vascular branches, density of blood vessels) as a feature vector with a length of 6 and obtained the handcrafted feature. As a result, we have three different features as the basis for diagnosis in each case: the original feature, blood vessels feature and handcrafted feature. Finally, the fully connected layer and rectified linear unit (ReLU) were used to map the features to the final decision in a nonlinear manner.
F. FEVR CLASSIFICATION-FUSION NETWORKS
In this section, we describe the development of a fusion neural network by combining deep features and the handcrafted feature. The proposed method aimed to maximally utilize all available data and prior clinical knowledge to train an effective and robust deep learning model.
The details of the architecture of the fusion network for FEVR classification was shown in Fig. 7 . We used the trained RU-net to segment the blood vessels of the original image. Based on the vessel segmentation, we evaluated the vascular characteristics as described in Section II -D. These were the handcrafted features (green cuboid elements in Fig. 7) . A ResNet-18 [13] was adopted as the feature extractor to extract the deep features of the original image (red cuboid element) as shown in Fig. 6 and the corresponding segmented blood vessels (blue cuboid element). The handcrafted features and deep features were concatenated before applying the fully connected layer. In this way, we successfully integrated the vascular characteristics into the network. The proposed fusion network has fully exploited the information of the original image, blood vessels, and prior clinical knowledge to achieve accurate classification.
To demonstrate the importance of the three features (original feature, blood vessels feature and handcrafted features), we designed a series of ablation structures and classification methods to get the optimal model. Based on the proposed architecture (shown in Fig. 7) , we removed the network parameters corresponding to each feature; we used only: 1) the original and handcrafted features without the blood vessels feature; 2) the blood vessels and handcrafted features without the original feature; 3) the original and blood vessels features without the handcrafted features. For purposes of comparison, we also tried to classify only using the handcrafted feature by the fully connected layers and support vector machine (SVM).
To get the best model for the diagnosis of FEVR, we compared the proposed fusion network with the current competitive classification networks, including ResNeXt-50 [14] , DenseNet [15] , and SENet [16] .
All proposed networks were implemented in Python 3.5 using Pytorch as the backend. All experiments were performed on a cluster with 10 GeForce GTX 1080Ti GPUs. During the training process, we adopted data augmentation for all images, including rotating with a random angle, flipping randomly, affine transformation, adding Gaussian noise, and normalizing by subtracting the mean value of the image followed by dividing the corresponding standard deviation. We set the batch size of 8, and Adam was adopted as the optimizer with the learning rate of 0.005.
III. EXPERIMENTAL RESULTS

A. VASCULAR SEGMENTATION OF THE WIDE-ANGLE RETINAL IMAGES
Based on the transfer learning scheme [8] and RU-net [17] , we made full use of 380 fundus images from public datasets (DRIVE dataset, and E-ophtha dataset, etc.) and TABLE 2. Evaluation of the performance of various ablation architectures. The inputs of the networks were: 1) original feature, blood vessels feature and handcrafted feature. 2) original feature and handcrafted feature. 3) blood vessels feature and handcrafted feature. 4) original feature and blood vessels feature. 5) handcrafted feature via two fully connected layers. 6) handcrafted feature via SVM.
TABLE 3.
Comparison of the proposed method with state-of-the-art classification networks. We used the original images as the input of the networks (SENet, ResNeXt-50, DenseNet) and the quadratic weighted κ, accuracy, sensitivity, specificity, precision and F1 score were adopted to evaluate the performance of various models. 50 wide-angle retinal images manually annotated by the ophthalmologists to perform the segmentation of blood vessels.
We compared the performance of our method (RU-net+transfer learning) with that of an RU-net trained only with 50 wide-angle retinal images. The result demonstrated that transferring learning did substantially improve the performance of the network, and our method achieved accurate segmentation of blood vessels (accuracy of 0.98, the sensitivity of 0.71; Table 1 ), noticeably better than that achieved by the network trained with 50 wide-angle images. Fig. 8 displays the vascular segmentation result for the wide-angle retinal images. We successfully resolved the issue of interference from the edges of the device and of uneven illumination by pre-processing. We could distinguish the blood vessels and eyelashes very well, with few false positives in the segmented blood vessels. Not only the main blood vessels but also thin vessels at the periphery were well-segmented ( Fig. 8 (c,d) ).
B. ABLATION EXPERIMENTS TO COMPARE DIFFERENT FUSION NETWORKS
In this section, we compare our network ( Fig. 7) with other fusion structures and classification methods through a series of ablation experiments (as described in Section II -F) to obtain the optimal model. We compared the proposed architecture with the performance of networks without any features to verify whether each feature (original, blood vessels, and handcrafted features) improves the performance of the network. The following measures were used to assess the performance of each architecture: quadratic weighted κ, accuracy, sensitivity, specificity, precision, and F1 score. The mean and standard deviation (SD) of obtained metrics are provided in Table 2 .
The results demonstrate that the proposed fusion network not only achieved excellent performance, with the quadratic weighted κ of 0.88 but also outperformed other ablation structures, with a significant difference ( Fig. 9) . In other words, every feature in our fusion structure contributes to the diagnosis of FEVR.
C. COMPARISON OF THE PROPOSED METHOD WITH THE STATE-OF-THE-ART NETWORKS
The performance of our proposed method and current state-of-the-art classification networks is described in Table 3 . We can see that the proposed method outperformed other models in the diagnosis of FEVR; the difference is significant, as shown in Fig. 10 .
D. OPTIMAL MODEL-OUR FUSION NETWORK
We performed five-fold cross-validation to evaluate the robustness of our algorithm. All the images were divided into 5 groups. We used four groups as training data whereas one group was used as validation data. The right and the left eyes of the same patients were assigned to the same group to ensure complete independence of the training and testing data. The receiver operating characteristics (ROC) curve was used to assess the performance of our algorithm, and the area under the receiver operator curve (AUC) to characterize the level of classification ( Fig. 11(a) ). Our algorithm showed excellent performance, with an average AUC of 0.97. Furthermore, we selected an additional 50 images (22 FEVR and 28 healthy) as a separate test dataset. As shown in Fig. 11(b) , we achieved excellent performance, with the quadratic weighted κ of 0.87 and the accuracy of 0.94. All FEVR patients were correctly diagnosed, and only three normal people were classified as FEVR as a result of small pupils and noise at the edge of the images.
IV. DISCUSSION
In this paper, we proposed a system for the automatic diagnosis of FEVR that combines deep learning and prior clinical knowledge. By evaluating vascular characteristics (the retinal avascular area, vessel angle, fractal dimension, branch and vessel density) and presenting these vascular characteristics as a feature vector, we successfully integrated prior clinical knowledge into our fusion network, greatly improving its performance. The fusion approach adopted made up for the difference between different information resources and achieved an accurate diagnosis. The automatic diagnosis system can assist doctors in more accurate diagnosis and support early screening for FEVR and prevention of the disease's progression.
Since FEVR was first reported in 1969 by Criswick and Schepens [2] , many medical experts have studied this disease due to its potential to cause serious vision loss or even blindness. Most of this research has focused on pathogenic mechanisms, including genetic defects [36] and genotype-phenotypic correlations [37] , [38] , and on treatment methods [39] , [40] . Wide-field fluorescein angiography has become the gold standard for doctors in the diagnosis and monitoring of FEVR patients [41] . Unlike these prior studies, the aim of our study was to develop an end-to-end system dedicated to automatic diagnosis to support the early prevention of disease progression. A major benefit of our method is that it is completely non-invasive, without the need for fluorescein angiography.
Early-stage FEVR is characterized by avascularity and anomalous vasculature in the temporal quadrants of the peripheral retina [3] . In clinical practice, the detection of early-stage FEVR requires rich clinical experience and knowledge. Based on the vascular segmentation ( Fig. 8) , we detected the retinal avascular area by searching for the boundary of blood vessels. We also evaluated typical pathological features, including the vessel angle, fractal dimensions, branching, and density of blood vessels; all of these vascular characteristics are meaningful in the diagnosis of the disease. By combining deep features with the handcrafted feature (vascular characteristics), our method achieved a precise diagnosis for FEVR, including patients in the early stages of the disease. For many patients with early-stage FEVR, we can detect an obvious avascular area on the temporal side of the retina, as shown in Fig. 2 (a) . However, in some patients with more advanced FEVR with blood vessels pulled to the temporal side of the retina, we detected no avascular area, as shown in Fig. 8 (b) . Thus, it is inaccurate to diagnose only based on the avascular area; we must assess all pathological characteristics and available information to do so accurately.
Vascular segmentation is a crucial step that can greatly affect the accuracy of the image analysis and classification. Compared with regular fundus images (45 • FOV), the vascular distribution of the wide-angle images is much wider, with a smaller width; meanwhile, the problem of uneven illumination and noise is more serious. As a result, the vascular segmentation of wide-angle images is more challenging in the case of the few wide-angle images with manually annotated ground truth. Based on the transfer learning scheme, we made full use of the publicly available datasets of regular fundus images.
As discussed in [42] , the main technical problem of transfer learning is how to reduce the shifts in data distributions across domains. In our case, wide-angle retinal imaging facilitated the acquisition of 200-degree panoramic images [5] of the retina. A regular fundus camera mostly has a 45-degree of a field of view (FOV), which is about the middle area of the wide-angle image. Therefore, the shifts in data distribution of the regular and wide-angle retinal images are minimum. Furthermore, during training, we cropped the wide-angle images into patches of the same size as regular fundus images, applied histogram equalization [25] , and histogram matching [26] to reduce the differences between the wide-angle images and the regular images. As a result, pre-trained network on the regular fundus images significantly improves the network performance on wide-angle retinal images.
In our study, we developed a fusion architecture to maximally utilize all the available resources, including image information and prior clinical knowledge. We adopted ResNet-18 [13] as a basic network unit to extract the deep features of the original images and blood vessels; this basic network achieved good classification performance with few parameters. The retinal vessel abnormalities in the temporal periphery are typical pathological features of FEVR. The peripheral retinal avascularity and varying degrees of macular ectopia and tractional retinal detachment lead to changes in blood vessel patterns. We used the handcrafted feature obtained from the evaluation of blood vessels to reflect abnormalities of the retinal vessels. In a sense, the handcrafted feature belongs to the high-level feature, and it is hard to learn directly from images using the DCNN, especially with a small sample size. Through the evaluation of vascular characteristics and presenting the vascular characteristics in a vector, we successfully integrated the vascular characteristics into our network. As a result of the obvious difference between the original image, blood vessels, and handcrafted feature, we adopted feature-level fusion by concatenating all feature vectors rather than the data-level fusion [19] which is performed by integrating multiple sources of information as the input of the network. Finally, the fully connected layers and rectified linear units (ReLU) were used to integrate the joint representation (fused feature) through the non-linear mapping. In this way, we made full use of the data resources available to us, while at the same time successfully integrating prior clinical knowledge into our network, which significantly improved the performance of classification. We applied information fusion by merging the deep features with handcrafted features. Image fusion was not applied in our case since it may fuse the tiny vessel pixels with background pixels. We carried out a series of ablation experiments and demonstrated that the proposed fusion approach achieved the best performance ( Fig. 9 ). In addition, the proposed method achieved excellent performance on the separate test dataset, with a quadratic weighted κ of 0.87.
We analyze the proposed system in terms of time and memory usage. During the training process, it takes 240 minutes to train the RU-net and 153 to train our fusion classification model on a GeForce GTX 1080Ti GPU, with 1.86M and 2.64M trainable parameters, respectively. It takes only about one second to test a real-time image with our end-to-end automated diagnostic system. In the process of testing a real-time clinical image, we continuously perform four steps: pre-processing, vessel segmentation, vascular characterization, and classification; the pre-processing takes about 150 milliseconds, the segmentation of blood vessels about 300 milliseconds, vascular characterization about 100 milliseconds, and the classification task about 420 milliseconds.
In conclusion, we proposed an end-to-end automatic diagnosis system for FEVR based on deep learning and prior clinical knowledge. Our automatic diagnosis system provides important advice to doctors for better diagnosis and is quite meaningful for early screening and prevention of disease progression. Moreover, the proposed method is completely non-invasive and does not require fluorescein angiography.
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