The main challenge in solar photovoltaic (PV) generation system is the difficulty in managing power output caused by the rapid fluctuation of solar irradiance. Predicting solar PV power is a potential solution for solar PV operators, which helps improve the overall performance of solar plants. In this paper, different time intervals of data are used as the input in the learning algorithms to determine the optimized time interval. The algorithms used for prediction were Gated Recurrent Unit (GRU) networks, Feed-forward Artificial Neural Network (ANN), Support Vector Regression (SVR), K Nearest Neighbors (KNN), and a hybrid model with the combination of a cascade model and GRU. Each algorithm was compared with each other at different time interval and forecast horizons with root mean squared error (RMSE). The results showed that single step perdition has higher accuracy than multiple steps prediction. In addition, the data time interval has a slight impact on the result but the amount of data has significantly more impact on the outcome. When forecasting for one hour, the hybrid model had the best prediction accuracy with 9.42%. 
INTRODUCTION
Solar photovoltaic (PV) has stood out among the renewable energies in term of popularity in recent years due to the improved solar panel technologies and lower material costs. In 2016, the solar PV capacity installed was more than the cumulative world capacity five years earlier, which equivalent to more than 31,000 solar panels installed every hour [1] . Regardless of the drastically growth, solar PV is facing its major challenge, the instability in solar PV energy output. Unlike the other conventional energy sources, where the output can be easily estimated from the available resources, solar PV power depends highly on weather conditions and solar irradiance, which is difficult to manage.
The ability to accurately forecast solar PV power generated is essential for assisting the operators to estimate revenue, sustain profit and ensure customer quality of service. Solar PV forecast can be classified into three categories based on forecast horizons: intra-hour, intra-day and days ahead forecasting based on the available data [2] . In this study, we focus on using multiple data time intervals and forecast horizons with learning algorithms to determine the optimal time interval for forecasting solar PV.
RELATED WORKS
For solar PV problems, the popular machine learning algorithms are Artificial Neural Network (ANN), Support Vector Machine (SVM), regression tree, boosting and bagging. According to [3] , ANN and SVM are the algorithms that have stood out the most among various studies. Both algorithms produce promising results and tend to outperform other algorithms in term of prediction accuracy. In [4] , the two algorithms were compared, and the result showed that SVM slightly outperformed Feed-forward ANN by less than one percent. However, SVM only performed well when having a low number of data. Its performance significantly dropped at a high number of features [5] . This is likely due to overfitting because SVM is prone to over-fitted with noisy data and large dataset. Additionally, Recurrent Neural Networks (RNN) is a type of ANN that excels with handling time series data. In [6] , Gated Recurrent Unit (GRU) provides a higher accuracy than backpropagation (BP), SVM and Autoregressive integrated moving average (ARIMA)because GRU can simultaneously consider the influence of features and historical PV output on the next time step.
METHODOLOGY Artificial Neural Networks (ANN)
ANN is a collection of connected nodes that work together to process complex data inputs and enables machines to learn and recognize information [7] . The learning process of ANN is that the network is optimized by continue adjusting its weight to minimize the error function alone the negative gradient direction.
Gated Recurrent Unit (GRU) is a type of recurrent neural networks (RNN) that it considers not only the current input but also what they have perceived previously.
Unlike the feed-forward ANN, RNNs have the internal memory to process the sequential input, which makes RNN specializes in capturing and learning time series data due to the ability to store the previous time information [8] .In GRU's cell structure, gating units are used to control the flow of information inside the unit without having separate memory cells [9] .
Support Vector Machine (SVM)
SVM is a nonparametric technique for data classification and regression, developed within the framework of statistical learning theory [10] . In regression, epsilon (ε) is set in approximation for the linear fit. The goal is to find a function that has at the most ε deviation from the actually obtained y i for all the training data and at the same time as flat as possible [11] .
K-Nearest Neighbors (KNN)
KNN regression is a nonparametric method based on the labels of the K-nearest patterns in data space. The algorithm uses feature similarity to predict values of any new data point, such that the value is the average value of its k nearest neighbors. A distance weighted variant is introduced to smooth the prediction so that the nearer neighbors contribute more than the distant ones [12] .
Cascade Model
The cascade model views an ANN as a block in the forecast engine. The multiblock is taken into account of forecast precision improvement. The main structure of the proposed model is presented in Figure 1 . The first block is considered for initial signal provided from feature selection. The next networks inputs are the predicted output from the previous network plus the inputs from feature selection. Then, the recent network output will be used as an input signal for the next network.
DISCUSSION
The Solar PV dataset was acquired from a solar farm in Nanao, Ishikawa, Japan. The data were collected daily over 12 months from December 1, 2016, to November 30, 2017, every 5 min interval. Originally, the raw data consisted of 105120 entries, then it was averaged into several time intervals as indicated in table I. The models implemented were SVM, KNN, feed-forward ANN, GRU and Cascade + GRU. All dataset was split into a training set and testing set with 80% training data and 20% testing data. Root Mean Squared Error (RMSE) was used as the evaluation metric.
The prediction results can be found in table I. At smaller time intervals, most of the algorithms perform better except SVM. Typically, neural models perform better with a large dataset, while SVM has a difficulty dealing with large dataset. The best prediction is cascade + GRU using five-minutes data to forecast for the next five minutes with the RMSE of 7.04%. For SVM, the prediction accuracy is worse when the data increases, and it over-fit when using five minutes' data which resulted in a very high error.
Comparing between single-step forecast and multiple steps forecast, single-step forecast has lower NRMSE across all of the time intervals. However, the multiple steps approach is useful when forecasting for longer than the original time interval. As indicated in table I, we can use all of the time intervals to predict for one-hour ahead value but the single-step yielded a better result.
CONCLUSIONS
When making a single step prediction, the data time interval has a weak impact on the models' performance but rather the amount of data that is more important because some algorithms perform better with a large dataset and some do not. For a large dataset, ANN should be considered, and, for a small dataset, SVM could be considered. In multiple steps forecast, the closer to the original data time interval, the higher the prediction accuracy. To forecast for one-hour ahead, it is best to use a single step prediction than multiple steps prediction. The best NRMSE for one-hour is 9.42% with cascade + GRU model. 
