Although it is commonly accepted that most macroeconomic variables are non-stationary, it is often difficult to identify the source of the non-stationarity. Integrated processes and short-memory models with trending components, possibly affected by structural breaks, imply similar features in the data and, accordingly, are hard to distinguish. The goal of this article is to extend the classical testing framework of I(1) versus I(0) + trends and/or breaks by considering a more general class of models under the null hypothesis: fractionally integrated (FI) processes. The asymptotic properties of the proposed tests are derived and it is shown that they are very well-behaved in finite samples. An illustration using US inflation data is also provided.
I. Introduction
A standard practice in most macroeconomic applications is to test whether the trend component of a variable is best represented as stochastic or deterministic. Typically, the stochastic trend is characterized as a unit root process with a drift while the deterministic one is represented as the sum of a stochastic short-memory component and some deterministic trends. Perron (1989) contributed to this literature by showing that standard unit root tests could lead to erroneous conclusions if the true data generating process (DGP) was a shortmemory -I (0)-process containing breaks in the deterministic components. This seminal contribution was the starting point of a myriad of articles on the problem of distinguishing between I (1) and I (0) + breaks processes.
Nevertheless, unit root processes are a very particular class within the group of integrated processes. There is substantial empirical evidence showing that the behaviour of many macroeconomic variables can be better captured by fractional as opposed to integer integration orders, see for instance Haubrich (1993) , Michelacci and Zaffaroni (2000) and Mayoral (2006) among others. 1 There are also theoretical underpinnings that justify the Å I would like to thank Anindya Banerjee, two anonymous referees and participants in seminars at LSE, CORE and UB for valuable comments and suggestions. Financial support from the Spanish Government CICYT project n o SEJ2006-00369, the BGSE Research Network and the Generalitat de Catalunya is gratefully acknowledged. The usual disclaimer applies. JEL Classification numbers: C22, C12. 1 See also Henry and Zaffaroni (2002) for a survey of empirical applications in the areas of macroeconomics and finance.
existence of fractional roots in macroeconomic data. They are based on the results of Robinson (1978) and Granger (1980) that show how the aggregation of dynamic heterogeneous processes can give rise to fractional integration. Since the existence of this type of behaviour at the disaggregate level is widely documented, fractionally integrated (FI) processes at the aggregate level are likely to arise in practice. FI models encompass the traditional I(0)-I(1) setup but also offer other interesting possibilities to model the persistence of shocks.
Not surprisingly, it is also difficult to provide an unambiguous answer as to whether a process is best represented as fractionally integrated or as I(0) plus some deterministic components, possibly perturbed by sudden changes, since a similar identification problem as in the I(1) versus I(0) + breaks case is found here. The issue of detecting patterns similar to those of an FI process when the DGP is short-memory containing deterministic terms and breaks has been widely analyzed (see Bhattacharya, Gupta and Waymire, 1983; Teverovsky and Taqqu, 1997; Lobato and Savin, 1998; Diebold and Inoue, 2001; Giraitis, Kokoszka and Lerpus, 2001; Granger and Hyung, 2004; Davidson and Sibbertsen, 2005; Perron and Qu, 2006, etc.) . 2 It is generally concluded that the use of standard techniques devised for FI processes could lead to the detection of spurious FI behaviour when applied to short-memory processes containing trends and/or breaks. The opposite effect is also well documented, that is, conventional procedures for detecting and dating structural changes tend to find spurious breaks, usually at the middle of the sample when, in fact there is only fractional integration in the data (see Nunes; Kuan and Newbold, 1995; Hsu, 2001; Krämer and Sibbertsen, 2002) .
There is increasing interest in developing techniques to distinguish between fractional integration and I(0) models containing trends and breaks. 3 Most of the papers in this area consider the problem of testing for (stationary) long-memory versus a weakly dependent series with smooth trended components or breaks in the mean (see Künsch, 1986; Heyde and Dai, 1996; Iacone, 2005; Berkes et al., 2006; Giraitis, Leipus and Philippe, 2006; Ohanissian, Russel and Tsay, 2008) . Although this problem is of genuine interest, many macroeconomic variables seem to display non-stationary orders of integration, non-smooth trends or breaks in the trending components and, therefore, the abovementioned techniques would not be useful. Surprisingly, the problem of testing for nonstationary fractional integration versus short-memory + trends (possibly containing breaks) has been less studied. Shimotsu (2006a) presents two techniques to distinguish between FI(d) models, with d ∈ (−1/ 2, 2), and other data generating processes (DGP) that can generate spurious persistence. However, these techniques cannot be applied to trending data since the FI models considered in that paper cannot accommodate trends.
The goal of this article is to develop a simple testing device that is able to determine whether the non-stationarity observed in the data is due to strongly persistent shocks, modelled as a non-stationary fractionally integrated variable, or to the existence of deterministic trends, possibly containing breaks, in an otherwise stationary process. Thus, structural breaks will only be allowed under the alternative hypothesis. This approach is similar 2 Davidson and Sibbertsen also point out that cross-sectional aggregation of a fairly general class of nonlinear processes produces a model that not only has the same correlation patterns as FI processes but is also observationally equivalent to FI, in the sense that the aggregated model is linear and converges to fractional Brownian Motion.
3 See Banerjee and Urga (2005) and the references therein.
to that in Zivot and Andrews (1992) , Banerjee, Lumsdaine and Stock, (1992) and Perron (1997) in the classical I (1) versus I (0) + structural breaks framework. The test is based on the likelihood ratio principle and the statistic is given by the ratio of two sums of squared residuals, computed under the alternative and the null hypotheses. The structure of the article is as follows. Section II presents the model and the hypotheses of interest. Section III analyzes the problem of testing for FI vs. I (0) + trended regressors. This framework is extended in section IV by allowing for the presence of breaks (occurring at an unknown time) in the deterministic components. Section V presents the results of some Monte Carlo simulations that evaluate the finite-sample performance of the test introduced in section IV. An application using US inflation data is reported in section VI. Section VII draws some final conclusions. All proofs are gathered in appendix A while critical values for the proposed tests are presented in appendix B.
In what follows, non-stationary FI(d) processes are defined as the cumulation of stationary FI (d − 1) variables. The following conventional notation is adopted throughout the article: L is the lag operator, =(1 − L), (.) is the gamma function, B d (.) denotes (standard) fractional Brownian motion (fBM) corresponding to the limit distribution of the standardized partial sums of stationary FI(d) processes, 4 w → denotes weak convergence, p → means convergence in probability and '≡'denotes equivalence in distribution. All integrals are taken with respect to the Lebesgue measure.
II. The model and the hypotheses
This section presents the basic framework that will be considered in the article along with the null and the alternative hypotheses of interest.
To capture the features observed in most macroeconomic variables, that is, the existence of trends and/or very persistent innovations, we consider two families of competing models: non-stationary fractionally integrated processes and processes that are the sum of a deterministic component, with parameters that may change over the sample, and a short-memory term. These two classes of models can be nested in the following equation. We assume that the data y 1 , . . ., y T is generated as
and
where Z t is a vector of deterministic components given by Z t =(1) or Z t =(1 t), corresponding to the cases where a constant or a constant and a linear trend are included in the model. The parameter T B represents the time when the break occurs and Under the null hypothesis, y t is considered to be a non-stationary FI(d) process with no breaks, so it is assumed that d = d 0 ∈ (0.5, 1.5) and = 0.
The definition of non-stationary FI processes is similar to that employed, for instance, in Velasco and Robinson (2000) , that is,
where a t is a stationary FI(d 0 − 1) process and the
In some economic problems, the order of integration under the null hypothesis, d 0 , is known, for instance, in the popular unit root case where d 0 is set equal to 1. Nevertheless, in most cases this value is unknown. Accordingly, the null hypothesis will be simple or composite, that is,
corresponding to the cases where d 0 is known or unknown, respectively. Under the alternative hypothesis, the process y t is assumed to be the sum of some deterministic components, whose parameter values may change over the sample, and a short-memory term. Therefore, d = 0 is imposed. The case where no breaks in the coefficients of the deterministic components ( = 0) are allowed is analysed in section III. Section IV deals with the case where is (partially or totally) unconstrained, thus allowing for the possibility of a break occurring at an unknown time T B . More specifically, the alternative hypothesis is formulated as
or H 1 : d = 0, unconstrained (totally or partially).
When changes in the parameter values are allowed, attention is exclusively focused on the case where, at most, a single break exists. An extension to a multiple-change environment can be implemented along the lines of Bai (1999) and Bai and Perron (1998) .
The following condition will be adopted throughout the article. 
III. Preliminaries: testing fractional integration versus I(0) + trends
This section explores the problem of testing whether the trend component of a process is stochastic or deterministic. Typically, the former is represented by a unit root process with a drift. This section considers a broader category of models, non-stationary fractionally integrated processes, which nest the unit root class as a particular case. In addition, it establishes the basic testing framework that will be used throughout the article.
Consider the setup introduced in section II and the following set of conditions. These assumptions are only intended to simplify the exposition and motivate the testing strategy and will be weakened soon.
Condition 2. is known and equal to zero. Condition 3. d 0 , the degree of integration under H 0 , is known.
Condition 2 implies that the coefficients of the deterministic components are stable throughout the sample. Condition 3 indicates that the null hypothesis H 0 is that defined in equation (4). Condition 4 strengthens condition 1 by assuming that u t is i.i.d. Condition 5 will allow us to give a likelihood-ratio test interpretation to the test proposed in this section. While condition 2 will be maintained throughout this section, conditions 3-5 will be relaxed shortly.
Under conditions 1-5, the problem of testing H 0 against H 1 is straightforward since it is simply a test of a simple hypothesis. Notice that, as is assumed to be equal to zero, the null and alternative hypotheses only differ in the value of one parameter: the degree of integration of the stochastic component x t . Thus, a natural way of testing H 0 against H 1 would be by means of a likelihood ratio test, which, by the Neyman-Pearson lemma, would be the most powerful invariant test. Minus two times the log likelihood is (except for an additive constant) given by
where d 0 and d 1 (= 0) are the orders of integration under H 0 and H 1 , respectively,
From the developments in Lehmann (1959) , the most powerful invariant test of
The test statistic is the difference of the sum of squared residuals from two constrained Ordinary least squares (OLS) regressions, one imposing d = d 0 and the other d = 0. Rearranging terms, it follows that the critical region of the most powerful invariant (MPI) test can be written as
for some k T , whereˆ and˜ denote the OLS estimators of under H 0 and H 1 , respectively.
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The assumptions imposed above are too unrealistic to be useful in applications. It is not difficult, however, to modify the test in equation (8) so that it can still be employed for the same purposes when conditions 2-5 are relaxed. Although optimality is lost under more general assumptions, section V will show that the test still performs well in finite samples.
If condition 4 is dropped, implying that is unknown and, in general, different from the identity matrix, the ratio R(d 0 ) will have a limiting distribution depending on the error variances and covariances. However, it is easy to construct a modified statistic that does produce a valid large-sample test.
The simplest way to proceed will be to use a semi-parametric correction that deals with the correlation structure of in such a way that the corrected statistic has the same asymptotic distribution as that described in theorem 1. A feasible statistic can be obtained as
whereˆ andˆ 0 are consistent estimators of the quantities = (1) and 0
needed to construct equation (9) can be estimated by non-parametric kernel techniques, analogous to those used in the estimation of the spectral density. Details on the estimation of this quantity will be provided in section V.
In many applications, the order of integration d 0 is unknown and, therefore, the test R f (d 0 ) cannot be computed either. In these cases, attention will be focused on the composite null hypothesis H 0 , that is,
and is obtained by replacing d 0 byd T in equation (9), whered T is a T -consistent estimator of d 0 , with > 0. Finally, in applications, the filter d cannot be directly applied because an infinite number of data points would be needed. Instead, to compute the relevant statistics, we apply a truncated filter,
To simplify the notation, in the following we will denote the truncated filter by Theorem 1. Suppose {y t } is generated by models (1) and (2) 
Several methods for obtaining estimates of d suit the framework considered in this article well. For instance, the semi-parametric exact local Whittle estimator proposed in Shimotsu and Phillips (2005) and Shimotsu (2006b) provides T -consistent estimates of d for non-stationary FI(d) models containing a linear trend.
For large enough T , any consistent estimator of d 0 will always be larger than 0.5 under H 0 . However, in finite samples, estimates smaller than this quantity can be obtained. Thus, in applications we propose using the following simple rule for choosingd Finally, the following theorem states that the test proposed in this section is consistent.
Theorem 2. Suppose {y t } is generated by models (1) and (2), with d = = 0. Then, the test based on the statistic R
, for somed T > 0.5) rejects the hypothesis of H 0 (H 0 ) with a probability approaching 1.
It is easy to check that the test is also consistent if the true process is FI(d * ), with d * < 0.5. In this case, both (y − Z˜ ) (y − Z˜ ) and (
, since they contain the sum of squared residuals from two stationary processes, so the ratio is O p (1) (and strictly greater than zero). Then, the statistic is the product of T 1−2d 0 , where d 0 is the value of d under the null hypothesis, and a term that is O p (1). It follows that the product tends to zero at a rate T 1−2d 0 , implying that the probability of rejecting H 0 tends to 1. A similar behaviour has also been observed in other unit root tests that tend to reject their corresponding null hypotheses (d = 1 or d = 0) when the true DGP is fractionally integrated of order d ∈ (0, 1) as shown by Diebold and Rudebusch (1991) , and Lee and Schmidt (1996) , respectively.
Thus, it is convenient to stress that the rejection of the null hypothesis does not imply the acceptance of the alternative since other DGPs than the one postulated under H 1 can also cause rejection of H 0 , as described above. If the null hypotheses H 0 is ruled out, one can conclude that the DGP is not a non-stationary FI process. Other techniques developed for distinguishing between stationary FI models and some types of trends and breaks can be applied at this point to discard the possibility that the data is a stationary FI process, see Berkes et al. (2006) , Giraitis et al. (2006) , etc. Perron (1989) was the first to point out that tests of stochastic versus deterministic trends tend to favour the former hypothesis in cases where the trend is, in fact, deterministic but contains sudden changes in its parameter values. This section extends the procedure proposed in section III so it can accommodate structural breaks under the alternative hypothesis.
IV. Testing fractional integration versus I(0)+ breaking trends
Let y t be defined as in equations (1) and (2), and assume that condition 1 holds. A likelihood ratio test, in the spirit of Cox (1962) , can still be implemented in this case, provided the candidate for break date, T B , is known. In this case, the vector V t ( ) is completely determined since = T B / T is also known. Thus, following similar steps to those in section III, a feasible statistic for testing for H 0 versus H 1 could be constructed as
where j , respectively. However, for the general case where the candidate for break date is unknown, the procedure needs to be modified slightly. Under H 0 , is a nuisance parameter that is not identified. The usual procedure in these cases consists of, first, computing the feasible test equation (11) for a grid of values of ∈ and, then, computing a certain functional of these pointwise statistics (see for instance Andrews and Ploberger, 1994) .
We follow this approach here by considering the infimum of a sequence of statistics computed for different values of ∈ ⊂ (0, 1). Since considering the whole interval (0,1) would lead to tests with very low power, optimization is carried out in ∈ , where 
whereˆ and (˜ ,˜ ) are the OLS estimates of the parameters and under H 0 and H 1 , respectively. The null hypothesis will be rejected for small values of equation (12).
The asymptotic behaviour of R f b (d 0 ) depends on the regressors included in Z t but, in addition, on the terms that are allowed to break. Four different possibilities, corresponding to the cases considered by Perron (1989) and Zivot and Andrews (1992) , have been analysed. Three of these models contain both a constant and a linear trend but differ in the coefficients that are allowed to vary over the sample: Model 1 allows for a break in the level of the series, Model 2 allows for a change in the rate of growth and, finally, Model 3 admits both changes. In addition, we also consider Model 0, where Z t only contains a constant that is allowed to break once in the sample. Theorem 3. Suppose {y t } is generated as in equations (1) and (2) 
has the same distribution as R
Theorem 4. Suppose {y t } is generated by models (1) and (2) 
It follows that H 0 will be rejected against H 1 when the value of R
is smaller than the corresponding critical value.
Finally, the following theorem states the consistency of the proposed test.
Theorem 5. Let y t be defined as in equations (1) and (2) 
V. Finite sample results
This section presents the results of some Monte Carlo experiments designed to illustrate the identification problem addressed in this article and to explore the finite-sample performance of the proposed techniques. Two sample sizes (T = 100 and T = 400) have been considered in all the experiments in this section. The number of replications in each experiment was set at 5,000.
To illustrate that a short-memory process with breaks can be easily confused with an FI(d) process, we have carried out a simple experiment. We have generated variables of the form y t = 10 + 0.5t + b t ( ) + t , where t = 1, . . ., T , t ∼ i.i.d. N (0, 1), and
) is the term containing the breaks. Different values of 0 and 1 have been considered, namely, 0 ∈ {0, 1, 2, 4} and 1 = {0, 0.1, 0.2, 0.3}, and breaks occur at the middle of the sample. The semiparametric exact local Whittle estimator with detrending (Shimotsu, 2006b ) has been applied to these processes to obtain estimates of d. Table  1 reports the mean and the standard deviation of the estimates of d over the 5,000 replications, for different combinations of 0 and 1 . When 0 = 1 = 0, accurate estimates of d = 0 are obtained. However, when breaks in the deterministic components are introduced, positive and large values of d are found. The simulations show that estimates are particularly sensitive to breaks in the trend component and that even a small change in the slope brings about a considerable increase in the estimated values of d. Moreover, the size of the break matters a lot: the larger the size, the higher the estimate of d. Next, we explore the finite-sample properties of the technique proposed in section IV. To study the size of the test, ARFIMA (1, d, 0) processes, for different values of d and (the autoregressive parameter), have been generated, more specifically, d ∈ {0.7, 0.9, 1.1} and ∈ {0, 0.3, 0.8}. Data has been generated as follows. Firstly, the vector of innovations has been obtained as t ∼ i.i.d. N (0, 1), for t = 1, . . ., T + m and m = 1, 000. AR(1) processes have been computed as u t = u t−1 + t , t = 2, . . .T + m, for the values of specified above. Next, fractionally integrated processes of order (d − 1) have been simulated as
where the coefficients i (.) are defined in equation (3). Finally, the first m − 1 observations are dropped and non-stationary FI (d) processes are generated by cumulating x * t , that is
The resulting data has been employed to compute the statistics R
, 2, 3}, defined in equation (13). Since a value of d > 0.5 is needed to perform the test, the valued T has been chosen according to the following rule:d T = max{0.5001,d}, whered is the FELW estimator with detrending. The variance of u t , 0 , has been estimated under H 0 by the sample variance,ˆ 0 = T −1
, where i denotes the ith-autocovariance of u t , is usually estimated asˆ 2 =ˆ 0 + 2
is a kernel and q is its bandwidth parameter. Several estimators of this quantity, that differ in the choice of (.) and q, have been proposed. 9 A common conclusion from many Monte Carlo 9 Although estimation of 2 is routinely carried out in the computation of unit root tests, Pötscher (2002) has shown that it belongs to the so-called 'ill-posed' estimation problems. Uniformly consistent estimators of 2 can only be achieved if very strong a priori assumptions on the set of feasible DGPs are considered. Otherwise, confidence sets may be too large to convey useful information on this quantity. experiments is that the choice of kernel is usually not very important for small sample results (Andrews, 1991; Cheung and Lai, 1997) . However, correct choice of q has been shown to be critical. In order to investigate the sensitivity of the test to the modelling of short-run dependence, we have employed three different automatic bandwidth selection procedures, more specifically, those introduced in Andrews (1991) , q A , Andrews and Monahan (1992) , q AM , and Newey and West (1994) , q NW .
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The Bartlett kernel has been used in all cases so that estimates ofˆ 2 k have obtained aŝ size that is close to nominal whereas usingˆ 2 A orˆ 2 NW still yields tests that are, in general, undersized. Size distortions are generally highest forˆ 2 NW . In order to study the power of the test, processes of the form
have been generated, where b t ( ) is defined as above, ( 0 , Table 3. For T = 100, power is, in general, high for small values of (= 0 or = 0.3) and it deteriorates when higher autocorrelation is introduced to u t . The highest power is achieved Power ranges from 70% to 100% and from 61% to 100% for = 0 and = 0.3 respectively, and it decreases to 13%-31% for = 0.8. However, if larger sample sizes are employed (T = 400), the power increases considerably, even for high values of , as shown in Table 3 .
As mentioned earlier, the test is consistent when the alternative hypothesis is a stationary FI process. To evaluate the behaviour of the test under this type of alternative, we have generated stationary FI(d) processes as in equation (15), with d ={0.1, 0.2, 0.3, 0.4}, = 0, and T = {100, 400}.d T has been estimated as described above and we did not perform any short-term correlation correction. The corresponding rejection frequencies are reported in Table 4 .
For moderate values of d (0.1, 0.2), power is around 70%-90% for T = 100 (around 100% for T = 400) but, not surprisingly, it decreases substantially when d approaches 0.5. For d = 0.4, power is around 20%-30% for T = 100 (70% for T = 400).
VI. Empirical illustration
We now apply the techniques introduced in this article to the analysis of inflation data. The study of the statistical properties of this variable has attracted a great deal of attention because it plays a central role in the design of monetary policy and has important implications for the behaviour of private agents. However, in spite of the large number of empirical and theoretical papers on this issue that have appeared recently, there is no consensus in the literature about the most appropriate way to model the inflation rate. On the one hand, there is abundant empirical evidence that post-war inflation in industrial countries exhibits high persistence, close to the unit root behaviour. The papers of Pivetta and Reis (2007) for the USA and O'Reilly and Whelan (2005) for the euro zone are two examples. On the other hand, some authors have argued that the abovementioned results are very sensitive to the statistical techniques employed. They claim that the observed persistence may be due to the existence of unaccounted breaks, probably stemming from changes in the inflation targets of monetary authorities, different exchange rate regimes or shocks in key prices. For instance, Levin and Piger (2003) have found evidence of a break in the intercept of the inflation equation and, conditional on this break, they argue that inflation shows very low persistence. Finally, Sargent (2001, 2005) claim that non-stationary (integrated) representations of inflation are implausible from an economic point of view, since they would imply an infinite asymptotic variance, which could never be optimal if the Central Bank's loss function includes the variance of inflation. Thus, they consider inflation to be a short-memory (I (0)) process.
The aim of this section is to shed further light on this controversy by applying the techniques developed in this article. There is both economic and statistical support for the hypothesis of FI in inflation. Gadea and Mayoral (2006) provide an economic explanation for the existence of fractional integration in inflation data. They consider a sticky price model as in Rotemberg (1987) and, by considering firms having heterogeneous costs of adjusting their prices, show that inflation can behave as an FI process. From an applied point of view, evidence in favour of FI behaviour in inflation has been reported in several papers (Baillie, Chung and Tieslan, 1996; Doornik and Ooms, 2004; Gadea and Mayoral, 2006, etc.) .
The contradicting results described above could be explained if the inflation rate was an FI process. Although unit root tests are, in general, consistent against fractional alternatives, their finite-sample power is known to be small, (see Diebold and Rudebusch, 1991) . This might account for the low rejection frequencies of the unit root hypothesis in this type of applications. On the other hand, if inflation is FI and standard techniques for detecting and dating breaks are employed, spurious breaks are likely to be detected. The opposite is also true: if the data contains structural breaks, FI maybe found spuriously too. Thus, we now test whether the high degree of persistence observed in inflation data is true and can be characterized using FI models (that encompass the I(1) case) or is spurious and induced by the existence of structural breaks in the deterministic components in an, otherwise, short-memory process.
To facilitate comparison with previous analysis, the same data set as in Pivetta and Reis (2007) has been employed: the price level, P t , is measured through the seasonallyadjusted quarterly data on the GDP deflator from the first quarter of 1947 to the last quarter of 2003 (9 observations have been added with respect to their analysis). This data has been obtained from the Bureau of Economic Analysis. Then, inflation is computed as t = 400 * log(P t /P t−1 ), that is, it is the quarterly continuously compounded annualized rate of change of the price level. Figure 1 presents a plot of this data.
To begin the analysis, Table 5 presents the results of some standard tests for unit roots. The first three columns contain the figures obtained by applying three different techniques that take the I(1) model as their null hypothesis: the Dickey-Fuller test with GLS detrending (Elliott, Rothenberg and Stock, 1996, DF-GLS henceforth) , the MZ-GLS test (Ng and Perron, 2001 ) and the P-P test (Phillips and Perron, 1988) . To correct for the short-term correlation, different techniques have been employed. The number of lags in the DF-GLS regression was chosen according to the modified AIC (M-AIC) and the modified SIC (M-SIC). Estimates of the spectral density needed for the calculation of both the MZ and the P-P tests were obtained using GLS-detrended autoregressive methods, where the number of lags in the autoregression was selected according to the M-AIC and the M-SIC. Similar techniques were also employed to compute the KPSS. A constant was included as the only deterministic regressor in the regression model.
The results greatly depend on the method employed to perform the short-term correction. When the M-AIC is used, neither the DF-GLS nor the MZ tests can reject the unit root hypothesis. However, the P-P always rejects the I(1) null hypothesis as do the DF-GLS and the MZ tests computed with the M-SIC. On the other hand, the KPSS tests rejects the I(0) hypothesis for both the M-AIC and the M-SIC methods, although opposite results are found when other techniques, such as the Bartlett or the Parzen kernels, are employed to perform the short-term corrections.
These non-conclusive results could be consistent with the existence of both fractional integration and some types of structural breaks. Therefore, we have checked whether there is some evidence of FI in this data set. Table 6 presents the results of estimating d using different techniques: the Feasible Exact local Whittle (FELW, Shimotsu, 2006b ), the Exact Maximum likelihood (EML, Sowell, 1992) and the Minimun Distance (MD, Mayoral, 2007) estimators. Finally, we have applied the techniques introduced in this article to check whether the evidence in favour of FI could be due to the existence of unaccounted breaks in the deterministic components. Since the true d 0 is unknown, we take H 0 as the null hypothesis. As for the alternative hypothesis, Models 0, 2 and 3 have been considered. The former introduces an intercept in the inflation equation that is allowed to break as the only deterministic component, which is the model advocated by Levin and Piger (2003) . Another possibility, as Figure 1 suggests, is that inflation could have an upward trend, until about the middle of the sample, followed by a downward trend. Models 2 and 3 can reproduce for this behaviour. Table 7 presents the values of the statistics for testing non-stationary FI against I(0) +breaks. The estimates of d reported in Table 6 . have been used to compute Table 7 report critical values corresponding to the particular model and value of d employed to run the test. Columns 2 to 4 display the values of the tests computed with several estimates of the long-run varianceˆ 2 k as defined in equation (16) for k = {AM , A, NW }. Table 7 shows that the finding of FI in inflation data is very robust. According to this table, there is no evidence to reject the null hypothesis of FI versus the alternative of I(0) + breaks for any of the models considered under H 1 . These conclusions are also robust to the use of different values of q k employed to perform the short-term correlation correction. The economic implication of this finding is clear: no evidence of structural breaks that could induce the observed persistence in inflation data has been found, implying that the inflation rate is a highly persistent variable.
VII. Conclusions
This article analyses the long-standing issue of determining the source of the nonstationarity observed in economic variables: whether it is the result of innovations that are highly persistent or whether it appears as a consequence of the existence of rare and unexpected events that change the underlying structure of the series (breaks). We depart from the traditional framework that sets the unit root process as the null hypothesis by considering the more general class of non-stationary FI(d) models. The number of interesting testing frameworks that one could consider is, of course, much larger. Another interesting possibility would be to consider models where breaks are allowed under both the null and the alternative hypotheses and one is interested in testing for the degree of integration (see Perron (1989 Perron ( , 2005 , for related references for the I(1) versus I (0) + breaks case). In this framework where breaks can occur under both hypotheses, a variance ratio test in the spirit of Breitung (2002) could be implemented. An advantage of using the latter technique is that the problem of estimating the long-run variance could be avoided. More research should be carried out to study this and other possibilities.
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since d 0 < 3/ 2. We now show that the second and third terms in equation (18) converge to zero. Using standard results, it is easy to show that T t = 2 t t 1−d 0 = O p (T 3/ 2−d 0 ) and thatˆ is a T 3/ 2−d 0 -consistent estimator of (see Hamilton, 1994, pp. 459) . Thus, the second term in equation (18) is the corresponding population variances (which are strictly greater than zero). Therefore,Henceforth, only Model 1 will be considered. Proofs for models {0,2,3} are analogous and, therefore, are omitted. For simplicity, the superscript denoting the model is dropped hereafter.
The proof will be completed in three steps that closely follow Perron's approach. The first one shows that the numerator of equation (29) can be written as a functional g that is a composition of functionals depending on X T (.) and Z T (., .). Next, some joint convergence results are presented. Finally, it is shown that g is a composition of continuous functionals and, therefore, it is also continuous. The proof of the theorem is completed by applying the continuous mapping theorem (CMT).
First step. Simple algebra shows (see expression (A.3) in PE) that
where o p (1) denotes a random variable that converges in probability to zero uniformly in , and
