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Abstract
Scientists need to perform semantically similar queries across multiple heterogeneous linked datasets. These queries
may require data from different locations and the results are not simple to combine due to differences between datasets.
A query model was developed to make it simple to distribute queries across different datasets using RDF as the results
format. The query model, based on the concept of publicly recognised namespaces for parts of each scientific dataset,
was implemented with a configuration that includes a large number of current biological and chemical datasets. The
configuration is flexible, providing the ability to transparently use both private and public datasets in any query. A
prototype implementation of the model was used to resolve queries for the Bio2RDFwebsite, including both Bio2RDF
datasets and other datasets that do not follow the Bio2RDF URI conventions.
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1. Introduction
Scientists in academic disciplines, such as science
and medicine need to regularly transfer data between re-
searchers and organisations to make sure that each sci-
entist is taking advantage of the latest innovations and
discoveries. These sources of data are varied in nature
and diverse in location, with complex queries requiring
data frommany locations in order to make the most cor-
rect decisions. The ability to query between disciplines,
for example medicine through to genomics and chem-
istry, generally requires a large amount of expertise; in-
cluding an understanding of each of the relevant data
formats. Particularly in medicine, organisations need to
be able to utilise both external and local data as part of
their decision making processes. The combination of
distributed, cross-discipline, and private data, may be
easily accessible if they are all represented using a sin-
gle data format. In this system users who are unfamiliar
with a particular discipline could utilise a single query
method to explore the information and decide on the rel-
evance of the data. The use of a single extensible format
for results enables organisations to insert novel informa-
tion into documents without requiring a redesign of the
file format or any external dataset.
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A large number of datasets, representing Biology,
Medicine, Chemistry, and other related areas [1, 2, 3],
have recently been republished using RDF (Resource
Description Format)1. RDF is a domain-neutral infor-
mation model that can easily be extended by anyone to
include references to their own data where necessary,
without requiring them to customise a file syntax to their
particular needs. RDF has a number of different file syn-
taxes, including an XML based syntax, RDF/XML2, an
HTML annotation syntax, RDFa3, a verbose textual for-
mat, NTriples4, a concise textual format Turtle5, and a
JSON format, RDF/JSON6. Each file syntax can specify
the same RDF information in different ways.
RDF information can be accessed directly in any of
the recognised formats, or it can be accessed using
a query language, such as SPARQL. RDF query lan-
guages such as SPARQL (SPARQL Query Language
for RDF)7, enable scientists to share and customise
queries easily. SPARQL enables scientists to query data
from datasets from different disciplines without under-
1http://www.w3.org/TR/rdf-concepts/
2http://www.w3.org/TR/rdf-syntax-grammar/
3http://www.w3.org/TR/rdfa-core/
4http://www.w3.org/TR/rdf-testcases/#ntriples
5http://www.w3.org/TeamSubmission/turtle/
6http://n2.talis.com/wiki/RDF_JSON_Specification
7http://www.w3.org/TR/rdf-sparql-query/
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standing the unique way each discipline represents data.
SPARQL queries can be constructed without a knowl-
edge of the particular properties that are used by the
data, although knowledge of the properties may be used
to integrate knowledge from multiple datasets into sin-
gle homogeneous documents.
Current distributed data access systems attempt to
transform a single SPARQL query into multiple sub-
queries on distributed RDF datasets. However, they are
restricted by the fact that the semantic web has no single
authoritative URI format that has been used exclusively
for most datasets, and there may be different schemas
used in each dataset. They fail because links from one
dataset to another are not recognisable, although some
organisations attempt to curate datasets and store them
in a centralised location. Systems that attempt to gather
all possible sources for all queries into a single loca-
tion to provide integrated queries are restricted by the
physical size of the databases and the rate at which the
component datasets are updated.
This paper presents a novel design for a cross-
database, customisable query system based on RDF.
It aims to provide a solution to data quality and loca-
tion dependent issues that prevent scientists from eas-
ily accessing data from a large range of datasets. Sec-
tion 2 describes the range of datasets producing RDF
currently, along with some RDF and non-RDF projects
that attempt to query across multiple scientific datasets.
The model is described in Section 3 and the prototype
implementation of the model is described in Section 4,
along with statistics relating to its use on the Bio2RDF
website. Section 5 contains a discussion of the model
and some implementation issues with future directions
for the model.
2. Background
RDF versions of scientific datasets, have been cre-
ated by projects such as Bio2RDF [2], Neurocommons
[3], Flyweb [4], and Linked Open Drug Data (LODD)8.
Where possible, the RDF documents produced by these
organisations utilise HTTP URIs to link to RDF docu-
ments produced by other organisations, however, there
are cases where there are multiple URIs for a single ob-
ject due to the use of the URI as an access mechanism as
well as an identifier. This is useful, as it matches the ba-
sic Linked Data9 goals which are designed to ensure that
data represented in RDF is accessible and contextually
8http://esw.w3.org/topic/HCLSIG/LODD
9http://www.w3.org/DesignIssues/LinkedData.html
linked to related data, however, it makes it difficult to
perform queries across the different datasets. Scientists
may need to extend the dataset with their own knowl-
edge, however, if they use URIs in their RDF documents
that do not resolve to their information, their extensions
would not be easily recognisable by others.
It is necessary to simplify the distribution of similar
queries across multiple linked datasets, as it is impracti-
cal to expect every dataset to be copied into a single lo-
cal database for complex ad hoc queries. The majority
of systems which attempt to distribute SPARQL queries
across a number of endpoints, convert single SPARQL
queries into multiple sub-queries, before joining and fil-
tering the results to match the original query. These sys-
tems, broadly known as Federated SPARQL, generally
require that users configure the system with a single set
of properties and types that are used by each dataset [5].
They assume that the URI for a particular item will be
the same in all datasets, or that the relevant statements
will be available to enable a semantic, inference-based
join [6, 7, 8].
Automatic Federated SPARQL systems require esti-
mates of the number of results that will be returned by
any particular endpoint in order to optimise the way the
results are joined. Some Federated SPARQL systems
also require query designers to insert the URLs of each
of the dataset endpoints into their queries by redefining
the meaning of a SPARQL keyword, making complex
and non-SPARQL datasets inaccessible [9]. Federated
SPARQL systems that focus on RDF query performance
improvements may not require users to specify which
predicates they are accessing [10]. In addition, they re-
quire high syntactic and semantic data quality to match
both references and properties between data locations.
However, these systems may require users to have all of
the datasets stored locally to allow efficient random ac-
cess to particular RDF statements, making this strategy
inefficient for a large range of datasets.
The SRS system [11] provides an integrated set of
biological datasets, with a custom query language and
internal addressing scheme. Although the internal iden-
tifiers are unambiguous in the context of the SRS sys-
tem, they do not have a clear meaning when used in
other contexts. In comparison to the many formats of-
fered by SRS, and the native document formats of par-
ticular scientific datasets, the use of RDF for both doc-
uments and query results provides a single method to
reference items from any of the involved datasets, nor-
malised namespace based URIs. SRS provides a generic
query language that makes use of the localised database,
giving it performance advantages over the distributed
RDF query system described in this paper. The locally
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integrated model that SRS relies on for its queries is not
sustainable as the size and number of datasets increases.
The approximate number of RDF statements–similar in
nature to SQL database records–that are required to rep-
resent each of the largest 14 databases in the Bio2RDF
project are shown in Table 1, illustrating the scale of
the information provided currently in distributed RDF
datasets.
Database Approximate RDF statements
PDB 14,000,000,000
Genbank 5,000,000,000
Refseq 2,600,000,000
Pubmed 1,000,000,000
Uniprot Uniref 800,000,000
Uniprot Uniparc 710,000,000
Uniprot Uniprot 220,000,000
IProClass 182,000,000
NCBI Entrez Geneid 156,000,000
Kegg Pathway 52,000,000
Biocyc 34,000,000
Gene Ontology (GO) 7,400,000
Chebi 5,000,000
NCBI Homologene 4,500,000
Table 1: Bio2RDF dataset sizes
The BioGUID project [12] provides a single point of
entry for users to obtain RDF descriptions from a range
of datasets. However, it does not provide a generalised
mechanism for resolution, as the RDF resolvers are im-
plemented as a set of tools rather than a single config-
urable model. Other projects such as the Distributed
Annotation System (DAS) [13] allow distributed query-
ing of scientific genome datasets. However they do not
use RDF, so discipline specific queries and file formats
must be understood by any software utilising the result-
ing documents. In comparison to an RDF based query
solution, the current DAS implementation suffers in that
it requires software updates to support any new classes
of information being added to the system. RDF based
systems can be extended without having multiple data
models implemented in their software. RDF based so-
lutions enable users to extend an original record struc-
ture in a completely valid way using their own predi-
cates, enabling arbitrary additions along with the up to
date alternative annotation data that DAS was designed
to provide.
The major issues stopping scientists from using many
different datasets in their work relate to data quality,
data trust, and reliability of access to data. Although
individually these issues can be solved using local cu-
rated copies of datasets, a sustainable web based solu-
tion needs to be created to make it possible for scientists
to easily use publicly provided datasets in their work.
3. Model
The model is designed to provide access to data from
different locations using a locally normalised link for-
mat and document syntax. In the model, queries are per-
formed and the results are normalised to a standard URI
structure and returned as a set of RDF statements. Any
of the available query templates, known in the model as
query types, can be used in parallel to respond to a users
query, including query types that have been published
by other users and those that have been specified locally.
Each query type is configured to identify the relevant
namespaces, and utilise these namespaces as the basis of
distributing the query across any applicable providers.
The namespace provides a simple way to designate the
content available with the provider, without committing
to the structure of the data in the provider. This is neces-
sary in order to provide a clear distinction between the
provenance of the relevant data and its current represen-
tation.
For each information provider, an ordered set of nor-
malisation rules are used to transform the initial parame-
ters into the relevant query format used by the provider.
The resulting RDF information from each provider is
transformed back using the complementary normali-
sation rules so that users receive a set of normalised
statements that they can use independent of the data
providers and query types. The normalised informa-
tion is merged into an overall pool of RDF statements
that is returned in a single document to the user. Fig-
ure 1 shows the relationships between the model ele-
ments, starting with a user query, and moving up to the
RDF documents returned by providers, along with the
possibility of providers redirecting users to non-RDF re-
sources if no RDF representations are available.
This model has been designed to deal with difficul-
ties surrounding cross-dataset SPARQL queries as de-
scribed in Section 2. It uses namespaces to align the
users query with known datasets in the context of a
query type. As the dataset may be represented differ-
ently by different endpoints, the of normalisation rules
provides a single normalised result, independent of the
original information provider. In order to take advan-
tage of the availability of datasets in multiple locations,
this model is designed to perform queries in parallel on
multiple endpoints, before normalising the results and
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Figure 1: Layers within model
returning the overall set to users. The normalised re-
sults can be easily processed using a workflow, and the
use of normalised HTTP URIs makes it possible to use
standard web tools to access data without the workflow
knowing which data provider will contain information.
The model solves data quality and accessibility is-
sues that make distributed linked dataset queries hard
to practically implement. It makes it possible to trans-
late between the references and data structures used in
different locations based on the identification of normal-
isation rules that are applicable to each location. The
use of location specific normalisation rules make it pos-
sible to have rules that are independent of namespaces,
as opposed to pure namespace based normalisation that
has been implemented by Federated SPARQL systems.
The namespaces that are associated with a data provider
may be used to identify possible normalisation rules,
based on non-functional annotations linking normalisa-
tion rules to namespaces that are known to be relevant.
The creation of a normalised URI for each resource
enables the model to provide simple links to services
that relate to the item, such as an HTML page that de-
scribes the item, or a list of publications that mention
the item. These links provide ways to relate the RDF
specific model to non-RDF sources. The normalised
URI can be converted using simple rules to the relevant
identifier, including non-URI forms as necessary. This
functionality isn’t supported, or practical, if the system
is focused on efficiently executing integrated arbitrary
SPARQL queries, as the context of the query may be
important in determining whether to normalise the re-
sult from each location along with which rules to use
when normalising part of the result set.
The model provides ways of creating global identi-
fiers based on the parts of datasets that are known to
contain unique identifiers. These parts are known as
namespaces, are identified using URIs that map to a pre-
ferred prefix and any alternative prefixes that may be
useful. The namespace URIs are used to identify the
query types and providers that may be applicable, while
users provide namespace prefixes in their queries. This
system allows scientists to agree to disagree on a univer-
sal prefix, while still allowing a normalised URI struc-
ture, via normalisation rules and alternative prefixes. If
scientists disagree that a prefix maps to a namespace
they can exclude the providers that link to the offending
namespace URI, without affecting either the namespace
definition, or their own namespaces. If there are differ-
ent namespace URIs that all map to a prefix, they will
all be used to identify query types and data providers,
making it possible to integrate information about the
same dataset even if the organisations do not agree on
the URI that should be used to identify a namespace.
4. Prototype
A prototype implementation was created as a web
application that responds to queries with RDF data
using Linked Data principles10. The prototype was
configured to match the conventions for the http://
bio2rdf.org/ website and the configuration contains
1,626 namespaces, 107 query types, 447 providers and
181 normalisation rules. In order to provide links out
from the RDF documents to the rest of the web, 169
of the namespaces have providers that are able to create
URLs for the official HTML versions of the dataset. The
Bio2RDF namespaces can be queried using query types
and providers using 13,614 different combinations.
The Bio2RDF website resolved 7,412,122 user
queries between June 2009 and May 2010. The proto-
type was used with three similar configurations on three
mirrors of the Bio2RDF website, two in Canada and one
in Australia. The configurations were modified to pro-
vide access to each sites internally accessible datasets,
while retaining redundancy wherever possible as the re-
liability of the website was more important than its la-
tency.
There were a number of statistics generated through
this use, including those shown in Table 2. These statis-
tics revealed that the prototype was widely used includ-
ing an average over 10 months of 17 user queries per
minute. These queries generated 35,694,219 success-
ful queries on providers, with 1,078,354 unsuccessful
queries (3%). The large number of unsuccessful queries
were traced to a small number of the large Bio2RDF
databases that were not handling the query load effec-
tively, along with periods where the entire dataset host-
ing facility at individual Bio2RDF locations was out of
use due to hardware failure or maintenance.
10http://www.w3.org/DesignIssues/LinkedData.html
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These user queries required the prototype to exe-
cute an average of 4.96 queries over 3.73 of the 447
providers. The 447 distinct providers do not represent
distinct endpoints due to the way query types, names-
paces, normalisation rules are all contextually related
to a provider in the model and not an endpoint. This
reflects the degree of redundancy in the system, as ini-
tially all endpoints, including redundant endpoints for a
particular provider, were used. This restriction was re-
moved during the period of study, so only one of the re-
dundant endpoints was randomly chosen for each query.
The large number of unique providers and queries re-
flects the difficulty in constructing workflows or pro-
cesses to contain these queries, along with the normali-
sation rules that are applied to each provider.
There were at least 10,765 unique users of the
Bio2RDF website during the period, although two of
the mirrors could not recognise distinct users as a result
of the web application being hosted in a reverse proxy
configuration.
The prototype software was released as Open Source
Software and had an aggregate of 2,685 downloads from
the SourceForge site 11. The most recent version of
the software released on SourceForge, 0.8.2, was down-
loaded 155 times in its compiled form, and 31 times in
its source form.
In the case of Bio2RDF, there was a relatively small
number of normalisation rules compared to the num-
ber of providers because there were in practice a lim-
ited number of locations that each dataset was avail-
able from, and the semantic structure of the data did
not need to be normalised between providers in most
cases. The normalisation rules in the Bio2RDF case
provided a way to make the normalised Bio2RDF URI
useful in cases where other data providers used their
own URIs. This is necessary for data providers that
independently publish their own Linked Data versions
of datasets using their own DNS authority as the re-
solving entity for the URI. For example, the NCBI En-
trez Gene data item about “monoamine oxidase B”,
with the identifier “4129” has at least three identi-
fying URIs, including http://purl.org/commons/
record/ncbi_gene/4129, http://bio2rdf.org/
geneid:4129, and the NCBI URI http://www.ncbi.
nlm.nih.gov/gene/4129. The normalisation rules
make it possible to retrieve data using any of these URIs
and integrate the data into a single document that can
be interpreted reliably using a single URI as the refer-
ence for the item. In addition, the 150+ providers that
11http://sourceforge.net/projects/bio2rdf/files/
were designed to provide links to the traditional web did
not require normalisation, as the identifiers could be di-
rectly placed into the links.
The system is designed so that queries will be com-
patible with many different data patterns. The profile
component was included in the model to allow varying
levels of flexibility with respect to the inclusion or ex-
clusion of each of the profilable components, ie., query
types, providers and normalisation rules. Profiles make
it simple for users to customise the local configuration
by adding their own RDF configuration snippets into the
set of RDF statements that are used to configure the sys-
tem. They provide a way for scientists to integrate their
local datasets with configuration information about pub-
lic query types and providers that have been published
by others. Scientists can always override the recommen-
dations given by public configuration creators, as they
are able to create and choose the profiles that suit their
context.
Profiles are stacked, enabling scientists to define
higher or lower level profiles to extend and filter the set
of publicly published configurations. For a query to be
executed on a particular provider, both the query and
the provider must be included by one of the profiles. If
this process results in the inclusion of the provider for
a particular query, the profile list is used to determine
which of the normalisation rules are used to transform
the input and output, so scientists can choose to ignore
normalisation rules while including the data providers
and query types.
If a high level, more relevant profile, explicitly ex-
cludes or includes a component, then the lower level,
less relevant profiles, will not be processed. If a pro-
file specifies that it is able to implicitly accept either
query types, providers, or normalisation rules, then the
default include or exclude behaviour specified by the au-
thor or the configuration will be used to decide whether
the query matches the profile, and if no profile matches.
The default include or exclude behaviour was designed
to allow a configuration editor to suggest to users of
the configuration that they are not likely to either find
the component relevant, or the component relates to an
endpoint that they are not likely able to access from the
public web.
The simplest possible configuration consists of a sin-
gle query type and a single provider, as shown in Fig-
ure 2. The query type needs to be configured with a reg-
ular expression that matches user queries. The provider
needs to be configuredwith both a reference to the query
type, and an endpoint URL that can be used to resolve
queries matching query type. Although the example
trivial, in that the user’s query is directly passed to an-
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Statistic Number
Total no. of resolutions 7,415,896
Average no. of resolutions per minute over 10 months 17.16
No. of successful provider queries by prototype 35,694,219
No. of unsuccessful provider queries by prototype 1,078,354
Average latency of queries (ms) 1532
Average no. of queries for each resolution 4.96
Average no. of endpoints for each resolution 3.73
Number of unique users 10,765
Current number of providers 447
Table 2: Bio2RDF prototype statistics
other location, it provides an overview of the features
that make up a configuration. One particular feature to
be noted is the use of the profile directive to process
profile exclude instructions first, and then include in all
other cases. In this example, there are no profiles de-
fined, resulting in all of the query types and providers
being included in the processing of queries that match
the definitions.
@prefix query: <http://purl.org/queryall/query:> .
@prefix provider: <http://purl.org/queryall/provider:> .
@prefix profile: <http://purl.org/queryall/profile:> .
@prefix : <http://example.org/> .
:myquery a query:Query ;
    query:inputRegex "(.*)" ;
    profile:profileIncludeExcludeOrder 
        profile:excludeThenInclude .
:myprovider a provider:Provider ;
    provider:resolutionStrategy provider:proxy ;
    provider:resolutionMethod provider:httpgeturl ;
    provider:isDefaultSource "true"^^<http://www.w3.org/2001/
XMLSchema#boolean> ;    
    provider:endpointUrl "http://myhost.org/${input_1}" ;        
    provider:includedInQuery :myquery ;     
    profile:profileIncludeExcludeOrder        
        profile:excludeThenIncludae .
Figure 2: Simple system configuration in Turtle RDF file format
5. Discussion
The prototype implementation created for the
Bio2RDF website highlighted problems that occur in
many distributed data access systems, including unre-
liable data providers and data quality issues that are dis-
covered when data is merged from different locations.
The prototype attempts to resolve queries using all
of the available data providers. If these data providers
are not responsive, the prototype will try to minimise
the impact on users by temporarily ignoring the data
provider, and if possible focusing instead on an equiv-
alent data provider. The model provides a separation
between the users query and the relevant sets of query
types and providers, so if a provider is not respon-
sive, another provider may be queried using a different
query type. The data providers do not have to be ac-
cessed using the same syntax for the prototype to recog-
nise and provide redundant access to users. This is a
large issue in the current Linked Data web, as many of
the datasets are provided by organisations with limited
funding. Many of the datasets are however available as
bulk downloads, so users can setup their own versions
using their own hardware and direct the prototype to use
their location instead of the public location.
Perhaps surprisingly, the normalisation rules can be
used to integrate systems that would not otherwise be
linked using URIs. This is due to the fact that at
the point that the RDF statements from the provider
are combined with other results, novel RDF statements
relating the normalised URIs to any other equivalent
strings or URIs can be inserted into the pool of RDF
results. This provides a solution to the issue of URI sus-
tainability, as in the future, any other normalised URI
scheme could provide normalisation rules that map the
future scheme back to current URIs if a particular or-
ganisation did not maintain or update their data using
currently recognised URIs. Using this system, scien-
tists can publish their data using URIs that have not yet
been approved by a standards body with the knowledge
that they can migrate in future without reducing the use-
fulness of their queries.
The use of the generic RDF format to integrate data
from various locations highlighted existing data quality
issues. In these cases it was possible to modify data
using normalisation rules, but it was not practical to in-
clude all of the item specific rules in the Bio2RDF pro-
totype that provides access to more than 20 billion RDF
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statements, as shown in Table 1. The rules used on the
Bio2RDF site focused on normalising the properties and
identifying URIs that were used by different datasets.
The normalisation rules were not used to automatically
generate queries based on a complex overall query, as
the users query is not posed as an arbitrary query in the
model, rather as a set of parameters, or in the case of the
prototype a single string.
6. Conclusion
The querymodel described here enables users to inte-
grate semantically similar queries on different datasets
into a single output format, RDF. This is useful for sci-
entists that are working with multiple datasets that each
have different methods of formatting information, as
they can use a single query language, SPARQL, to anal-
yse and aggregate information from the results.
The configuration is designed to make it simple
to pick and choose information providers and add
new providers without requiring changes to current
providers and queries. The use of profiles enables users
to choose local sources in preference to foreign datasets,
while also allowing them to ignore datasets that are un-
trusted, without physically removing them from their
configuration. Users can assign namespaces that en-
able the implementation to distribute queries across
providers who provide the same dataset, without rely-
ing on the providers being the same.
The prototype implementation of the model adds fea-
tures to support network stability, supported by the basic
design feature that enables semantically similar queries
to be implemented in different ways depending on the
potential datasets. The prototype was tested as the data
access tool for the Bio2RDF website. It was used exten-
sively to integrate both Bio2RDF produced datasets and
datasets produced by other organisations.
The prototype showed that it was possible to effi-
ciently normalise and denormalise URIs and data struc-
tures to provide web based access to data using Linked
Data principles.
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