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Abstract 
Many applications require some network Quality of Service (QoS) constraints, e.g., 
reliability and/or bandwidth to be operational. In particular, critical systems in 
emergency services must run without interruption, even in the presence of network 
component failures. Maximizing network bandwidth is equally crucial for many 
bandwidth-intensive applications, e.g., video-on-demand. Therefore, it is important to 
design network topology (NT) that can meet its applications’ QoS requirement, since in 
general, optimal NT directly affects network QoS. However, constructing NT with 
better QoS incurs higher installation cost, since for example link bandwidth and 
reliability are directly proportional to its installation cost. This thesis addresses several 
NP-hard optimization problems to design optimal NT that considers cost, reliability, and 
bandwidth.   
The first part of the thesis focuses on a single objective problem, called NTD-R/C, to 
construct NT with the objective of maximizing reliability subject to a given cost 
constraint. The thesis considers either all-terminal reliability (Relall) or two-terminal 
reliability (Rel2), and describes an efficient algorithm, called DPR/C, to solve the 
problem. DPR/C uses dynamic programming (DP) concept and requires as input a set 
of the network’s spanning trees or (s, t) paths for Relall or Rel2 objective, respectively. 
The first version of the approach, called DPR/C-1, uses all spanning trees or (s, t) paths 
of the network to produce optimal NT provided the input is optimally ordered. The thesis 
formally proves that generating optimal ordered input is NP-complete, and proposes five 
heuristic approaches to order the input using which DPR/C-1 produces near optimal 
results. Further, the ordered input also allows the second version of the solution, called 
DPR/C-2, to use only k spanning trees or (s, t) paths.  
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The second part of the thesis focuses on another single objective problem, called NTD-
C/R, to construct NT with the objective of minimizing the network installation cost 
subject to the required reliability, Relall or Rel2, level. It describes an efficient DP 
algorithm, called DPC/R, to solve the NTD-C/R problem. DPC/R also requires as input 
a set of the network’s spanning trees or (s, t) paths. The first version of the approach, 
called DPC/R-1, uses all spanning trees or (s, t) paths of the network. The approach is 
shown to always obtain a feasible solution and produce optimal NT if its input is 
optimally ordered. The thesis formally proves that generating optimal ordered input is 
NP-complete, and proposes six heuristic approaches to generate effective order of the 
input. Moreover, an alternative algorithm, called DPC/R-2, that uses only k spanning 
trees or (s, t) paths is shown to produce almost optimal results.  
The last part of the thesis considers two bi-objectives problems, i.e., NTD-CR/B and 
NTD-CB/R. NTD-CR/B is to design NT with minimum cost and maximum Rel2 subject 
to satisfying a required bandwidth, while NTD-CB/R aims to obtain NT with minimum 
cost and maximum bandwidth subject to satisfying a required operational Rel2. It uses 
two Lagrange Relaxation formulations and two DP approaches, called DPCR/B and 
DPCB/R, to solve NTD-CR/B and NTD-CB/R, respectively. Finally, the thesis extends 
the two approaches to DPCR/B-P and DPCB/R-P approaches, using Pareto Optimal Set 
concepts.   
Extensive simulations using hundreds of benchmark networks that contain up to 
1.899102 spanning trees and 299 paths show the effectiveness of all algorithms proposed 
in the thesis.  
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k The total number of spanning trees or (s, t) simple paths in graph 
G that are used by DPA to produce its result; k≤n or k≤m 
Gi=(V, EiE)  A subgraph of G=(V, E) constructed from all links of spanning 
trees in STXi or (s, t) simple paths in PXi. 
 An entity that can be a graph G, a subgraph Gi, a spanning tree 
STi, a (s, t) simple path Pi, a sequence of spanning trees STXi, a 
sequence of (s, t) simple paths PXi, a union X[i-1, c]  STi, or a 
union X[i-1, c]  Pi 
Link() A function that returns all links in  
Cost() A function that returns the total cost of all links in  
Relall() A function that computes Relall of the network constructed from 
Link()  
Rel2() A function that computes Rel2 of the network constructed from 
Link() 
BW() A function that computes the bandwidth of the network 
constructed from Link() 
i The reliability contribution of including STi or Pi into a topology 
DT  Disjoint Terms generated by CAREL [22] 
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Gopt The topology that has maximum reliability among all possible 
topologies with Cost(Gopt)≤Cmax. Note that Relall(Gopt)≤Relall(Gn)  
Gmin The topology that has minimum cost among all possible 
topologies with Relall(Gmin)≥Rmin. Note that Cost(Gn)≥Cost(Gmin) 
 A positive integer multiplier   
round(■) A function that returns the closest integer value of ■ 
Řmin Řmin=round(Rmin); we set =100, and thus Řmin≤100 
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DP[i, *]  V                       Element in row i=1, 2, …, n, and column *, of 
Dynamic Programming (DP) table that stores five pieces of 
information: C [i, *], R[i, *],  B[i, *],  W[i, *], X[i, *], L[i, *], and 
J[i, *], where column * can be  c=0, 1, …, Cmax in NTD-R/C,  ř=0, 
1, …, Řmin  in NTD-C/R and  b=0, 1, …, Bmin  in NTD-CR/B and 
NTD-CB/R. 
X[i, *] A data structure that stores the spanning trees in STXi or (s, t) 
simple paths in PXi 
L[i, *]  The set of links contained in X[i, *] 
C[i, *]  The total cost of all links in L[i, *] 
R[i, *]   The reliability of a selected STXi or PXi 
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columns in row i that have the same cost C[i, c] 
J[i, ř] An integer index that marks the ending column ř of a range of 
columns that have the same reliability of r  
J[i, b] An integer index that marks the starting column c of a range of 
columns in row i that have the same weight W[i, b] 
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Chapter 1 
Introduction 
Tremendous developments and improvements in information and communication 
technologies (ICT) in recent years have rapidly increased users’ dependency on 
various ICT applications, e.g., Internet banking, online shopping, web surfing and 
emailing. Many of the applications require a set of operational Quality of Service 
(QoS) constraints, e.g., reliability, bandwidth, and delay, and thus it is crucial for the 
applications’ underlying communication network (CN) to satisfy their constraints. In 
other words, a well-designed CN is inseparable from the effective running of user 
applications. For various critical applications (e.g., emergency system, rescue, and 
military operations), their designed CN must be as reliable as possible so that they can 
operate effectively and without interruption in the events of network component (e.g., 
communication link) failures. On the other hand, for many bandwidth-intensive 
applications (e.g., video conferencing, video-on-demand and large file transfers), their 
CN must provide sufficient bandwidth capacity; thus it is also essential to consider 
network bandwidth in designing CNs. However, constructing a reliable and high 
bandwidth CNs incurs higher installation cost, since link bandwidth and reliability are 
directly proportional to its installation cost [4].  
Typically, a large scale CN has a multilevel hierarchical structure consisting of a 
backbone network and several local access networks (LANs), each of which grants 
      2 
  
 
users accesses to its hosts and local servers. The backbone network is used to route 
data from each source node (s) to destination node (t) via switching nodes. Each 
backbone network is usually constructed as a mesh network topology (NT) that 
provides any-to-any connections among the nodes in the network. This thesis focuses 
on the backbone network design, and thus the CN referred in the thesis is analogous to 
a backbone network. 
There are two major phases for designing an efficient and effective CN: Physical 
Design Phase (PDP) and Logical Design Phase (LDP). The PDP involves in selecting 
the most suitable NT (e.g., star, bus), and equipment (e.g., Ethernet, fiber, ISDN). On 
the other hand, the LDP mainly involves in selecting the communication protocols, 
message routing, flow control, etc.; this thesis considers only PDP. Each NT is a high-
level outline of a CN. Designing the most suitable NT is the first step in the PDP; for 
an analogy, this step is comparable to an architectural drawing for a building.  
The NT design includes finding the best layout of network components that minimizes 
cost while meeting the user’s performance criteria, such as reliability, bandwidth, 
transmission delay and throughput. In practice, a network service provider has a budget 
limit to build its NT. Therefore, given a set of various centers (nodes), their possible 
connecting links, link failure rate, bandwidth capacity, and installation cost, an NT 
designer must carefully select the most suitable set of links to optimize one or more 
design objectives (e.g., reliability) while satisfying a given constraint (e.g., cost).  
This thesis considers four related NT design optimization problems. The first problem, 
called Network Topology Design with maximum Reliability subject to a Cost 
constraint (NTD-R/C), emphasizes on constructing NT within a given cost budget 
constraint while maximizing its reliability; this problem is known NP-hard [5]. In 
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contrast, some applications must run on a topology with a guaranteed reliability for 
proper operation. For such applications, the NT design aims to minimize the network 
installation cost subject to the required reliability level; we call this second problem 
Network Topology Design with minimum Cost subject to Reliability constraint (NTD-
C/R). In other words, NTD-C/R considers the topology with the minimum total link 
installation cost subject to the application’s reliability constraint; this problem has also 
been shown NP-hard [6]. The third and fourth problems, addressed in the thesis, 
consider both network bandwidth and reliability and thus applicable for reliable 
bandwidth intensive applications. Specifically, the third problem, called Network 
Topology Design with minimum Cost and maximum Reliability subject to Bandwidth 
constraint (NTD-CR/B), aims to minimize cost and maximize reliability of the NT 
subject to satisfying a required operational bandwidth. In contrast, the fourth problem, 
called Network Topology Design with minimum Cost and maximum Bandwidth 
subject to Reliability constraint (NTD-CB/R) aims to minimize cost and maximize 
bandwidth of NT subject to satisfying a required operational reliability. Both NTD-
CR/B and NTD-CB/R are also NP-hard problems [8] because computing network 
reliability in general is NP-hard [9].  
This thesis proposes several heuristic solutions to solve each of the four problems. 
However, our heuristic-based approaches do not guarantee to produce optimal 
solutions. For the first two problems, i.e., NTD-R/C and NTD-C/R, this thesis 
considers two CN reliability measures: all-terminal reliability (Relall) and two-terminal 
reliability (Rel2); the other two problems, i.e., NTD-CR/B and NTD-CB/R, are 
relevant only for Rel2. Note that, as later discussed in Section 2.1, the all-terminal 
reliability of a network G, Relall(G), is the probability that at least one spanning tree in 
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G is functional. On the other hand, the two-terminal reliability for a network G, 
Rel2(G), is the probability that at least one simple (s, t) path in G is functional. Note 
that a spanning tree is a subgraph of G that comprises of all the nodes in G, and a (s, t) 
simple path is a sequence of links from a node s to a node t such that no node is 
traversed more than once. 
1.1 Aim and Approach 
This thesis aims to address several optimization problems to design reliable NT that 
considers three performance metrics, i.e., cost, reliability and bandwidth as either its 
objective or its constraint. We consider two problem categories: (i) problems that 
consider one objective and one constraint (O1/C1), and (ii) problems that consider two 
objectives and one constraint (O2/C1). Table 1.1 shows six possible O1/C1 problems 
that involve the three metrics. As shown in the table, this thesis aims to address only 
the first two problems for the following three reasons: 
1) The focus of the thesis is to design reliable NTs, and thus the problem must include 
the reliability metric as either objective or constraint. 
2) The DPR/C solution in Chapter 3 can be directly modified to solve the NTD-B/C 
problem, which maximizes NT Bandwidth subject to a Cost constraint. Similarly, 
the DPC/R solution in Chapter 4 can be used to solve the NTD-C/B problem by 
replacing the reliability calculation function, i.e., Relall(G) or Rel2(G), with a 
function that computes network bandwidth; NTD-C/B aims to minimize NT Cost 
subject to a Bandwidth constraint. Note that the NTD-B/C and NTD-C/B 
problems can be solved in pseudo-polynomial time, since the cost and bandwidth 
calculations have polynomial time complexity, in contrast to computing Relall(G) 
or Rel2(G) – a known NP-hard problem [10].  
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3) The NTD-R/B and NTD-B/R to design NT with maximum Reliability subject to 
a Bandwidth constraint and NT with maximum Bandwidth subject to a Reliability 
constraint, respectively, do not make sense. Excluding cost metric, the original 
topology would be the optimal solution to the problems.  
Table 1.1: Summary of the O1/C1 problems addressed in this thesis 
O1/C1 
Objective 
O1 
Constraint 
  C1 
Problem Solution Chapter 
Reliability Cost NTD-R/C DPR/C Chapter 3 
Cost Reliability NTD-C/R DPC/R Chapter 4 
Bandwidth Cost NTD-B/C   
Cost Bandwidth NTD-C/B   
Reliability Bandwidth NTD-R/B   
Bandwidth Reliability NTD-B/R   
 
 
Table 1.2: Summary of the O2/C1 problems addressed in this thesis 
O2/C1 
Objective 
O2 
Constraint 
C1 
Problem Solution Chapter 
Cost  Reliability Bandwidth  NTD-CR/B DPCR/B 
DPCR/B-P 
Chapter 5 
Cost  Bandwidth Reliability  NTD-CB/R DPCB/R 
DPCB/R-P 
Chapter 5 
Bandwidth  Reliability Cost  NTD-BR/C   
Table 1.2 shows the three possible O2/C1 NT design problems that involve cost, 
reliability and bandwidth metrics. This thesis considers only the first two problems, 
i.e., NTD-CR/B and NTD-CB/R. To the best of our knowledge, the problems have not 
been addressed in the literature. Note that our proposed solutions, DPCR/B or DPCB/R 
in Chapter 5, can be directly modified to solve the third problem NTD-BR/C that aim 
to maximize Bandwidth and Reliability subject to a given Cost constraint. 
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In summary, the aims of this thesis are as follows.  
Aim 1: To propose an effective and efficient heuristic solution to solve NTD-R/C. This 
thesis considers both Relall and Rel2 for reliability measures in the problem and uses a 
Dynamic Programming Approach (DPA) to solve the problem. Specifically, to 
maximize Relall(G), DPA constructs a network topology G using a sequence of 
spanning trees such that the total cost of the selected trees satisfies a given cost 
constraint. Similarly, to maximize Rel2(G), it constructs G using a sequence of (s, t) 
paths such that the total cost of the selected paths satisfies the given cost constraint. 
Chapter 3 describes the DPA solution, called DPR/C, for NTD-R/C with Relall 
measure, while Appendix A shows how to use DPR/C for Rel2 measure.  
Aim 2: To propose an effective and efficient heuristic solution to solve NTD-C/R. This 
thesis considers both Relall and Rel2 for reliability measures of the problem. Our 
proposed DPA solution constructs the NT using a sequence of spanning trees for Relall 
constraint, or (s, t) paths in the network for Rel2 such that the reliability of the selected 
trees or paths satisfies the given reliability constraint while minimizing its cost. 
Chapter 4 describes the proposed DPA solution, called DPC/R, to solve the problem 
for Relall metric, while Appendix B describes how to use the solution for Rel2 
constraint. 
Aim 3: To propose two effective and efficient heuristic solutions, called DPCR/B and 
DPCB/R, to solve NTD-CR/B and NTD-CB/R respectively. This thesis considers Rel2 
for reliability measure in the problems. In both solutions, the thesis describes how to 
use the Lagrange Relaxation (LR) technique to convert the O2/C1 problems into their 
corresponding O1/C1 problems. DPCR/B is a DPA technique that constructs NT using 
a selected (s, t) paths that minimize cost and maximize Rel2(G) such that the NT 
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satisfies a given bandwidth constraint. Similarly, DPCB/R constructs an NT using (s, 
t) paths to minimize cost and maximize bandwidth such that the NT satisfies the given 
Rel2 constraint. Chapter 5 first describes DPCR/B and DPCB/R that produce only one 
optimum solution for each problem. Then, the chapter extends DPCR/B and DPCB/R 
to DPCR/B-P and DPCB/R-P, respectively, to produce a set of trade-off optimal 
solutions (known as the Pareto Optimal Set (POS) [11]). 
1.2 Significance and Contributions 
 
The main contributions and significance of the thesis are threefold. 
1) Chapter 3 of the thesis addresses NTD-R/C problem and proposes a novel DPA, 
called DPR/C, to solve the problem. This solution is important for 
sensitive/critical applications such as those used in rescue and military operations. 
The chapter describes two versions of the algorithm: DPR/C-1 and DPR/C-2. For 
Relall metric, DPR/C-1 generates the solution from all spanning trees of the 
network. The chapter proves that DPR/C produces optimal networks using an 
optimal sequence of spanning trees. It also describes five ordering criteria, OC1, 
OC2, OC3, OC4 and OC5, to heuristically generate the best sequence of spanning 
trees that allow DPR/C-1 to produce near optimal results. The chapter describes 
how DPR/C-2 utilizes the OCs to use only k≤n spanning trees; where n is the total 
number of all spanning trees in the network. For Relall, DPR/C-2 can be used on 
grid networks that contain up to 1.899102 spanning trees, and requires no more 
than 26.32 CPU seconds to produce near optimal results. Appendix A shows how 
to use DPR/C for Rel2, which, on grid networks that contain up to 2
99 (s, t) simple 
paths, produces near optimal results in time no more than 22.64 CPU seconds. 
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2) Chapter 4 of the thesis addresses NTD-C/R problem, and presents another DPA, 
called DPC/R, to solve the problem. Further, it describes two versions of the 
algorithm: DPC/R-1 and DPC/R-2. For Relall measure, the chapter provides a 
formal proof to show that DPC/R-1 will produce an optimal solution using an 
optimal sequence of spanning trees. It shows that generating the optimal sequence 
is NP-complete, and thus the chapter uses five ordering criteria, i.e., OC1, OC2, 
OC3, OC4 and OC5. Utilizing the OCs, DPC/R-2 uses only k≤n spanning trees, 
which significantly reduce the time complexity of DPC/R-1 while producing 
almost the same results. Specifically, for a typical 2×100 grid network that 
contains up to 1.899102 spanning trees, DPC/R-2 requires only k=1214 spanning 
trees to generate a topology with a reliability within 5.05% off from optimal and 
requires only 27.11 CPU seconds. Further, simulations on 76 fully connected 
networks that contain up to 2.3×109 spanning trees show the effectiveness of the 
algorithm vis-à-vis to four meta-heuristic state-of-the-art techniques [12]-[15], in 
terms of optimality as well as time complexity. Appendix B shows how to use 
DPC/R for Rel2, which is able to generate 91% best solutions and uses only 
between 8.89% and 27.5% of each network’s total paths to generate the results. 
3) Chapter 5 presents two O2/C1 problems, called NTD-CR/B and NTD-CB/R. These 
two problems, to the best of our knowledge, have not been addressed in the 
literature. The solutions of these problems are crucial for bandwidth-intensive 
critical applications such as telesurgery (Remote surgery), video-conferencing, 
software updates and large file transfers where large amounts of bandwidth are 
required [7]. It proposes a novel DPA solution, called DPCR/B, to solve NTD-
CR/B, and another algorithm, called DPCB/R, to solve NTD-CB/R. For both 
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algorithms, it introduces a metric that quantifies a trade-off between reliability and 
cost for NTD-CR/B, and bandwidth and cost for NTD-CB/R. Then the chapter 
proposes two Lagrange Relaxation formulations, which integrate each problem’s 
constraint and two objectives using a weighted sum method to convert the problem 
into its corresponding O1/C1 problem. Further, it describes two versions of 
DPCB/R, i.e., DPCR/B-1 and DPCR/B-2, and two versions of DPCB/R, i.e., 
DPCB/R-1 and DPCB/R-2. Both DPCR/B-1 and DPCB/R-1 require as input all 
(s, t) simple paths of the network, while DPCR/B-2 and DPCB/R-2 utilize three 
heuristic ordering criteria, i.e., OC8, OC9, and OC10, so that they can use only 
k≤m paths to generate results more efficiently; m is the total number of all (s, t) 
simple paths of the network. DPCR/B-2 and DPCB/R-2, respectively, reduce the 
time complexity of DPCR/B-1 and DPCB/R-1 while producing almost equal 
results. Extensive simulations on large networks with various sizes show the 
efficiency and effectiveness of both versions of DPCR/B and DPCB/R. Finally, 
the chapter extends DPCR/B and DPCB/R to DPCR/B-P and DPCB/R-P, 
respectively, such that they generate the POS of non-dominated solutions to solve 
NTD-CR/B and NTD-CB/R problems. The extensions improve the results 
generated using NTD-CR/B and NTD-CB/R problems by 2.17% and 3.37%, 
respectively. 
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1.3 Thesis Organization 
This thesis is organized as follows. Chapter 2 describes background, CN model and 
notations, and methods to calculate network reliability and bandwidth. Further, it 
explains the concept of dynamic programming (DP) and POS. A review of related 
works on single objective and multiple objectives problems is also presented. Finally, 
the chapter describes the simulation environment used to evaluate the performances of 
all proposed algorithms in this thesis. 
Chapter 3 formulates the NTD-R/C problem and describes our proposed DPR/C 
solution for the problem with an illustrating example. The chapter also describes 
spanning tree preprocessing, using five order criteria, to improve the performance of 
DPR/C. The chapter provides theoretical analysis of DPR/C, and presents our 
simulation methodology and results.  
Chapter 4 formally defines NTD-C/R, and presents our proposed solution, DPC/R, to 
solve the problem using a sequence of spanning trees of the network. The chapter also 
provides theoretical analysis of the solution. Further, it provides performance 
comparisons against four existing state-of-the-art techniques [12]-[15]. 
Chapter 5 discusses two related O2/C1 problems, i.e., NTD-CR/B and NTD-CB/R, and 
proposes two metrics to measure their feasible solutions. After that, it uses Lagrange 
Relaxation techniques and weighted sum to transform each of the O2/C1 problems into 
its corresponding O1/C1 problem. It then describes two solutions, called DPCR/B and 
DPCB/R, with example and analysis for NTD-CR/B and NTD-CB/R respectively. 
After extending the two approaches to DPCR/B-P and DPCB/R-P approaches to 
produce POS solutions, the chapter presents simulation results to show the 
effectiveness and efficiencies of all approaches.  
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Chapter 6 presents the conclusion of the thesis and some possible future works. 
This thesis includes three Appendices. Appendix A contains details on how to use 
DPR/C in Chapter 3 to solve NTD-R/C for Rel2 metric. Appendix B is an extension of 
Chapter 4; it proposes two versions of DPC/R to solve NTD-C/R problem for Rel2 
metric. Appendix C provides the network topologies and their link information, i.e., 
cost, reliability and bandwidth, which are used in our simulations. 
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Chapter 2 
Background  
 
This chapter, divided into five main sections, provides the preliminaries and reviews 
of the literature that is pertinent to this thesis. Section 2.1 describes network model and 
notations that are used throughout the thesis. Note that additional notations that are 
used only in specific chapters will be described in their corresponding chapters. 
Section 2.2 presents the QoS calculation methods used in the thesis, e.g., exact and 
approximation network reliability calculation and bandwidth calculation. Section 2.3 
discusses dynamic programming technique and Section 2.4 explains the concept of 
Pareto Optimal Set that contains non-dominated solutions to optimize bi-objectives 
one-constraint (O2/C1) problems. Section 2.5 reviews the existing algorithms for 
single-objective one-constraint (O1/C1) network topology design (NTD) problems, i.e., 
NTD-R/C and NTD-C/R. The section then presents some related works for O2/C1 
problems, i.e., NTD-CR/B and NTD-CB/R. Section 2.6 describes the practical 
implementation issues in NTD. Section 2.7 summarizes this chapter. 
2.1 Network Model  
A communication network (CN) can be modelled by a probabilistic undirected simple 
graph G=(V, E), in which each node viV represents a network component (e.g., 
router, computer centre) and each link ejE represents the connecting media (e.g., 
communication link) between the network components. All nodes’ location and 
connecting links are known when the centres are established. Fig. 2.1 shows a CN with 
four fixed-position nodes, and five links. Each ej has a cost cj>0 that represents the cost 
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to install ej, and reliability 0≤rj≤1 that represents the probability that ej is functioning 
(a state referred to as UP) and bj>0 that represents the bandwidth capacity of ej. Table 
2.1 shows the link weight for the CN in Fig. 2.1. We assume that (i) all nodes are 
always UP and use no setup costs, and (ii) link failures are statistically independent 
and without repair. Both assumptions (i) and (ii) are commonly used in research works 
on NTD-R/C [16]-[19] as well as NTD-C/R [3], [12]-[15], and O2/C1 problems [8]. 
Assumption (ii) is used to reduce the combinatorial size of the already difficult 
problems; NTD is an NP-hard combinatorial optimization problem where the search 
space for a fully connected network with V nodes and L links is L(|v|×(|v|-1)/2) [6]. Further, 
the assumption does not limits the practicality of the problem since a node may 
represent a very expensive large data centre that includes sufficient fault-tolerant and 
backup components, which allow the centre to continue its operation when there is any 
component failure. In this case, each node would be more reliable than its 
communication links, and its setup cost is very expensive and has been implicitly 
included when the node is established.  
A spanning tree i, STi for i=1, 2, …, n, is a subgraph of G which is a tree that comprises 
of all the nodes in G. Each spanning tree in a network with |V| nodes contains (|V|-1) 
links. Let STG be a set of all spanning trees in G, n=|STG|, and Li be the set of links in 
STiSTG. Note that a fully connected network contains n=O(|V||v|) spanning trees [20]. 
Let Cost(STi) denote the cost of installing all links in spanning tree STi, calculated by 
taking the sum of the cj of each ej in STi; as an example, Cost(ST1)=3+4+6=13. 
Link(STi) denotes a function that returns links in STi. Let Relall(STi) denote a function 
that computes the reliability of spanning tree STi, calculated by multiplying all rj of 
each ej in STi, e.g., Relall(ST1)=0.6×0.9×0.9=0.486. Table 2.1 provides the spanning 
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trees in STG of the CN in Fig. 2.1, and their reliability and cost. The cost of a network 
topology G, Cost(G), is calculated by taking the sum of all cj for each ejG; for Fig. 
2.1, Cost(G)=20. Since G can be constructed using nodes in V and all links in E or all 
spanning trees in STG, the thesis uses Cost(G)=Cost(STG)=Cost(E).   
 
Fig. 2.1: An example CN with four nodes and five links 
Table 2.1: Link weight and spanning tree set for CN in Fig. 2.1 
A (s, t) simple path i, Pi, is a sequence of links from a source node s to a destination 
node t such that no node is traversed more than once. Note that a general network (fully 
connected network) contains m=2
|E|-|V|+2 
(s, t) simple paths [21]. Let Li be the set of 
links in Pi, PG be a set of all paths in G and m=|PG|. Table 2.2 provides the (s, t) simple 
paths in PG of the CN in Fig. 2.2. Let Cost(Pi) denotes the cost of installing all links in 
path Pi, calculated by taking the sum of cj of each ejPi. As an example, 
STG Link Weight 
i STi Relall(STi)  Cost(STi)   ej cj rj 
ST1  {2, 4, 5}  0.486  13  1  5  0.9  
ST2  {1, 4, 5}  0.729  15  2  3  0.6  
ST3  {1, 2, 4}  0.486  12  3  2  0.7  
ST4  {2, 3, 5}  0.378  11  4  4  0.9  
ST5  {1, 2, 5}  0.486  14  5  6  0.9  
ST6  {2, 3, 4}  0.378  9     
ST7  {1, 3, 4}  0.567  11     
ST8 {1, 3, 5}  0.567  13     
1 
1 
3 
4 
2 
2 
5 
4 
3 
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Cost(P1)=3+6+3=12; see Table 2.2. The cost of a network topology G, Cost(G) is 
calculated by taking the sum of all cj for each ejG; for Fig. 2.2, Cost(G)=29. Let 
Rel2(Pi) denotes the reliability of path Pi, calculated by multiplying all rj of each ejPi; 
e.g., Rel2(P1)=0.6×0.9×0.9=0.486. Let BW(Pi) denotes the bandwidth of path Pi, 
determined by the bottleneck link in the path; e.g.,  BW(P1)=Min(3,4,8)=3. Since G 
can be constructed using nodes in V and all links in E or all paths in PG, the thesis uses 
Cost(G)=Cost(PG)=Cost(E).  
 
 
Fig. 2.2: An example CN with six nodes and eight links 
 
Table 2.2: Link weight and path set for CN in Fig. 2.2 
 
 
 
PG Link Weight 
i Pi Rel2(Pi) Cost(Pi) BW(Pi) ej cj rj bj 
P1 (2,5,8) 0.486 12 3 1 5 0.9 8 
P2 (2,5,6,7) 0.226 15 3 2 3 0.6 3 
P3 (2,5,4,3,7) 0.238 17 3 3 2 0.7 6 
P4 (1,3,6,8) 0.340 14 4 4 4 0.9 5 
P5 (1,3,7) 0.441 9 6 5 6 0.9 4 
P6 (1,4,8) 0.729 12 5 6 4 0.6 4 
P7 (1,4,6,7) 0.340 15 4 7 2 0.7 6 
     8 3 0.9 8 
1 
s=1 
3 5  t=6 
2 4 
2 5 8 
6 4 
7 
3 
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2.2 QoS Computations 
Section 2.2 presents the QoS methods used in the thesis; mainly the exact reliability 
calculation using CAREL [22] method and approximation reliability calculation using 
Monte Carlo Simulation [10], followed by the bandwidth calculation using Max-Flow 
Min-Cut algorithm. 
2.2.1 Reliability Calculation 
 
We use network reliability to refer to the ability of a network G to continue working, 
when some of its nodes or links fail. As stated in Section 2.1, this thesis considers only 
networks with link failure; one can use the approach in [23] to calculate the reliability, 
when both nodes and links can fail, with an extra computational complexity.  
The literature [24] considers three network reliability measures: (i) K-terminal 
reliability (RelK) – the probability that there exists at least one operating path between 
every pair of nodes in K, for a given set of K nodes in G; (ii) Two-terminal reliability 
(Rel2) – the probability that a set of operational links provides communication path 
between a source node s and a terminal node t in G; and (iii) All-terminal reliability 
(Relall) – the probability that a set of operational links provides a communication path 
between every pair of nodes in G. This means that there are some operational links 
which can provide communication path among the |K|=|V| nodes that can compensate 
for the failed links. 
In this thesis, we only consider Relall and Rel2. Let Relall(G) and Rel2(G) be functions 
to compute Relall and Rel2 measures of network G, respectively. Calculating Relall(G), 
in general, is an NP-hard problem [6]. Similarly, calculating Rel2(G), in general, is 
also NP-hard problem [25]. Relall(G) or Rel2(G) can be computed using an exact 
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method, e.g., [22], using heuristic technique, e.g., [10], or using approximation 
(bounding) method, e.g., [25]. This thesis uses CAREL [22] – a sum of disjoint 
products (SDP) technique, to compute the exact value of Relall(G) and Rel2(G) for 
NTD-R/C problem and NTD-CR/B in Chapter 3 and 5, respectively; and the 
approximation method, i.e., Monte Carlo (MC) simulation [10] for the other problems 
in Chapter 4 and 5. The thesis uses exact reliability calculation in Chapter 3 and 5 for 
two reasons: 1) computing an exact Relall or Rel2 measure avoids our algorithm from 
going into a local maximum state, and 2) using CAREL [22] for our DP approaches is 
efficient because it computes only the reliability contribution of each additional 
spanning tree or (s, t) simple path; see Section 3.3.1 for more detailed discussion. Since 
G can be constructed using nodes in V and all links in E or all spanning trees in STG, 
the thesis uses Relall(G)=Relall(STG)=Relall(E); similarly, Rel2(G)=Rel2(PG)=Rel2(E). 
In the following, we briefly describe CAREL [22] and MC simulation [10], called 
MCS. 
CAREL: 
CAREL is an SDP technique that utilizes four operators: COM, RED, CMB, and GEN 
[22]. For Relall(G), given a sequence of all spanning trees of G, (ST1, ST2, …, STn) for 
i=1, 2, 3, …, n, CAREL generates an equivalent set of disjoint terms DTi for each STi, 
which in turn is used to calculate the reliability contribution of including STi, called 
i, as follows. Firstly, it uses COM to generate a set of conditional cubes {E1, E2, …, 
Ei-1} when each spanning tree in (ST1, ST2, …, STi-1) is compared with STi. Secondly, 
it uses the RED operator to remove any redundant conditional cubes from {E1, E2, …, 
Ei-1}; a cube Ea is redundant with respect to Eb if EbEa. As described in [22], 
removing a redundant cube can speed up the processing of the CMB operator. Thirdly, 
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it uses the CMB operator to generate a set of disjoint terms DTi from the non-redundant 
cubes. Finally, GEN is used to calculate the reliability value of each DTi, i.e., i, which 
represents the reliability contribution of including STi in the network. Because a term 
in each set DTi is mutually disjoint with respect to each other term within the same set 
as well as with respect to every term in other disjoint terms generated for all other 
spanning trees, GEN computes the total reliability contribution of all DTi, i.e., , 
to obtain the network’s reliability; note that 1=Relall(ST1). Similarly, CAREL uses 
the four operators, i.e., COM, RED, CMB, and GEN, to compute Rel2(G) from a 
sequence of all (s, t) simple paths of G, (P1, P2, …, Pm) for i=1, 2, 3, …, m. Readers 
are referred to [22] for detailed descriptions of CAREL.   
 
MCS: 
MCS contains two sampling loops to estimate either Relall(G) or Rel2(G) of network 
G. In the following discussion, let us consider Relall(G); Rel2(G) can be computed 
similarly. In the first loop, failed links are simulated to generate the probability 
distribution of the number of failed links (i.e., f[l=d]; d=0, . . ., |E|). In the second loop, 
the network connectivity calculation is called nr times to simulate βd values depending 
on whether or not the topology instance is connected. Here, reliability estimator values, 
Ʀ(G), are computed based on f[l=d] and βd for each i=1, . . ., nr. The final reliability, 
Relall(G), is estimated as the mean of the Ʀ(G) values. The steps of the MCS [10] are 
as follow: 
Step 1. Obtain the distribution of the number of failed links, f[l=d], for all d=0, 1, 2,  
. . , |E|: 
1.1. ld=0 for d=0, 1, 2, . . . , |E|. 



n
i
i
1
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1.2. Perform the following steps nr times. 
       1.2.1. Perform the following steps for each i, i=1, 2, . . . , |E|. 
                1.2.1.1. Generate random number ui from U(0,1). 
                1.2.1.2. If ui<f then xi=1 else xi=0. 
      1.2.2. If the number of failed links is equal to d then ld=ld+1. 
1.3. f[l=d]=ld/nr for d=0, 1, 2, . . . , |E|. 
Step 2. Perform following steps nr times: 
2.1. Perform the following steps for each d, d=0, . . ., |E|. 
      2.1.1. Arbitrarily choose d links from the network. 
      2.2.2. If the network is connected after removing the chosen d links, then βd=1,     
      else βd=0. 
2.2. Ʀ j(G)=∑ 𝛽d × 𝑓[𝑙 = 𝑑]
|E|
𝑑=0 . 
Step 3. Estimate all-terminal reliability as Relall(G)=∑
Ʀj(G)
𝑛𝑟
𝑛𝑟
𝑗=1 . 
2.2.2 Bandwidth Calculation  
The bandwidth of network topology G, BW(G), between a source node s and 
destination node t, can be calculated using the well-known Max-Flow Min-Cut 
theorem [26], where the value of the maximum flow is equal to the capacity of the 
minimum cut. Note that a cut between (s, t) node pair is a set of links whose removal 
disconnects the two nodes. The bandwidth of a cut set, BW(Cuti), for a minimal cut 
Cuti is the sum of bandwidth bj of all links ejCuti. From Max-Flow Min-Cut theorem 
[26], the maximum capacity flow, Wmax, through the graph G=(V, E) is:  
                                 BW(G)=Wmax=Min{BW(Cuti)}                                            (2.1) 
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As an example, consider the CN shown in Fig. 2.2. The cut set between source node s 
and destination node t is Cuts,t={Cut1=(1,2), Cut2=(1,5), Cut3=(3,4,5), Cut4=(2,3,4), 
Cut5=(3,4,8), Cut6=(3,6,8), Cut7=(1,4,6,8), Cut8=(2,4,6,7), Cut9=(4,5,6,7), 
Cut10=(7,8)}. The bandwidth of each cut in Cuts,t is: BW(Cut1)=11, BW(Cut2)=12, 
BW(Cut3)=15, BW(Cut4)=14, BW(Cut5)=19, BW(Cut6)=18, BW(Cut7)=25, 
BW(Cut8)=20, BW(Cut9)=19 and BW(Cut10)=14. Using Eq. (2.l), for Fig. 2.2, 
BW(G)=Min(11,12,15,14,19,18,25,20,19,l4)=11. Since G can be constructed using 
nodes in V and all links in E or all (s, t) simple paths PG, the thesis uses 
BW(G)=BW(PG)=BW(E). 
2.3 Dynamic Programming Technique  
The term dynamic programming (DP) was first used in the 1950s by Richard Bellman 
to describe the process of solving problems where one needs to find the best decisions 
one after another [27]. In general, DP is an optimization approach that breaks a 
complex problem into some simpler sub problems whose solutions are used to solve 
the problem. In contrast to the Divide and Conquer approach, the sub problems in DP 
are overlapping.  
At every stage, DP makes decisions based on all the decisions made in the previous 
stage, and may reconsider the previous stage's algorithmic path to the solution. DP 
solves each sub problem only once and thus it reduces the number of computations. 
This is especially useful when the number of repeating sub problems is exponentially 
large.  
The DP method has been used to solve several reliable design problems. For example, 
Alice et al. [27] used DP to solve reliability and redundancy allocation for system 
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design. Further, Yutaka et al. [28] showed how to solve the topology optimization for 
wireless sensor network using a DP technique. To the best of our knowledge, DP 
technique has not been used to solve the NT design problems in Table 1.1 and 1.2. In 
this thesis, we propose using DP to solve the four NT design optimization problems. 
2.4 Pareto Optimal Set 
Single-objective single constraint (O1/C1) optimization NTD problems, e.g., NTD-R/C 
and NTD-C/R in Chapter 3 and 4, respectively, aim to find one solution that optimizes 
only one objective function subject to a given constraint. Extending the idea to bi-
objective single constraint (O2/C1) optimization problems, e.g., NTD-CR/B and NTD-
CB/R in Chapter 5, one may find that the two objectives cannot be optimized at the 
same time. Specifically, one needs to quantify a trade-off between the two objectives, 
e.g., minimizing cost and maximizing reliability in NTD-CR/B. The set of the best 
solutions that trade-off between the two objectives is called the Pareto Optimal Set 
(POS) [11]. 
Most multi-objective optimization algorithms with M objective functions use the 
concept of domination [11] to find the POS; note that O2/C1 is a multi-objective with 
M=2 objective functions. In these algorithms, two solutions are compared on the basis 
of whether one dominates the other or not. Formally, we define the domination concept 
as follows.  
Definition 2.1. A solution x is said to dominate the other solution y if the following 
two conditions are both true: (i) The solution x is no worse than y in all objectives M; 
(ii) The solution x is strictly better than y in at least one objective.  
If either of these two conditions is violated, solution x doesn’t dominate solution y. 
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To illustrate the concept, let us consider the bi-objective NTD-CR/B problem, 
described in Chapter 5, and its five feasible solutions, shown in the objective space in 
Fig. 2.3. Notice that each feasible solution satisfies the constraint Bmin, and the first 
objective function (i.e., cost) needs to be minimized while the second objective 
function (i.e., reliability) needs to be maximized. Further, it is unlikely that there exists 
any solution that produces minimum cost and maximum reliability at the same time. 
Since both objective functions are equally important, we can use Definition 2.1 to 
decide which solution is better between any pair of solutions. For example, comparing 
solution 1 (cost=15, reliability=0.6) and solution 2 (cost=20, reliability=0.5) one can 
observe that the former is better than the latter in both objective functions, satisfying 
both conditions of Definition 2.1. For another example, consider solutions 1 (15, 0.6) 
and 5 (15, 0.9). Here, solution 5 is better than solution 1 in the reliability objective 
function and the solution is no worse than solution 1 in the cost objective (in fact, they 
are equal). Thus, both conditions for domination are satisfied and solution 5 dominates 
solution 1. Since the concept of domination allows a way to compare solutions with 
multiple objectives, most multi-objective optimization methods use the concept to 
search for POS that contain non-dominated solutions [11]. Section 5.6 explains how 
to extend our proposed algorithms to produce POS with non-dominated solutions for 
NTD-CR/B and NTD-CB/R problems. 
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Fig. 2.3: Example of five feasible solutions for O2/O1 problem 
 
2.5 Related Work  
This section first discusses two related O1/C1 NTD problems, i.e., NTD-R/C and NTD-
C/R, each of which aims to optimize one objective while satisfying one constraint 
parameter. Then, it describes the existing works on O2/C1 NTD that aims to optimize 
two objectives subject to one constraint parameter.  
2.5.1 O1/C1 NTD Problems 
Both NTD-R/C and NTD-C/R problems have been shown NP-hard [5], [6]. Their 
solutions in the literature can be categorised into either enumerative methods or 
heuristic methods. Enumerative–based approaches in [16], [17], [28], [29] are 
applicable only for small network sizes. For larger networks, heuristic-based 
approaches are used; however, they do not guarantee optimality. While there are many 
solutions for the NTD-C/R problem, e.g., ([3], [6], [12]-[15], [28]-[36]), we found only 
a few papers, i.e., [16]-[19], [37], that address the equally important NTD-R/C 
problem. 
Aggarwal et al. [16] employed a greedy enumerative technique to solve the NTD-R/C 
problem that maximizes Rel2. The authors in [17] showed that the solution can also be 
2
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used to maximize Relall. Zakir et al. [19] extended the NTD-R/C problem in [17] to 
produce the topology with as many disjoint spanning trees as possible for maximizing 
Relall. Consequently, their solution [19] produces topology that has a higher reliability 
but with a higher cost. However, the solutions [16], [17], [19] require generating all 
spanning trees or paths of the network, and thus are not feasible for designing networks 
with a large number of spanning trees or paths. Atiqullah and Rao [37] have proposed 
a two-stage heuristic approach based on simulated annealing (SA) to solve the design 
problem for multilevel hierarchical network that consists of backbone network layer 
and local access networks layer. One stage of the heuristic solves the design for the 
backbone network while the other for each access network; and the two stages can run 
independently. Note that the first stage in essence is the same as NTD-R/C, but it 
produces inferior solutions as compared to ours. Specifically, our DPR/C-1 solution, 
described in Chapter 3, produces topology, on average, with 5.87% higher reliabilities 
[44] as compared to the optimum solutions presented in Table 2 of [37]. Shao et al. 
[18] have proposed a heuristic approach, called Shrinking and Searching Algorithm, 
to maximize Relall given a cost constraint. However, the approach in [18], considers 
only an upper bound of the network reliability to solve NTD-R/C problem, while we 
need to compute an exact reliability value.  
References ([3], [6], [12]-[15], [28]-[36]) address a closely related O1/C1 problem, 
NTD-C/R, to design a topology with the minimum link cost subject to a reliability 
constraint. The existing solutions in the literature for the NTD-C/R aim to generate 
either an optimal topology or an approximated topology from a given network G. The 
heuristic-based methods mainly use meta-heuristic techniques, e.g., genetic algorithms 
      25 
  
 
(GA) ([3], [6], [13], [14], [33]), SA [35], tabu search (TS) ([32], [36]) and ant colony 
optimization (ACO) [12]. Further, all these algorithms consider only Relall measure.  
Jan et al. [28] considered a network G whose links have the same reliability values, 
and developed an algorithm that combines decomposition, Branch and Bound (B&B) 
techniques to find an optimal solution, i.e., a topology Gmin with a minimum 
Cost(Gmin), and a Relall(Gmin)≥Rmin, where Rmin is the required reliability constraint. 
Later, Koide et al. [29] generalized the problem in [28] for graph G with non-
homogeneous link reliabilities, and developed another B&B algorithm to solve the 
problem. The B&B approaches [28], [29] are computationally expensive, and thus are 
suitable only for small sized networks with up to nine nodes.  
Kumar et al. [33] have developed a GA-based approach to solve NTD-C/R that 
includes two additional constraints, i.e., diameter and average distance, and applied it 
to four test networks with up to nine nodes. Their approach [33] calculates the network 
reliability exactly. Although the problem in [33] is a superset of NTD-C/R, its solution 
cannot be used to solve the NTD-C/R problem because the problem considers only 
links with identical reliability and cost. Deeter and Smith [6] presented a GA approach 
to solve the NTD-C/R problem. Their solution considers a set of link types where links 
in each type have the same cost and reliability. In contrast, for NTD-C/R problem, 
each link may have different reliability and cost values, and thus the solution cannot 
be used to solve the problem.  
Dengiz et al. [13] proposed a heuristic GA approach, called NGA, to solve the NTD-
C/R problem. In [14], the same authors have developed another GA-based solution, 
called Local search GA (LS-NGA), using a special encoding structure, crossover, and 
mutation operators. Both techniques have been shown effective in generating near 
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optimal solutions [13], [14]. These GA methods yield poor quality solutions for 
networks with more than 10 nodes as reported by Marquez and Rocco [34]. Later, Gen 
[3] proposed a self-controlled GA to solve the NTD-C/R problem. However, these GA 
methods ([3], [6], [13], [14], [33]) require the development, coding, and testing of a 
problem-specific GA, complicating the solution process.  
Abo Elfotoh and Al-Sumait [30] developed a neural network (NN) heuristic algorithm, 
and the authors in [32] used an artificial NN for the NTD-C/R problem. As stated in 
[34], while the NN and artificial NN algorithms produce good results, they use a long 
procedure that needs extensive time and significant parameter tuning [34]. Pierre et al. 
[35] used SA to find optimal designs for packet switch networks where delay and 
capacity were considered, but reliability was not. Recently, a new meta-heuristic called 
Cross-Entropy method [31] was developed for the NTD-C/R problem. In addition, the 
Multiple TS algorithm [36] was used to solve the NTD-C/R problem with 19 nodes; 
however, the algorithm may not reach the global optimum solution in a reasonable 
computation time when the initial solution is far away from the region where the 
optimum solution exists. Hardy et al. [15] proposed to use Binary Decision Diagram 
(BDD) to solve the same design problem for networks containing up to 81 nodes. This 
approach is based on a decomposition of Boolean functions called Shannon 
decomposition to implicitly represent the entire set of the functioning and failing 
network states. Our simulations in Chapter 4 show that DPC/R-2 produce better results 
as compared to the BDD approach in [15].  
Marquez and Rocco [34] have presented a population-based heuristic approach called 
the probabilistic solution discovery algorithm. However, their approach is shown less 
effective as compared to the more recent approach in [12]. Altiparmak et al. [12] 
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proposed a hybrid approach based on Ant Colony Optimization and Simulated 
Annealing, called ACO-SA, to solve NTD-C/R for networks with up to 50 nodes. 
ACO-SA first generates a ring network, onto which it adds some links to produce a 
seed network topology that satisfies the reliability constraint; initially, the seed is 
considered the best global topology. Then, it uses ACO and SA to reduce the cost of 
the global topology. If a population in ACO contains better networks than the global 
topology, then these topologies are put in a set, and SA is used as a local search 
procedure to further improve those networks in the set to generate the best possible 
topology. ACO-SA repeats these procedures until a given stopping criterion is met. 
Our simulations, described in Chapter 4, show that DPC/R-1 outperforms ACO-SA. 
In general, each NTD-C/R solution requires calculating Relall or Rel2 to be compared 
with the required reliability constraint Rmin. The calculation can use either a simulation 
or an analytic method. The analytic method [22] produces an exact reliability result. 
However, its time complexity grows exponentially in the order of network size, and 
thus approaches that use the analytic method, e.g., [28], [29], are suitable only for use 
in small sized networks. The simulation methods for reliability calculation [25], [10] 
reduce the time complexity, but produce only estimated reliability values, acceptable 
for the heuristic solutions to NTD-C/R because the values are used only to test for the 
feasibility of the resulting topology. Note that each estimated value is used only to see 
if a solution is feasible; an exact reliability solver is needed only to compute the 
reliability of the final solution. In contrast, a NTD-R/C solver needs to compute exact 
Relall or Rel2 values to search for the topology with the maximum reliability; 
otherwise, the search might lead to a local maximum. Therefore, the existing meta-
heuristic can be used for computing NTD-R/C only if it uses exact reliability values in 
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each of its steps, which is computationally expensive because, for example, a GA 
needs the reliability value for each chromosome reevaluation. 
In contrast, the population based meta-heuristics, such as GA, require numerous 
iterations before converging. Note that, for the NTD-C/R problem, each iteration 
includes reliability computation of the approximated topology to be tested against the 
required reliability constraint. Because reliability evaluation, using both exact or 
approximation methods, is computationally expensive (a typical MCS iterates 106 
times), the approach in general uses a considerable computational effort. For example, 
the GA based approach in [6] uses MCS to calculate the reliability of each candidate 
solution, and thus, for a typical GA solution with a population size of 6000 and 40 
generations, it needs to run MCS 240000 times. Therefore, the approaches are 
computationally expensive for use in large networks. As described in Chapter 4, our 
proposed approach DPC/R-2 uses a MCS [10] to estimate the reliability value of each 
topology, and runs the simulation only up to ×k times while producing 81.5% best 
results, for =100, and k1214.   
2.5.2 O2/C1 NTD Problems  
This subsection presents related works to two O2/C1 NTD problems: (i) NTD-CR/B 
that maximizes network reliability and minimizes its cost subject to a bandwidth 
constraint; (ii) NTD-CB/R that maximizes network bandwidth and minimizes its cost 
subject to a reliability constraint. Note that NTD problem with multiple objectives has 
not been addressed in the literatures as much. In the rest of the thesis, we call problem 
involving two objectives as Bi-Objective (BO).  
Local search techniques have been frequently used to solve NTD problems. However, 
these techniques generally do not perform well when BO needs to be optimized and/or 
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constraints are present [38]. Duarte and Bar´an [39] proposed a parallel GA to solve 
network design problems with cost and reliability as objectives, and other constraints 
but not bandwidth, unlike NTD-CR/B. Kumar et al. [40] presented a GA approach 
called Pareto Converging Genetic Algorithm (PCGA) to design a network that 
simultaneously optimizes network delay and design costs under a reliability and 
bandwidth constraint. Banerjee and Kumar [41] studied BO network design using a 
GA heuristic and empirically showed that the GA generally provides better solution 
than its deterministic counterparts. Papagianni et al. [8] used the particle swarm (PS) 
optimization to solve multi criteria network design problem. Papagianni et al. [8] 
claimed that the approach is more effective than the GA in [41] but the algorithm was 
only tested on a 16-node network and nothing was said about its efficiency.  
While the meta-heuristic based algorithms, e.g., GA and PS, may reduce time 
complexity, they still require numerous iterations to converge and thus use a 
considerable computational effort. Therefore, a more time efficient heuristic approach 
that can produce better results is still needed, especially for use in large scaled 
networks. Recursive heuristics such as Dynamic programming (DP) have a tendency 
to escape a local optimum and can often find a global optimum solution in a reasonable 
amount of computational time. Recently, Figueira et al. [42] presented a new DP 
approach to solve the Multiple Objectives Integer Knapsack Problem (MOIKP). This 
problem consists of determining the numbers of copies for each item such that the 
overall weight does not exceed W and the total profits are maximized. As later 
discussed in Section 5.2, MOIKP approach proposed by Figueira et al. [42] cannot be 
used to solve NTD-CR/B and NTD-CB/R.  
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This thesis proposes to use DP to solve the four NTD problems, i.e., NTD-R/C, NTD-
C/R, NTD-CR/B and NTD-CB/R, shown in Table 1.1 and Table 1.2. Our solutions are 
similar to the well-known NP-complete 0-1 knapsack problem [43].  Given a set of 
items where each item has value and weight, 0-1 knapsack problem selects a set of 
items such that their total value is maximized and their total weight is no larger than a 
given weight constraint. Note that the items in the problem are either spanning trees or 
(s, t) paths in our problems. Further, comparing 0-1 knapsack to NTD-R/C, the value 
and weight in the former are, in the latter, Relall or Rel2 and cost, respectively. The 0-
1 knapsack problem can be efficiently solved using a DP approach, which is a stage-
wise search method. However, as discussed in Section 3.3.3.1 and 4.2, one cannot 
directly use the efficient solution to 0-1 knapsack for our problems. Nevertheless, 
using DP for the four NTD problems is advantageous because this strategy prunes 
earlier partial solutions that are not expected to lead to an optimal solution. Further, it 
solves each sub-problem only once by saving the solution in a table for later use. This 
thesis describes bottom-up DP solutions for the four NTD problems and discusses the 
differences between the DP for these problems and 0-1 knapsack problem.  
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2.6 Simulations Environment 
2.6.1 Topologies 
The performance of the algorithms proposed in this thesis is evaluated using three sets 
of topologies: (i) 20 arbitrary network topologies, (ii) 76 fully connected topologies, 
and (iii) five grid topologies.  
As shown in Table 2.3 and Table 2.4, the number of nodes and links of the topologies 
in (i) range from 4 to 21 and 5 to 30, respectively; see Fig C.1 in Appendix C for the 
description of each CN configuration. Note that we obtain 19 of the 20 topologies in 
the tables from [22]. We use the 20 networks in Chapter 3, 4 and 5 to observe the 
effects of using different orders of spanning tree and (s, t) paths on the effectiveness 
of our algorithms. As shown in Table 2.3, the number of spanning trees in the CNs 
ranges from 8 to 24173; each 𝐶𝑁 𝑛 
|V|,|E|
 in Table 2.3 denotes a CN with |V| nodes, |E| 
links and n spanning trees. Table 2.4 shows that the CNs have between 7 and 780 (s, 
t) paths. Each 𝐶𝑁 𝑚
|V|,|E|
 denotes a CN with |V| nodes, |E| links and m (s, t) paths; in Fig 
C.1 in Appendix C, source (terminal) node s (t) is the node with the smallest (largest) 
number and for each of the 20 CNs we randomly assigned rj, cj and bj for each link. 
For Table 2.3 and 2.4, we use CAREL [22] to compute Relall(G) and Rel2(G) for each 
original CN (i.e., with complete links), and the Max-Flow Min-Cut algorithm [26] for 
each BW(G); Cost (G) is directly computed by taking the sum of cj for all links in G. 
Further, we set Rmin, Bmin and Cmax randomly between 40% to 90% of Relall(G) or 
Rel2(G), BW(G) and Cost (G), respectively. Table 2.3 and 2.4 show the results (see 
the % value in bracket next to each Rmin, Bmin and Cmax value). As an example, for  
𝐶𝑁8
4,5 in Table 2.3, Cmax=Cost(𝐶𝑁8
4,5
)×0.90=18.  
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For the networks in set (ii), we obtained the 76 fully connected networks from [12].  
We used the networks to evaluate the performance of our DPC/R-2, presented in 
Chapter 4, against four state-of-the-art approaches, i.e., ACO-SA [12], NGA [13], LS-
NGA [14], and BDD [15]. Note that we obtained the results for each of the four 
approaches as reported in their corresponding papers. The CNs have 6 to 11, 15 to 55, 
and 1269 to 2.3×109 nodes, links, and spanning trees respectively. We obtained the 26 
cost matrices of the fully connected networks from the authors in [12], and use them 
for all link costs of all networks. Note that the authors in [12] randomly generated the 
integer costs with values between 1 and 100. We presented the cost matrices in 
Appendix C. Like in [12], we set Rmin to either 0.9 or 0.95, and use equal link 
reliabilities with values of either 0.9 or 0.95. The 76 topologies are generated from the 
26 cost matrices as follows. Using the first 25 cost matrices with link reliability of 0.9 
and Rmin=0.9 or Rmin=0.95, we obtain 2×25=50 different CNs. Then, setting link 
reliability of 0.9 and Rmin=0.95 on the 25 cost matrices, we generate 25 additional 
topologies. The last topology is obtained by using the last cost matrix for the fully 
connected topology G with 11 nodes with link reliability of 0.9 and Rmin=0.9. Note that 
the 76 topologies will be used in Table 4.4 of Chapter 4. Table 2.5 shows the five grid 
networks in set (iii), i.e., Grid6×6, Grid3×12, Grid3×16, Grid2×20, Grid2×100, that contain 
36 to 200 nodes, and 57 to 298 links respectively.  We use the networks in Chapter 3, 
4 and 5 to evaluate the efficiency of the corresponding proposed algorithms, in terms 
of its required number of spanning trees k≤n or paths k≤m, and CPU time as well as its 
effectiveness.  
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Table 2.3: Topologies information used for the simulations with spanning trees 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The networks have m=524288 to m=299 (s, t) paths [49]. We use the formula in [20] to 
count the number of spanning trees in Grid2xh, i.e., Grid2×20, Grid2×100. However, the 
paper [20] does not provide other counting equations for the other grid sizes, i.e., 
Grid6x6, Grid3x12 and Grid3x16. For Table 2.5, we assume that, when two grid networks 
have the same number of nodes, the wider grid, e.g., Grid3x12, contains more spanning 
trees than the other, e.g., Grid2x18. Thus, we show Grid6x6, and Grid3x12 as 𝐶𝑁≥3.55718
36,60
, 
and  𝐶𝑁≥3.55718
36,57
, respectively; because Grid2x18 contains 3.557
18 spanning trees. 
Further, we show Grid3x16 as 𝐶𝑁≥2.524
48,77
 because Grid2x24 contains 2.5
24 spanning trees. 
As shown in Table 2.5, the five grid networks contain n=3.55718 to n=1.899102 
spanning trees. We set cj=1 and rj=0.9 for all of the five grid networks. Because 
DPR/C-2 in Chapter 3, does not calculate the exact reliability values of its generated 
topologies for large network, we have used the MCS [10] to compute the estimated 
 
CN 
Original CN  Cost Reliability 
|V| |E| n Cost(CN) Cmax Relall(CN) Rmin 
𝐶𝑁8
4,5
 4 5 8 20 18(90%) 0.927 0.82(88%) 
𝐶𝑁21
5,8
 5 8 21 29 24(82%) 0.972 0.8(82%) 
𝐶𝑁21
6,8
 6 8 21 29 20(69%) 0.968 0.80(82%) 
𝐶𝑁55
6,9
 6 9 55 31 25(81%) 0.977 0.8(81%) 
𝐶𝑁368
7,12
 7 12 368 40 33(83%) 0.969 0.8(82%) 
𝐶𝑁1033
7,15
 7 15 1033 46 38(83%) 0.966 0.8(82%) 
𝐶𝑁247
8,12
 8 12 247 40 35(81%) 0.946 0.8(84%) 
𝐶𝑁256
8,12
 8 12 256 40 35(81%) 0.975 0.8(82%) 
𝐶𝑁576
8,13
 8 13 576 43 35(81%) 0.984 0.8(81%) 
𝐶𝑁171
9,12
 9 12 171 40 33(83%) 0.964 0.8(81%) 
𝐶𝑁327
9,13
 9 13 327 43 35(81%) 0.968 0.8(81%) 
𝐶𝑁647
9,14
 9 14 647 47 35(74%) 0.971 0.8(82%) 
𝐶𝑁2112
10,21
 10 21 2112 68 55(80%) 0.904 0.75(83%) 
𝐶𝑁1598
11,21
 11 21 1598 68 56(81%) 0.974 0.8(81%) 
𝐶𝑁3666
13,22
 13 22 3666 71 60(84%) 0.948 0.7(74%) 
𝐶𝑁7683 
16,30
 16 30 7683 96 80(83%) 0.971 0.8(81%) 
𝐶𝑁9471 
17,25
 17 25 9471 80 65(81%) 0.980 0.8(81%) 
𝐶𝑁21456 
18,27
 18 27 21456 87 70(80%) 0.987 0.8(81%) 
𝐶𝑁24173
20,30
 20 30 24173 96 80(83%) 0.985 0.8(81%) 
𝐶𝑁18257 
21,26
 21 26 18257 84 70(83%) 0.982 0.8(81%) 
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Relall(CN) and Rel2(CN) for each generated topology; we used a sample size of 10
6 in 
the simulation. 
Table 2.4: Topologies information used for the simulations with (s, t) simple paths 
Table 2.5: Grid topologies information used for the simulations 
2.6.2 Input Orders 
As later described in Chapter 3 to 5, the performance of each algorithm proposed in 
this thesis is significantly affected by different way of input (i.e., spanning trees and 
(s, t) paths) orders. Further, as later shown in Chapter 3 and 4, generating optimal input 
order is an NP complete problem. Therefore, this thesis proposes several possible input 
 Original CN Cost Reliability Bandwidth 
CN |V| |E| m  Cost(CN) Cmax Rel2(CN) Rmin BW(CN) Bmin 
𝐶𝑁4
4,5 4 5 4 20 18(90%) 0.939 0.85(90%) 8 6(75%) 
𝐶𝑁9
5,8
 5 8 9 29 20(68%) 0.969 0.8(82%) 9 6(66%) 
𝐶𝑁7
6,8
 6 8 7 29 20(68%) 0.902 0.7(77%) 11 9(81%) 
𝐶𝑁13
6,9
 6 9 13 31 20(65%) 0.925 0.75(81%) 12 10(83%) 
𝐶𝑁25
7,12
 7 12 25 40 20(50%) 0.98 0.80(81%) 16 12(75%) 
𝐶𝑁14
7,15
 7 15 14 46 20(43%) 0.968 0.80(82%) 16 12(75%) 
𝐶𝑁20
8,12
 8 12 20 40 20(50%) 0.955 0.8(76%) 15 10(66%) 
𝐶𝑁24
8,12
 8 12 24 40 20(50%) 0.919 0.60(65%) 12 10(83%) 
𝐶𝑁29
8,13
 8 13 29 43 20(47%) 0.965 0.50(51%) 18 14(77%) 
𝐶𝑁13
9,12
 9 12 13 40 20(50%) 0.878 0.6(68%) 18 12(66%) 
𝐶𝑁18
9,13
 9 13 18 43 20(47%) 0.917 0.75(81%) 17 14(82%) 
𝐶𝑁44
9,14
 9 14 44 47 40(85%) 0.932 0.75(80%) 14 10(71%) 
𝐶𝑁64
10,21
 10 21 64 68 40(59%) 0.978 0.8(81%) 19 15(78%) 
𝐶𝑁18
11,21
 11 21 18 68 20(29%) 0.985 0.82(83%) 13 10(76%) 
𝐶𝑁281
13,22
 13 22 281 71 40(56%) 0.983 0.6(61%) 18 10(55%) 
𝐶𝑁36
16,30
 16 30 36 96 40(42%) 0.995 0.70(75%) 14 10(71%) 
𝐶𝑁136
17,25
 17 25 136 80 40(50%) 0.982 0.60(61%) 13 10(76%) 
𝐶𝑁281
18,27
 18 27 281 87 40(46%) 0.973 0.70(72%) 16 10(62%) 
𝐶𝑁780
20,30
 20 30 780 96 40(42%) 0.981 0.60(61%) 20 15(75%) 
𝐶𝑁44
21,26
 21 26 44 84 40(48%) 0.861 0.60(69%) 16 12(75%) 
Original Topology Cost(CN) Relall(CN) Rel2(CN) 
CN Grid |V| |E| n       m 
𝐶𝑁
 ≥𝑛 (𝑜𝑟 𝑚)
36,57
 Grid3x12 36 57 ≥ 3.55718 1262816 57 0.9130 0.9756 
𝐶𝑁
≥𝑛 (𝑜𝑟 𝑚)
36,60
 Grid6x6 36 60 ≥ 3.55718 538020 60 0.9173 0.9613 
𝐶𝑁  ≥𝑛 (𝑜𝑟 𝑚)
40,58
 Grid2x20 40 58 220 524288 58 0.74530 0.7844 
𝐶𝑁
  ≥𝑛 (𝑜𝑟 𝑚)
48,77
 Grid3x16 48 77 ≥ 2.524 64019921 77 0.7218 0.9562 
𝐶𝑁
 ≥𝑛 (𝑜𝑟 𝑚)
200,298
 Grid2x100 200 298 1.899102 299 298 0.25107 0.3042 
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orders that, while not optimal, help each algorithm in producing near optimal results. 
Table 2.6 summarizes 10 Order Criteria (OC) that are used to generate 10 different 
input orders for both spanning trees and (s, t) paths.  
Table 2.6: The function and uses of proposed order criteria 
Order 
Criteria 
Function Used by 
Algorithm  Chapter 
OC1 wj=cj/rj DPR/C-1, DPR/C-2, 
DPC/R-1, DPC/R-2, 
DPCR/B-1, DPCR/B-2, 
DPCR/B-P  
Chapter 3, 4 and 5 
OC2 wj=cj DPR/C-1, DPR/C-2, 
DPC/R-1, DPC/R-2 
Chapter 3, 4 
OC3 wj=(-log rj) DPR/C-1, DPR/C-2, 
DPC/R-1, DPC/R-2, 
DPCB/R-1, DPCB/R-2, 
DPCB/R-P 
Chapter 3, 4 and 5 
OC4 wj=(-log rj)+cj DPR/C-1, DPR/C-2, 
DPC/R-1, DPC/R-2 
Chapter 3, 4 
OC5 wj=(-log rj)×cj DPR/C-1, DPR/C-2, 
DPC/R-1, DPC/R-2 
Chapter 3, 4 
OC6 wj=cj+w×(-log rj) DPC/R-1, DPC/R-2 Appendix B 
OC7 wj=cj×rj+w×bj DPCR/B-1, DPCR/B-2, 
DPCR/B-P  
Chapter 5 
OC8 wj=cj×bj+w×rj DPCB/R-1, DPCB/R-2, 
DPCB/R-P 
Chapter 5 
OC9 wj=bj DPCR/B-1, DPCR/B-2, 
DPCR/B-P  
Chapter 5 
OC10 wj=cj/bj DPCB/R-1, DPCB/R-2, 
DPCB/R-P 
Chapter 5 
 
Each order uses a function to generate a weight wj from the cost, reliability and/or 
bandwidth value of each link ejE, i.e., cj, rj, and bj respectively; see column Function. 
Note that the parameter ηw in OC6, OC7 and OC8 is a Lagrange multiplier whose 
value determines the optimality of the conversion; Section 5.3.1, Section 5.3.2, and 
Appendix B describe how to compute the multiplier in detail. The input is then sorted 
in increasing order of weight of the spanning trees or (s, t) paths. Notice that the 
spanning tree and (s, t) path weight is calculated as the summation of the weight of 
each link in the spanning tree and (s, t) path, respectively. The order criteria will be 
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described in more details when they are used in their corresponding algorithms and 
chapters; see columns Algorithm and Chapter. 
2.6.3 Platform 
All proposed algorithms were written in C and all simulations were run on an Intel 
Core i5 (2 cores) with 2.53 GHz and 4 GB of RAM, running Linux (Ubuntu Core 
11.10). 
2.7 Chapter Summary 
This chapter has presented a CN model, notations and definitions that are used 
throughout this thesis. It has also described methods to compute network reliability 
and bandwidth. Further, it has presented concepts of DP and POS, and a review of the 
literature that is relevant to this thesis presented. The previous related solutions are 
categorized according to the number of objectives, i.e., single or multiple, addressed 
by the solutions, which correspond to the problems addressed in Chapters 3, 4 and 5. 
The differences between the existing solutions from the algorithms proposed in this 
thesis have been discussed. Finally, the chapter has presented a description of the 
simulations environment used to evaluate the algorithms in this thesis.  
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Chapter 3 
Network Topology Design with Maximum 
Reliability and Cost Constraint 
This chapter addresses NTD-R/C, an O1/C1 optimization problem, to construct the 
network topology with maximum reliability while satisfying a given cost constraint. 
The solution of this problem is important for critical/sensitive applications like 
emergency response in hospitals. As discussed in Section 2.5.1, we found only a few 
papers, i.e., [16]-[19], [37], that address this important NTD-R/C problem. 
The chapter proposes a DP algorithm called DPR/C, to solve the NTD-R/C problem 
by generating the topology using a sequence of spanning trees to maximize Relall. The 
first version of DPR/C, called DPR/C-1, requires all n spanning trees to maximize 
Relall. The chapter proves that DPR/C-1 produces optimal NT given as input an 
optimal sequence of spanning trees. The chapter shows that generating optimal input 
order is NP-complete, and describes five order criteria to heuristically generate the best 
sequence of spanning trees that allow DPR/C-1 to produce near optimal results. 
Further, the chapter describes the second version of DPR/C, called DPR/C-2, which 
uses only k≤n spanning trees to improve the time efficiency of DPR/C-1 while 
producing similar results. Note that Appendix A shows how to use both versions of 
DPR/C for Rel2 metric. 
The work in this chapter has been published in [44] and [45]. Specifically, reference 
[44] addresses NTD-R/C with Relall measure and describes both versions of DPR/C, 
while reference [45] considers NTD-R/C for Rel2 measure. Note that the DPR/C-1 and 
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DPR/C-2 approaches presented in this chapter were, respectively, called DPA-1 and 
DPA-2 in [44], and DPR/C-1 was called DPA-P in [45]. 
The layout of this chapter is as follows. Section 3.1 formulates the NTD-R/C problem, 
and Section 3.2 shows its DP formulation. Section 3.3 describes our proposed DPR/C 
algorithm to solve NTD-R/C. The section discusses DPR/C-1 with an illustrating 
example and its analysis. Further, it proposes five order criteria, and DPR/C-2. Section 
3.4 presents the simulation results. Finally, Section 3.5 concludes this chapter.  
3.1 Problem Statement 
Let Yj be a decision variable {0, 1} that indicates if link ej in G=(V, E) is selected 
(Yj=1), or ej is not selected (Yj=0). The following two equations describe the NTD-R/C 
problem.  
            Maximize Relall(G’=(V, E’))                                                             (3.1) 
                        Subject to                                                                   (3.2) 
Equation (3.1) calculates Relall(G’) of a network topology G’ that contains links E’=E–
{ej | Yj=0}; i.e., E’ is a set of selected links in Eq. (3.2) that form G’, and Eq. (3.2) is 
Cost(G’). One may solve the NTD-R/C problem by generating each possible set of 
links in Eq. (3.2) that form G’. Then, for each set that has a cost of at most Cmax, 
calculate its Relall(G’), and use Eq. (3.1) to select G’ with the maximum Relall(G’) as 
an optimal topology Gopt. Unfortunately, this Brute Force (BF) solution requires 
generating 2|E| possible link selections. Further, the reliability calculation in Eq. (3.1) 
for each G’ requires exponential time. The solution, called BF-1, is feasible only for 
designing small sized topology. We have used BF-1 to generate the benchmark 
networks in Section 3.4.2. 
max
j
jj CYc 

|E|
1
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As an alternative, let Xi be a decision variable {0, 1} that indicates if spanning tree STi 
in G=(V, E) is selected (Xi=1) or not selected (Xi=0). The following equations describe 
the NTD-R/C problem. 
                                  Maximize   Relall(⋃ STi  Xi )           
|STG|
i=1
                                   (3.3) 
                                 Subject to Cost(⋃ STi  Xi )≤Cmax           
|STG|
i=1
                              (3.4)  
Equation (3.3) calculates the maximum Relall using only the selected spanning trees 
STi that meet constraint Eq. (3.4). One may generate all 2
n possible spanning tree set 
combinations in Eq. (3.4). Then, for each combination that has a total link cost of at 
most Cmax, calculate its reliability, and use Eq. (3.3) to select a combination with the 
maximum Relall as its Gopt. This solution, henceforth called BF-2, is also prohibitive 
for use in large networks because in general a network contains n=O(|V||v|) spanning 
trees [20].  
To illustrate the NTD-R/C problem, consider the CN in Fig. 2.1. For Cmax=18, Fig. 3.1 
shows the optimal topology, Gopt, whose links form a set of spanning trees {{2,4,5}, 
{1,4,5}, {1,2,4}, {1,2,5}} with Relall(Gopt)=0.874, and Cost(Gopt)=18; Gopt does not 
contain spanning trees {1,3,4}, {1,3,5}, {2,3,5}, and {2,3,4} because link 3 is not 
selected. Notice that Cost(G)=20, and therefore if we set Cmax≥20, Eq. (3.2) would 
have Yj=1 for each ej, and Eq. (3.3) considers all spanning trees in G. Thus, for this 
case, Eq. (3.1) and Eq. (3.3) produce Gopt=G with Relall(Gopt)=0.927. In contrast, Eq. 
(3.1) produces a reliability of 0 if the selected links in Eq. (3.2) do not form any 
spanning tree. Further, if Cmax is set smaller than the minimum of Cost(STi) for each 
STiSTG, then no spanning tree can be selected in Eq. (3.3), and thus this case also 
produces a reliability of 0. Thus, this chapter sets Cmax to a value no less than the 
minimum among Cost(STi) to guarantee a feasible solution.  
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We observe that NTD-R/C problem is similar to the the 0-1 knapsack problem [43] in 
which there are n items (i.e., spanning trees), where each item i has capacity xi (i.e., 
Cost(STi)), and value vi (i.e., Relall(STi)), and its goal is to select a set of items that 
have the maximum total value (i.e., Eq. (3.3)) while having a total capacity of no more 
than a given capacity constraint Xmax (i.e., Eq. (3.4)). The 0-1 knapsack problem is 
solvable using a dynamic programming (DP) approach in a pseudo-polynomial time 
O(n×Xmax) [43]. In Section 3.2, we propose a similar DP approach to solve Eq. (3.3) 
and Eq. (3.4).  
 
Fig. 3.1: Optimal solution of NTD-R/C with Cmax=18 for CN in Fig. 2.1 
 
3.2 Dynamic Programming Formulation for NTD-R/C  
Let STXi, for i=1, 2, …, n-1, n, be a sequence of spanning trees selected from i 
spanning trees in {ST1, ST2, …, STi}, and  Gi=(V, EiE) be an induced graph whose 
links comprise all links in STXi; thus STXi can be generated from its Gi, and vice 
versa. Note that 0|STXi|i, and there are 2n different STXi. We aim to select STXn 
1 
1 
3 
 4 
2 
2 
5 
4 
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with a cost of at most Cmax, and the maximum reliability, i.e., Cost(STXn)Cmax with 
maximum Relall(STXn). 
Let DP[1.. n, 0.. Cmax] be a 2-dimensional dynamic programming table. Each element 
DP[i, c], for i=1, 2, …, n, c=0, 1, 2, …, Cmax, stores five pieces of information: a 
reliability 0R[i, c]1.0, a sequence of spanning trees X[i, c]STG, a cost 0<C[i, c]≤c, 
a set of links L[i, c]E, and an integer index 0J[i, c]Cmax. Let R[i, c]=Relall(STXi), 
for c=0, 1, …, Cmax, be the maximum Relall of STXi subject to Cost(STXi)c, i.e., R[i, 
c]=Max{Relall(⋃ 𝑆𝑇j 𝑋j𝑖𝑗=1 )} subject to Cost(STXi)c. In other words, R[i, c] is the 
Relall of the best subset STXi that contains one or more spanning trees in {ST1, ST2, 
…, STi} with total cost at most c, and maximum Relall. Note that R[n, Cmax] stores the 
Relall of STXn subject to Cost(STXn)Cmax, and NTD-R/C aims to find the best 
topology STXn, i.e., Gopt. 
Let X[i, c] be the STXi that produces R[i, c], C[i, c]=Cost(X[i, c]), and L[i, c] store 
links that are used in X[i, c]. For each range of columns c1cc2 in row i that contain 
the same cost value, we set each J[i, c]=c1. Thus, index J[i, c]=0, 1, 2, …, Cmax marks 
the starting column of a range of columns that have the same cost. For example, as 
later shown in Table 3.1, we store J[1, c]=13 at columns c=13 to c=20. Note that 
Cost(STi - X[i-1, c]) computes the cost of links in STi that are not in X[i-1, c].  
Each R[i, c] is calculated using a dynamic programming (DP) formulation defined in  
the following four equations: 
R[i, c]=0, for i=1 with Cost(ST1)>c                                                   (3.5) 
R[i, c]=Relall(ST1), for i=1 with Cost(ST1)≤c                                                 (3.6) 
R[i, c]=R[i-1, c],  for each i>1 and j=0, …, c with Cost(X[i-1, j]  STi)>c          (3.7)                                                             
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R[i,c]=Max(R[i-1,c], Relall(X[i-1, j]  STi)), for each i>1 and j=0, …, c with 
c≤Cost(X[i-1,j]  STi)≤Cmax                                                                      (3.8) 
Our DP formulation in Eq. (3.5) - Eq. (3.8) is similar to the DP formulation for the 0-
1 knapsack problem [43]; we will describe the differences in subsection 3.3.3.1. We 
explain the DP formulation in Eq. (3.5) - Eq. (3.8) using a similar explanation for the 
0-1 knapsack problem [43]. The conditions in the equations are considered in 
increasing number of the equations, i.e., a lower numbered equation takes precedence 
over a higher numbered equation. In Eq. (3.5), because Cost(ST1)>c, i.e., we are over 
budget, ST1 cannot be selected; thus R[1, c]=0. In contrast, the cost of ST1 in Eq. (3.6) 
is within budget c, and thus it is selected, giving R[1, c]=Relall(ST1).  
Equations Eq. (3.7) and Eq. (3.8) consider either selecting or not selecting each STi, 
for i>1, together with some previously selected spanning trees STXi-1 such that the 
total cost of the spanning trees is at most c, i.e., Cost(X[i-1, j]  STi)≤c, for each 
possible j=J[i-1, c]=0, 1, …, Cmax, and their induced topology has the maximum Relall. 
The best STXi (i.e., the set of spanning trees stored in X[i, c] that has the highest 
Relall(STXi) with a total cost at most c) is either (i) the best subset STXi-1 stored in X[i-
1, c] that has a total cost at most c, or (ii) the best subset STXi-1 stored in X[i-1, j] that 
has a total cost at most j plus spanning tree STi such that Cost(X[i-1, j]  STi) is at 
most c, where j=0, 1, …, c. Each generated STXi is the best subset because it is 
obtained from either including spanning tree STi or not; either option should lead to 
the best subset.  
Equation (3.7) and Equation (3.8) compute a sub-problem STXi that involves two 
parameters, i and c, and they aim to generate each sub-problem that forms a sub-
topology with maximum Relall within a cost constraint c=1, 2, …, Cmax. In Eq. (3.7), 
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when Cost(X[i-1, j]  STi)>c, STi cannot be selected, and thus R[i, c]=R[i-1, c]; i.e., 
the maximum Relall possible using all or a subset of spanning trees in ST1, ST2, …, 
STi-1, STi is obtained from the maximum reliability possible using all or a subset of the 
spanning trees in ST1, ST2, …, STi-1. In Eq. (3.8), selecting STi is possible because 
cCost(X[i-1, j]  STi)Cmax. If STi is not selected, the potential maximum Relall 
would come from selecting spanning trees ST1, ST2, …, STi-1 with unchanged budget 
c; i.e., R[i, c]=R[i-1, c]. If STi is selected, the remaining allowable cost for selecting 
spanning trees ST1, ST2, …, STi-1, STi would be reduced from c to Cost(X[i-1, j]  
STi), and the resulting reliability would be Relall(X[i-1, j]  STi). Thus, Eq. (3.8) sets 
R[i, c] to the maximum between the two potential Relall values. When the two options 
produce the same Relall, our implementation selects the one with lower cost. Note, for 
each i>1, Eq. (3.8) considers an option of selecting only STi when j=0.   
3.3 DPR/C Algorithm 
Section 3.3.1 describes the first version of DPR/C, called DPR/C-1, which requires all 
spanning trees to maximize Relall. Section 3.3.2 shows an illustrating example for 
DPR/C-1, and Section 3.3.3 discusses the DPR/C-1 analysis; specifically, subsection 
3.3.3.1 compares the similarity and difference between NTD-R/C and 0/1 knapsack 
and subsection 3.3.3.2 shows that DPR/C-1 is optimal if the spanning trees are 
optimally ordered. Section 3.3.4 proposes five heuristic order criteria, OC1, OC2, 
OC3, OC4, and OC5 and describes a method to generate the spanning trees in 
increasing lexicographic order to improve the efficiency of DPR/C-1. Finally, Section 
3.3.5 describes the second version of DPR/C, called DPR/C-2. Note that Appendix A 
shows how to use DPR/C for NTD-R/C with Rel2 measure. For this case, DPR/C uses 
(s, t) simple paths of the network as input. The appendix also presents an illustrating 
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example, and shows how the five OCs make DPR/C-2 produce near optimal results 
using only km paths.  
3.3.1  DPR/C Version 1 
The first version of DPR/C algorithm, called DPR/C-1, uses bottom-up dynamic 
programming and directly applies the DP formulation in Eq. (3.5) - Eq. (3.8). For a 
G=(V, E) that contains n spanning trees with cost constraint Cmax, DPR/C-1 implicitly 
constructs a DP table of size n×Cmax. However, DPR/C-1 keeps only two consecutive 
rows of the table, called row1 and row2, and therefore requires only a table of size 
2×Cmax. Specifically, DPR/C-1 computes DP[2, c] in row2 using the information in 
DP[1, c] in row1, for all relevant columns c. After copying the contents of row2 to 
row1, it repeats the step until all spanning trees have been considered. Line 1 
implements Eq. (3.5) while Line 2 to 8 are based on Eq. (3.6). The remainder of the 
code is used to implement Eq. (3.7) and Eq. (3.8). Specifically, Eq. (3.7) is solved in 
Line 9, and Eq. (3.8) is solved in Lines 10 to 28. Line 27 copies the contents of row2 
to row1. 
Function Cost() in the DPR/C-1 algorithm computes the total cost of the union of 
links in spanning tree set ={X[i-1, c]  STi}, and function Relall() calculates the 
Relall of the network using only spanning trees in set . The Cost() function requires 
all unique links used in spanning tree set . For each c, Cost() returns the sum of C[i-
1, c] and the cost of links in STi that are not in L[i-1, c]. Using the bit implementation 
[22], one requires only 1-bit OR and 1-bit XOR operation to obtain the links in STi 
that are not in L[i-1, c]; and thus, for any , Cost() can be computed in O(|E|). DPR/C-
1 uses the function only for each different j in each row i, at most once for every table 
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entry, and therefore the worst case time complexity for using the function is 
O(n×|E|×Cmax).  
For Relall() function, we propose using CAREL [22], a sum of disjoint products (SDP) 
technique, to compute the exact value of Relall(); see Section 2.2.1 for more 
explanation about how to use CAREL. We use CAREL to compute the reliability 
contribution of each selected STi, i.e., i. Specifically, for each STi, CAREL computes 
i, and we calculate Relall(X[i-1, c]  STi)=R[i-1, c]+i. Section 3.3.2 gives some 
examples of using CAREL to compute Relall(X[i-1, c]  STi).  
To illustrate the benefits of using CAREL to compute Relall(), consider Grid3x12 in 
Table 3.9 (discussed later Section 3.4.3). Computing upper bounds of Relall() using 
the MCS [10] (with sample size 106) produces topologies with maximum reliabilities 
of 0.492, 0.611, and 0.725 for Cmax of 30, 45, and 54, which are lower than those 
produced using Relall() computed by CAREL, i.e., 0.5371, 0.6402, and 0.7819, 
respectively. On average, computing Relall() using MCS produces topologies with 
6.68% lower reliabilities as compared to using CAREL in NTD-R/C problem.  
As described in [22], the complexity to compute each reliability Relall(=X[i-1, c]  
STi) depends on the total number of disjoint terms, |DTi|, generated for STi, i.e., 
O(|E|×|DTi|). However, Relall() is used only if Cost()Cmax. Let  be the total number 
of cases where Cost()Cmax; and ≤n×Cmax. Therefore the time complexity of using 
Relall() is O(×|E|×Tmax), for Tmax=max{|DTi|}. Thus, in the worst case, DPR/C-1 
requires O(×|E|×Tmax+n×|E|×Cmax). Note that we used symbol  in (Elshqeirat et al. 
2014a) instead of . 
We consider a small value of Cmax, e.g., 1000. For a network design that requires a 
larger cost constraint, e.g., Cmax=10000, one can scale every x columns in the larger 
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table, e.g., x=10000/1000=10, as one column in the smaller table. In other words, for 
the example, columns 1, and 50 in the smaller table 2×1000 refer to cost constraints 1 
to 10, and 500 to 510 in the larger table 2×10000, respectively. However such 
conversion will add additional computation time. 
DPR/C-1 Algorithm: 
1.   Initialize X[1, c]=(), R[1, c]=0, L[1, c]=( ),  C[1, c]=0 and J[1, c]=0 when c<Cost(ST1) // 
Eq. (3.5) 
2.   for (c  Cost(ST1) to Cmax) do // Eq. (3.6) 
3.          X[1, c]  ST1 
4.          R[1, c]  Relall(ST1) //Use CAREL 
5.          L[1, c]  L1 
6.          C[1, c]  Cost(ST1) 
7.          J[1, c]  Cost(ST1) 
8.   end for 
9.   Copy row1 to row2 //  Eq. (3.7)             
10. for (i  2 to n) do // Eq. (3.8) 
11.       for (Y  Cmax downto 0) do 
12.             while (J[1, Y]≠J[1, Y-1] || Y=0)  
13.                        j=J[1, Y] 
14.                       if (Cost(X[1, j]  STi)≤Cmax)  
15.                           for (c  Cost(X[1, j]STi) to Cmax) do 
16.                                  if (R[2, c]<Relall(X[1, j]  STi) then //Use CAREL 
17.                                      X[2, c]  X[1, j]+STi  
18.                                      R[2, c]  Relall(X[1, j]  STi)// Use CAREL  
19.                                      L[2, c]  Link(X[1, j]  STi)  
20.                                      C[2, c]  Cost(X[1, j]  STi) 
21.                                      J[2, c]  Cost(X[1, j]  STi) 
22.                                  end if 
23.                            end for 
24.                        end if 
25.             end while 
26.        end for  
27.        Copy row2 to row1                
28. end for     
 
      
3.3.2  Illustrating Example 
To illustrate DPR/C-1, consider the CN in Fig. 2.1 and Cmax=18. Table 2.1 shows the 
network’s link reliability and cost, spanning trees, and network reliability and cost. 
Our DPR/C-1 constructs the DP table shown in Table 3.1, and obtains the optimal 
topology in Fig. 3.1. For convenience, we show all n=8 rows although our 
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implementation creates only two rows. Each row of the table considers a STi for 
possible selection, and each column shows the budget cost cCmax. Because the 
minimum cost of any spanning tree is 9, and Cmax=18, DPR/C-1 requires 18-9+1=10 
columns. Each element in the table shows the set of spanning trees selected for Eq. 
(3.3), its reliability, and index j; L[i, c] and C[i, c] are not shown to save space. 
Following Eq. (3.5) and line 1, the two values at each element in columns 0 to 8 are 
initialized to {} and 0, respectively. Because Cost(ST1)=13, lines 2 to 8 initialize the 
first row for c=9, …, 12 with X[1, c]=(), R[1, c]=0, and J[1, c]=0; and for c=13, …, 
18 with X[1, c]=(ST1), R[1, c]=0.486, and J[1, c]=13. Note that CAREL [22] computes 
R[1, c] directly from the reliability of each link in the spanning tree, i.e., R[1, 
c]=1=Relall(ST1)=r2×r4×r5=0.6×0.9×0.9=0.486. 
Table 3.1: DP table for CN in Fig. 2.1 with Cmax=18  
 
Next, for ST2, we copy row1 to row2 using line 9, and then use Eq. (3.8) to update 
row2 to improve the reliability in some columns when possible. For j=J[1, 13]=13, 
  c 
   
STi 
9 10 11 12 13 14 15 16 17 18 
1    X[1,9]=() 
R[1, 9]=0 
J[1, 9]=0 
() 
0 
0 
( ) 
0 
0 
( ) 
0 
0 
(1) 
0.486 
13 
(1) 
0.486 
13 
(1) 
0.486 
13 
(1) 
0.486 
13 
(1) 
0.486 
13 
(1) 
0.486 
13 
2 ( ) 
0 
0 
( ) 
0 
0 
( ) 
0 
0 
( ) 
0 
0 
(1) 
0.486 
13 
(1) 
0.486 
13 
(2) 
0.729 
15 
(2) 
0.729 
15 
(2) 
0.729 
15 
(1,2) 
0.777 
18 
3 
 
() 
0 
0 
() 
0 
0 
() 
0 
0 
(3) 
0.486 
12 
(3) 
0.486 
12 
(3) 
0.486 
12 
(2) 
0.729 
15 
(2) 
0.729 
15 
(2) 
0.729 
15 
(1,2,3) 
0.826 
18 
4 ( ) 
0 
0 
( ) 
0 
0 
(4) 
0.378 
11 
(3) 
0.486 
12 
(3) 
0.486 
12 
(3) 
0.486 
12 
(2) 
0.729 
15 
(2) 
0.729 
15 
(2) 
0.729 
15 
(1,2,3) 
0.826 
18 
5 ( ) 
0 
0 
( ) 
0 
0 
(4) 
0.378 
11 
(3) 
0.486 
12 
(3) 
0.486 
12 
(3) 
0.486 
12 
(2) 
0.729 
15 
(2) 
0.729 
15 
(2) 
0.729 
15 
(1,2,3,5) 
0.874 
18 
6 (6) 
0.378 
9 
(6) 
0.378 
9 
(6) 
0.378 
9 
(3) 
0.486 
12 
(3) 
0.486 
12 
(3,6) 
0.523 
14 
(2) 
0.729 
15 
(2) 
0.729 
15 
(2) 
0.729 
15 
(1,2,3,5) 
0.874 
18 
7 (6) 
0.378 
9 
(6) 
0.378 
9 
(7) 
0.567 
11 
(7) 
0.567 
11 
(7) 
0.567 
11 
(3,6,7) 
0.839 
14 
(3,6,7) 
0.839 
14 
(3,6,7) 
0.839 
14 
(3,6,7) 
0.839 
14 
(1,2,3,5) 
0.874 
18 
8 (6) 
0.378 
9 
(6) 
0.378 
9 
(7) 
0.567 
11 
(7) 
0.567 
11 
(7) 
0.567 
11 
(3,6,7) 
0.839 
14 
(3,6,7) 
0.839 
14 
(3,6,7) 
0.839 
14 
(3,6,7) 
0.839 
14 
(1,2,3,5) 
0.874 
18 
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and Cost((X[i-1, j=13]=ST1)  ST2)={1, 2, 4, 5}=18Cmax, selecting ST2 would 
generate Relall(X[1, 13]  ST2)=0.777 as follows. CAREL generates DT2={e1e4e5
} for ST2=e1e4e5. Note that the Boolean expression in DT2 is mutually disjoint from 
ST1=e2e4e5 because  represents link e2 being off. Thus, the reliability contribution 
of ST2 is 2=r1×r4×r5×(1-r2)=0.9×0.9×0.9×0.4=0.291, and Relall(X[1, 13]  
ST2)=R[1, 13]+2=0.486+0.291=0.777. On the other hand, if ST2 is not selected, the 
maximum achievable reliability is R[1, 18]=0.486; hence ST2 is selected with ST1 for 
c=18. Thus, for this case, DPR/C-1 set X[2, c]=(ST1, ST2), R[2, c]=0.777, and J[2, 
c]=18 at column c=18. When j=J[1, 0]=0, Cost(X[i-1, 0]={}  ST2)=15<Cmax. 
Because Relall(X[1, 0]={}  ST2)=0.729>R[1, c]=Relall(ST1)=0.486, selecting ST2 at 
each column c=15, 16 , …, 17 is better; thus DPR/C-1 keeps columns c=0, 1, …,14 
unchanged, and sets X[2, c]=(ST2), R[2, c]=0.729, and J[2, c]=15 at columns c=15, 
16, 17.  
As another example, Cost(ST3)=12 and thus ST3 can be selected only for columns 
c≥12. ST3 is selected at c=12 because Relall(ST3)=0.486>R[i-1, 12]; further, ST3 is also 
selected at c=13, 14 because its cost is less than Cost(X[i-1, c])=13, while having equal 
reliability. However, ST3 is not used at c=15 because Relall(X[i-1, j=12]=( )  
ST3)=0.482<R[i-1, 15]=0.729. It also cannot be selected at c=16 or 17 because it’s cost 
together with ST1 or ST2 is 18. For c=18, we consider different j values. When j=J[2, 
c]=18, selecting ST3 would generate Relall(X[2, 18]  ST3)=0.826. Specifically, 
CAREL generates DT3={e1e2e4 } that is mutually disjoint from ST1=e2e4e5 and 
ST2=e1e4e5, and computes the reliability contribution of ST3 as 3=r1×r2×r4×(1-
r5)=0.9×0.6×0.9×0.1=0.0486. Thus, Relall(X[2, 18]  ST3)=0.777+0.0486=0.826. On 
e2
e2
5e
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the other hand, selecting ST3 with j=0, 13, 15 would generate Relall(X[2, 0]  
ST3)=0.482, Relall(X[2, 13]  ST3)=0.534, or Relall(X[2, 15]  ST3)=0.777, 
respectively; thus, the best solution is to select ST3 with X[2, 18], i.e., for j=J[2, c]=18.   
Similarly, using Eq. (3.8), lines 10 to 28 set X[5, 18]=(X[4, 18]  ST5), and R[5, 
18]=0.874, i.e., R[5, 18]=Relall(X[4, 18]  ST5)=0.826+r1×r2×r5×(1-
r4)=0.826+0.9×0.6×0.9×0.10=0.826+0.0486=0.874. Repeating the steps for ST6 to 
ST8, DPR/C-1 sets X[8, 18]=(ST1, ST2, ST3, ST5) as its output with R[8, 18]=0.874. 
The optimal topology Gopt, shown in Fig. 3.1, is obtained by selecting all links in the 
spanning trees (ST1, ST2, ST3, ST5). 
 
3.3.3 DPR/C-1 Analysis  
3.3.3.1 NTD-R/C Versus 0-1 Knapsack 
The DP formulation in Eq. (3.5) - Eq. (3.8) is similar to the DP solution for the 0-1 
knapsack problem [43]. Let X[i, c] be the maximum value achievable using a knapsack 
of capacity x and items 1, 2, …, i. For each item i with capacity xix, the DP for the 0-
1 knapsack calculates X[i, x]=max{X[i-1, x], X[i-1, c-xi]+item i}, which is similar to 
Eq. (3.8). The first option does not select item i (i.e., STi), and thus X[i, x] (i.e., X[i, 
c]) is set to the maximum value (reliability) using the same x (i.e., c) but from items 1, 
…, i-1 (i.e., ST1, …, STi-1). The second option is to take item i (i.e., STi), and the value 
(reliability) for the option is X[i, x]=X[i-1, x-xi]+item i (i.e., R[i, c]=Relall(X[i-1, j]  
STi)).  
Our DP solution for NTD-R/C is different from the DP for the 0-1 knapsack problem 
in two ways. First, for the 0-1 knapsack problem, the total cost of two items is the sum 
of each item’s cost, while for NTD-R/C, Cost(STi)+Cost(STj)Cost(STi  STj) 
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because spanning trees STi and STj may contain common links. Therefore, Eq. (3.8) 
must consider all possible values of j, in contrast to the 0-1 knapsack problem that uses 
only one value stored in the previous row. Second, for the 0-1 knapsack problem, X[i, 
x] is optimal when both X[i-1, x] and X[i-1, x-xi] are optimal; because the value for 
each capacity x is computed sequentially for each item, the sub problem is always 
optimal, and therefore, its DP produces an optimal value at X[n, Xmax], where the set 
of the items (i.e., STi-1, …, STn) has a capacity of at most Xmax. However, Eq. (3.8) 
does not guarantee to produce an optimal R[i, c] because, unlike for the knapsack 
problem, where the total value of two items is the sum of each item’s value, reliability 
Relall(STi)+Relall(STj)Relall(STi  STj). Further, even when Relall(STi)>Relall(STj), 
Relall(STh  STi) is not always larger than Relall(STh  STj), for any STh. Therefore, 
for our case, R[i, c] is not necessarily maximum, even when its two sub problems are 
optimal.  
3.3.3.2 Optimality of DPR/C-1 
This section establishes Theorem 3.1 and Theorem 3.2. The first theorem shows that 
DPR/C-1 produces the optimal topology for a given set of optimally ordered spanning 
trees, called STXopt, defined in this Section. However, as stated in Theorem 3.2, 
generating STXopt is NP-complete. 
Definition 3.1. A sequence of spanning trees STXn(ST1, ST2, …, STn) in graph G is 
called STXmax or cost maximal if (i) Cost(STXn)≤Cmax, and (ii) Cost(STXn  STj)>Cmax 
for any STjSTG and STjSTXn.  
Definition 3.2. A sequence of cost maximal spanning trees STXmaxSTG is called 
STXopt or cost optimal if Relall(STXmax) is the maximum among all other possible cost 
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maximal sets of spanning trees. Thus, the optimal topology Gopt is the induced graph 
of STXopt.  
For the CN in Fig. 2.1 with n=8 and Cmax=18, there are five different STXmax, one of 
which is STXopt=(ST1, ST2, ST3, ST5) with a reliability of 0.874 that is the highest 
among other STXmax. Note that the reliability of each other four STXmax is Relall((ST1, 
ST4, ST6))=0.567, Relall((ST2, ST7, ST8))=0.841, Relall((ST3, ST6, ST7))=0.749, and 
Relall((ST4, ST5, ST8))=0.749, each of which is less than 0.874. Further, sequence (ST1, 
ST2) that contains the same links as (ST1, ST2, ST3, ST5), and thus forms the same 
topology, is not an STXmax. In addition, Relall((ST1, ST2))=0.777<Relall((ST1, ST2, ST3, 
ST5)) because Relall((ST1, ST2, ST3, ST5))=Relall((ST1, 
ST2))+3+5=0.777+0.0486+0.0486=0.874. 
In general, one may obtain more than one possible STXopt from a set of possible 
STXmax. Further, DPR/C-1 will generate a Gopt when it is given as input any STXopt. 
The following theorem states this fact.  
Theorem 3.1. The DPR/C-1 produces an optimal network topology Gopt for a given 
STXopt.  
Proof. Without loss of generality, let STXopt=(ST1, ST2, …, ST), for =|STXopt|n. 
By definition, we claim that DPR/C-1 will always generate a topology G at DP[, 
Cmax] with X[, Cmax]=STXopt and R[, Cmax]=Relall(STXopt), and thus G=Gopt.  
Specifically, DPR/C-1 at column c=Cmax first uses Eq. (3.5) to generate X[1, 
Cmax]={ST1} and R[1, Cmax]=Relall(ST1). Then, for that column, at row 2, it uses Eq. 
(3.8) to generate X[2, Cmax]=(ST1, ST2) and R[2, Cmax]=Relall((ST1, ST2)) because 
Relall(ST1, ST2)Relall(ST1) and Cost(ST1, ST2)≤Cost(STXopt)≤Cmax, and therefore ST2 
will always be included. Note that Relall((ST1, ST2))=R[1, Cmax]+2, where 2>0. 
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Similarly, DPR/C-1 will generate X[3, Cmax]=(ST1, ST2, ST3) and R[3, 
Cmax]=Relall((ST1, ST2, ST3)), …, X[, Cmax]=(ST1, ST2, ST3, …, ST) and R[, 
Cmax]=Relall((ST1, ST2, ST3, …, ST)). Notice that Eq. (3.8) computes R[i, 
Cmax]=Relall(X[i-1, Cmax]  STi) because R[i-1, Cmax]>Relall(X[i-1, j]) for any j<Cmax, 
and Cost(X[i-1, Cmax]  STi)≤Cmax. In other words, X[i, Cmax] is always generated from 
X[i-1, Cmax] by including STi, and R[i, Cmax] is computed from R[i-1, Cmax] plus the 
reliability contribution of including STi in the topology, i.e., R[i, Cmax]=R[i-1, 
Cmax]+i. Thus, DPR/C-1 will always generate an optimal topology Gopt with X[, 
Cmax]=(ST1, ST2, ST3, …, ST) and R[, Cmax]=Relall((ST1, ST2, ST3, …, ST)). Q.E.D. 
Theorem 3.2. Generating STXmax and STXopt of a general graph G is NP-Complete. 
Proof. For STXmax, we prove the theorem by reduction from the subset-sum problem 
[26]. We consider a graph in which, for each pair of spanning trees, STi  STj= such 
that Cost(STi, STj)=Cost(STi)  Cost(STj). Then, for the reduced problem, we set the 
target sum to Cmax, and each integer item to Cost(STi). Because each STXopt is a 
STXmax, one can directly conclude that generating STXopt is also NP complete.  Q.E.D. 
In Section 3.3.4, we propose a method to generate the spanning trees in increasing 
weight and lexicographic order to optimize the performance of our dynamic 
programming approach. Further, in Section 3.3.5, we describe a more efficient 
algorithm, called DPR/C-2, which uses only kn of the ordered spanning trees. 
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3.3.4 Improving the Efficiency of DPR/C-1 
Preprocessing spanning trees can improve the performance of our DPA in two ways. 
First, as stated in Theorem 1, sorting them such that they form STXopt would make the 
approach able to generate optimal topology. This section describes five of the ten order 
criteria in Section 2.6.2 to heuristically generate effective ordered spanning trees. For 
each order criterion, OC1, OC2, OC3, OC4, or OC5, we compute link weight wj for 
each ejE, calculated as: wj=cj/rj, wj=cj, wj=-(log rj), wj=-(log rj)+cj and wj=-(log rj)×cj, 
respectively. Then, one can use Prim’s algorithm [26] to generate all spanning trees in 
increasing weight order. Recall that the weight of a spanning tree is calculated as the 
summation of the weight of each link in the spanning tree. Using the OCs, we obtain 
the following orders for the spanning trees in Table 2.1; OC1: 
(ST7,ST2,ST8,ST6,ST3,ST1,ST5,ST4), OC2: (ST6,ST7,ST4,ST3,ST8,ST1,ST5,ST2), OC3: 
(ST6,ST4,ST3,ST1,ST5,ST7,ST8,ST2), OC4: (ST6,ST7,ST3,ST3,ST2,ST1,ST5,ST8) and 
OC5: (ST2,ST7,ST8,ST3,ST6,ST1,ST5,ST4). Note that the five order criteria can also be 
used to sort (s, t) paths; see Appendix A.        
 
Fig. 3.2: A CN of Fig. 2.1 with new labels for OC2 
1 
1 
3 
4 
2 
2 
5 
4 3 
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Table 3.2: Link weight and spanning tree set for CN in Fig. 3.2 
 
 
 
 
               
 
 
 
 
 
Second, sorting the spanning trees in increasing lexicographic order allows the SDP 
technique used to calculate reliability, e.g., CAREL [22], generate only one equivalent 
disjoint term for each spanning tree, and hence minimize the technique’s 
computational complexity [25]. We propose using the following two steps to generate 
the spanning trees of a network G in increasing weight and lexicographic order. First, 
we label the link with the least cost with the smallest lexicographic alphabet (1, 2, …, 
|E|), i.e., 1, then the second least cost with the second alphabet, etc.; links with the 
same costs are labeled with their consecutive alphabets randomly. For example, for 
OC2, this step converts the CN in Fig. 2.1 into Fig. 3.2. Then, we use a modified Prim’s 
algorithm [26] to generate all spanning trees sorted in their increasing weights. Table 
3.2 shows the generated spanning trees in increasing order of lexicographic as well as 
weight for OC2. Because a modified Prim’s algorithm requires a time complexity of 
O(|E|×log|V|), the DPR/C-1 algorithm requires an extra O(n×(|E|×log|V|)) time 
complexity for the improvement, i.e., O(×|E|×Tmax+n×|E|×Cmax+n×(|E|×log|V|)). 
3.3.5   DPR/C Version 2 
Like the algorithms in [16], [17], [19], our DPR/C-1 requires all spanning trees of the 
CN to generate the best topology, and is not feasible for CN that contains a large 
number of spanning trees. In this section, we propose the second version of DPR/C 
i 
STG Link Weight 
STi  Relall(STi)   Cost(STi)   ej cj rj 
1 {1, 2, 3} 0.378 9 1 2 0.7 
2 {1, 2, 5} 0.378 11 2 3 0.6 
3 {1, 3, 4} 0.567 11 3 4 0.9 
4 {1, 4, 5} 0.567 13 4 5 0.9 
5 {2, 3, 4} 0.486 13 5 6 0.9 
6 {2, 3, 5} 0.486 13    
7 {2, 4, 5} 0.486 14    
8 {3, 4, 5} 0.729 15    
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algorithm, called DPR/C-2, that uses only the first k least weight spanning trees that 
can be generated using the method described in Section 3.3.4.  
Our DPR/C-2 sets the value of k dynamically as follows. Consider that DPR/C-2 has 
generated and used spanning trees ST1, ST2, …, STi-1, STi to obtain a network topology 
STXi with reliability Ri and cost CiCmax, and it generates STi+1 to obtain a STXi+1 with 
reliability Ri+1 and cost Ci+1. DPR/C-2 considers two cases: (i) CmaxCi+1>Ci, thus 
STXi+1STXi and Ri+1>Ri; and (ii) Ci+1=Ci, STXi+1=STXi, and Ri+1>Ri, i.e., links in 
STi+1 have already been included in Gi. If each generated STi+1 improves the reliability 
while changing the topology within budget, i.e., case (i), DPR/C-2 keeps generating 
the subsequent STi+1. However, for case (ii), DPR/C-2 would check if the reliability 
improvement is significant; in this chapter, we set Ri+1/Ri1.005 as the criterion, i.e., 
0.5% improvement. If it is significant, DPR/C-2 continues with the next spanning tree. 
Otherwise, if each of the next 10 consecutive spanning trees does not significantly 
improve reliability, DPR/C-2 stops considering the subsequence spanning trees, i.e., 
STi+1, STi+2, …, STn, and returns with the topology formed from STXmax(ST1, ST2, 
…, STi=k). Notice that setting a larger value for k does not necessarily make DPR/C-2 
produce better result due to the heuristic nature of the spanning tree order, unless (ST1, 
ST2, …, STk) is a STXopt.  
DPR/C-2 reduces the time complexity of DPR/C-1 because it generates and uses only 
k≤n spanning trees; e.g., DPR/C-2 needs to generate and use only spanning trees ST1, 
ST2, ST3, and ST5 in Table 2.1. Further, because the k spanning trees are generated in 
increasing lexicographic order, the SDP approach, i.e., CAREL [22], which is used in 
DPR/C-2, would generate only k equivalent disjoint terms. Therefore DPR/C-2 
reduces the time complexity of DPR/C-1 to O(×|E|×k 
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+k×|E|×Cmax+k×(|E|×log|V|))=O(k×|E|×Cmax); since  is the total number of cases 
where Cost()Cmax, when Ω≤Cmax. Our simulation in Section 3.4.3 shows that 
DPR/C-2 requires only a small k when generating topologies for networks with up to 
1.899102 spanning trees, and therefore we make a conjecture that DPR/C-2 has a 
pseudo polynomial time complexity when the k spanning trees are sorted in increasing 
lexicographic order.  
3.4 Evaluation  
First, in Section 3.4.1, we use DPR/C-1 on the 20 networks, described in Section 2.6.1, 
to observe the effects of using the five order criteria, described in Section 3.3.4, and 
lexicographic order on its effectiveness and efficiency respectively. Second, in Section 
3.4.2, we use both DPR/C-1 and DPR/C-2, to generate the network topology with 
known optimal topology to gauge DPR/C’s effectiveness. Finally, we use five grid 
networks in Section 2.6.1 that contain up to 1.899102 spanning trees and 299 (s, t) paths 
to show the efficiency and effectiveness of DPR/C-2. Note that we do not compare the 
performances of DPR/C with the existing approaches in [16], [17], [19] because they 
are feasible only for small networks. 
3.4.1 The Effect of Input Orders on DPR/C Performance 
 
This section describes the effects of using five order criteria, OC1 to OC5, and 
lexicographic order on the effectiveness and efficiency of DPR/C respectively. Section 
3.4.1.1 shows the effects when using DPR/C with Relall measure while Section 3.4.1.2 
describes the results for Rel2 metric.   
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3.4.1.1 All-Terminal Reliability Measure 
For each of the 20 network topologies in Table 2.3, we use a modified Prim’s algorithm 
[26] to generate spanning trees sorted based on OC1 to OC5 order criteria. Table 3.3 
shows that DPR/C-1 using each order criterion produces at least 2 of the 20 best results 
(in bold) as compared to none using random order. Thus, the orders improve the 
effectiveness of DPR/C-1. The table shows that OC2 is the best performer, producing 
13 of 20 best results, followed by OC1 and OC5 with 9 and 8 respectively; OC4 and 
OC3 are the worst with 5 and 2 respectively. Note that OC2 produces the best results 
because it orders spanning trees in increasing cost weight, matching the constraint 
parameter of NTD-R/C, which enable DPR/C-1 to use more spanning trees when 
generating topology, thus heuristically increase the Relall(G).  
  Table 3.3: The effects of spanning tree orders on the performance of DPR/C-1  
Input  Relall(Gn) for each OC criterion 
CN  Cmax Random OC1 OC2  OC3 OC4 OC5 
𝐶𝑁8
4,5
 18 0.3492 0.6048 0.7603 0.6048 0.6264 0.6632 
𝐶𝑁21
5,8
 24 0.5621 0.8034 0.8237 0.7231 0.8841 0.8034 
𝐶𝑁21
6,8
 20 0.3599 0.5645 0.5339 0.5686 0.4037 0.5686 
𝐶𝑁55
6,9
 25 0.4729 0.7388 0.7232 0.5784 0.7388 0.5784 
𝐶𝑁368
7,12
 33 0.576 0.9080 0.9080 0.6284 0.6432 0.9080 
𝐶𝑁1033
7,15
 38 0.7281 0.9229 0.9229 0.7998 0.8985 0.7998 
𝐶𝑁247
8,12
 35 0.2978 0.7113 0.7113 0.4141 0.5617 0.4141 
𝐶𝑁256
8,12
 35 0.3511 0.5972 0.7591 0.5972 0.5648 0.7591 
𝐶𝑁576
8,13
 35 0.5757 0.4994 0.8362 0.4994 0.5085 0.4994 
𝐶𝑁171
9,12
 33 0.1667 0.4073 0.5845 0.4073 0.5533 0.5845 
𝐶𝑁327
9,13
 35 0.2707 0.6167 0.5820 0.4477 0.6167 0.4477 
𝐶𝑁647
9,14
 35 0.4530 0.7889 0.5207 0.7889 0.8662 0.8662 
𝐶𝑁2112
10,21
 55 0.259 0.5723 0.5723 0.311 0.5438 0.5723 
𝐶𝑁1598
11,21
 56 0.3738 0.3197 0.5761 0.3197 0.5961 0.3197 
𝐶𝑁3666
13,22
 60 0.2272 0.3112 0.4205 0.3112 0.4173 0.4205 
𝐶𝑁7683 
16,30
 80 0.4714 0.5872 0.5872 0.3686 0.3507 0.3686 
𝐶𝑁9471 
17,25
 65 0.6154 0.5129 0.8725 0.5129 0.5201 0.6154 
𝐶𝑁21456 
18,27
 70 0.4847 0.7274 0.7274 0.4131 0.4096 0.4131 
𝐶𝑁24173
20,30
 80 0.2891 0.2132 0.4714 0.2132 0.2946 0.2132 
𝐶𝑁18257 
21,26
 70 0.7204 0.901 0.8497 0.901 0.508 0.901 
# of best 
results 
 0 9 13 2 5 8 
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To see the effect of using lexicographic order on the efficiency of DPR/C, we use OC2 
and the relabelling method described in Section 3.3.4 to generate spanning trees in 
increasing order of lexicographic. Table 3.4 shows that DPR/C-1 using the order 
produces topologies with Relall between 1.18 to 3.5 times of those produced using 
random ordered trees. The table also shows that the SDP approach [22] used in DPR/C-
1 generates fewer disjoint terms (#DT) as compared to the random order. 
Table 3.4: The effects of OC2 and lexicographic order on DPR/C-1 performance 
Specifically, DPR/C-1 generates, for each spanning tree, exactly one DT using the 
ordered trees as compared to an average of three DTs using random ordered trees, and 
hence the order speeds up its running time, i.e., 16.93% faster as compared to using 
random order. These results show the benefits of our OC2 and lexicographic order 
method. Note that each #DT in Table 3.4 shows the number of DTs generated for the 
Input Random OC2 and lexicographic order 
CN Cmax Relall(STXn) #DT CPU time 
(seconds) 
Relall(STXn) #DT CPU time 
(seconds) 
𝐶𝑁8
4,5
 18 0.3492 10 0.01 0.7603 6 0.01 
𝐶𝑁21
5,8
 24 0.5621 17 1.10 0.8237 8 0.99 
𝐶𝑁21
6,8
 20 0.3599 14 0.93  0.5339 9 0.72 
 𝐶𝑁55
6,9
 25 0.4729 29 1.08 0.7232 16 1.07 
𝐶𝑁368
7,12
 33 0.576 71 7.01 0.908 24 6.74 
𝐶𝑁1033
7,15
 38 0.7281 178 17.83 0.9229 66 14.01 
𝐶𝑁247
8,12
 35 0.2978 47 5.51 0.7113 31 4.40 
𝐶𝑁256
8,12
 35 0.3511 69 5.58 0.7591 33 5.31 
𝐶𝑁576
8,13
 35 0.5757 86 13.19 0.8362 37 12.72 
𝐶𝑁171
9,12
 33 0.1667 43 4.26 0.5845 22 3.19 
𝐶𝑁327
9,13
 35 0.2707 94 6.44 0.582 29 5.26 
𝐶𝑁647
9,14
 35 0.453 148 15.95 0.5207 56 14.61 
𝐶𝑁2112
10,21
 55 0.259 278 28.08 0.5723 41 22.04 
𝐶𝑁1598
11,21
 56 0.3738 204 21.16 0.5761 54  20.02 
𝐶𝑁3666
13,22
 60 0.2272 126 43.37 0.4205 71 42.20 
𝐶𝑁7683 
16,30
 80 0.4714 213 56.48 0.5872 49 51.39 
𝐶𝑁9471 
17,25
 65 0.6154 381 78.94 0.8725 107 73.98 
𝐶𝑁21456 
18,27
 70 
0.4847 406 182.27 0.7274 187 151.40 
𝐶𝑁24173
20,30
 80 0.2891 541 194.54 0.4714 151 185.75 
𝐶𝑁18257 
21,26
 70 0.7204 351 148.49 0.8497 142 143.73 
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selected spanning trees in each X[n, Cmax]; e.g., for 𝐶𝑁327
9,13
,  X[n, 35] contains 33 and 
29 spanning trees for random and pre-ordered that result in 94 DTs and 29 DTs, 
respectively.  
3.4.1.2 Two-Terminal Reliability Measure 
We use Yen’s algorithm [46] to generate all (s, t) paths sorted following each of the 
five order criteria, i.e., OC1 to OC5, and use them as inputs of DPR/C-1.   
Table 3.5: The effects of path orders on the performance of DPR/C-1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
As shown in Table 3.5, DPR/C-1 using each order criterion produces between 10 and 
15 of 20 the best results (in bold) as compared to only 9 using the random order. Thus, 
the order criteria help DPR/C-1 in producing better results. The table shows that OC1 
Input Rel2(Gm) for each  each OC criterion 
  CN Cmax Random OC1 OC2 OC3 OC4 OC5 
𝐶𝑁4
4,5 18 0.866 0.912 0.866 0.866 0.866 0.912 
𝐶𝑁9
5,8
 20 0.914 0.914 0.914 0.914 0.914 0.914 
𝐶𝑁7
6,8
 20 0.823 0.833 0.833 0.833 0.833 0.833 
𝐶𝑁13
6,9
 20 0.781 0.793 0.781 0.793 0.793 0.793 
𝐶𝑁25
7,12
 20 0.939 0.939 0.939 0.939 0.939 0.939 
𝐶𝑁14
7,15
 20 0.947 0.947 0.941 0.947    0.947 0.947 
𝐶𝑁20
8,12
 20 0.853 0.853 0.843 0.853 0.853 0.853 
𝐶𝑁24
8,12
 20 0.686 0.702 0.656 0.702 0.778 0.702 
𝐶𝑁29
8,13
 20 0.777 0.777 0.761 0.777 0.777 0.777 
𝐶𝑁13
9,12
 20 0.591 0.591 0.591 0.591 0.591 0.591 
𝐶𝑁18
9,13
 20 0.691 0.691 0.691 0.691 0.691 0.691 
𝐶𝑁44
9,14
 40 0.901 0.908 0.906 0.905 0.907 0.907 
 𝐶𝑁64
10,21
 40 0.963 0.964 0.961 0.962 0.964 0.963 
𝐶𝑁18
11,21
 20 0.921 0.921 0.921 0.921 0.921 0.921 
𝐶𝑁281
13,22
 40 0.961 0.957 0.966 0.957 0.957 0.957 
𝐶𝑁36
16,30
 20 0.882 0.882 0.882 0.882 0.882 0.882 
𝐶𝑁136
17,25
 40 0.937 0.942 0.947 0.942 0.942 0.942 
𝐶𝑁281
18,27
 40 0.879 0.902 0.892 0.892 0.889 0.902 
𝐶𝑁780
20,30
 40 0.838 0.842 0.881 0.901 0.842 0.88 
𝐶𝑁44
21,26
 40 0.682 0.678 0.688 0.678 0.678 0.678 
# of best results 9 15 10 12 13 13 
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is the best performer, followed by OC4 and OC5 with 15, 13, and 13 best results 
respectively; OC2 and OC3 are the worst.  
To see the effect of lexicographic order on the computation time of DPR/C-1, we use 
OC1 and the relabelling method described in Section 3.3.4 to generate (s, t) paths in 
increasing lexicographic order. As shown in Table 3.6, DPR/C-1 generates fewer 
disjoint terms (#DT) using the order as compared to the random order, and hence the 
order speeds up its running time. Note that each #DT in Table 3.6 shows the number 
of DTs generated for the selected paths in each X[m, Cmax]; e.g., for 𝐶𝑁780
20,30
, X[m, 40] 
contains 69 and 52 paths for random and pre-ordered that result in 148 DTs and 81 
DTs, respectively. DPR/C-1 produces results up to 13.84% faster as compared to using 
random order. Further, the criterion allows DPR/C-1 to produce topologies with 
reliability up to 2.62% higher as compared to using the random order; see the results 
for 𝐶𝑁281
13,27
. In the rest of the thesis, we will use the lexicographic order for each 
algorithm that utilizes SDP approach. The results in Table 3.3 and 3.5 show that OC2 
helps DPR/C-1 produce the most best results for Relall(G) but the least for Rel2(G).  
The results are due to the heuristic nature of the criterion. On the other hand, OC1 that 
generates the most best results for Rel2(G) also produces the second most best results 
for Relall(G). Notice that OC1 generates each link weight from the ratio between link 
reliability and its cost, and thus each link weight provides a good balance between both 
factors, using which DPR/C is able to maximize the reliability objective that meets the 
cost constraint. 
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Table 3.6: The effects of OC1 and lexicographic order on DPR/C-1 performance 
 
3.4.2 Performance on Benchmark Networks 
Since we are unable to find any benchmark network with known optimal topology for 
NTD-R/C problem, we generate 100 networks from the 20 topologies to benchmark 
the optimality of DPR/C with Relall measure as follows. 
Consider a graph G=(V, E) with its cost constraint Cmax. The BF-1, described in 
Section 3.1, requires generating + + … + … +  possible 
subgraphs Gi from G each of which contains STXi, and among those that have 
Cost(STXi)Cmax, BF-1 selects one with the maximum Relall(STXi) as the optimal 
topology. Therefore, for networks with large |E|, it is impractical to use BF-1 to 
generate optimal topologies. As an alternative, we have used BF-1 to generate  optimal 
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Input Random OC1 and lexicographic order 
CN Cmax Rel2(PXm) #DT CPU time 
(seconds) 
Rel2(PXm) #DT CPU time 
(seconds) 
𝐶𝑁4
4,5 18 0.866 3 0.021 0.912 2 0.018 
𝐶𝑁9
5,8 20 0.914 11 0.037 0.914 7 0.030 
𝐶𝑁7
6,8 20 0.823 8 0.032 0.833 5 0.028 
𝐶𝑁13
6,9 20 0.781 12 0.041 0.793 9 0.033 
𝐶𝑁25
7,12 20 0.939 16 0.052 0.939 13 0.046 
𝐶𝑁14
7,15 20 0.947 13 0.043 0.947 10 0.034 
𝐶𝑁20
8,12 20 0.853 17 0.066 0.853 12 0.043 
𝐶𝑁24
8,12 20 0.686 14 0.058 0.702 10 0.033 
𝐶𝑁29
8,13 20 0.777 22 0.077 0.777 15 0.058 
𝐶𝑁13
9,12 20 0.591 10 0.035 0.591 6 0.030 
𝐶𝑁18
9,13 20 0.691 14 0.053 0.691 11 0.038 
𝐶𝑁44
9,14 40 0.901 27 0.109 0.908 14 0.091 
𝐶𝑁64
10,21 40 0.963 56 0.337 0.964 31 0.312 
𝐶𝑁18
11,21 20 0.921 17 0.057 0.921 12 0.036 
𝐶𝑁281
13,22 40 0.961 91 1.653 0.957 42 1.487 
𝐶𝑁36
16,30 20 0.882 28 0.082 0.882 16 0.064 
𝐶𝑁136
17,25 40 0.937 85 1.360 0.942 38 1.274 
𝐶𝑁281
18,27 40 0.879 103 2.095 0.902 67 1.854 
𝐶𝑁780
20,30 40 0.838 148 2.825 0.842 81 2.434 
 𝐶𝑁44
21,26 40 0.682 32 0.097 0.678 18 0.076 
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topology only among  possible Gi’s, each of which is generated by removing a 
different possible  links from G=(V, E). In particular, for =1, an optimal Gi=(V, E-
{ei}), for any eiE, is generated as follows. For each possible eiE, we first generated 
 numbers of Gi. For each Gi, we then calculate Relall(STXi), and select Gi with 
the maximum reliability as the optimal Gopt with cost Cost(STXopt). Consequently, an 
optimal solution for G=(V, E) with cost constraint Cmax=Cost(STXopt) would obtain 
Gopt as its output. Note that the Cmax used for each generated benchmark is the tightest 
possible constraint, and thus each benchmark evaluates the worst possible performance 
for DPR/C algorithm. However, for networks with large |E|, is also prohibitively 
large, and thus selecting the maximum reliability value might be infeasible for >5. 
For example, for |E|=30 and =6, there are 593775 different Gi and thus finding Gopt 
among them require significant amount of time since computing the reliability value 
of each Gi takes exponential time. Therefore, we consider only =1, 2, 3, 4, 5 for each 
of the 20 networks in Table 2.3, generating in total 100 benchmark networks.  
We use the same method to generate another set of 100 networks from the 20 
topologies to benchmark the optimality of DPR/C with Rel2 measure.  
3.4.2.1 Performance for All-Terminal Reliability 
We use both versions of DPR/C to generate topologies from the 100 benchmark 
networks. For each network, we sort the spanning trees following OC2 criterion. Our 
simulations show that both methods produce the same results, which are optimal 85% 
of the time; Table 3.7 shows only their 15 non-optimal results, to save space. While 
performing as well as DPR/C-1, DPR/C-2 requires significantly fewer spanning trees 
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(column k) to produce its results, especially for larger networks (e.g., 671 versus 
24173). Table 3.7 shows that DPR/C-2 uses between 2.1% to 39.8% of the number of 
spanning trees used in DPR/C-1. Note that, as described in Section 3.3.5, DPR/C-2 
stops its computation after generating at least 10 consecutive insignificant 
improvements; each of the reported values of k excludes the unnecessary additional 
spanning trees. The CPU time column shows the running time of DPR/C-2.  
Table 3.7: The non-optimal results produced by DPR/C using OC2 order  
 
As shown in the table, DPR/C-2 requires no more than 17.66 CPU seconds to produce 
the topologies. In general, DPR/C-2 is faster than DPR/C-1; see the % value in brackets 
that shows the percentage of DPR/C-2’s running time with respect to DPR/C-1’s time. 
These results show the benefits of using DPR/C-2 than DPR/C-1, especially for use in 
large networks. DPR/C-2 and DPR/C-1 produces NT with Relall no worse than 3.48% 
off optimal, respectively; see the % value in bracket next to each reliability value. 
Input k DPR/C-1 and DPR/C-2 results 
CN  Cmax  Relall(STXk) Cost(STXk) CPU time 
(seconds) 
𝐶𝑁55
6,9
 2 23 12(21%) 0.7109(-0.92%) 22(-4.35%) 0.05(4.7%) 
𝐶𝑁247
8,12
 3 30 93(37.6%)     0.5049(-0.2%) 30(0.00%) 2.27(36.67%) 
𝐶𝑁256
8,12
 5 26 102(39.8%) 0.5285(-2.52%) 25(-3.85%) 2.31(52.98%) 
𝐶𝑁576
8,13
 1 39 141(24.4%) 0.7050(-2.76%) 36(-3.80%) 3.49(25.95%) 
𝐶𝑁327
9,13
 3 31 121(37%) 0.3966(-1.34%) 28(-9.68%) 2.64(41.71%) 
𝐶𝑁327
9,13
 5 23 112(34.2%) 0.3287(-0.60%) 23(0.00%) 2.38(38.57%) 
𝐶𝑁647
9,14
 3 57 147(22.7%) 0.7220(-3.46%) 55(-3.51%) 3.94(27.52%) 
𝐶𝑁2112
10,21
 4 72 481(15.4%) 0.5970(-3.48%) 70(-2.78%) 13.68(47.06%) 
𝐶𝑁1598
11,21
 4 53 483(30.2%) 0.5940(-2.73%) 51(-3.77%) 12.94(58.66%) 
𝐶𝑁1598
11,21
 5 51 483(30.2%) 0.5015(-2.96%) 51(0.00%) 12.93(59.18%) 
𝐶𝑁3666
13,22
 3 84 567(34%)     0.3452(-3.4%) 81(-3.57%) 14.21(30.07%) 
𝐶𝑁9471 
17,25
 5 63 622(6.56%) 0.4570(-1.08%) 62(-1.59%) 15.16 (20.33%) 
𝐶𝑁21456 
18,27
 2 63 652(3.03%) 0.4205(-1.73%) 60(-4.76%) 17.66(10.8%) 
𝐶𝑁24173 
20,30
 5 77 671(2.77%) 0.2480(-2.81%) 77(0.00%) 17.49(9.14%) 
𝐶𝑁18257 
21,26
 3 37 385(2.1%) 0.5206(-3.14%) 37(0.00%) 8.08(6.02%) 
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Interestingly, most of the non-optimal results have up to 9.68% lower cost as compared 
to those for optimal; see the % value in bracket for each cost. 
3.4.2.2 Performance for Two-Terminal Reliability 
We sort the (s, t) paths of the 100 benchmark networks following OC1, OC4 and OC5 
criteria; we didn’t consider OC2 and OC3 because, as shown in Table 3.5, they are the 
worst performers. Then, we use both DPR/C-1 and DPR/C-2 with each of the 300 sets 
of sorted (s, t) paths as input. Our simulations show that DPR/C-1 and DPR/C-2 with 
OC1, OC4 and OC5 produce 89%, 88%, 87% optimal results respectively. 
Interestingly, of the 11 non-optimal results for OC1, DPR/C-1 and DPR/C-2 produce 
network with reliability no worse than 1.43% off from optimal; see the % value in 
bracket next to each value in Rel2(PXk) column in Table 3.8. Further, most of the non-
optimal results have up to 4.1% lower cost as compared to that of optimal; see the % 
value in bracket next to each cost in Cost(PXk) column. Notice that OC4 and/or OC5 
produce optimal results for 3 of the 11 non-optimal results for OC1, and therefore 
DPR/C-1 and DPR/C-2 could produce up to 92% optimal results with only 8 non 
optimal results if they used all OC1, OC4 and OC5 and select the best among their 
results; Table 3.8 shows their 8 non-optimal results. Note that DPR/C-2 uses between 
47 and 85 of 780 paths to generate the results, i.e., only 6% to 11% of the total paths 
and up to 1.26 CPU seconds while producing the same results as DPR/C-2; their non-
optimal results are only up to 1.43% off from optimal. 
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Table 3.8: The non-optimal results produced by DPR/C with OC1, OC4 & OC5  
 
3.4.2 DPR/C-2 on Grid Networks 
This section evaluates the performance of DPR/C-2 on five grid networks, i.e., G6×6, 
G3×12, G3×16, G2×20, G2×100, described in Table 2.5. Recall that the grid networks contain 
36 to 200 nodes, 57 to 298 links, 3.55718 to 1.899102 spanning trees and 538020 to 299 
(s, t) paths; see Section 2.6.1. As shown in Table 3.9 (see kmax), DPR/C-2 with OC2 
uses only 1368/1.899102=5.3-26 to 742/220=7.07-4 fractions of the spanning trees 
contained in the networks. Similarly, Table 3.10 shows that DPR/C-2 with OC1, OC4 
and OC5 produces each topology using only 216/524288=4.1×10-4 to 1000/299=1.5-27 
fractions of the (s, t) paths contained in the networks. DPR/C-2 is also very efficient 
in producing the results for the networks with the other Cmax values, which show the 
practicality of our technique; see the k and CPU time columns. Specifically, DPR/C-2 
requires no more than 26.32 (22.64) CPU seconds to produce results for grid networks 
that contain up to 1.899102 spanning trees (299 (s, t) paths); see Table 3.9 (Table 3.10). 
Note that for each network, we consider four different Cmax values, i.e., 50%, 75%, 
90%, and 99% of the total cost of the network, e.g., 29, 43, 51, and 56 for 𝐶𝑁
≥3.55718
36,57
 
in Table 3.9, respectively. 
Input k DPR/C-1 and DPR/C-2 results 
CN 
 Cmax 
Rel2( PXk) Cost( PXk) 
CPU time 
(seconds) 
𝐶𝑁25
7,12
 1 37 12 0.9759 (-0.24%) 34 (-4.1%) 0.12(2.36%) 
𝐶𝑁64
10,21
 3 59 15 0.9757(-0.13%) 57(-3.4%) 0.06(3.54%) 
𝐶𝑁64
10,21
 4 56 15 0.9745(-0.16%) 54(-3.5%) 0.04(12.87%) 
𝐶𝑁281
13,22
 1 68 37 0.9809 (-0.21%) 68(0%) 0.22(10.08%) 
𝐶𝑁281
13,22
 5 55 30 0.935 (-0.29%) 54(-1.8%) 0.15(23.79%) 
𝐶𝑁136
17,25
 2 75 43 0.9788 (-0.25%) 73(-2.7%) 0.41(17.63%) 
𝐶𝑁780
20,30
 3 86 47 0.9730 (-0.60%) 85(-1.2%) 0.65(18.32%) 
𝐶𝑁780
20,30
 4 82 85 0.9713 (-1.43%) 80(-2.4%) 1.26(35.76%) 
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Table 3.9: Performance of DPR/C-2 with spanning trees for Grids 
 
Table 3.9 and Table 3.10 also show the reliability value of each generated topology. 
Because DPR/C-2 does not calculate the exact reliability values of its generated 
topologies, we have used MCS [10] to compute estimated Relall(G) and Rel2(G) for 
each generated topology; we used a sample size of 106 in the simulation. However, we 
are unable to gauge the optimality of the generated topologies for such large networks, 
except for Cmax=0.99×Call. In this case, for each network and Relall measure, we deleted 
one link from the network, and used MCS to generate its Relall(G); we repeated the 
step |E|-1 times, and selected the maximum Relall(G) as the best solution. Note that the 
solution may not be optimal because MCS does not always generate exact reliability. 
We used the same method for Rel2 measure.  
 
CN Cmax k 
 
Relall(Gk) CPU time 
(seconds) 
𝑪𝑵
≥𝟑.𝟓𝟓𝟕𝟏𝟖
𝟑𝟔,𝟓𝟕
 
Grid3x12 
kmax=247 
Relmax=0.9130 
29 38 0.5248 4.27 
43 147 0.6109 4.45 
51 189 0.7869 4.76 
56 247 0.9121 (-0.4%) 4.86 
𝑪𝑵
≥𝟑.𝟓𝟓𝟕𝟏𝟖
𝟑𝟔,𝟔𝟎
 
Grid6x6 
kmax=306 
Relmax=0.9173 
30 123 0.5371 6.41 
45 209 0.6402 6.53 
54 286 0.7819 6.86 
59 306 0.8922 (-0.2%) 7.05 
𝑪𝑵
𝟐𝟐𝟎
𝟒𝟎,𝟓𝟖
 
Grid2x20 
kmax=742 
Relmax=0.74530 
29 312 0.6362 11.92 
44 486 0.6867 12.28 
52 502 0.7089 12.40 
57 512 0.7351 (-2.6%) 12.35 
𝑪𝑵
≥𝟐.𝟓𝟐𝟒
𝟒𝟖,𝟕𝟕
 
Grid3x16 
kmax=512 
Relmax=0.7218 
39 549 0.6183 17.18 
58 587 0.6821 17.45 
69 712 0.7037 18.21 
76 742 0.7216 (-0.9%) 18.66 
𝑪𝑵
𝟏.𝟖𝟗𝟗𝟏𝟎𝟐
𝟐𝟎𝟎,𝟐𝟗𝟖
 
Grid2x100 
kmax=1368 
Relmax=0.25107 
149 879 0.0951 22.03 
224 944 0.1742 25.44 
268 1015 0.1963 26.07 
295 1368 0.2273 (-0.8%) 26.32 
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Table 3.10: Performance of DPR/C-2 with (s, t) paths for Grids 
As shown in Table 3.9 and Table 3.10 (the numbers in bold in column Relall(Gk) and 
Rel2(Gk), respectively), DPR/C-2 is able to generate a topology with Relall only up to 
2.6% off from the best topology and Rel2 up to 2.29% off from the best solution, 
respectively for  Cmax=0.99×Call. Note that the reliability of each generated topology 
cannot be larger than its Relmax calculated from the original networks. 
3.5 Chapter Summary 
We have addressed an NP-hard problem, called NTD-R/C, to design a network 
topology with maximum reliability subject to a cost constraint, given the locations of 
the various computer centers (nodes), their connecting links, each link’s reliability and 
cost, and the maximum budget cost to install the links. We have proposed a heuristic 
dynamic programming method, DPR/C, to solve NTD-R/C. The first version of 
DPR/C, called DPR/C-1, requires all spanning trees to maximize Relall. The chapter 
has shown that DPR/C-1 is optimal if the spanning trees are optimally ordered. It also 
CN Cmax k Rel2(Gk) CPU time 
(seconds) 
  𝑪𝑵𝟏𝟐𝟔𝟐𝟖𝟏𝟖
𝟑𝟔,𝟓𝟕
 
Grid3x12 
kmax=358, 
Relmax=0.9753 
29 41 0.9401 3.38 
43 335 0.9717 5.16 
51 344 0.9736 5.32 
56 358 0.9748(-0.05%) 5.77 
𝑪𝑵𝟓𝟑𝟖𝟎𝟐𝟎
𝟑𝟔,𝟔𝟎
 
Grid6x6 
kmax=323, 
Relmax=0.9613 
30 184 0.6592 4.68 
45 278 0.8933 5.65 
54 280 0.9386 5.71 
59 329 0.9585 (-0.3%) 6.54 
𝑪𝑵𝟓𝟐𝟒𝟐𝟖𝟖
𝟒𝟎,𝟓𝟖
 
Grid2x20 
kmax=216, 
Relmax=0.7841 
29 58 0.2164 3.72 
44 207 0.4714 5.21 
54 210 0.7053 5.66 
57 215 0.7661(-2.29%) 5.74 
  𝑪𝑵𝟔𝟒𝟎𝟏𝟗𝟗𝟐𝟏
𝟒𝟖,𝟕𝟕
 
Grid3x16 
kmax=247, 
Relmax=0.9562 
39 127 0.8058 4.14 
58 148 0.8720 4.65 
69 178 0.9297 4.88 
76 243 0.9552(-0.08%) 5.69 
𝑪𝑵
𝟐𝟗𝟗
𝟐𝟎𝟎,𝟐𝟗𝟖
 
Grid2x100 
kmax=1000, 
Relmax=0.3042 
149 482 0.2320 10.33 
224 724 0.2640 14.78 
268 811 0.2874 19.02 
297 987 0.3020(-0.65%) 22.64 
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shows that generating optimal order of spanning trees is NP-complete, and therefore 
proposes five heuristic order criteria, OC1, OC2, OC3, OC4, and OC5. Further, it has 
shown that generating the spanning trees and (s, t) paths in increasing lexicographic 
order helps reducing the running time of SDP method [22] used to compute Relall(G) 
and Rel2(G) respectively. The chapter has also described the second version of DPR/C, 
called DPR/C-2, that uses only k of the sorted spanning trees to improve the time 
efficiency of DPR/C-1 while producing similar results. Extensive simulations using 
hundreds of networks show the merits of using the sorting methods, and the 
effectiveness of DPR/C-1 and DPR/C-2. For DPR/C with Relall and Rel2 measures, the 
simulations show that OC2 and OC1 are respectively the best criteria. Further, when 
the input is also ordered in increasing lexicographic order, DPR/C produces results up 
to 16.93% faster as compared to using random order.  
The chapter also shows that DPR/C-2 is able to generate 85% optimal results, while 
using only a small number of k (2.1% through 39.8%) spanning trees (e.g., 671 versus 
24173), and up to 17.66 CPU seconds. Furthermore, the non-optimal results are only 
up to 3.4% off from optimal for the simulated examples. Further, DPR/C-2 is able to 
generate 92% optimal results, while using only a small number of k (s, t) paths (only 
6% to 11% of all (s, t) paths in the network), and up to 1.26 CPU seconds, where the 
non-optimal results are only up to 1.43% off from optimal. 
The following Chapter 4 will describe a closely related problem to NTD-R/C, called 
NTD-C/R, and propose DPC/R, another DPA, to solve the problem. 
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Chapter 4 
Network Topology Design with Minimal Cost 
and Reliability Constraint 
 
This chapter discusses NTD-C/R, an O1/C1 optimization problem, to construct network 
topology with minimum cost subject to a given reliability constraint. The solution to 
the problem is important in designing topology used for critical applications, e.g., 
emergency response, rescue and military operations.  
The chapter proposes a DP solution, called DPC/R with two versions to solve NTD-
C/R given as input a sequence of spanning trees of the network. Version 1, called 
DPC/R-1, requires all n spanning trees of the network, while version 2, called DPC/R-
2, uses only k≤n spanning trees, and thus reduces the first version’s time complexity 
while producing similar results. For each version, the chapter considers Relall; 
Appendix B presents NTD-C/R with Rel2 measure and its solution. The chapter shows 
that DPC/R always produces a feasible solution for the problem. Further, it shows that 
DPC/R will produce an optimal topology given a sequence of optimally ordered 
spanning trees. This chapter shows that generating optimally ordered spanning trees is 
NP-complete, and proposes five heuristics approaches to sort the spanning trees.  
Extensive simulations using hundreds of benchmark networks that contain up to 200 
nodes, 298 links, 299 (s, t) paths and 1.899102 spanning trees show the merits of using 
the sorting methods, and the effectiveness of our algorithms. Further, the chapter 
shows the effectiveness of DPC/R-2 vis-à-vis to four existing state-of-the-art meta-
heuristic techniques [12]-[15].  
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The preliminary version of DPC/R-1 with Relall measure has been presented in [47], 
while its full version has been published in [48]. Our work on DPC/R-1 with Rel2 has 
been published in [4]. Note that DPC/R-1 approach was called DPCR-ST in [47], [48] 
and DPCR-P in [4]. 
The layout of this chapter is as follows. Section 4.1 formulates the NTD-C/R problem. 
Section 4.2 gives the DP formulation for NTD-C/R. Section 4.3 consists of five 
subsections; it describes DPC/R-1 in Section 4.3.1, its illustrating example in Section 
4.3.2, its theoretical analysis in Section 4.3.3, five order criteria in Section 4.3.4, and 
DPC/R-2 that uses only k≤n spanning trees in Section 4.3.5. Section 4.4 provides 
simulation results to show the effectiveness and efficiency of our approaches. Finally, 
Section 4.5 concludes the chapter.  
4.1 Problem Statement 
Let Yj be a decision variable {0, 1} that indicates if link ej in G=(V, E) is selected 
(Yj=1), or not selected (Yj=0). The following two equations describe the NTD-C/R 
problem.    
                                      Minimize ∑ cj Yj 
|E|
j=1
                                                                         (4.1)  
                            Subject to Rel (Gi=(V, Ei))≥Rmin                                                    (4.2) 
  
Equation (4.1) calculates the minimum cost of a network topology Gi=(V, Ei) that 
contains links Ei=E–{ej | Yj=0}; i.e., Ei is a set of selected links in Eq. (4.2) that form 
Gi that has a reliability of at least Rmin. One may solve the NTD-C/R problem by 
generating each possible set of links in Eq. (4.2) that form Gi. Then, calculate Cost(Gi) 
for each Gi that has Relall(Gi)≥Rmin, and select a Gi with the minimum cost as Gmin. 
Unfortunately, this brute force solution, called BF-3 requires generating 2|E| possible 
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link selections, i.e., the Gi. Further, the Relall(Gi) in Eq. (4.2) for each Gi requires 
exponential time; thus BF-3 is feasible only for designing small topologies. 
As an alternative, let Xi be a decision variable {0, 1} that indicates if spanning tree STi 
in G=(V, E) is selected (Xi=1), or not selected (Xi=0). The following equations describe 
the NTD-C/R problem.                                    
                                         Minimize Cost( ⋃ STi  Xi )                                                                (4.3)  
|STG|
i=1
  
 
                                        Subject to Relall(⋃ STi  Xi ) ≥Rmin           
|STG|
i=1
                            (4.4) 
Equation (4.3) calculates the minimum cost of the network containing only the selected 
spanning trees STi from Eq. (4.4). One may generate all 2
n possible combinations of 
spanning trees that meet the constraint in Eq. (4.4). Then, for each combination that 
has Relall(Gi) of at least Rmin, use Eq. (4.3) to calculate its cost, and select a combination 
with the minimum cost as its Gmin. This solution, henceforth called BF-4, is also 
prohibitive for use in large networks because in general a network contains n=O(|V||v|) 
spanning trees [20]. In Section 4.2, we propose a DP approach to solve Eq. (4.3) and 
Eq. (4.4). 
To illustrate the NTD-C/R problem, consider the network in Fig. 2.1. For Rmin=0.82, 
Fig. 4.1 shows the optimal network, Gmin, whose links form a set of spanning trees {{1, 
3, 4},{1, 3, 5},{1, 4, 5}} with Relall(Gmin)=0.841, and Cost(Gmin)=17; Gmin does not 
contain spanning trees {1, 2, 4}, {1, 2, 5},{2, 4, 5}, {2, 3, 5}, and {2, 3, 4} because 
link 2 is not selected. Notice that Relall(G)=0.927; and therefore, if we set Rmin=0.927, 
Eq. (4.1) would have Yj=1 for each ej, and Eq. (4.3) considers all spanning trees in G. 
Thus, for this case, Eq. (4.1) and Eq. (4.3) produce Gmin=G with a reliability of 0.927. 
In contrast, Eq. (4.2) produces a reliability of 0 if the selected links in Eq. (4.1) do not 
form any spanning tree. 
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Fig. 4.1: Optimal solution of NTD-C/R with Rmin=0.82 for CN in Fig. 2.1 
  
4.2 Dynamic Programming Formulation for NTD-C/R 
 
Let STXi, for i=1, 2, …, n-1, n, be a sequence of spanning trees selected from i 
spanning trees in {ST1, ST2, …, STi}, and Gi=(V, EiE) be an induced graph whose 
links comprise of all links in STXi. Note that 0|STXi|i, and there are 2n different 
STXi; we aim to select STXn with Relall(Gn) of at least Rmin, and the minimum cost, 
i.e., Relall(Gn)≥Rmin and minimum Cost(Gn). An STXi forms a feasible solution or 
topology if its reliability Relall(STXi)≥Rmin; otherwise, it is a non-feasible solution. For 
Fig. 2.1 with Rmin=0.82, STX8=(ST2, ST7, ST8) is a feasible solution because 
Relall(STX8)=0.841≥Rmin. Two sets of spanning trees STXi and STXj are equivalent if 
they contain the same links that form the same topology, and thus they contain the 
same set of spanning trees, and have the same Relall and cost. For Fig. 2.1, STX2=(ST1, 
ST2) and STX3=(ST1, ST3) are equivalent because both form the same topology.  
Let DP[1 .. n, 0 .. Řmin] be a 2-dimensional DP table, where Řmin=round(×Rmin), for a 
positive integer multiplier , and a function round(α) that returns the closest integer  
1 
1 
3 
4 
2 
5 
4 
3 
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value of α. For example, the function returns Řmin=92 (Řmin=93) when we set =100, 
and Rmin=0.9216 (Rmin=0.9261).  
Each element DP[i, ř], for i=1, 2, …, n, ř=0, 1, 2, …, Řmin, stores five pieces of 
information: a cost C[i, ř]>0, a reliability 0≤R[i, ř]≤1.0, a sequence of spanning trees 
X[i, ř]STG, a set of links L[i, ř]E, and an integer index 0≤J[i, ř]≤ . In essence, the 
columns of the DP table partition the reliability constraint Rmin into  consecutive 
reliability constraints, i.e., Rmin/, (2×Rmin)/, …, (×Rmin)/=Rmin. Specifically, each 
column index ř=0, 1, …, Řmin, corresponds to a reliability constraint r=0, 1/, …, 
(Řmin/)Rmin, i.e., r=ř/ and ř=round(×r), and each DP[i, ř] is used to store four 
pieces of information for each selected topology Gi that has Relall(Gi)≥r. Specifically, 
for each Relall(Gi)≥r, we set C[i, ř]=Cost(Gi), R[i, ř]=Relall(Gi), X[i, ř]=STXi, and L[i, 
ř]=Ei. For Relall(Gi)<r, we set C[i, ř]=, R[i, ř]=0, X[i, ř]=( ), and L[i, ř]={}. Note that 
C[i, ř]=0 is not possible because each link is assumed to have a non-zero cost. As C[n, 
Řmin] is the cost of Gn=(V, EnE) with Relall(Gn)≥Rmin, NTD-C/R aims to generate 
DP[n, Řmin] that contains the minimum C[n, Řmin], which represent the Gmin. 
For each range of columns ř1řř2 in row i that contain the same reliability value, we 
set each j=J[i, ř]=ř2. Thus, index j=J[i, ř]=0, 1, 2, …, Řmin marks the ending column 
of a range of columns that have the same reliability. Notice that ř has been used 
instead of j in [48]. For example, as later shown in Table 4.1, we store j=J[1, ř]=49 at 
columns ř=0 to ř=49 because R[1, 0]=R[1, 1]= … =R[1, 49]. Note that we set j=J[i, 
ř]=ř when ř1=ř2, i.e., when the length of the range is one. Our DP approach computes 
each C[i, ř] using the following four equations.  
C[i, ř]=Cost(STi) for i=1 with Relall(STi)≥r                                                         (4.5) 
C[i, ř]= for i=1 with Relall(STi)<r                                                                       (4.6)  
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C[i, ř]=Min(C[i-1, ř], Cost(STi)) for i>1, and Relall(STi)≥r                                  (4.7)  
C[i, ř]=Min(C[i-1, ř], Cost(L[i-1, j]  Li)) for i>1, jř,  
and Relall(L[i-1, j]  Li)≥r                                                                                     (4.8) 
We explain the DP formulation in Eq. (4.5) - Eq. (4.8) as follows; the conditions in the 
equations are considered in increasing number of the equations, i.e., a lower numbered 
equation takes precedence over a higher numbered equation. In Eq. (4.5), when the 
first spanning tree has Relall(ST1) of at least r, it should be selected, giving C[1, 
ř]=Cost(ST1). In contrast, when Relall(ST1)<r, ST1 is not selected because it does not 
meet the reliability constraint r; thus Eq. (4.6) sets C[1, ř]=∞ to denote that no spanning 
tree is selected.  
Equations (4.7) and (4.8) are used for each remaining STi, for i=2, 3, …, n. Eq. (4.7) 
considers two options, selecting or not selecting STi, when Relall(STi)≥r, and selects 
the option that produces the minimum cost. Specifically, when STi is selected (not 
selected), its cost is Cost(STi) (C[i-1, ř]), and the equation selects the minimum 
between the two because both options satisfy the Relall requirement r. Note that the 
Relall value in the element would be changed to Relall(STi) if STi is selected. Further, 
Eq. (4.7) considers a situation when no trees have been selected for column ř, i.e., C[i-
1, ř]=∞, and R[i-1, ř]=0, in which case it will select STi. 
Equation (4.8) considers the case when selecting STi together with some previous 
sequence of selected trees that satisfies the required all-terminal reliability r, i.e., 
Relall(L[i-1, j]  Li)≥r, for each possible j=J[i-1, ř]=0, 1, …, Řmin. Like Eq. (4.7), Eq. 
(4.8) also considers the minimum cost between either selecting or not selecting STi; 
the former produces Cost(L[i-1, j]  Li), and the latter produces C[i-1, ř]. Specifically, 
when STi is selected (not selected), the cost is calculated from the selected spanning 
      75 
  
 
trees STXi, (STXi-1). Note that the Relall value in the column would be changed to 
Relall(L[i-1, j]  Li) if STi is selected. Further, Eq. (4.8) also considers a situation when 
no trees have been selected for column ř, i.e., C[i-1, ř]=∞, and R[i-1, ř]=0, in which 
case it will select STi.  
Like NTD-R/C of Section 3.2.3, the DP formulation for NTD-C/R in Eq. (4.5) - Eq. 
(4.8) are similar to DP solution for 0-1 knapsack problem [43]. In the 0-1 knapsack 
problem [43], there are n items (spanning trees in NTD-C/R), where each item i has 
weight xi (Relall(STi) in NTD-C/R) and value vi (Cost(STi) in NTD-C/R), and its goal 
is to select a set of items that have the maximum total value (minimum cost in NTD-
C/R as stated in Eq. (4.3)) while having a total weight of no more than a given weight 
constraint Xmax (Rmin in NTD-C/R as stated in Eq. (4.4)). However, recall that in the 0-
1 knapsack problem, the total cost of two items is the sum of each item’s cost, while 
in NTD-C/R, Cost(STi)+Cost(STp)Cost(STi  STp) because STi and STp may contain 
common links. Therefore Eq. (4.8) must consider all possible values of j, i.e., J[i, ř]. 
Further, while the total capacity of two items in the 0-1 Knapsack problem equals the 
sum of each item’s capacity, in NTD-C/R, Relall(STi)+Relall(STp)Relall(STi  STp), 
and Relall(STi)>Relall(STp) does not always mean Relall(STh  STi)>Relall(STh  STp), 
for any STh. Therefore, each C[i, ř] is not necessarily minimum, even when it is 
computed from two optimal sub problems. In Section 4.3.3, we will show that our 
heuristic DP solution generates an optimal topology when it uses an optimal order of 
spanning trees, defined later, as its input.  
The solution for NTD-C/R, i.e., DPC/R (described in Section 4.3) is similar to the 
solution to NTD-R/C, i.e., DPR/C of Chapter 3. However, DPR/C cannot be used to 
solve the NTD-C/R for two main reasons. First, the DP formulations for NTD-C/R and 
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NTD-R/C are different; see Eq. (4.5) to Eq. (4.8) and Eq. (3.5) to Eq. (3.8). Second, to 
maximize the reliability in NTD-R/C, DPR/C needs to compute an exact reliability 
value for each entry of its DP table, a very time consuming step. On the other hand, 
NTD-C/R aims to minimize network cost; thus it is sufficient for DPC/R to generate 
only an approximated reliability, which can be solved using a significantly faster 
heuristic technique such as MCS [10]. Therefore, although the two problems are 
closely related, the solutions for NTD-C/R cannot be effectively used to solve NTD-
R/C as they are either too expensive computationally or lack the necessary precision 
to generate an acceptable solution. 
4.3 DPC/R Algorithm  
Section 4.3.1 presents the first version of DPC/R, namely DPC/R-1, that requires all 
spanning trees of the network as its input to solve NTD-CR. Section 4.3.2 shows an 
illustrating example for DPC/R-1. Section 4.3.3 provides theoretical analysis of 
DPC/R-1. Specifically, subsection 4.3.3.1 shows that DPC/R-1 always produces 
feasible solutions, subsection 4.3.3.2 proves that the approach generates optimal 
topologies, given optimal order of spanning trees, and subsection 4.3.3.3 computes its 
time complexity. Section 4.3.4 proposes five greedy heuristics, i.e., OC1 to OC5 to 
improve the effectiveness of DPC/R-1. Finally, Section 4.3.5 describes the second 
version of DPC/R, called DPC/R-2.  
Note that Appendix B shows how to use DPC/R for Rel2 measure. For this case, the 
algorithm requires a sequence of (s, t) paths. Further, the appendix introduces another 
order criterion, i.e., OC6.  
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4.3.1  DPC/R Version 1  
The first version of DPC/R algorithm, called DPC/R-1, directly applies Eq. (4.5) - Eq. 
(4.8). For a G=(V, E) that contains n spanning trees with reliability constraint Rmin, 
DPC/R-1 implicitly constructs a DP table of size n×Řmin. However, DPC/R-1 keeps 
only two consecutive rows, called row1 and row2, and therefore it requires only a table 
of size 2×Řmin. Specifically, DPC/R-1 computes C[2,  j] and R[2,  j] in row2 using the 
information in C[1, ř] and R[1, ř] in row1, for all relevant columns ř and j. 
DPC/R-1 Algorithm 
1. Initialize C[1, ř]=∞, R[1, ř]=0, X[1, ř]=( ), L[1, ř]={}, J[1, ř]=Řmin, for   
      Relall(ST1)<r // Eq. (4.6) 
2.   for (ř 0 to round(×Relall(ST1)) do // Eq. (4.5) 
3.         C[1, ř]  Cost(ST1)  
4.         R[1, ř]  Relall(ST1) 
5.         X[1, ř]  ST1  
6.         L[1, ř]  L1  
7.         J[1, ř]  round(×R[1, ř]) 
8.   end for ř 
9.     Copy  row1 to row2 
10.   for (i  2 to n) do   //  Eq. (4.7) - Eq. (4.8) 
11.        for (ř  0 to round(×Relall(STi )) do // Eq. (4.7) 
12.               C[2, ř]  Min(C[1, ř], Cost (STi)) 
13.               if C[2, ř]<Cost(STi)  
14.                   X[2, ř]  X[1, ř]     
15.                   L[2, ř]  L[1, ř]  
16.               else 
17.                   X[2, ř]  STi  
18.                   L[2, ř]  Li 
19.               end if  
20.               R[2, ř]  Relall(L[2, ř]) 
21.               J[2, ř]  round(×R[2, ř]) 
22.        end for ř 
23.        for (y  0 to Řmin) do // Eq. (4.8)      
24.              if (J[1, y] ≠ J[1, y-1]) 
25.                     j=J[1, y] 
26.                   if  Relall(L[1,   j]  Li)≥ ř  
27.                        C[2, ř]  Min(C[1, ř], Cost (L[1,   j]  Li)) 
28.                        if C[2, ř]<Cost(L[1,  j]  Li)  
29.                            X[2, ř]  X[1, ř]    
30.                            L[2, ř]  L[1, ř]  
31.                        else 
32.                            X[2, ř]  X[1,  j]  STi  
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33.                            L[2, ř]  L[1,  j]  Li 
34.                       end if 
35.                       R[2, ř]  Relall(L[2, ř])  
36.                       J[2, ř]  round(×R[2, ř]) 
37.                  end if 
38.             end if  
39.        end  for y 
40.        Copy  row2 to row1 
41.  end for i  
After copying the contents of row1 to row2, it repeats the step until all spanning trees 
are considered. In this chapter, we set the integer multiplier , described in Section 
4.2, to 100, and thus the DP table contains no more than 101 columns. Line 1 of 
DPC/R-1 Algorithm implements Eq. (4.6), while Lines 2 through 8 are based on Eq. 
(4.5). The remainder of the code is used to implement Eq. (4.7) and Eq. (4.8). 
Specifically, Eq. (4.7) is solved in Lines 11 through 22, Eq. (4.8) in Lines 23 through 
39, and Line 40 copies the contents of row1 to row2. 
4.3.2 Illustrating Example 
To illustrate the DPC/R-1 algorithm, consider the network in Fig. 2.1, and Rmin=0.82. 
Table 2.1 shows the network’s link reliability and cost, and spanning tree reliability 
and cost. Our DPC/R-1 algorithm constructs the DP table shown in Table 4.1, and 
obtains the optimal topology in Fig. 4.1. For convenience, we show all eight rows, 
although our implementation creates only two rows. Each row of the table considers a 
STi for possible selection, and its columns are labeled by reliability values from 0 to 
Řmin. Due to space limitation, Table 4.1 shows only a range of the reliability values ř.  
Because Relall(ST1)=0.486, and thus ř=49, lines 2 through 8 in the DPC/R-1 algorithm 
set C[1, ř]=13, R[1, ř]=0.49, X[1, ř]=(ST1), and L[1, ř]={2, 4, 5} for ř=0, …, 49 with 
j=J[1, ř]=49; Fig. 4.2(a) shows the graph representation for X[1, ř]=(ST1). Further, Eq. 
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(4.6) initializes the first row with C[1, ř]=∞, R[1, ř]=0, X[1, ř]={}, and L[1, ř]={} for 
ř=50, …, Řmin; and thus J[1, ř]=Řmin=82.  
Next, for ST2 with Relall(ST2)=0.729, and thus ř=73, Eq. (4.7) produces C[2, ř]=C[1, 
ř], R[2, ř]=R[1, ř], X[2, ř]=X[1, ř], and L[2, ř]=L[1, ř], because C[1, 
ř]=13<Cost(ST2)=15; thus this step keeps the non-feasible topology shown in Fig. 4.2 
(a) for each column ř=0, …, 49 in the row. In contrast, for ř=50, …, 73, because C[1, 
ř]=∞, Eq. (4.7) sets C[2, ř]=15, R[2, ř]=0.73, X[2, ř]=(ST2), L[2, ř]={1, 4, 5}, and J[2, 
ř]=73, Fig. 4.2 (b) shows the graph representation for X[2, ř]=(ST2). For ř=74, …, 
Řmin, selecting ST2 for each ř in the range is feasible. For this case, we consider j=J[1, 
ř] in row 1 that has two possible values, i.e., j=49, and j=82 for ř=0, …, 49, and ř=50, 
…, Řmin=82, respectively. For j=49, Relall((L[i-1,  j=49]=L1)  L2)=0.88; thus Eq. (4.8) 
selects both ST2 and ST1 at column ř=74, ..., Řmin, and sets C[2, ř]=18, R[2, ř]=0.88, 
X[2, ř]=(ST1, ST2), L[2, ř]={1, 2, 4, 5}, and j=82. For this case, Eq. (4.8) produces a 
feasible topology for each column in the range; Fig. 4.2 (c) shows its graph 
representation. Note that Eq. (4.8) does not select both ST1 and ST2 at column ř=0, ..., 
73, because Cost(L1  L2)=18>C[1, ř]=13. For j=82, we obtain Relall(L[i-1, j]={}  
ST2={1, 4, 5})=0.729, and thus ř=73, which is less than each ř=74, ..., Řmin under 
consideration. Therefore, Eq. (4.8) produces exactly the same results at columns ř=50, 
..., 73 as previously obtained using Eq. (4.7).  
As another example, for ST3 with Relall(ST3)=0.486, and thus ř=49, for ř=0, ..., 49, Eq. 
(4.7) selects ST3, and sets C[3, ř]=12, R[3, ř]=0.49, X[3, ř]=(ST3), L[3, ř]={1, 2, 4}, 
and J[3, ř]=49, because Cost(ST3)=12<C[2, ř]=13; Fig. 4.2 (d) shows the graph 
representation for X[3, ř]=(ST3). For Eq. (4.8), there are three possible values for 
j=J[2, ř], i.e., j=49, j=73, and j=82 for ř=0, …, 49, ř=50, …, 73, and ř=74, …, 82, 
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respectively. For j=49, Relall((L[i-1, j=49]=L1)  L3)=0.88, and thus Eq. (4.8) is used 
for ř=0, …, 82 at row 3. Because Cost(L1  L3)=18>C[2, ř]=13 for ř=0, …, 49, and 
Cost(L1  L3)=18>C[2, ř]=15 for ř=50, …, 73, Eq. (4.8) does not update the DP table 
for ř=0, …, 73. On the other hand, Cost(L1  L3)=C[2, ř]=18 for ř=74, ..., 82, and 
therefore the equation includes ST3 to the selected trees in the previous row, i.e., (ST1), 
(ST2), and (ST1, ST2) for columns ř=0, ..., 49, ř=50, ..., 73, and ř=74, ..., 82 
respectively. For this case, Eq. (4.8) produces (ST1, ST3), (ST2, ST3), and (ST1, ST2, 
ST3) for columns ř=0, ..., 49, ř=50, ..., 73, and ř=74, ..., 82, respectively.  
Notice that the results, i.e., (ST1, ST3), (ST2, ST3), (ST1, ST2, ST3), and (ST1, ST2) are 
equivalent feasible solutions with a reliability of 0.88, and cost of 18; the table shows 
one of the solutions, i.e., C[3, ř]=18, R[3, ř]=0.88, X[3, ř]=(ST1, ST3), L[3, ř]={1, 2, 
4, 5}, and J[3, ř]=88 as illustrated in Fig. 4.2 (c). 
Repeating steps ST4 through ST8 to find the best solution, note that Eq. (4.8) is used at 
row 8 and does update the DP table for ř=76, …, 82; because Relall((L[7, j=57]=L7)  
L8)=0.841>Rmin and Cost(L7  L8)=17<C[7, ř]=18 for ř=76, …, 82. DPC/R-1 obtains 
X[8, Řmin]=(ST7, ST8) with cost C[8, Řmin]=17 and reliability R[8, Řmin]=0.841.The 
optimal topology Gmin, shown in Fig. 4.1. 
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Table 4.1: DP Table for CN in Fig. 2.1 with Rmin=0.82  
 
                                           
  (a) X[1, [0 .. 49]] with Relall(ST1)=0.49                     (b) X[2, [50 .. 73]] with Relall(ST2)=0.73 
ř  
STi 
ř=0, …, 38 ř=39, …, 49 ř=50, …, 57 ř=58, …, 73 ř=74, 75 ř=76, …, 82 
ST1 
C[1, ř]=13 
R[1, ř]=0.49 
X[1, ř ]=(1) 
L[1,ř]={2,4,5} 
J[1, ř]=49 
13 
0.49 
(1) 
{2,4,5} 
49 
∞ 
0 
{} 
{} 
87 
∞ 
0 
{} 
{} 
87 
∞ 
0 
{} 
{} 
87 
∞ 
0 
{} 
{} 
87 
ST2 
13 
0.49 
(1) 
{2,4,5} 
49 
13 
0.49 
(1) 
{2,4,5} 
49 
15 
0.73 
(2) 
{1,4,5} 
73 
15 
0.73 
(2) 
{1,4,5} 
73 
18 
0.88 
(1,2) 
{1,2,4,5} 
87 
18 
0.88 
(1,2) 
{1,2,4,5} 
87 
ST3 
12 
0.49 
(3) 
{1,2,4} 
49 
12 
0.49 
(3) 
{1,2,4} 
49 
15 
0.73 
(2) 
{1,4,5} 
73 
15 
0.73 
(2) 
{1,4,5} 
73 
18 
0.88 
(1,3) 
{1,2,4,5} 
87 
18 
0.88 
(1,3) 
{1,2,4,5} 
87 
ST4 
11 
0.38 
(4) 
{2,3,5} 
38 
12 
0.49 
(3) 
{1,2,4} 
49 
15 
0.73 
(2) 
{1,4,5} 
73 
15 
0.73 
(2) 
{1,4,5} 
73 
18 
0.88 
(1,3) 
{1,2,4,5} 
87 
18 
0.88 
(1,3) 
{1,2,4,5} 
87 
ST5 
11 
0.38 
(4) 
{2,3,5} 
38 
12 
0.49 
(3) 
{1,4,5} 
49 
15 
0.73 
(2) 
{1,4,5} 
73 
15 
0.73 
(2) 
{1,4,5} 
73 
16 
0.75 
(4,5) 
{1,2,3,5} 
75 
18 
0.88 
(1,3) 
{1,2,4,5} 
87 
ST6 
9 
0.38 
(6) 
{2,3,4} 
38 
12 
0.49 
(3) 
{1,2,4} 
49 
14 
0.75 
(3,6) 
{1,2,3,4} 
75 
14 
0.75 
(3,6) 
{1,2,3,4} 
75 
14 
0.75 
(3,6) 
{1,2,3,4} 
75 
18 
0.88 
(1,3) 
{1,2,4,5} 
87 
ST7 
9 
0.38 
(6) 
{2,3,4} 
38 
11 
0.57 
(7) 
{1,3,4} 
57 
11 
0.57 
(7) 
{1,3,4} 
57 
14 
0.75 
(6,7) 
{1,2,3,4} 
75 
14 
0.75 
(6,7) 
{1,2,3,4} 
75 
18 
0.88 
(1,3) 
{1,2,4,5} 
87 
ST8 
9 
0.38 
(6) 
{2,3,4} 
38 
11 
0.57 
(7) 
{1,3,4} 
57 
11 
0.57 
(7) 
{1,3,4} 
57 
14 
0.75 
(6,7) 
{1,2,3,4} 
75 
14 
0.75 
(6,7) 
{1,2,3,4} 
75 
17 
0.84 
(7,8) 
{1,3,4,5} 
85 
2 
1
0
3 
2
4 
5
5
2
2
2 
1 
3 
4 
1
 
5
4
4 
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(c) X[2, [74 .. 82]]=X[3, [74 .. 82]]                            (d) X[3, [0 .. 49]] with Relall(ST3)=0.49                      
      with Relall(STX3)=0.88    
 
Fig. 4.2:  Examples of graph representations for X[i=[1 .. n=8], ř=[0 .. 82]]. 
4.3.3 DPC/R-1 Analysis 
4.3.3.1 Feasible Solutions 
In this subsection, we will use Lemma 4.1 and Theorem 4.1 to show that the DPC/R-
1 algorithm will always produce feasible solutions for the NTD-C/R problem. We first 
present a definition that is used in the lemma and theorem.  
Definition 4.1. A row i=1, 2, …, n in the DP table is a non-feasible row if none of its 
elements contain a feasible solution, i.e., each R[i, ř]<Rmin, for ř=1, 2, …, Řmin.  
Note that R[i, Řmin]=Relall(STXi)≠0 for each feasible solution STXi, while a non-
feasible row i has R[i, Řmin]=0. For example, row i=1 in Table 4.1 is a non-feasible 
row, while the remaining rows are feasible rows. 
Lemma 4.1. A non-feasible row i in DP table must have at least one column ř that 
contains X[i, ř]=(ST1, ST2, …, STi), for  i=1, 2, …, n, and ř=1, 2, …, (Řmin-1).  
Proof. An X[i, l]=(ST1, ST2, …, STi) must be generated only from X[i-1, h]=(ST1, 
ST2, …, STi-1), for any column Řmin>l≥h, because the DPC/R-1 algorithm processes 
the spanning trees in sequence from ST1, ST2, …, STi-1, STi. 
For row i=1, and Relall(ST1)<Rmin, Eq. (4.6) sets R[1, ř]=0 and X[1, ř]={} for all 
r>Relall(ST1), and thus R[1, Řmin]=0. Further, Eq. (4.5) sets R[1, ř]=Relall(ST1) and 
2 
1 
3 
4
3 
1 
4 
5 2 
2 
1 
3 
4 
1 4
2 
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X[1, ř]=(ST1) in each column r≤Relall(ST1), and thus row 1 is a non-feasible row, and  
Lemma 4.1 is true for i=1.  
For i=z, where z=2, 3, …, n, let us assume that there is a non-feasible row z which 
contains X[z, h]=(ST1, ST2, …, STz-1, STz) at column h<Řmin. We want to show that, if 
z+1 is a non-feasible row, then it must have at least one column (Řmin-1)≥l≥h that 
contains X[z+1, l]=(ST1, ST2, …, STz-1, STz, STz+1). Note that, when 
Relall(STz+1)≥Rmin, row z+1 is a feasible row as Eq. (4.7) sets X[z+1, Řmin]=(STz+1) 
because Cost(STz+1)<C[z, Řmin]=∞. Further, row z+1 is also a feasible row if Relall(ST1 
 ST2  …   STz-1  STz  STz+1)≥Rmin, even when Relall(STz+1)<Rmin. For this case, 
Cost(ST1  ST2  …  STz-1  STz  STz+1)<C[z, Řmin]=∞, and thus Eq. (4.8) sets 
X[z+1, Řmin]=(ST1, ST2, …, STz-1, STz, STz+1), and R[z+1, Řmin]=Relall(ST1  ST2  
…   STz-1   STz  STz+1)≥Rmin. Thus, row z+1 is a non-feasible row only when 
Relall(ST1  ST2  …  STz-1  STz  STz+1)<Rmin. For this case, we consider the 
largest column h<Řmin with X[z, h]=(ST1, ST2, …, STz-1, STz), i.e., R[z, h]=h. 
Consequently, each column l>h will contain X[z, l]={}, R[z, l]=0, and C[z, l]=∞ 
because it is not possible to have any subset of spanning trees from (ST1, ST2, …, STz-
1, STz) with reliability larger than Relall(ST1  ST2  …  STz-1  STz). For this case, 
Eq. (4.8) will set X[z+1, l]=(ST1, ST2, …, STz-1, STz, STz+1), C[z+1, l]=Cost(ST1, ST2, 
…, STz-1, STz, STz+1), R[z+1, l]=Relall(ST1, ST2, …, STz-1, STz, STz+1), and L[z+1, 
l]=L1 L2  …  Lz-1  Lz  Lz+1 at columns  lR[z+1, l].  Q.E.D. 
Theorem 4.1. For a network G with Relall(G)≥Rmin, DPC/R-1 always generates a 
feasible solution for G. 
Proof. We want to show that in the worst case DPC/R-1 generates G at DP[n, Řmin] as 
its feasible solution. Following Lemma 4.1, each non feasible row z=1, 2, …, n must 
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contain at least one column ř=1, 2, …, (Řmin-1) with X[z, ř]=(ST1, ST2, …, STz-1, STz). 
Thus, in the worst case, there is at least one column r in a non-feasible row n-1 that 
contains X[n-1, ř]=(ST1, ST2, …, STn-1). For this case, Eq. (4.8) will set X[n, ř]=(ST1, 
ST2, …, STn-1, STn), C[n, ř]=Cost(ST1, ST2, …, STn-1, STn), R[n, ř]=Relall(ST1, ST2, 
…, STn-1, STn), and L[n, ř]=L1  L2  …  Ln-1  Ln at columns řround(R[n, ř]). 
For Relall(G)≥Rmin, R[n, ř]≥Rmin. Thus, in the worst case, DP[n, Řmin] will contain a 
feasible solution.  Q.E.D. 
4.3.3.2 Optimality of DPC/R-1 
This subsection establishes Theorem 4.2 and Theorem 4.3. Theorem 4.2 states that the 
DPC/R-1 algorithm produces an optimal topology if it uses a given sequence of 
optimally ordered spanning trees, called STXopt; while Theorem 4.3 shows that 
generating STXopt is NP-complete. We first describe two definitions that are used in 
the theorems.  
Definition 4.2. A sequence of spanning trees STXn(ST1, ST2, …, STn) in graph G is 
called STXmin or reliability minimal if (i) Relall(STXn)≥Rmin, and (ii) Relall(STXn-
(STj))<Rmin for any STjSTXn.  
Definition 4.3. An STXmin is called STXopt or reliability optimal if Cost(STXmin) is the 
minimum among all possible STXmin.  
For example, if Rmin=0.87, there are six STXmin:(ST1, ST2), (ST1, ST3), (ST1, ST5), 
(ST2, ST3), (ST2, ST5), and (ST3, ST5); and six equivalent STXopt:(ST1, ST2), (ST1, 
ST3),(ST1, ST5), (ST2, ST3), (ST2, ST5), and (ST3, ST5). The six STXopt contain the 
same set of links, and thus form the same Gmin. In general, however, a graph G may 
contain several different Gmin. 
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Theorem 4.2. The DPC/R-1 algorithm produces an optimal network topology for a 
given STXopt.  
Proof. Without loss of generality, consider the DPC/R-1 algorithm is given 
STXopt=(ST1, ST2, …, ST), for =|STXopt|≤n. By definition, the feasible solution that 
DPC/R-1 produces from the given STXopt includes all spanning trees in the set. 
Theorem 4.1 guarantees that DPC/R-1 in the worst case produces X[n, Řmin]=(ST1, 
ST2, …, STn) that includes all the spanning trees. Because DPC/R-1 adds spanning 
trees in order, X[, Řmin]=(ST1, ST2, …, ST). Further, because by definition 
STXopt=(ST1, ST2, …, ST) is the optimal topology, Cost(STXopt) is the minimal 
among all feasible topologies. Therefore, Eq. (4.7) and Eq. (4. 8) will keep X[i, 
Řmin]=X[, Řmin], for i=+1, +2, …, n. Therefore, X[n, Řmin]=X[, Řmin]=(ST1, ST2, 
…, ST) is an optimal solution.  Q.E.D. 
Theorem 4.3. Generating STXmin and STXopt of a general graph G is NP-Complete. 
Proof.  For STXmin, we prove the theorem by reduction from the subset-sum problem 
[26]. For all links ej in G, let (STi) be the probability that each link ejSTi is 
operational while each ejSTi fails, i.e., . Because all 
failures are assumed to be statistically independent, Relall(G)=(ST1)+(ST2)+ … + 
(STn). Given a sequence (ST1, ST2, …, STn), each (STi) can be computed in 
polynomial time in the order of |E|, and the problem to generate STXmin is to find a 
subset of values from a set {(ST1), (ST2), …, (STn)} such that their sum meets the 
required Rmin. In other words, we set the target sum to Rmin, and each value item to 
(STi). Because each STXopt is STXmin, one can directly conclude that generating 
STXopt is also NP complete.   Q.E.D. 



iSTje
j
iSTje
ji
rrST )1()(
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4.3.3.3 Time Complexity 
The time complexity of DPC/R-1 can be computed as follows. The Cost() function 
used in the DPC/R-1 algorithm requires all unique links in the set of spanning trees . 
For each ř, Cost() returns the sum of C[i-1, ř], and the cost of links in STi that are not 
in L[i-1, ř]. Using the bit implementation [22], one requires only one bit OR, and one 
bit XOR operation to obtain the links in STi that are not in L[i-1, ř]; and thus, for any 
, Cost() can be computed in O(|E|). DPC/R-1 uses the function at most once for every 
table entry, and therefore the worst case time complexity for using the function is 
O(n×|E|×Řmin).  
The Relall() function used in the DPC/R-1 algorithm can be implemented using any 
exact reliability calculation [22], heuristic technique [10], or approximation 
(bounding) method [25]. Note that unlike the solution for NTD-R/C, described in 
Chapter 3, which needs to compute exact Relall values using CAREL [22] to search for 
the topology with the maximum reliability, NTD-C/R aims to minimize network cost, 
and thus it is sufficient for its solution to generate only an approximated reliability, 
which can be solved using a significantly faster heuristic technique such as MCS [10]. 
Specifically, the simulation methods for reliability calculation that reduce the time 
complexity but produce only estimated reliability values, are acceptable for the 
heuristic solutions to NTD-C/R because the values are used only to test for the 
feasibility of the resulting topology. Note that each estimated value is used only to see 
if a solution is feasible.  
In this chapter, we use a MCS [10] with time complexity O(nr×|V|4) to estimate the 
Relall() of each candidate network; nr is the number of replication. Notice that Relall() 
is used only for each different j in each row i. Hence, in total, the time complexity of 
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using Relall() is O(×nr×|V|4), where  is the total number of different j in the table; 
≤n×Řmin. Thus, in the worst case, DPC/R-1 requires 
O(×nr×|V|4+n×|E|×Řmin)=O(×n×(|V|4)), since nr is constant value and Řmin≤100. 
Notice that ř and b have been used instead of  and nr, respectively, in [48]. 
4.3.4 Improving the Efficiency of DPC/R-1  
Our DPC/R-1 algorithm requires all n spanning trees of the network, which is not 
feasible for a network that contains a large number of spanning trees. Further, Theorem 
4.2 states that DPC/R-1 generates an optimal solution only if it is given an optimal 
sequence of spanning trees, STXopt. Unfortunately, as shown in Theorem 4.3, 
generating STXopt is NP-complete. Therefore, to improve the effectiveness and time 
complexity of DPC/R-1, we use five different heuristic techniques, OC1, OC2, OC3, 
OC4 and OC5, described in Section 2.6.2 and 3.3.4, each of which sequentially 
generates only 0kn spanning trees for its input. Note that each heuristic aims to 
generate k spanning trees that are expected to contain the trees in STXopt. Note that Eq. 
(4.5) - Eq. (4.8) consider spanning trees starting from ST1, and thus DPC/R-1 sets ST1 
as the least weighted spanning tree, ST2 as the second least weighted, etc. Because 
Prim’s algorithm requires a time complexity of O(|E|×log|V|), the DPC/R-1 algorithm 
requires an extra O(n×(|E|×log|V|)) time complexity for the improvement, i.e., 
O(×nr×|V|4+n×|E|×Řmin+n×(|E|×log|V|))=O(×n×(|V|4)).  
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4.3.5 DPC/R Version 2 
 
Our improved version of DPC/R-1 algorithm, called DPC/R-2, generates only the first 
k least weight spanning trees, and sets the value of k dynamically as follows. For each 
of the five heuristics, consider that DPC/R-1 has generated and used a sequence of 
spanning trees ST1, ST2, …, STi to obtain a network topology Gi with cost Ci, and 
reliability Ri≥Rmin, for i≤n. In other words, the DPC/R-2 algorithm obtains a feasible, 
but not necessarily optimal, solution Gi. Then, our DPC/R-2 algorithm generates the 
next least weight STi+1; and if it obtains a feasible solution Gi+1 with reduced cost as 
compared to Gi, i.e., Cost(Gi)>Cost(Gi+1), it keeps generating the subsequent spanning 
trees. The DPC/R-2 algorithm stops when it generates 10 consecutive spanning trees, 
none of which can further reduce topology cost. Specifically, consider the DPC/R-2 
algorithm has generated a feasible solution Gk from sequence (ST1, ST2, …, STk). 
DPC/R-2 will terminate and return Gk as its best solution if Gk+1, Gk+2, …, Gk+10, 
generated respectively from (ST1, ST2, …, STk-1, STk), …, (ST1, ST2, …, STk, STk+1, 
…, STk+10) have Cost(Gk)=Cost(Gk+1)=Cost(Gk+2)= … =Cost(Gk+10). Notice that using 
more than k spanning trees does not necessarily make DPC/R-2 generate better results 
due to the heuristic nature of the spanning tree order, except when (ST1, ST2, …, STk, 
STk+1, …, STn) is a STXopt. However, this improvement does not require all spanning 
trees a priori. Thus the DPC/R-2 algorithm’s time complexity becomes 
O(×nr×|V|4+k×|E|×Řmin+k×(|E|×log|V|)); reducing its running time for smaller values 
of k. As an example, as discussed in Section 4.4.4 for a grid network with 200 nodes 
and 298 links that contain 1.899102  spanning trees, the improvement enables the 
DPC/R-2 algorithm to generate results using only 1214 spanning trees. 
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4.4 Evaluation 
First, in Section 4.4.1, we use DPC/R-1 on the 20 networks, described in Section 2.6.1, 
to observe the effects of different input orders on the performance of DPC/R-1 for both 
Relall and Rel2 measures. Second, in Section 4.4.2, we compare the effectiveness of 
DPC/R for Relall measure against the state-of-the-art approaches ACO-SA [12], NGA 
[13], LS-NGA [14], and BDD [15]. For this case, we use DPC/R-2 with OC1, OC2 
and OC3, and run all methods on the 76 fully connected networks described in Section 
2.6.1. Because there is no known optimal results for NTD-C/R with Rel2, in Section 
4.4.3, we generate 100 benchmark networks to gauge the effectiveness of DPC/R with 
the reliability measure. The section uses both DPC/R-1 and DPC/R-2 with OC1 and 
OC6. Finally, in Section 4.4.4, we use the five grid networks in Section 2.6.1 that 
contain up to 1.899102 spanning trees and 299 (s, t) path to show the efficiency of 
DPC/R-2, in terms of its required number of spanning trees and (s, t) paths, k, and CPU 
time as well as its effectiveness.  
4.4.1 The Effect of Input Orders on DPC/R Performance 
For each of the 20 network topologies in Table 2.3 and Table 2.4, we use Prim’s 
algorithm [26] to generate spanning trees sorted based on order criteria OC1 to OC5.  
Then we run DPC/R-1 to generate the topology for each of the 100 sequence of 
generated spanning trees. As shown in Table 4.2, DPC/R-1 using each order criterion 
produces between 18 and 8 of the best results (in bold) as compared to only 3 using 
the random order. Thus, the order criteria help DPC/R-1 in producing better results. 
The table shows that OC1 is the best performer, followed by OC2 and OC3 with 18, 
14, and 15 best results; OC4 and OC5 are the worst with 8 and 10 best results 
respectively. 
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To see the effects of pre-ordering (s, t) paths on the performance of DPC/R-1, we use 
OC1 and OC6, described in Section 3.3.4 and Appendix B respectively, to obtain 
weight wj for each link ej. Then, we use Yen’s algorithm [46] to sort the path set in 
increasing weight. Note that we select OC1 because it has been shown effective for 
NTD-R/C in Section 3.4.1 as well as for NTD-C/R in Table 4.2. To see the effects of 
using different values of  for OC6, we set =1, =2 and =10; see Eq. (C.7) in 
Appendix B for more details. 
Table 4.2: The effects of spanning tree orders on the performance of DPC/R-1 
As shown in Table 4.3, DPC/R-1 using each order criterion produces between 13 and 
18 of the best results (in bold) as compared to only 4 using a random order. Thus, the 
CN 
 
Rmin Random Cost(Gn) for each order criterion 
OC1 
 
OC2 
 
OC3 
 
OC4 
 
OC5 
 
𝐶𝑁8
4,5
 0.82 18 17 17 17 18 18 
𝐶𝑁21
5,8
 0.80 28 26 26 28 27 26 
𝐶𝑁21
6,8
 0.80 28 23 25 28 27 25 
𝐶𝑁55
6,9
 0.80 38 32 32 32 37 37 
𝐶𝑁368
7,12
 0.80 35 28 33 28 28 28 
𝐶𝑁1033
7,15
 0.80 88 75 75 75 84 82 
𝐶𝑁247
8,12
 0.80 38 34 33 33 33 33 
𝐶𝑁256
8,12
 0.80 34 29 29 29 29 32 
𝐶𝑁576
8,13
 0.80 36 30 30 30 34 30 
𝐶𝑁171
9,12
 0.80 32 31 32 31 35 32 
𝐶𝑁327
9,13
 0.80 47 47 47 51 49 47 
𝐶𝑁647
9,14
 0.80 26 26 26 26 26 29 
𝐶𝑁2112
10,21
 0.75 33 33 33 33 33 33 
𝐶𝑁1598
11,21
 0.80 71 63 63 63 63 63 
𝐶𝑁3666
13,22
 0.70 55 52 50 50 50 50 
𝐶𝑁7683 
16,30
 0.80 75 67 69 67 70 72 
𝐶𝑁9471 
17,25
 0.80 49 47 47 47 47 47 
𝐶𝑁21456 
18,27
 0.80 60 46 54 48 54 58 
𝐶𝑁24173
20,30
 0.80 86 81 86 81 86 83 
𝐶𝑁18257 
21,26
 0.80 67 58 58 62 65 58 
Total 3 18 14 15 8 10 
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order criteria help DPC/R-1 in producing better results. The table shows that OC6 with 
=1 is the best performer, followed by OC1, producing 18 and 17 of the best results 
respectively. However, with =2 and =10, OC6 produces only 15 and 13 best results, 
respectively, and the results are the subset of those produced with =1. The results 
show that OC6 performs better when =1, validating our analysis in Appendix B. 
Notice that both OC1 and OC6 produce exactly the same results except for five 
networks, in which OC6 (OC1) produce 3 (2) better results as compared to OC1 (OC6). 
Thus, we suggest running DPC/R-1 for the (s, t) paths input using OC1 and OC6, and 
select the better results to improve its performance.  
Table 4.3: The effects of path orders on the performance of DPC/R-1 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
  
 
 
Input  Rel2(Gm) for each order criterion 
CN Rmin Random OC1 OC6 
=1 =2 =10 
𝐶𝑁4
4,5 0.85 17 18 18 18 17 
𝐶𝑁9
5,8
 0.80 27 21 25 25 25 
𝐶𝑁7
6,8
 0.70 14 14 14 14 14 
𝐶𝑁13
6,9
 0.75 21 19 19 19 19 
𝐶𝑁25
7,12
 0.80 28 26 26 26 26 
𝐶𝑁14
7,15
 0.80 31 31 31 31 31 
𝐶𝑁20
8,12
 0.80 32 38 31 38 38 
𝐶𝑁24
8,12
 0.60 33 31 31 31 31 
𝐶𝑁29
8,13
 0.50 24 20 20 20 20 
𝐶𝑁13
9,12
 0.60 27 27 27 27 27 
𝐶𝑁18
9,13
 0.75 30 25 22 25 25 
𝐶𝑁44
9,14
 0.75 29 27 27 27 27 
𝐶𝑁64
10,21
 0.80 35 33 33 33 33 
𝐶𝑁18
11,21
 0.82 18 18 18 21 21 
𝐶𝑁281
13,22
 0.60 44 29 29 29 29 
𝐶𝑁36
16,30
 0.70 35 31 30 30 30 
𝐶𝑁136
17,25
 0.60 28 27 30 30 30 
𝐶𝑁205
18,21
 0.70 58 44 44 44 44 
𝐶𝑁780
20,30
 0.60 48 31 31 31 31 
𝐶𝑁44
21,26
 0.60 25 21 21 21 26 
Total
 
4 17 18 15 13 
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4.4.2 Performance of DPC/R-2 
 
To evaluate the effectiveness of DPC/R-2, we first compare, in Section 4.4.2.1, its 
performance against known best results on the 76 fully connected networks that are 
reported in [12]. The subsection also analyse the merits of using order criteria OC1, 
OC2, and OC3. Then, in Section 4.4.2.2, we compare the results with those generated 
by the state-of-the-art approaches ACO-SA [12], NGA [13], LS-NGA [14], and BDD 
[15].  
4.4.2.1 Effectiveness of DPC/R-2 
 
For each of the 76 fully connected network topologies in [12], we first generate its 
spanning trees using four different orders: OC1, OC2, OC3, and random. We use 
Prim’s algorithm [26] to generate random order spanning trees, and modify the 
algorithm to produce spanning trees in order following each of the three OCs. Then, 
we run DPC/R-2 on each of the four set of spanning trees.  
Table 4.4 compares the effects of using OC1, OC2, OC3, and random order on the 
performance of DPC/R-2. Note that each 𝐺V,𝐶𝑡𝑜𝑡𝑎𝑙
𝑟j,𝑅𝑚𝑖𝑛  in the first column denotes a fully 
connected network G with |V| nodes, equal link reliability rj, reliability constraint Rmin, 
and total link cost Ctotal; see  Appendix C for each network’s cost matrix. The second 
column of the table, Cmin, is the minimum cost of each topology with reliability of at 
least Rmin as reported in [12]. As stated in [13], the reliability of each topology with 
cost Cmin was estimated using a Monte Carlo method that produces result within 1% 
of Rmin.  
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Table 4.4: The experimental results of DPC/R-2 on the 76 networks 
CN 
 
Cmin 
DPC/R-2 BDD 
Cbest Relall k Order CPU sec. Cbest Relall  
𝐺6,709
0.9,0.9
 231 231 0.93 62 1,2,3,r 9.08 N/A N/A 
𝐺6,851
0.9,0.9
 239 239 0.95 70 1,2,3,r 7.74 N/A N/A 
𝐺6,835
0.9,0.9
 227 227 0.94 15 1,2,3,r 1.15 N/A N/A 
𝐺6,773
0.9,0.9
 212 212 0.92 99 2 14.1 N/A N/A 
𝐺6,705
0.9,0.9
 184 184 0.94 99 1,3,r 9.72 N/A N/A 
𝐺6,709
0.9,0.95
 254 254 0.95 341 1,2,3,r 20.89 N/A N/A 
𝐺6,851
0.9,0.95
 286 239 0.95 89 1,2,3 7.8 N/A N/A 
𝐺6,715
0.9,0.95
 275 234 0.95 95 1,2,3 8.13 N/A N/A 
𝐺6,773
0.9,0.95
 255 236 0.95 104 1,2,3 10.3 N/A N/A 
𝐺6,705
0.9,0.95
 198 193 0.95 76 2 7.03 N/A N/A 
𝐺6,709
0.95,0.95
 227 185 0.95 80 1,3 4.47 N/A N/A 
𝐺6,851
0.95,0.95
 213 213 0.97 94 1,3,r 7.69 N/A N/A 
𝐺6,835
0.95,0.95
 190 190 0.97 10 1,2,r 2.6 N/A N/A 
𝐺6,773
0.95,0.95
 200 200 0.95 99 2 11.6 N/A N/A 
𝐺6,705
0.95,0.95
 179 148 0.95 99 1,2,3 5.94 N/A N/A 
𝐺7,803
0.9,0.9
 189 189 0.91 61 1,2,3 13.7 N/A N/A 
𝐺7,1028
0.9,0.9
 184 190 0.95 92 2 14.7 N/A N/A 
𝐺7,1101
0.9,0.9
 243 200 0.93 88 1,3 9.79 N/A N/A 
𝐺7,2816
0.9,0.9
 129 129 0.91 93 1,2,3,r 7.68 N/A N/A 
𝐺7,1007
0.9,0.9
 124 124 0.93 66 1,2,3,r 8.11 N/A N/A 
𝐺7,803
0.9,0.95
 205 205 0.96 61 1,2,3,r 16.13 N/A N/A 
𝐺7,1028
0.9,0.95
 209 209 0.96 92 1,2,3,r 9.2 N/A N/A 
𝐺7,1101
0.9,0.95
 268 264 0.95 403 1,2,3 18.48 N/A N/A 
𝐺7,816
0.9,0.95
 143 139 0.95 566 1,2,3 28.39 N/A N/A 
𝐺7,1007
0.9,0.95
 153 153 0.96 94 1,2,3,r 13.42 N/A N/A 
𝐺7,803
0.95,0.95
 185 180 0.95 61 1,3 7.94 N/A N/A 
𝐺7,1028
0.95,0.95
 182 182 0.95 92 1,2,3 13.32 N/A N/A 
𝐺7,1101
0.95,0.95
 230 228 0.95 489 1,2,3 14.16 N/A N/A 
𝐺7,816
0.95,0.95
 122 129 0.98 93 1,2,3,r 4.6 N/A N/A 
𝐺7,1007
0.95,0.95
 124 124 0.99 66 1,2,3,r 17.88 N/A N/A 
𝐺8,1343
0.9,0.9
 208 184 0.90 95 1,2,3,r 11.54 218 0.92 
𝐺8,1351
0.9,0.9
 203 203 0.92 48 1,2,3 10.46 213 0.92 
𝐺8,1352
0.9,0.9
 211 211 0.93 451 1,3 23.27 211 0.92 
𝐺8,1452
0.9,0.9
 291 299 0.90 182 1 19.56 300 0.91 
𝐺8,1263
0.9,0.9
 178 178 0.91 99 1,3,r 11.4 181 0.93 
𝐺8,1343
0.9,0.95
 247 223 0.95 95 1,2,3 12.14 259 0.96 
𝐺8,1351
0.9,0.95
 247 233 0.95 97 1,3 15.8 253 0.95 
𝐺8,1352
0.9,0.95
 245 232 0.95 489 1,2,3,r 29.5 245 0.95 
𝐺8,1452
0.9,0.95
 336 332 0.95 331 1 27.97 351 0.96 
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Each of the 76 Cbest in column 3 is the minimum among the costs of topologies 
generated using OC1, OC2, OC3 and random, and column Relall gives its reliability. 
Column CPU shows the CPU time of running our approach for each network. Our 
𝐺8,1263
0.9,0.95
 202 181 0.95 89 1,3 22.66 202 0.95 
 𝐺8,1343
0.95,0.95
 179 179 0.97 96 1,2,3,r 6.6 179 0.96 
 𝐺8,1351
0.95,0.95
 194 194 0.97 337 1,3,r 20.07 196 0.96 
 𝐺8,1352
0.95,0.95
 197 192 0.95 499 1,3 25.87 197 0.96 
 𝐺8,1452
0.95,0.95
 276 282 0.96 341 1 13.36 280 0.96 
 𝐺8,1263
0.95,0.95
 173 150 0.95 99 2 12.29 184 0.97 
𝐺9,1859
0.9,0.9
 239 242 0.90 79 1,3 9.10 244 0.93 
𝐺9,1897
0.9,0.9
 191 212 0.91 92 2 7.74 194 0.91 
𝐺9,1828
0.9,0.9
 257 252 0.90 92 3 11.15 273 0.90 
𝐺9,1749
0.9,0.9
 171 171 0.90 94 1,2,3,r 14.1 183 0.91 
𝐺9,1678
0.9,0.9
 198 195 0.91 98 1,3 9.72 198 0.91 
𝐺9,1859
0.9,0.95
 286 279 0.96 93 1,2,3 10.89 286 0.96 
𝐺9,1897
0.9,0.95
 220 236 0.96 99 1,2,3,r 7.8 237 0.95 
𝐺9,1828
0.9,0.95
 306 296 0.95 242 1,2,3 18.13 306 0.95 
𝐺9,1749
0.9,0.95
 219 200 0.95 89 1,2,3 20.3 219 0.95 
𝐺9,1678
0.9,0.95
 237 212 0.95 583 1 37.03 239 0.95 
𝐺9,1859
0.95,0.95
 209 214 0.97 79 2 4.47 209 0.97 
𝐺9,1897
0.95,0.95
 171 199 0.95 332 2 27.69 171 0.95 
𝐺9,1828
0.95,0.95
 233 233 0.97 227 1 20.6 249 0.96 
𝐺9,1749
0.95,0.95
 151 151 0.95 95 1,3 11.6 177 0.97 
𝐺9,1678
0.95,0.95
 185 183 0.98 290 1    15.94 206 0.95 
𝐺10,1803
0.9,0.9
 131 131 0.90 104 2 13.7 131 0.91 
𝐺10,2155
0.9,0.9
 154 154 0.92 102 1,2,3,r 14.7 154 0.91 
𝐺10,1828
0.9,0.9
 267 250 0.90 111 1,3 9.79 N/A N/A 
𝐺10,2546
0.9,0.9
 263 263 0.94 410 1,3 27.68 263 0.94 
𝐺10,2517
0.9,0.9
 293 309 0.91 127 1,3,r 18.11 309 0.91 
𝐺10,1803
0.9,0.95
 153 153 0.95 102 2 16.13 164 0.95 
𝐺10,2155
0.9,0.95
 197 195 0.95 364 1,2,3 24.2 205 0.95 
𝐺10,1828
0.9,0.95
 311 321 0.95 111 1,2,3,r 18.48 N/A N/A 
𝐺10,2546
0.9,0.95
 291 291 0.95 421 1,2,3,r 28.39 309 0.96 
𝐺10,2517
0.9,0.95
 358 360 0.95 150 1,4 13.42 366 0.96 
𝐺10,1803
0.95,0.95
 121 125 0.96 89 1,3,r 7.94 127 0.95 
𝐺10,2155
0.95,0.95
 136 136 0.98 222 2 23.32 144 0.90 
𝐺10,1828
0.95,0.95
 236 233 0.97 103 1,3 14.16 N/A N/A 
𝐺10,2546
0.95,0.95
 245 231 0.97 386 1,2,3,r 24.6 256 0.96 
𝐺10,2517
0.95,0.95
 268 296 0.97 114 1 17.88 277 0.96 
𝐺11,2609
0.9,0.9
 246 246 0.91 215 2 26.34 N/A N/A 
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DPC/R-2 algorithm produces topologies with Cbest<Cmin, and reliability within 0.5% 
of Rmin; we used the MCS [10] to calculate the reliability. Note that we use the round 
function that will make each topology with cost Cbest and reliability of 0.745 an 
acceptable solution for Rmin=0.75 because round (0.745)=75. Column Order shows 
which order, 1=OC1, 2=OC2, 3=OC3, r=random, is used to produce each Cbest; e.g., 
Order={1,3,4} means the corresponding Cbest is generated using either random, OC1, 
or OC3, but not OC2. Column k shows the maximum number of spanning trees among 
the four order criteria used by the DPC/R-2 algorithm to generate their topologies.  
As shown in Table 4.4, DPC/R-2 using OC1, OC2, and OC3 produced 81.5% (62 of 
76) best results (underlined), 30 topologies of which (bold) have lower cost than the 
Cmin reported in [13]. Further, DPC/R-2 produced the topologies using only 
10/1296=0.77% to 583/4782969=0.01% of the spanning trees contained in the 
networks, using CPU times ranging between 1.15 and 37.03 seconds, and thus our 
approach is very efficient. Consistent with its time complexity, described in Section 
4.3.3.1, as shown in Table 4.4, DPC/R-2 requires a larger CPU time when it uses a 
larger number of spanning trees, k, to generate its results.  
Table 4.4 also shows that DPC/R-2 with random ordered spanning trees generates Cbest 
only in 28 of 76 networks (36.8%), which is the worst as compared to OC1 (82.8%), 
OC2 (63.1%), and OC3 (72.3%). Further, for each case in which the random order 
generates Cbest, at least one of the other three orders was also able to produce the result. 
This result further emphasizes the merit of using ordered spanning trees for our DP 
approach. 
To compare the performances of OC1, OC2, and OC3, we summarize their results 
from Table 4.4 in Tables 4.5 and 4.6. The tables show the total number of topologies 
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generated with cost Cbest and their cost optimality with respect to Cmin, i.e., Cbest>Cmin, 
Cbest=Cmin, Cbest<Cmin. As shown in Table 4.5, OC1 is the best performer, producing 
Cbest 82.8% of the time, followed by OC3 with 72.3%, and OC2 with 63.1%; see the 
column Total. For each order, the last column in the table shows the total number of 
topologies with cost Cbest that can only be generated using its two alternative order 
criteria; e.g., row 1 of the table shows that OC1 produces 13 topologies with cost worse 
than that produced using OC2 or OC3. 
Table 4.6 shows the total number of Cbest uniquely produced using one or more of the 
three different OCs. The table shows that there are in total 8, 12, and 1 topology with 
cost Cbest uniquely generated by OC1, OC2, and OC3, respectively, and the three 
criteria produce the same topologies 35/76=46% of the time. Further, there are 1, and 
19 topologies that can only be generated by either OC1 or OC2, and OC1 or OC3, 
respectively. The results show that it is important for DPC/R-2 to use the three order 
criteria, OC1, OC2, and OC3, and select the best among their results to generate 
topologies with lower costs. As shown in the table, such approach produces only 
18.4% topologies with larger costs.  
Table 4.5: Comparisons among OC1, OC2, and OC3 
    Cost 
Order 
Total number of topologies with cost Cbest Total number of 
topologies with cost Cbest 
using the other two 
sorting criteria  
Cbest<Cmin Cbest=Cmin Cbest>Cmin Total 
OC1 
27 
(35.5%) 
26 
(34.2%) 
10 
(13.1%) 
63 
(82.8%) 
13 
(17.2%) 
OC2 
17 
(22.3%) 
24 
(31.5%) 
7 
(9.2%) 
48 
(63.1%) 
28 
(36.8 %) 
OC3 25 
(32.8%) 
24 
(31.5%) 
6 
(7.8%) 
55 
(72.3%) 
21 
(27.6%) 
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Table 4.6: The distribution of Cbest generated using one or more sorting criteria 
Cost 
Order 
 
Cbest<Cmin Cbest=Cmin Cbest>Cmin 
OC1 3 1 4 
OC2 2 6 4 
OC3 1 0 0 
OC1, OC2 0 1 0 
OC1, OC3 9 7 3 
OC2, OC3 0 0 0 
OC1, OC2, OC3 15 17 3 
Total 30 (39.4%) 32 (42.1%) 14 (18.4%) 
 
4.4.2.2 DPC/R-2 Versus Existing Approaches  
We aim to use Table 4.4 also to compare the performance of DPC/R-2 algorithm on 
the 76 fully connected networks against those of four state-of-the-art approaches: 
ACO-SA [12], NGA [13], LS-NGA [14], and BDD [15]. The table shows the Cbest and 
Relall for the 45 networks generated using BDD as reported in [15]; each N/A denotes 
each of the 31 non-reported values. However, we cannot present the results reported 
in [12]-[14] on the same table because they are presented in a different format. Further, 
we can’t compare their CPU time due to the difference in the CPU processors and 
simulation environment. As an alternative, we have summarized the performance of 
all the evaluated algorithms in Table 4.7 and Fig. 4.3.  
As shown in Table 4.7, NGA, LS-NGA, and ACO-SA generate the best solutions for 
16, 24, and 48 out of 76 instances, respectively, while BDD obtains the best solutions 
for 14 out of 45 instances. On the other hand, DPC/R-2 produces 62 out of the 76 best 
results (81.5%), see Fig. 4.3, and thus it has significantly higher effectiveness over the 
existing algorithms. Further, 30 of 62 Cbest generated using the DPC/R-2 algorithm are 
better than Cmin. These results show the superiority of our efficient DP approach as 
compared to the existing state-of-the-arts solutions [12]-[15].  
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Table 4.7: Comparison between DPC/R-2, NGA, LS-NGA, ACO-SA and BDD 
 DPC/R-1 NGA LS-NGA ACO-SA  BDD  
Cbest=Cmin 32 (42.1%) 16 (21%) 24 (31.5%) 48 (63.1%) 14 (33.33%)  
Cbest<Cmin 30 (39.4%) N/A N/A N/A N/A  
 
4.4.3 DPC/R Performance on Benchmark Networks 
We generated 100 networks from the 20 topologies, described in Section 2.6.1, to 
benchmark the optimality of DPC/R with Rel2. Let >0 be the number of links deleted 
from a network. For =1, each best topology Gi=(V, E-{ej}), for any ejE, is generated 
as follows. For each possible ejE, we first generated Gi; there are |E| different Gi. For 
each Gi, we calculated Rel2(Gi) using MCS [10], and selected Gi with maximum 
reliability as Gmin with cost Cost(Gmin). We repeat the steps for =2, 3, 4, 5. We did 
not generate benchmark networks for larger  because, as discussed in Section 2.6.1, 
it would be very time consuming. Note that the solution for each benchmark topology 
may not be optimal because MCS [10] does not always produce exact reliability. For 
each generated network Gi, we set Rmin=Rel2(Gmin), the tightest possible constraint, and 
thus each benchmark evaluates the worst possible performance for our DPC/R. We 
have run DPC/R-1 twice, once using OC1 and another using OC6 with =1, to generate 
topologies from the 100 benchmark networks, and take the better results between them. 
Note that we consider only OC1 and OC6 with =1 because they have been shown the 
best OCs in the previous simulations. Our simulations in Table 4.8 show that DPC/R 
with OC1 and OC6 produces 91% best results. Interestingly, of the 9 non-optimal 
results, DPC/R produces network with reliability no worse than 10.97% off from 
optimal, and most of the non-optimal results has higher cost than that for optimal by 
      99 
  
 
up to 0.13%. Further, DPC/R-2 uses only between 8.89% and 27.5% of each network’s 
total paths to generate the results. 
Table 4.8: Comparison between DPC/R (using OC1 and OC6) and optimal results 
Input k DPC/R-1 and DPC/R-2 results 
CN  Rmin Rel2(Gk) Cost(Gk) CPU time 
Sec. 
𝐶𝑁25
7,12
 2 0.812 4(16%) 0.828(1.97%) 18(0.13%) 0.23(12.30%) 
𝐶𝑁29
8,13
 2 0.816 6(20.6%) 0.816(0.00%) 22(0.05%) 0.62(7.84%) 
𝐶𝑁29
8,13
 4 0.702 8(27.5%) 0.779(10.97%) 27(0.08%) 0.12(10.35%) 
𝐶𝑁44
9,14
 1 0.881 12(27.2%) 0.883(0.23%) 35(0.03%) 0.27(9.67%) 
𝐶𝑁64
10,21
 1 0.90 10(15.6%) 0.904(0.44%) 36(0.06%) 0.18(14.89%) 
𝐶𝑁64
10,21
 5 0.702 12(18.7%) 0.764(8.83%) 22(0.10%) 0.13(21.72%) 
𝐶𝑁281
13,22
 1 0.935 25(8.89%) 0.935 (0.00%) 39(0.05%) 0.49(19.06%) 
𝐶𝑁281
13,22
 5 0.809 27(9.60%) 0.826(2.10%) 23(0.10%) 0.58(24.68%) 
𝐶𝑁136
17,25
 1 0.976 20(14.7%) 0.978(0.20%) 34(0.00%) 0.25(27.43%) 
4.4.4 DPC/R-2 on Grid Networks 
To further evaluate the performance of DPC/R-2, we use it for the five grid networks 
described in Section 2.6.1. For each network, we consider five different values of Rmin, 
i.e., 50%, 60%, 70%, 80%, and 99% of the reliability of the original network, Relmax; 
e.g., for 𝐺
≥3.55718
36,57
 with Relmax=0.9173, we set Rmin to 0.46, 0.55, 0.64, 0.73, and 0.9, 
respectively. We used MCS [10] to compute Relmax for all grid networks; we used a 
sample size of 106 in the simulation. Note that the Relmax for G3x12, G2x20, and Grid2x100 
given in [50] are exactly the same as those that we generated using MCS.  
To see how fast, in terms of k, the DPC/R-2 algorithm produces the results for each of 
the five grid networks, we set Rmin to Relmax; this is the worst-case scenario because 
the resulting topology includes all links in the original network. As shown in Table 
4.9, the DPC/R-2 algorithm with OC1 produces each topology using only up to 
kmax=1214 spanning trees, and thus between 248/2
20=2.3-4 and 1214/1.899102=4.7-26 
fraction of the spanning trees in the networks. DPC/R-2 is also very fast in producing 
the results for the networks with the other Rmin values; see column k. Note that DPC/R-
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2 requires kmax spanning trees to produce Relmax, and thus kmax is the upper bound value 
of k. 
 Table 4.9 also shows the reliability value of each generated topology. However, we 
are unable to gauge the optimality of the generated topologies for such large networks, 
except for Cost(G)-1. In this case, for each network, we deleted one link from the 
network, and used MCS to generate its Relall(G); we repeated the step |E|-1 times, and 
selected the minimum cost with Relall(G)≥Rmin as the best solution. As shown in Table 
4.9 (the numbers in bold in column Relall(G)), the DPC/R-2 algorithm is able to 
generate a topology with a reliability only up to 5.05% off from the best solutions and 
requires only up to 27.11 CPU seconds. 
To evaluate the time efficiency of DPC/R-2 with Rel2 measure, we use OC1 and OC6 
criteria, and run the algorithm on grid network Grid3x12 that has 57 links and total cost 
of 57; see Fig. 4.3 (a). For Rmin=0.7, DPC/R-2 produces the topology in Fig. 4.3 (b) 
with minimum cost of 52 and Rel2(G)=0.7253 using only k=45 paths, i.e., 
45/1262818=3.5-5 fractions of the paths contained in the networks.  
 
Fig. 4.3: An example grid network Grid3x12 and topology solution 
 
(a) Original topology Grid3x12 
  (b) The topology solution for Grid3x12 with Rmin= 0.7 
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Table 4.9: Performance DPC/R-2 with spanning trees for Grid network results 
 
 
 
 
 
     
 
  
Further, DPC/R-2 requires only between 127 and 1318 paths to generate results for the 
other four networks. These results further show the applicability of DPC/R-2 on 
networks containing large number of (s, t) paths.                               
4.5 Chapter Summary 
We have formally defined a NP-hard NTD problem, called NTD-C/R, to generate a 
topology that has the minimum cost subject to reliability constraint Rmin. The problem 
considers both Relall and Rel2. We have proposed a heuristic DPA, called DPC/R, to 
solve NTD-C/R from a given set of spanning trees and (s, t) paths for Relall and Rel2 
measures respectively. The first version of the method, DPC/R-1, requires all spanning 
trees or (s, t) paths as its input, while the second version, DPC/R-2, incrementally 
CN Rmin k Cost Relall(G) CPU 
Grid3x12 
𝐺
≥3.55718
36,57
 
kmax=145 
Relmax=0.917
3 
0.46 137 44 0.4913 4.34 
0.55 137 45 0.5703 4.11 
0.64 139 46 0.6590 4.57 
0.73 
141 
48 0.7343 
4.89 
Grid6x6 
𝐺
≥3.55718
36,60
 
kmax=194 
Relmax=0.9130 
 
0.45 132 46 0.4670 4.51 
0.54 144 48 0.6016 4.67 
0.63 159 49 0.6863 4.72 
0.72 165 50 0.7273 4.83 
0.89 194 59 0.9082(-0.53%) 5.12 
Grid2x20 
𝐺
220
40,58
 
kmax=248 
Relmax=0.7452 
 
0.37 188 28 0.3910 6.25 
0.44 209 34 0.4574 7.09 
0.52 214 37 0.5362 7.42 
0.59 236 39 0.6091 8.51 
0.73 248 57 0.7405(-0.63%) 8.76 
 Grid3x16 
𝐺
≥2.524
48,77
 
kmax=187 
Relmax=0.7218 
0.36 166 52 0.2712 4.45 
0.43 168 58 0.4394 4.46 
0.50 175 59 0.5021 4.52 
0.58 180 62 0.5877 5.66 
0.71 187 76 0.7180(-0.53%) 5.72 
Grid2x100 
𝐺
1.899102
200,298
 
kmax=1214 
Relmax=0.251 
0.12 742 184 0.1250 21.65 
0.14 876 195 0.1472 22.94 
0.17 898 224 0.1746 23.89 
0.19 1056 268 0.1951 25.90 
0.23 1214 297 0.2383(-5.05%) 27.11 
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generates only a selected k spanning trees or (s, t) paths from the network, and thus is 
scalable on networks with large numbers of spanning trees or paths.  
We have proposed to sort the spanning trees or (s, t) paths using six different order 
criteria, i.e., OC1 to OC6, to optimize our method’s effectiveness and efficiency. Our 
extensive simulations show that OC1 and OC6 are the best criteria for Relall and Rel2 
measures, respectively. Our simulations on various networks that contain up to 200 
nodes, 298 links, 1.899102 spanning trees and 299 (s, t) paths show the practicality of 
our techniques and the superiority of our efficient DP approach as compared to the 
existing four state-of-the-arts solutions. The experimental study shows that DPC/R is 
able to generate 81.5% and 91% best solutions for Relall and Rel2.  
Next, Chapter 5 will discuss two related bi-objective problems, NTD-CR/B and NTD-
CB/R, and describe how to use Lagrange Relaxation techniques to convert each of the 
problems into its corresponding O1/C1 problem. The chapter will also describe two 
DPA, called DPCR/B and DPCB/R, to solve the problems.   
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Chapter 5 
Network Topology Design for Bi-Objective and 
One Constraint 
 
This chapter addresses two bi-objective network topology design (NTD) problems. 
The first NTD problem, NTD-CR/B, aims to minimize network cost (C) and maximize 
reliability (R) subject to satisfying a required operational bandwidth (B), Bmin. The 
problem extends the NTD-R/C problem of Chapter 3 by including the bandwidth 
metric. In contrast, the second problem, NTD-CB/R, an extension of the NTD-C/R in 
Chapter 4, aims to minimize cost and maximize bandwidth while satisfying a required 
operational reliability, Rmin. For both problems, this chapter considers Rel2 reliability 
measure. Both NTD problems are NP-hard [8] since computing network reliability in 
general is NP-hard [9]. Therefore this chapter proposes two heuristic solutions to solve 
the problems, i.e., DPCR/B for NTD-CR/B and DPCB/R for NTD-CB/R. Both 
solutions use the Lagrange Relaxation technique ([51], [52]) and weighted sum method 
to convert the bi-objectives in both problems into their corresponding single objective 
problems. Then, each solution uses a heuristic DPA to solve the problem. The chapter 
also describes the extensions of DPCR/B and DPCB/R, called DPCR/B-P and 
DPCB/R-P respectively that utilize the concept of Pareto Optimal Set (POS) of non-
dominated solutions to improve their effectiveness.  
The layout of this chapter is as follows. Section 5.1 formulates NTD-CR/B and NTD-
CB/R problems. Section 5.2 presents the quality index that is used to rank the goodness 
of all feasible solutions of each of the problems. Section 5.3 describes Lagrange 
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Relaxation technique to convert BO into SO. Section 5.4 and Section 5.5 describe two 
approaches, called DPCR/B and DPCB/R, with their illustrating examples and time 
complexities to solve NTD-CR/B and NTD-CB/R respectively. Section 5.6 extends 
the DPCR/B and DPCB/R to DPCR/B-P and DPCB/R-P respectively to generate the 
POS of non-dominated solutions. Finally, Section 5.7 presents the simulation results 
and Section 5.8 concludes the chapter. 
5.1 Problem Statement 
NTD-CR/B problem extends NTD-R/C of Chapter 3 by including bandwidth 
constraint and cost as the second objective. In contrast, NTD-CB/R problem extends 
NTD-C/R of Chapter 4 by inserting bandwidth parameter as the second objective. 
Specifically, given a set of computer centres, their connecting links, link failure rate, 
bandwidth and installation cost, NTD-CR/B selects the most suitable set of links such 
that its resulting topology meets a required bandwidth constraint Bmin while 
minimizing its cost and maximizing its reliability. On the other hand, NTD-CB/R 
selects the most suitable set of links such that the resulting topology meets a required 
reliability constraint Rmin while minimizing its cost and maximizing its bandwidth. 
Both NTD problems are NP-hard since computing network reliability in general is NP-
hard [9]. The following sections formally define both problems and propose heuristic 
solutions to solve them. 
5.1.1 NTD-CR/B Problem 
Let Xi{0, 1} be a decision variable that indicates if path Pi in G=(V, E) is selected 
(Xi=1) or is not selected (Xi=0). The following equations Eq. (5.1) and Eq. (5.2) define 
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the Network Topology Design with Cost and Reliability objectives subject to a 
Bandwidth constraint (NTD-CR/B) problem:  
            Min (Cost( ⋃ Pi  Xi  
|PG|
i=1 )) and Max (Rel2( ⋃ Pi  Xi )
|PG|
i=1 )                               (5.1) 
            Subject to  BW( ⋃ Pi  Xi )≥Bmin
|PG|
i=1                                                                (5.2) 
Equation (5.1) aims to minimize the cost and maximize the reliability of the topology 
induced by the (s, t) paths selected in Eq. (5.2) while its bandwidth is at least Bmin. 
Specifically, the goal of NTD-CR/B is to remove some links in G such that the 
remaining topology Gbest satisfies Eq. (5.1) and Eq. (5.2). Note that we call each 
topology that satisfies Eq. (5.2) a feasible solution.  
5.1.2 NTD-CB/R Problem 
Let Yi{0, 1} be a decision variable that indicates if path Pi in G=(V, E) is selected 
(Yi=1) or is not selected (Yi=0). The following equations (5.3) and (5.4) state the NTD-
CB/R problem.    
                 Min (Cost( ⋃ Pi  Yi  
|PG|
i=1 )) and Max (BW( ⋃ Pi  Yi )
|PG|
i=1 )                             (5.3) 
                 Subject to  Rel2( ⋃ Pi  Yi )
|PG|
i=1 ≥Rmin                                                          (5.4) 
Eq. (5.3) aims to minimize the cost and maximize the bandwidth of the topology 
formed by the paths selected in Eq. (5.4) while its reliability is at least Rmin. 
Specifically, the goal of NTD-CB/R is to remove some links in G such that the 
remaining topology Gbest satisfies Eq. (5.4). Note that we call each topology that 
satisfies Eq. (5.4) a feasible solution. 
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5.2 Quality Index for Feasible Solutions 
The NTD-CR/B and NTD-CB/R are bi-objective optimization problems that aim to 
minimize one objective while maximizing the other; this thesis calls the problems Min-
Max bi-objective. However, in general, a feasible solution for such problem may only 
minimize one objective or maximize the other. For example, consider NTD-CR/B and 
the CN in Fig. 2.2 with Bmin=8. We obtain two feasible solutions G1 and G2 with 
{Cost(G1)=25, Rel2(G1)=0.878, BW(G1)=11}, and {Cost(G2)=20, Rel2(G2)=0.833, 
and BW(G2)=8}, respectively. Notice that neither feasible solution satisfies the BO in 
Eq. (5.1) because Cost(G2)<Cost(G1) but Rel2(G2)<Rel2(G1). Consequently, one needs 
to define a measure or quality index to determine the best among the feasible solutions 
for the Min-Max bi-objective optimization problems.  
For NTD-CR/B, we define a quality index rcr=Rel2(Gr)/Cost(Gr), and consider a 
feasible topology Gi better than Gj if (i) rci>rcj, or (ii) rci=rcj and BW(Gi)≥BW(Gj). 
For the previous example, G2 is better than G1 because 
rc2=Rel2(G2)/Cost(G2)=0.833/20=0.041>rc1=0.878/25=0.035. Similarly, for NTD-
CB/R, we use another index bcr=BW(Gr)/Cost(Gr), and consider a feasible topology 
Gi better than Gj if (i) bci>bcj, or (ii) bci=bcj and Rel2(Gi)≥Rel2(Gj). 
Using the rcr index, we have the following alternative NTD-CR/B problem: 
                   Max (Rel2( ⋃ Pi  Xi  
|PG|
i=1 )/Cost( ⋃ Pi  Xi )
|PG|
i=1 )                                         (5.5) 
                   Subject to BW( ⋃ Pi  Xi )≥Bmin
|PG|
i=1                                                          (5.6)                                         
Similarly, considering bcr ratio, we can re-state the NTD-CB/R problem as: 
                     Max (BW( ⋃ Pi  Xi  
|PG|
i=1 )/Cost( ⋃ Pi  Yi )
|PG|
i=1 )                                       (5.7) 
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                     Subject to Rel2( ⋃ Pi  Yi )≥Rmin
|PG|
i=1                                                       (5.8) 
Notice that when both cost and reliability in Eq. (5.1) are minimized and maximized, 
respectively, Eq. (5.5) is maximized. Similarly, Eq. (5.7) is maximized when both cost 
and bandwidth in Eq. (5.3) are minimized and maximized, respectively.  
The Multiple Objective Integer Knapsack Problem (MOIKP) approach proposed by 
Figueira et al. [42], described in Section 2.5.2, cannot be used to solve NTD-CR/B and 
NTD-CB/R for three main reasons. First, MOIKP aims to maximize all objective 
functions, while our problems maximize one objective and minimize the other, i.e., 
Min-Max objective. Using DPA used by the authors in [42] to solve either NTD-CR/B 
or NTD-CB/R can produce infeasible non-dominated solutions. Second, both 
objectives in [42] can be solved using simple additive functions, in contrast to the 
significantly more complex functions used to compute the objectives in our problems, 
i.e., Cost(Gi), BW(Gi), and Rel2(Gi). Finally, in MOIKP, the total cost of two items is 
the sum of each item’s cost, while in NTD-CR/B and NTD-CB/R, similar to in NTD-
R/C and NTD-C/R described in Section 3.3.3.1 and 4.2, Cost(Pi)+Cost(Pj)Cost(Pi  
Pj) and Rel2(Pi)+Rel2(Pp)Rel2(Pi  Pp). 
5.3 Converting BO into SO Problem 
The following two subsections explain two methods that use the Lagrange-relaxation 
and weighted sum technique to convert the bi-objective problems, NTD-CR/B and 
NTD-CB/R, into their corresponding O1/C1 problems.   
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5.3.1 SO Problem for NTD-CR/B 
We use the Lagrange Relaxation method [51], [52] to combine the objectives Cost(G) 
and Rel2(G) and the constraint BW(G) for NTD-CR/B problem into a weight (G) as: 
                               (G)=Cost(G)×Rel2(G)+η×BW(G)                                       (5.9) 
The Lagrange relaxation procedure uses the idea of relaxing the explicit constraint, 
i.e., bandwidth, by bringing it into the objective function with an associated vector η, 
called Lagrange multiplier. The value of η should be set properly to minimize Cost(G) 
and maximize Rel2(G) in Eq. (5.1). For our problem, we set η as  
                                            η=Cmin×Rmax/Bmin                                                      (5.10)  
where Cmin and Rmax are the minimum cost and maximum reliability of all possible 
paths in the network respectively. Using Eq. (5.9) and Eq. (5.10) we convert BO 
optimization in Eq. (5.1) into the following SO optimization:  
      Max((G)=Cost(⋃ Pi Xi 
|PG|
i=1 )×Rel2( ⋃ Pi Xi)
|PG|
i=1 +η×BW( ⋃ Pi Xi )
|PG|
i=1 )            (5.11) 
To achieve the objective in Eq. (5.11), we first combine the cost cj, reliability rj and 
bandwidth bj of each link ej into a weight wj, rather than considering them separately. 
Here, we use the Lagrange Relaxation technique [52] to compute wj=cj×rj+ηw×bj, 
where ηw=cmin×rmax/Bmin and cmin (rmax) is the minimum cost (maximum reliability) of 
all possible links in the network. Note that the computation of each wj and ηw 
corresponds to Eq. (5.10) and Eq. (5.11), respectively. Then, we generate all (s, t) paths 
of G in increasing order of their weights; the path weight is calculated as the 
summation of the weight of each link in the path. We refer to such order criterion as 
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OC7, shown in Table 2.6 in Section 2.6.2. Our simulations in Section 5.7.1 show the 
benefits of using OC7 in producing near optimal topologies.    
5.3.2 SO Problem for NTD-CB/R 
For NTD-CB/R problem, the Lagrange Relaxation method (Fisher 2004; Loh et al. 
2009) combine objectives Cost(G) and BW(G) and constraint Rel2(G) of NTD-CR/B 
into a weight (G) as: 
                                       (G)=Cost(G)× BW(G)+η×Rel2(G)                             (5.12) 
The value of η should be set properly to minimize Cost(G) and maximize BW(G) in 
Eq. (5.3). For our problem, we set η as  
                                       η=Cmin×Bmax/Rmin                                                          (5.13)  
where Cmin and Bmax are the minimum cost and maximum bandwidth of all possible 
paths in the network respectively. Using Eq. (5.12) and Eq. (5.13) we convert BO 
optimization in Eq. (5.3) into the SO optimization:  
      Max((G)=Cost(⋃ Pi Xi 
|PG|
i=1 )×Rel2( ⋃ Pi Xi)
|PG|
i=1 +η×BW( ⋃ Pi Xi )
|PG|
i=1 )            (5.14) 
Similar to NTD-CR/B, to achieve the objective in Eq. (5.14), we first combine the cost 
cj, reliability rj and bandwidth bj of each link ej into a weight wj, rather than considering 
them separately. We use the Lagrange Relaxation technique [52] to compute 
wj=cj×bj+ηw×rj, where ηw=cmin×bmax/Rmin and cmin (bmax) is the minimum cost (maximum 
bandwidth) of all possible links in the network. The computation of each wj and ηw 
corresponds to Eq. (5.12) and Eq. (5.13), respectively. Then, we generate all (s, t) paths 
of G in increasing order of their weights; the path weight is calculated as the 
summation of the weight of each link in the path. We call such order criterion OC8, 
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shown in Table 2.6 in Section 2.6.2. Our simulations in Section 5.7.1 show the benefits 
of using OC8 in producing near optimal topologies.   
5.3.3 Solving the SO Problems 
For NTD-CR/B, one may generate all 2m possible combinations of paths, and for each 
combination that has bandwidth at least Bmin, use Eq. (5.11) and, thus Eq. (5.1),  to 
select one with the best value as Gbest; similar brute-force approach applies for NTD-
CR/B. However, the brute-force solution is prohibitive for use in large networks since 
in general a network contains m=2|E|-|V|+2 (s, t) simple paths [21]. Therefore, this thesis 
proposes heuristic techniques to solve the two difficult problems.  
We observe that after conversion, the single objective version of NTD-CR/B is in 
essence the same as the O1/C1 problem in Chapter 3, i.e., NTD-R/C. Note that, in the 
SO version, NTD-CR/B aims to maximize the weight (G) in Eq. (5.11), while NTD-
R/C problem described in Section 3.2 attempts to maximize reliability. However, the 
two problems use different constraints, i.e., the former has bandwidth constraint while 
the latter uses cost constraint. We also observe that the SO version of NTD-CB/R 
problem is similar to the NTD-C/R problem described in Section 4.2, i.e., both 
problems use the same reliability constraint. However, the former problem aims to 
maximize weight (G) in Eq. (5.14) while the latter’s objective is to minimize cost in 
Eq. (4.3). In Section 5.4, this thesis describes DPCR/B, the solution to NTD-CR/B, 
which utilizes similar concepts used in DPR/C for NTD-R/C of Chapter 3. Further, the 
solution to NTD-CR/B, called DPCB/R, in Section 5.5 uses similar concepts to the 
solution DPC/R for NTD-C/R in Chapter 4. However, for clarity, the sections describe 
the two solutions completely, ignoring some possible repetitive explanations.   
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5.3.4 Order Criteria 
Similar to DPR/C and DPC/R algorithms, described in Chapter 3 and 4 respectively, 
the performance of DPCR/B and DPCB/R are affected by the order of their inputs, i.e., 
sequence of (s, t) paths. One can use the six order criteria, OC1 to OC6 (described in 
Section 3.4.3 and Appendix B) for both DPCR/B and DPCB/R. Further, we have 
proposed OC7 and OC8 in Section 5.3.1 and Section 5.3.2 for DPCR/B and DPCB/R 
respectively; recall that for OC7, wj=cj×rj+ηw×bj while for OC8, wj=cj×bj+ηw×rj. For 
DPCR/B that has bandwidth constraint, we propose another order criteria, OC9, which 
sets wj=bj for each link ej. Finally, for DPCB/R, we propose OC10 that computes 
wj=cj/bj for each link ej. Section 5.7.1 compares the effects of using the 10 order criteria 
on the performance of both DPCR/B and DPCB/R.  
5.4 Solution for NTD-CR/B 
This section describes our DP formulation to solve the problem. Next, it presents 
DPCR/B algorithm followed by an illustrating example. Further, it shows the time 
complexity of DPCR/B.  
5.4.1  DP Formulation  
Let PXi, for i=1,2, …,m, be a sequence of paths selected from m paths in {P1,P2,…,Pm-
1,Pm} and Gi=(V,EiE) be its induced graph whose links comprise all links in PXi. 
There are 2m different PXi, for 1|PXi|m, and we aim to select PXm with a bandwidth 
BW(Gm)≥Bmin and the maximum (Gm); the latter goal aims to maximize the goal in 
Eq. (5.11) and hence minimizes Cost(Gm) and maximizes Rel2(Gm) in Eq. (5.1). 
Let DP[1.. m, 0.. Bmin] be a 2-dimension array in which each DP[i, b], for i=1, 2, …, 
m, b=0, 1, 2, …, Bmin, stores seven pieces of information: a cost C[i, b]≥0, a reliability 
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0R[i, b]1.0, a bandwidth 0B[i, b]Bmin, a weight W[i, b]≥0, a set of (s, t) paths X[i, 
b]PG, a set of links L[i, b]E, and an integer index 0J[i, b]Bmin. In essence, each 
bth column corresponds to a bandwidth constraint b=0, 1, …, Bmin. Each DP[i, b] is 
used to store the information of each selected topology Gi that has BW(Gi)≥b. 
Specifically, for each BW(Gi)≥b, W[i, b]=(PXi), X[i, b]=PXi. Since W[m, Bmin] is 
the weight of Gm=(V, EmE) with BW(Gm)≥Bmin, NTD-CR/B aims to generate DP[m, 
Bmin] with maximum W[m, Bmin], which represents the Gbest. Note that 
W[m,Bmin]=(Gm) is calculated using Eq. (5.9) and Eq. (5.10).  
Each W[i, b], for b=0, 1, 2, …, Bmin, is calculated using a DP formulation defined using 
the following four equations: 
W[i, b]=(Pi), if i=1 and BW(Pi)≥b                                                                   (5.15)                         
W[i, b]=0, if i=1 and BW(Pi)<b                                                                           (5.16) 
W[i, b]=Max(W[i-1, b], (Pi)), if i>1 and BW(Pi)≥b                                         (5.17)  
W[i, b]=Max(W[i-1, b], (X[i-1, j]  Pi)), if i>1 and BW(X[i-1, j]  Pi)≥b     (5.18)              
We explain the DP formulation in Eq. (5.15) to Eq. (5.18) as follows; the conditions 
in the equations are considered in increasing number of the equations, i.e., a lower 
numbered equation takes precedence over a higher numbered equation. Eq. (5.15) and 
Eq. (5.16) are used for the first path; the path is selected if it has bandwidth of at least 
b, giving W[1, b]=(P1). In contrast, when BW(P1)<b, P1 is not selected because it 
does not meet the bandwidth constraint b; thus Eq. (5.16) sets W[1, b]=0 to denote that 
no path is selected. Eq. (5.17) and Eq. (5.18) are used for each remaining Pi, for i=2, 
3, …, m. Eq. (5.17) considers one of two options, selecting or not selecting Pi when 
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BW(Pi)≥ b, and selects the option that produces the maximum weight. Specifically, it 
selects Pi and sets W[i, b]=(Pi) if its weight is larger than the weight of the previously 
selected paths, i.e., W[i-1, b]. In other words, Eq. (5.17) selects the maximum between 
the two since both options satisfy the bandwidth requirement b. Note that the 
bandwidth value in B[i, b] would be changed to BW(Pi) if Pi is selected.    
Eq. (5.18) considers the case when selecting Pi together with some previously selected 
paths PXj results in weight (PXi) larger than the weight of the previously selected 
paths, i.e., (X[i-1, j]  Pi)>W[i-1, b], while satisfying the required bandwidth b, i.e., 
BW(X[i-1, j]  Pi)≥b. This step considers each possible column j=J[i-1, b]=0, 1, …, 
Bmin. Note that Eq. (5.17) and Eq. (5.18) consider a case when no path has so far been 
selected in the column, for which both will select Pi. Further, they update the values of 
C[i, b], R[i, b], B[i, b], X[i, b], L[i, b], and J[i, b] for each selected Pi; otherwise, the 
values are the same as their corresponding values in the previous row, e.g., C[i, b]=C[i-
1, b]. 
The DP formulation in Eq. (5.15) to Eq. (5.18) is similar to the DP solution for 0/1 
knapsack problem [43] as described in Section 2.5.2. However, unlike for 0/1 knapsack 
problem where the total weight of two items is the sum of each item’s weight, in NTD-
CR/B, (Pi)+(Pp)(Pi  Pp) because Pi and Pp may contain common links, e.g., 
from Table 2.2, P3=(2,5,4,3,7) and P7=(1,4,6,7) that share link 4 and 7 have 
(P3)=19.8 and (P7)=17.4 respectively, and (P3)+(P7)=37.2(P3  P7)=20.34. 
Therefore Eq. (5.18) considers all possible values of j, i.e., j=J[i, b], unlike its 
equivalent step for 0/1 knapsack problem [43]. 
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5.4.2 DPCR/B Algorithm  
One can design an algorithm, called DPCR/B, to solve NTD-CR/B by directly 
implementing the formulation in Eq. (5.15) to Eq. (5.18). However, the algorithm 
requires all m paths of the network, which is not feasible for networks with large m; 
we call this version DPCR/B-1. Alternatively, we use a greedy heuristic, called 
DPCR/B-2, that requires only a small number of 1≤k≤m paths to improve DPCR/B’s 
time complexity while producing almost the same result as compared to using all paths 
in the network. Since there is no effective way for setting the value of k a priori, we 
set k dynamically following the method described in Section 3.3.5 and Section 4.3.5. 
In this case, our algorithm generates the next path Pi+1 with the largest weight, and if 
it obtains a feasible solution Gi+1 with higher value as compared to Gi, i.e., 
(Gi+1)>(Gi), it keeps generating the subsequent paths. The algorithm stops when it 
generates 10 consecutive paths with none of which can further improve the weight 
value, i.e., 0.5% improvement. The detail of DPCR/B-2 is as follows. 
DPCR/B-2 algorithm: 
1.  Calculate wj=cj×rj+w×bj, for each link ej 
2.  Generate paths (Pk+10, …, Pk, …, P1)  
3.  Set W[1, b]=0, for b>BW(P1)   // Eq. (5.16) 
4.  Set W[1, b]=(P1), for 0bBW(P1)  // Eq. (5.15) 
5.  Copy row1 to row2 and initialize q=0, i=2 
6.  While (i≤k+10) do // Eq. (5.17) and (5.18) 
7.     if (q≠10)             
8.         W[2, b]Max(W[1,b], (Pi)),0bBW(Pi)) 
9.         for (y  0 to Bmin) do // Eq. (5.18)      
10.             if (J[1, y]≠J[1, y+1]) 
11.                  j=J[1, y], d=BW(P[1, j]  Pi) 
12.                 W[2, d]  Max(W[1, d], (X[1, j]  Pi)) 
13.       if (W[2, Bmin]<1.005×W[1, Bmin]) 
14.            q++  
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15.       else  
16.            q=0  
17.       Copy row2 to row1, i++, goto step 6 
18.   else 
19.       Return 
 
In Step 1, DPCR/B-2 calculates the weight wj for each link ej. Note that 
ηw=cmin×rmax/Bmin, and cmin (rmax) is the minimum cost (maximum reliability) of all 
possible links in the network. Ideally, Step 2 should generate the first k+10 largest-
weight paths, starting from the largest, the second largest, etc., which can be iteratively 
used in Step 6. Unfortunately, generating path with the maximum weight is equivalent 
to generating the longest path [26], which has been shown NP-complete. Therefore, 
DPCR/B-2 sets k=10000, and uses Yen’s algorithm [46] to generate a sequence of 
paths (Pk+10,Pk+9,…,Pk,Pk-1,…,P2,P1), in order of increasing weights, i.e., P1 has the 
largest weight. Specifically, our implementation generates the first k=10000 smallest-
weight paths, which is ideal for networks that have less than 10000 paths. Step 3 to 4 
implement Eq. (5.15) and Eq. (5.16) using P1. Note that DPCR/B-2 requires only two 
rows of DP table, called row1 and row2. The algorithm repeatedly executes Step 6 to 
19 until it generates 10 consecutive paths with insignificant improvement in W[i, Bmin], 
i.e., 0.5%. For each iteration, the steps only update entries in row2 that improve their 
corresponding entries in row1; thus, row1=row2 at the beginning of each iteration (see 
Step 5 and 17). Note that the pseudo code shows only updates to W[i, b] to save space, 
although DPCR/B-2 also updates its other corresponding information, e.g., C[i, b]. 
Step 8 implements Eq. (5.17), and Step 9 to12 implement Eq. (5.18). Step 13 to 16 are 
used to stop the iteration, i.e., when (Gk+10)<1.005×(Gk). One can modify DPCR/B-
2 into DPCR/B-1 by generating all (s, t) paths in Step 2 and deleting Step 6, 7 and 13-
16. 
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5.4.3 Illustrating Example 
Consider Fig. 5.1 with Bmin=8 (a given constraint), cmin=2, rmax=0.9 and ηw=0.225. Our 
DPCR/B-1 constructs the DP table in Table 5.1 to obtain Gbest; for convenience, the 
table shows m=7 rows. Each row of the table considers possible selection of each Pi, 
and each column represents bandwidth constraint from 0 to Bmin. To save space the 
table shows only the values of X[i, b] and W[i, b]. Step 1 in DPCR/B-1 with order 
criterion OC7, described in Section 5.3.1, obtains w1=6.3, w2=2.47, w3=2.93, w4=4.87, 
w5=6.42, w6=3.3, w7=2.93 and w8=3.9. Step 2 uses Yen’s algorithm [46] to generate 
PG=(P7=(1,3,7), P6=(2,5,8), P5=(1,4,8), P4=(2,5,6,7), P3=(1,3,6,8), P2=(1,4,6,7), 
P1=(2,5,4,3,7)) in increasing order of weights; i.e., P1 has the largest (P1)=19.8 and 
BW(P1)=3. Step 3 initializes C[1, b]=∞, R[1, b]=0, B[1, b]=0, X[1, b]=( ), L[1, b]=( ) 
and W[1, b]=0, for b=4,…,8, and thus J[1, b]=Bmin=8. Step 4-5 set C[1, b]=17, R[1, 
b]=0.24, B[1, b]=3, X[1, b]=(P1), L[1, b]=(2,5,4,3,7) and W[1, b]=(P1)=19.8, for 
b=0,…,3 with j=J[1,b]=3. Next in Step 8 and 9, DPCR/B-1 selects P2=(1,4,6,7) with 
(P2)=17.4 and BW(P2)=4, because i=2<k=7 and q=0<10. Step 10 and 11 use Eq. 
(5.17) to update W[2, b]=(P2) only for b=4 because (P2)>W[1, 4]=0. Step 12-16 
consider j starting from b=0 in row1 with two values: j=J[1, b]=3 and j=J[1, b]=8. For 
j=3, (X[1, j]  P2)=20.34>W[1, b]; thus Eq. (5.18) selects both P1 and P2 at column 
b=5 and b=6 and sets C[2, b]=26, R[2, b]=0.59, B[1, b]=6, X[1, b]=(P1, P2), L[1, 
b]=(1,2,3,4,5,6,7) and W[1, b]=20.344 for b=5 and 6. For j=8, Eq. (5.18) selects P2 (P2 
 ( )) at b=4. Repeating the steps for P3 to P7, DPCR/B-1 obtains best topology (Fig. 
5.1) with X[7, Bmin=8]=(P2,P3,P5,P7) with C[7, 8]=20, R[7, 8]=0.833, B[7, 8]=8, L[7, 
8]=(1,3,4,6,7,8) and W[7, 8]=23.018. 
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 Table 5.1: DP Table for CN with Bmin=8 in Fig. 2.2 
 
 
Fig. 5.1: The best solution of NTD-CR/B with Bmin=8 for CN in Fig. 2.2 
5.4.4 Time Complexity 
Steps 1 requires O(1), and Step 2 uses Yen’s algorithm that requires O(k 
×|V|×(|E|+|V|×log|V|)) time to generate the first k=10000 paths. Function BW(P1) in 
Step 3 and (P1) in Step 4 each requires O(|E|). Steps 5 and 17 require O(k×Bmin). For 
each set  that contains (s, t) simple paths, function BW() can be implemented using 
Max-Flow Min-Cut algorithm [53] with time O(|V|×|E|). Since BW() is used only for 
each different j in each row i, the total time of using BW() is O(×|V|×|E|), where 
k×Bmin is the total number of different j in the table (Step 11). The Cost() includes 
      b 
pi                 
0 1 2 3 4 5 6 7 8  
  P1  X[1, b]=(1) 
W[1, b]=19.8 
(1) 
19.8 
(1) 
19.8 
(1) 
19.8 
( ) 
0 
( ) 
0 
( ) 
0 
( ) 
0 
( ) 
0 
  P2 (1) 
19.8 
(1) 
19.8 
(1) 
19.8 
(1) 
19.8 
(2) 
17.4 
(1,2) 
20.3 
(1,2) 
20.3 
( ) 
0 
( ) 
0 
  P3 (1) 
19.8 
(1) 
19.8 
(1) 
19.8 
(1) 
19.8 
(2) 
17.4 
(1,2) 
20.3 
(1,2) 
20.3 
(2,3) 
23.018 
(2,3) 
23.018 
  P4 (1) 
19.8 
(1) 
19.8 
(1) 
19.8 
(1) 
19.8 
(2) 
17.4 
(1,2,4) 
20.3 
(1,2,4) 
20.3 
(2,3) 
23.018 
(2,3) 
23.018 
  P5 (1) 
19.8 
(1) 
19.8 
(1) 
19.8 
(1) 
19.8 
(2) 
17.4 
(1,2,4) 
20.3 
(1,2,4) 
20.3 
(2,3,5) 
23.018 
(2,3,5) 
23.018 
  P6 1 
19.8 
(1) 
19.8 
(1) 
19.8 
(1) 
19.8 
(2) 
17.4 
(1,2,4) 
20.3 
(1,2,4) 
20.3 
(2,3,5) 
23.018 
(2,3,5) 
23.018 
  P7 1 
19.8 
(1) 
19.8 
(1) 
19.8 
(1) 
19.8 
(2) 
17.4 
(1,2,4,7) 
20.3 
(1,2,4,7) 
20.3 
 (2,3,5,7) 
23.018 
(2,3,5,7) 
23.018 
8 
1 
s=1
S 
5 t=6 
2 4 
6 4 
7 
3 
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every unique link in , and for each b, it returns the sum of C[i-1, b] and the cost of 
links in Pi that are not in L[i-1, b]. Using the bit implementation [22], one requires only 
one bit OR and one bit XOR operation to obtain the links in Pi that are not in L[i-1, b], 
and thus Cost() is computed in O(|E|). DPCR/B-2 uses the function at most once for 
every table entry. Thus, the worst case time for using Cost() is O(×|E|). We use the 
CAREL with time complexity of O(×|E|×Tmax) [22], see Section 3.3.1; to compute 
exact Rel2() for each candidate network. In Step 12, the Dijkstra’s algorithm takes 
O(|V|2×log|V|) time to find Cmin and Rmax. Also, we use Cost(X), Rel2(X) and BW(X) 
to calculate (X) in Step 12; see Eq. (5.18). Note that Cost(X), Rel2(X) and (X) are 
used only when BW(X)≥b. Thus, DPCR/B-2 has a time complexity of 
O(1+(k×|V|×(|E|+|V|×log|V|))+k×Bmin+|E|+|E|+(×(|V|×|E|+|E|+|E|×Tmax+1))+(|V|2×l
og|V|))=O(×Tmax×(|V|2)), since k, Bmin are constants and |E||V|2.  
5.5 Solution for NTD-CB/R 
This section describes our DP formulation to solve the NTD-CB/R problem. Next, it 
presents DPCB/R algorithm followed by an illustrating example and time complexity 
of DPCB/R.  
5.5.1  DP Formulation  
Let DP[1.. m, 0.. Řmin] be a 2-dimension dynamic programming table. Each element 
DP[i, ř], for i=1, 2, …, m, ř=0, 1, 2, …, Řmin, stores seven pieces of information: a cost 
C[i, ř]≥0, a bandwidth B[i, ř]≥0, a reliability 0R[i, ř]1.0, a weight W[i, ř]≥0, a set 
of paths X[i, ř]PG, a set of links L[i, ř]E, and an integer index 0J[i, ř]. Each 
DP[i, ř] is used to store seven pieces of information for each selected topology Gi that 
has Rel2(Gi)≥r. Specifically, for each Rel2(Gi)≥r, we set C[i, ř]=Cost(Gi), B[i, 
ř]=BW(Gi), R[i, ř]=Rel2(Gi), W[i, ř]=(Pi), X[i, ř]=PXi, and L[i, ř]=Ei. For 
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Rel2(Gi)<r, we set C[i, ř]=0, R[i, ř]=0, B[i, ř]=0, W[i, ř]=0, X[i, ř]=(), and L[i, ř]=(). 
Note that we explained ř and Řmin in Section 4.2. As W[m, Řmin] is the weight of 
Gm=(V, EmE) with Rel2(Gm)≥Rmin, NTD-CB/R aims to generate DP[m, Řmin] that 
contains the maximum W[m, Řmin], which represent the Gbest. Notice that we used MCS 
[10] to estimate Rel2(Gm), discussed in Section 2.2.1. For each range of columns 
ř1řř2 in row i that contain the same reliability value, we set each j=J[i, ř]=ř2. Thus, 
index j=J[i, ř]=0, 1, 2, …, Řmin marks the ending column of a range of columns that 
have the same reliability. 
Each W[i, ř], for ř=0, 1, 2, …, Řmin, is calculated using a DP formulation defined using 
the following four equations: 
W[i, ř]=(Pi), if i=1 and Rel2(Pi)≥r                                                                   (5.19) 
W[i, ř]=0; if i=1 and Rel2(Pi)<r                                                                          (5.20) 
W[i, ř]=Max(W[i-1, ř], (Pi)), if i>1 and Rel2(Pi)≥r                                          (5.21) 
W[i, ř]=Max(W[i-1, ř], (P[i-1, j]Pi)), if i>1 and Rel2(P[i-1, j]Pi)≥r           (5.22) 
We explain the DP formulation in Eq. (5.19)-(5.22) as follows; the conditions in the 
equations are considered in increasing number of the equations, i.e., a lower numbered 
equation takes precedence over a higher numbered equation. In Eq. (5.19), when the 
first path has reliability of at least r, it should be selected, giving W[1, ř]=(P1). In 
contrast, when Relall(P1)<r, P1 is not selected because it does not meet the reliability 
constraint r; thus Eq. (5.20) sets W[1, ř]=0 to denote that no path is selected. Equations 
(5.21) and (5.22) are used for each remaining Pi, for i=2, 3, …, m-1, m. Eq. (5.21) 
considers two options, selecting or not selecting Pi when Relall(Pi)≥r, and selects the 
option that produces the maximum weight. Specifically, when Pi is selected (not 
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selected), its weight is (Pi) (W[i-1, ř]), and the equation selects the maximum 
between the two since both options satisfy the reliability requirement r. Note that the 
reliability value in R[i, ř] would be changed to Relall(Pi) if Pi is selected. Further, Eq. 
(5.21) considers a situation when no paths have been selected for column ř, i.e., W[i-
1, ř]=0, in which case it will select Pi. Eq. (5.22) considers the case when selecting Pi 
together with some previously selected paths PXj satisfies the required reliability r, 
i.e., Relall(X[i-1, j]Pi)≥r, for each possible j=J[i-1, ř]=0, 1, …, Řmin. Like Eq. (5.21), 
Eq. (5.22) also considers the maximum weight between either selecting or not selecting 
Pi; the former obtains (X[i-1, j]Pi) while the latter W[i-1, ř]. Specifically, when Pi 
is selected (not selected), the weight is calculated from the selected paths PXi (PXi-1). 
Note that the reliability value in R[i, ř] would be changed to Relall(X[i-1, j]Pi) if Pi 
is selected. Further, Eq. (5.22) also considers a case when no paths have been selected 
for column ř, i.e., W[i-1, ř], in which it will select Pi.  
5.5.2 DPCB/R Algorithm and Time Complexity 
The solution for NTD-CB/R, called DPCB/R algorithm, can directly implement the 
DP in Eq. (5.19) to Eq. (5.22). However, the algorithm requires all m paths of the 
network, which is not feasible for networks with large m; we call this version DPCR/B-
1. To enhance the efficiency of DPCB/R, we use a greedy heuristic called DPCR/B-2 
that requires only a small number of 1≤k≤m paths to produce almost the same result as 
compared to using all paths in the network. Note that DPCB/R-2 utilizes order criterion 
OC8, proposed in Section 5.3.2.  
DPCB/R-2 Algorithm:  
1.  Calculate wj=cj×bj+w×rj, for each link ej 
2.  Generate paths (Pk+10, …, Pk, …, P1) in  increasing order of weights  
3.  Set W[1, ř]=0, for r>Rel2(P1)  // Eq. (5.20) 
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4.  Set W[1, ř]=(P1), for 0rRel2(P1)  // Eq. (5.19) 
5.  Copy row1 to row2 and initialize q=0, i=2 
6.  While (i≤k+10) do //Eq. (5.21) and Eq. (5.22) 
7.       if (q≠10)             
8.           W[2, ř]Max(W[1, ř], (Pi)), for 0rRel2(Pi)  // Eq. (5.21) 
9.           for (y  0 to Rmin) do // Eq. (5.22)      
10.               if (J[1,y]≠J[1,y+1]) 
11.                    j=J[1,y], d=round(×Rel2(P[1, j]  Pi)) 
12.                   W[2,d]  Max(W[1,d], (P[1, j]  Pi)) 
13.         if (W[2, Řmin]<1.005×W[1, Řmin]) 
14.               q++  
15.         else  
16.               q=0  
17.         Copy row2 to row1, i++, goto step 6 
18.     else 
19.          Return 
 
The NTD-CB/R algorithm in both versions are respectively equivalent to NTD-CR/B 
algorithm, described in Section 5.4.2; except for (i) Step 1 uses OC8 instead of OC7, 
(ii) Step 3, 4 and 8 use Rel2(Pi) instead of BW(Pi), and (iii) Step 9 and 13 use Rmin 
instead of Bmin constraint.  
The time complexity of DPCB/R algorithm can be computed similar to that for 
DPCR/B. Specifically, DPCB/R-1 has time complexity of 
O((×(nr×|V|4+|E|+V|×|E|+1))+(|V|2×log|V|+|E|+m×|V|×(|E|+|V|×log|V|))=O(×m×(
|V|4)) nr is constant and |E||V|2. Further the time complexity of DPCB/R-2 is 
O((×(nr×|V|4+|E|+|V|×|E|+1))+(|V|2×log|V|+|E|+k×|V|×(|E|+|V|×log|V|))=O(×|V|4
×k). 
5.5.3 Illustrating Example  
Consider Fig. 2.2 with Rmin=0.8 (a given constraint), cmin=2, cmax=8 and ηw=20. Our 
DPCB/R-1 constructs the DP table in Table 5.2 to obtain Gbest; the table shows m=7 
rows. Each row of the table considers possible selection of each Pi, and each column 
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represents reliability constraint from 0 to Rmin. To save space the table shows only the 
values of X[i, ř] and W[i, ř]. 
Step 1 of DPCB/R-1 uses OC8 to compute all link weights; it obtains w1=58, w2=21, 
w3=26, w4=38, w5=42, w6=28, w7=26 and w8=33. Step 2 uses Yen’s algorithm [46] to 
generate PG=(P7=(2,5,8), P6=(1,3,7), P5=(2,5,6,7), P4=(1,4,8), P3=(1,3,6,8), P2=(1,4,6,7), 
P1=(2,5,4,3,7)) in increasing order of weights; i.e., P1 has the largest (P1)=153 and 
Rel2(P1)=0.24. Step 3 initializes C[1, ř]=∞, B[1, ř]=0, R[1, ř]=0, X[1, ř]=( ), L[1, ř]=( 
) and W[1, ř]=0, for ř=25, …,80, and thus j=J[1, ř]=Řmin=80. Step 4-5 sets C[1, ř]=17, 
B[1, ř]=3, R[1, ř]=0.24, X[1, ř]=(P1), L[1, ř]=(2,5,4,3,7) and W[1, ř]=(P1)=153, for 
ř=0, …,24 with j=J[1, ř]=24. Next in Step 8 and 9, DPCB/R-1 selects P2=(1,4,6,7) with 
(P2)=150 and Rel2(P2)=0.34, because i=2<k=7 and q=0<10. Step 8 use Eq.(5.21) to 
update W[2, ř]=(P2) only for ř=25, …, 34 because (P2)>W[1, ř=25, …, 34]=0. 
Steps 12-16 consider j in row1 with two values: j=24 and j=80. For j=24, (P[1, j]  
P2)=189.3>W[1, ř=35, …, 59]=0; thus Eq.(5.22) (Step 10 and 11) selects both P1 and 
P2 at column ř=35, …, 59 and sets C[2, ř]=26, B[2, ř]=6, R[2, ř]=0.59, X[2, ř]=(P1,P2), 
L[2, ř]={1,2,3,4,5,6,7}, W[1, ř]=156.7 and j=J[1, ř]=59 for ř=35, …, 59. For j=80, Eq. 
(15) selects P2 (P2  ( )) at ř=25, …, 34. Repeating the steps for P3 to P7, DPCB/R-1 
obtains an best topology (Fig. 5.2) with X[7, Řmin=80]=(P1,P4,P6,P7) with C[7,80]=25, 
B[7,80]=11 and R[7,80]=0.878, L[7,80]=(1,2,3,4,5,7,8) and W[7,80]=324.3. Notice 
that the selected path sets, i.e., (1,4), (1,4,6) and (1,4,6,7), are equivalent feasible 
solutions, with bandwidth of 11, cost of 25 and reliability of 0.878, because they 
contain the same set of links, and thus form the same Gbest; the table shows one of the 
solutions, i.e., X[7, Řmin=80]=(P1,P4,P6,P7). 
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Table 5.2: DP Table for CN in Fig. 2.2 with Rmin=0.8 
 
 
 
 
 
 
 
Fig. 5.2: The best solution of NTD-CB/R with Rmin=0.8 for CN in Fig. 2.2 
5.6 Pareto Optimal Set 
As discussed in Section 5.2, minimizing cost and maximizing reliability or minimizing 
cost and maximizing bandwidth are two conflicting objectives; e.g., minimizing cost 
by removing some links will make the network topology less reliable, while 
maximizing reliability by including more links will make the network more expensive. 
Specifically, NTD-CR/B (NTD-CB/R) is a BO problem that trade-off between cost 
and reliability (bandwidth) among its multiple feasible non-dominated solutions. Such 
solutions are called Pareto Optimal Set (POS), described in Section 2.4. In general, we 
pi    ř     ř=0, …, 24     ř=25, …, 34   ř=35, …, 59  ř=60, …, 73 ř=73, …, 80 
P1 X[1, ř]=(1) 
  W[1, ř]=153 
        ( ) 
0 
         ( ) 
0 
( ) 
0 
( ) 
0 
P2 (1) 
153 
(2) 
150 
(1,2) 
189.3 
(1,2) 
189.3 
(1,2) 
189.3 
P3 (1) 
153 
(2) 
150 
(1,2) 
189.3 
(2,3) 
206.8 
(2,3) 
206.8 
P4 (1) 
153 
(2) 
150 
(1,2) 
189.3 
(1,4) 
 324.3 
(1,4) 
324.3 
P5 (1) 
153 
(2) 
150 
(1,2,5) 
189.3 
(1,4) 
324.3 
(1.4) 
324.3 
P6 (1) 
153 
(2) 
150 
(1,2,5,6) 
189.3 
(1,4,6) 
324.3 
(1,4,6) 
324.3 
P7 (1) 
153 
(2) 
150 
(1,2,5,6) 
189.3 
(1,4,6,7) 
 324.3 
(1,4,6,7) 
324.3 
1 
s=1 
3 5 t=6 
2 4 
2 
5 8 
4 
7 
3 
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cannot get one optimal solution for such problem, but rather need to generate a POS. 
For this case, generating as many non-dominated solutions as possible in POS is 
favourable to provide users more selection options [11]; please refer to Section 2.4 for 
the definition of non-dominated solution. 
This Section proposes DPCR/B-P and DPCB/R-P algorithms that extend DPCR/B and 
DPCB/R to include the POS concept. Both DPCR/B-P and DPCB/R-P algorithms 
require one additional set of information, called aggregate element, which contains 
non-dominated solutions. For DPCR/B-P, the element is stored in an additional array 
A[i, Bmin] of its DP table. Specifically, A[i, Bmin] is a data structure that stores cost, 
reliability value and path set for each non-dominated feasible solution; in the following 
discussion, we do not explicitly discuss the path set information of the array. Each A[i, 
Bmin], for i=1, 2, …, m, is computed using the following three equations.  
A[i, Bmin]=(Rel2(Pi), Cost(Pi)), if i=1 and BW(Pi)≥Bmin                                                    (5.23) 
A[i, Bmin]=(∞,∞),  if i=1 and BW(Pi)<Bmin                                                                                   (5.24) 
 
A[i, Bmin]=ND(A[i-1, Bmin]  ((Rel2(Pi  X[i-1, j]), Cost(Pi}  X[i-1, j]))) if i>1, 
0≤j≤Bmin and BW(Pi  (X[i-1, j]))≥Bmin                                                                                         (5.25) 
Eq. (5.23) and Eq. (5.24) are used for the first path after using Eq. (5.15) and Eq. 
(5.16), described in Section 5.4.1. The path’s reliability, Rel2(Pi) and its cost,  Cost(Pi), 
are stored in A[i, Bmin] if the first path is a feasible solution, i.e., if BW(Pi)≥Bmin, giving 
A[i, Bmin]=(Rel2(Pi), Cost(Pi)). In contrast, when BW(Pi)<Bmin, P1 is not a feasible 
solution and thus, is not selected in A[i, Bmin]; this case is  represented by A[i, 
Bmin]=(∞,∞) in Eq. (5.24) to denote that no path is yet selected. Eq. (5.25), used for 
each remaining Pi, for i=2, 3, …, m, considers the case when selecting Pi together with 
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some previously selected paths in (X[i-1, j]) produces a feasible solution, i.e., BW(Pi 
 (X[i-1, j]))≥Bmin. This step considers each possible column j=J[i-1, b]=0, 1, …, Bmin. 
In this case, the reliability and cost values of including Pi, together with (X[i-1, j]), are 
computed, and each non-dominated solution is stored, i.e., A[i, Bmin]=ND((Rel2(Pi  
X[i-1, j]), Cost(Pi  X[i-1, j]))). Specifically, the ‘ND’ operator considers only the 
reliability and cost of all non-dominated feasible outcomes. In other words, the 
operator either ignores each feasible solution that is dominated by any other feasible 
solutions in A[i, Bmin] or stores a new non-dominated feasible solution and deletes each 
existing solution in A[i, Bmin]  that it dominates. Finally, DPCR/B-P selects the best 
solutions from A[m, Bmin]. In particular, the algorithm uses Eq. (5.5) to select a solution 
with the highest weight from the array. As later shown in Section 5.7.3, DPCR/B-P 
can generate a topology that on average has 2.17% larger weight as compared to 
DPCR/B that generates only one feasible solution in X[m, Bmin]. 
For DPCB/R-P algorithm, array A[i, Řmin] stores cost, bandwidth value and path set 
for each non-dominated feasible solution. Each A[i, Řmin], for i=1, 2, …, m, is 
computed using the following three equations:  
A[i, Rmin]=(BW(Pi), Cost(Pi)), if i=1 and Rel2(Pi)≥Rmin                                                     (5.26) 
A[i, Rmin]=(∞,∞),  if i=1 and Rel2(Pi)<Rmin                                                                                    (5.27) 
 
A[i, Rmin]=ND(A[i-1, Rmin]  (BW(Pi  X[i-1, j]), Cost(Pi  X[i-1, j]))) if i>1, 
0≤j≤Rmin and Rel2((Pi  (X[i-1, j]))≥Rmin                                                                                       (5.28) 
Equations (5.26), (5.27) and (5.28) for NTD-CB/R are respectively equivalent to Eq. 
(5.23), (5.25), and (5.25) for NTD-CR/B, except for (i) Rel2(Pi) and BW(Pi) (ii) Bmin 
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and Rmin, constraint, as an example, A[i,*] in the former * is Rmin while that for the 
latter * is Bmin.   
The simulation results in Section 5.7.3 show that DPCB/R-P, which selects the best 
solutions from each Pareto Optimal Set, can produce near optimal results with an 
improvement up to 3.37% as compared to DPCB/R that aims to generate only one 
topology for each network. 
5.7 Evaluation 
Section 5.7.1 describes the effects of using all 10 order criteria, described in Section 
2.6.2 and 5.3.4, on the performance of DPCR/B and DPCB/R on the 20 networks, 
described in Section 2.6.1. To save space, for DPCR/B, the section discusses only the 
best three OCs, i.e., OC1, OC7 and OC9; similarly, for DPCB/R, it only reports the 
effects of using OC3, OC8, and OC10. Section 5.7.2 generates 100 benchmark 
networks with known optimal topology and uses them to gauge the effectiveness of 
DPCR/B and DPCB/R. Finally, Section 5.7.3 compares the performances of DPCR/B-
P and DPCB/R-P against DPCR/B and DPCB/R, respectively. The section uses the 
100 benchmark networks generated in Section 5.7.2 in the experiments.  
5.7.1 Effects of Input Orders on DPCR/B and DPCB/R 
  
For each of the 20 networks [22] in Table 5.3, we first randomly assign rj, cj and bj for 
each ej, and set Bmin and Rmin as described in Section 2.6.1. To evaluate the 
effectiveness of using order criterion OC7 with DPCR/B-1 approach, we compare its 
performance against three other orders, OC1, OC9, and random. We select OC1 
because it shows good results for NTD-R/C and NTD-C/R; see Section 3.4.1 and 
Section 4.4.1, respectively. For OC9, we set wj=bj, while the random order uses the 
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same Lagrange Relaxation as OC7 to compute the weight of each link ej, i.e., 
wj=cj×rj+w×bj. However, in contrast to OC7 that selects the paths in decreasing order 
of their weights, in random order, we select the paths randomly. To implement OC1 
and OC9, we replace the link weight calculation in Step 1 of DPCR/B algorithm in 
Section 5.2.3 with wj=cj/rj and wj=bj, respectively.  
For DPCB/R, we use OC3 and introduce order criterion OC10 that sets wj=cj/bj. To 
implement OC3 and OC10, we replace the link weight calculation in Step 1 of 
DPCR/B algorithm in Section 5.3 with wj=-(log rj) and wj=cj/bj, respectively.  
Next, we use Yen’s algorithm [46] to generate each path set. As shown in first part of 
Table 5.3, DPCR/B-1 with each order criterion produces between 8 and 17 of the best 
results (in bold) as compared to only 5 using a random order. Note that we used rcr 
explained in Section 5.1, to gauge the quality of the results for each networks and select 
the best among all results. As shown in second part of Table 5.3, DPCB/R-1 with each 
order criterion produces between 9 and 16 of the best results (in bold) as compared to 
only 7 using a random order. The table shows that OC7 is the best performer with 17 
best results, followed by OC9 with 9 best results for DPCR/B-1. Further, the table also 
shows that OC8 is the best performer with 16 best results, followed by OC10 with 14 
best results for DPCB/R-1.  
However, OC1 (OC3) produces only 8 (9) best results for DPCR/B-1 and DPCB/R-1, 
respectively. One may run DPCR/B-1 and DPCB/R-1 with all three order criteria and 
select the best results among them; for the simulations, we would have obtained all 20 
best results. 
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Table 5.3: The effects of path orders on DPCR/B-1 and DPCB/R-1 performance 
 
5.7.2 DPCR/B and DPCB/R on Benchmark Networks 
 
Since we could not find any benchmark network, i.e., network with known optimal 
solution, to evaluate DPCR/B and DPCB/R in both versions, 1 and 2, we used the 
following steps to generate our benchmark networks. First, we consider the best 
solution of each network G=(V, E) with only =1 deleted link eiE. For each possible 
|E| deletion, we generate Gi=(V, E-{ej}), for i=1,2,…,|E|, and compute its BW(Gi) for 
NTD-CR/B and Rel2(Gi) for NTD-CB/R. Then, we select a Gi with the largest 
rci=Rel2(Gi)/Cost(Gi) (bci=BW(Gi)/Cost(Gi)) as the Gbest, and set Bmin=BW(Gi) 
(Rmin=Rel2(Gi)), for NTD-CR/B and NTD-CB/R, respectively. Note that given G, Bmin 
 DPCR/B-1 DPCB/R-1 
 Cost(Gm), Rel2(Gm)  Cost(Gm),BW(Gm) 
CN Bmin Random OC1 OC7 OC9 Rmin Random OC3 OC8 OC10 
𝐶𝑁4
4,5 6 (18,0.912) (18,0.912) (18,0.912) (18,0.912) 0.85 (18,6 ) (18, 6) (18, 6) (18, 6) 
𝐶𝑁9
5,8
 9 (14,0.902) (14,0.902) (14,0.902) (14,0.902) 0.7 (14, 8) (14, 8) (14, 8) (14, 8) 
𝐶𝑁7
6,8
 6 (25,0.761) (20,0.833) (20,0.833) (20,0.833) 0.8 (20, 8) (20, 8) (25, 11) (20, 8) 
𝐶𝑁13
6,9
 10 (25,0.843) (28,0.917) (26,0.937) (27,0.923) 0.75 (27, 10) (27, 10) (26, 12) (27, 10) 
𝐶𝑁25
7,12
 12 (35,0.896) (34,0.894) (36,0.920) (34,0.894) 0.80 (34, 12) (34, 12) (34, 12) (34, 12) 
𝐶𝑁14
7,15
 12 (31,0.648) (28,0.648) (30,0.702) (30,0.702) 0.80 (33, 13) (28,11) (30, 15) (30, 15) 
𝐶𝑁20
8,12
 10 (37,0.899) (38,0.886) (37,0.899) (36,0.704) 0.80 (37, 13) (36, 10) (37, 13) (37, 13) 
𝐶𝑁24
8,12
 10 (40,0.907) (34,0.892) (34,0.892) (34,0.892) 0.60 (42, 10) (34, 11) (44, 12) (34, 11) 
𝐶𝑁29
8,13
 14 (34,0.97) (34,0.970) (36,0.95) (36,0.972) 0.50 (34, 14) (34, 14) (34, 14) (36, 16) 
𝐶𝑁13
9,12
 12 (27,0.837) (29,0.817) (30,0.707) (28,0.768) 0.60 (27, 14) (29, 12) (29, 12) (27, 14) 
𝐶𝑁18
9,13
 14 (66,0.994) (57,0.985) (53,0.991) (55,0.987) 0.75 (63, 14) (58, 12) (53, 13) (56, 12) 
𝐶𝑁44
9,14
 10 (79,0.783) (77,0.799) (77,0.799) (77,0.799) 0.75 (79, 12) (77, 13) (77, 13) (77, 13) 
𝐶𝑁64
10,21
 15 (46,0.913) (43,0.917) (43,0.917) (45,0.910) 0.80 (46, 10) (45, 11) (43, 16) (43, 16) 
𝐶𝑁18
11,21
 10 (33,0.979) (33,0.979) (34,0.984) (33,0.979) 0.82 (33, 11) (33, 11) (33, 11) (33, 11) 
𝐶𝑁281
13,22
 10 (78,0.980) (75,0.965) (68,0.982) (68,0.982) 0.60 (68, 11) (69, 13) (68, 16) (68, 16) 
𝐶𝑁36
16,30
 10 (38,0.867) (43,0.935) (39,0.956) (40,0.935) 0.70 (40, 10) (39, 13) (39, 13) (37,11) 
𝐶𝑁136
17,25
 10 (64,0.970) (58,0.985) (64,0.970) (65,0.982) 0.60 (64, 10) (58, 8) (58, 12) (66, 10) 
𝐶𝑁281
18,27
 10 (95,0.963) (97,0.975) (93,0.972) (93,0.977) 
0.70 
(92, 10) (93, 15) (93, 15) (93, 15) 
𝐶𝑁780
20,30
 15 (82,0.974) (80,0.977) (75,0.981) (79,0.972) 0.60 (78, 16) (75, 18) (77, 15) (77, 14) 
 𝐶𝑁44
21,26
 12 (93,0.998) (93,0.998) (89,0.996) (89,0.996) 0.60 (89, 15) (93, 12) (89, 15) (89, 15) 
Total 5 8 17 9  7 9 16 14 
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and Rmin, the best solution would generate Gbest=Gi. We repeat the steps for =2,3,4,5. 
Using the steps, we generated 100 networks from the 20 topologies in [22]. 
For DPCR/B and DPCB/R approaches in both versions, we have run thrice, once using 
(OC1, OC7 and OC9) and (OC3, OC8 and OC10), respectively, to generate topologies 
from the 100 benchmark networks, and take the best results among them. For each 
benchmark network Gi, we set Bmin=BW(Gbest) and Rmin=Rel2(Gbest), and use DPCR/B 
and DPCB/R, respectively, to generate its topology G’best. Notice that our method 
evaluates the worst case performance of DPCR/B and DPCB/R because each Bmin and 
Rmin is the tightest constraint. Nevertheless, DPCR/B, in both versions, generates 92% 
best results; due to limited space, Table 5.4 shows only the 8 non-optimal results. 
Table 5.4: Comparison between DPCR/B and optimal results 
 
 
 
 
Interestingly, of the non-optimal results, DPCR/B-2 produces network with reliability 
no worse than 1.02% off from the (see % at column Rel2(Gbest) in Table 5.4) with some 
of which have lower cost than that of optimal by up to 1.05%. Furthermore, it uses 
only between 18% to 61.5% of (s, t) paths; see the % at column ‘k’. Moreover, 
DPCB/R generates 89% optimal results; Table 5.5 shows only the 11 non-optimal 
results. The non-optimal results, DPCB/R-2 produces network with bandwidth no 
worse than 1.47% off optimal (see % at column (BW(Gbest) in Table 5.5) with some 
Input k DPCR/B-1 and DPCR/B-2 
CN  Bmin Rel2(Gk) Cost(Gk) 
𝐶𝑁24
8,12
 2 9 15(60%) 0.920(-0.7%) 36(1.05%) 
𝐶𝑁13
9,12
 1 10 8(61.5%) 0.807(-0.07%) 27(0%) 
𝐶𝑁18
11,21
 2 12 11(61.1%) 0.979(1.01%) 33(1.03%) 
𝐶𝑁281
13,22
 4 13 66(23.4%) 0.982(-0.02%) 68(-0.98%) 
𝐶𝑁36
16,30
 3 12 12(33.3%) 0.956(1.02%) 39(1.05%) 
𝐶𝑁136
17,25
 5 7 41(30.1%) 0.974(-0.09%) 77(-0.96%) 
𝐶𝑁136
17,25
 3 11 37(18%) 0.969(-0.4%) 78(0%) 
𝐶𝑁281
18,27
 
5 15 102(36.1%) 0.97(-0.04%) 82(-0.94%) 
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of which have lower cost than that of optimal by up to 2.1%. Furthermore, it uses only 
between 22.4% to 64.2% of paths; see the % at column ‘k’. 
Table 5.5: Comparison between DPCB/R and Optimal results 
 
 
 
 
 
 
 
 
5.7.3 Performance of DPCR/B-P and DPCB/R-P  
We evaluate the performances of DPCR/B-P and DPCB/R-P on the 100 benchmark 
networks generated in Section 5.7.2, and compare their results against those generated 
by DPCR/B and DPCB/R respectively.  
We use OC1, OC7 and OC9 for DPCR/B-P and DPCR/B, and OC3, OC8 and OC10 
for DPCB/R-P and DPCB/R. For each OC and each network, both DPCR/B-P and 
DPCB/R-P generate Pareto Optimal Set of topologies, and select the topology with the 
highest quality indices, i.e., rci=Rel2(Gi)/Cost(Gi), and cbi=BW(Gi)/Cost(Gi) 
respectively (discussed in Section 5.2), as their outcomes. For example, for 𝐶𝑁13
6,9
 with 
Bmin=0.85, DPCR/B-P generates POS={(29, 0.895), (26, 0.901), (25, 0.863), (23, 
0.854)}, and thus rc1=Rel2(G1)/Cost(G1)=0.03086, rc2=Rel2(G2)/Cost(G2)=0.03465, 
rc3=Rel2(G3)/Cost(G3)=0.03452 and rc4=Rel2(G4)/Cost(G4)=0.03713. Since 
rc4=0.03713 is the largest among the feasible solutions, DPCR/B-P selects G4 as the 
best solution. 
Input k DPCB/R-1and DPCB/R-2 
CN α Rmin BW(Gk) Cost(Gk) 
𝐶𝑁25
7,12 2 0.88 15(60%) 15(-0.9%) 33(-0.8%) 
𝐶𝑁14
7,15 1 0.80 9(64.2%) 12(0.17%) 28(2.1%) 
𝐶𝑁20
8,12 2 0.95 11(55%) 13(1.01%) 36(1.03%) 
𝐶𝑁29
8,13 2 0.92 12(41.3%) 12(0.7%) 36(0.32%) 
𝐶𝑁44
9,14 5 0.86 21(47.7%) 14(0.38%) 56(0.69%) 
𝐶𝑁64
10,21
 
5 0.94 33(51.5%) 17(0.62%) 68(1.03%) 
𝐶𝑁281
13,22 4 0.97 63(22.4%) 12(-0.34%) 65(-0.84%) 
𝐶𝑁36
16,30 3 0.96 10(27.7%)  8(1.47%) 41(1.05%) 
𝐶𝑁136
17,25 3 0.93 47(34.5%) 10(-0.4%) 68(0%) 
𝐶𝑁281
18,27
 
5 0.94 86(30.4%) 10(0.52%) 75(0.72%) 
𝐶𝑁780
20,30 4 0.95 213(27.3%) 18(-0.18%) 87(-0.73%) 
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Fig. 5.2: Comparison between the results of DPCR/B-P and optimal results 
DPCR/B-P and DPCB/R-P generate 94% and 92% optimal results respectively; Fig. 
5.2 shows only the 6 non-optimal results of DPCR/B-P and Fig. 5.3 shows the 8 non-
optimal results DPCB/R-P. As shown in Fig. 5.2, in term of index rci, DPCR/B-P 
produces results no larger than 16.12% off from optimal, i.e., rc6=0.0155 versus 
rc6=0.013 at the rightmost bar of the figure. Further, Fig. 5.3 shows that, in term of cbi, 
DPCB/R-P produces results no worse than 16.66% off from optimal, i.e., bc6=0.014 
versus bc6=0.0168. Recall that, as reported in Section 5.4.2, DPCR/B and DPCB/R 
generate 92% and 89% optimal results for the 100 benchmark networks, respectively. 
Thus, DPCR/B-P and DPCB/R-P improve the performance of DPCR/B or DPCB/R 
by 2.17% and DPCR/B 3.37% respectively.  
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Fig. 5.3: Comparison between the results of DPCB/R-P and optimal results 
5.8 Chapter Summary  
We have defined two network topology design problems, namely NTD-CR/B and 
NTD-CB/R. NTD-CR/B aims to generate a topology that has the minimum cost and 
maximum reliability subject to a bandwidth constraint Bmin, while the goal of NTD-
CB/R is to minimize cost and maximize bandwidth subject to a reliability constraint 
Rmin. We have proposed two heuristic dynamic programming methods, DPCR/B and 
DPCB/R, to solve NTD-CR/B and NTD-CB/R respectively. We have proposed two 
new metrics, rci and bci, to rank the goodness of feasible topologies generated for 
NTD-CR/B and NTD-CB/R problems respectively. Further, for both solutions, we 
have proposed Lagrange Relaxation method and weighted sum to convert each of the 
BO optimization into SO optimization. The first version of the solutions, namely 
DPCR/B-1 and DPCB/R-1, require all (s, t) paths of the networks to generate the 
results, while their second versions, respectively called DPCR/B-2 and DPCB/R-2, 
incrementally generate only selected k paths from the network and, thus, are scalable  
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
1 2 3 4 5 6 7 8
DPCB/R with
POS
Optimal
results
cbi
      133 
  
 
on networks with large number of paths. We have proposed two new order criteria, 
for DPCR/B, i.e., OC7 and OC9, and other two order criteria for DPCB/R, i.e., OC8 
and OC10, to optimize the effectiveness and efficiency of both versions of the 
algorithms. Finally, we have extended both versions of DPCR/B and DPCB/R to 
include POS concept; the extensions are called DPCR/B-P and DPCB/R-P 
respectively. On 100 benchmark networks, our experiments show that both versions 
of DPCR/B and DPCB/R generate respectively 92% and 89% optimal solutions. On 
the same networks, DPCR/B-P and DPCB/R-P generate 94% and 92% optimal results, 
and thus improve DPCR/B and DPCB/R by 2.17% and 3.37% respectively. Further, 
the simulations have shown the effectiveness of OC1, OC7 and OC9 for DPCR/B, and 
OC3, OC8 and OC10 for DPCB/R.  
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Chapter 6 
 
Conclusion and Future Work 
 
 
6.1 Conclusion 
Many network applications require sufficient level of quality of service (QoS) to 
function correctly. Topology design of communication network (CN) is critical to the 
performance of the applications that use the network. The research presented in this 
thesis focuses on using dynamic programming (DP) approach to optimize one or two 
performance objectives while satisfying one given QoS constraint. We have formally 
defined four reliable network topology design problems for CN and their 
corresponding DP solutions. Each problem considers Relall and/or Rel2 reliability 
measures, and its solution requires the network’s set of spanning trees and (s, t) paths 
as input respectively. The thesis has shown that each solution can produce better results 
when the inputs, spanning trees or (s, t) paths, are optimally sorted. Because generating 
optimal input orders is shown NP-complete problem, the thesis has proposed 10 
heuristic order criteria, i.e., OC1 to OC10. The thesis has shown that a good selection 
of order criterion for each problem can improve the optimality of the solution as well 
as improving its computational time efficiency. However, due to the heuristic nature 
of each order criterion, a criterion that is best used in one solution may not fit for used 
in other solution. Table 6.1 summarizes the works covered in this thesis and its findings 
on the best order criterion for use in each solution.  
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Table 6.1: Four NTD problems with proposed solutions, functions and best order 
Problem Solution Reliability 
measure 
Best order criterion Chapter 
NTD-R/C DPR/C Relall  OC2 Chapter 3 
Rel2 OC1 
NTD-C/R DPC/R Relall  OC1  Chapter 4 
Rel2 OC6 
NTD-CR/B 
DPCR/B  
Rel2 
 
OC7 
 
Chapter 5 DPCR/B-P 
NTD-CB/R 
DPCB/R  
Rel2 
 
OC8 
 
Chapter 5 DPCB/R-P 
 
In Chapter 3, we have formally defined the first network topology design problem, 
NTD-R/C, to generate a topology that has the maximum reliability subject to a cost 
constraint Cmax. We have proposed a heuristic DP approach, DPR/C, to solve NTD-
R/C. The first version of the method, called DPR/C-1, requires all spanning trees as 
input, while its second version, called DPR/C-2, uses only k spanning trees to improve 
the time efficiency of DPR/C-1 while producing similar results. The chapter has 
described five order criteria, OC1 to OC5, which allow DPR/C-2 to incrementally 
generate only the first k spanning trees from the network while producing almost 
similar results as compared to using all spanning trees in the network; for this case, 
OC2 is the most suitable criterion. Appendix A has shown how to use DPR/C for 
Rel2(G) measure using (s, t) simple paths as input; in term of order criterion, OC1 is 
the best for this case. Our simulations on various large grid networks that contain up 
to 200 nodes, 298 links, 299 paths and 1.899102 spanning trees show the practicality of 
our techniques. These results provide clear evidence that DPR/C is effective and 
efficient for designing large networks. Note that DPR/C utilizes the sum of disjoint 
products technique [22] to compute Relall and Rel2, and our simulations show the 
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benefits of using lexicographic order coupled with any one of the order criteria to speed 
up the computation.  
In Chapter 4, we have proposed a heuristic DP algorithm, DPC/R, to solve an NP-hard 
problem, called NTD-C/R, to design a minimal-cost CN topology that satisfies a pre-
defined reliability constraint. For Relall, DPC/R generates the topology using a selected 
sequence of spanning trees of the network; Appendix B shows how to use DPC/R for 
Rel2(G) measure using (s, t) simple paths of the network as input. The first version of 
the algorithm, namely DPC/R-1, requires all spanning trees of the network. Theoretical 
analysis shows that DPC/R always obtains a feasible solution, and produces an optimal 
topology given an optimal order of spanning trees. The chapter has described a formal 
proof to show that generating optimal order of spanning trees is NP-complete, and uses 
five greedy heuristics, i.e., OC1 to OC5 to improve the effectiveness of DPC/R; for 
DPC/R with Rel2, Appendix B proposes order criterion OC6. The OCs allow the 
second version of the algorithm, namely DPC/R-2, to use only k spanning trees or (s, 
t) paths of the network while, similar to DPC/R-1, producing near optimal topologies. 
Simulations using fully connected networks that contain up to 2.3×109 spanning trees 
show the merits of using the ordering methods, especially OC1, and the effectiveness 
of DPC/R-2 vis-à-vis to four existing state-of-the-art techniques. Our DPC/R-2 is able 
to generate 81.5% optimal results, while using only 0.77% of the spanning trees 
contained in networks. Further, for a typical 2×100 grid network that contains up to 
1.899102 spanning trees, DPC/R-2 requires only k=1214 spanning trees to generate a 
topology with a reliability no larger than 5.05% off from optimal. Similarly, the 
chapter has shown that DPC/R-2 is able to generate 91% optimal solutions on the 
networks using only 8.89% to 27.5% of all (s, t) paths of the networks. Further, its 
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non-optimal results are no more than 10.97% off from optimal. Our simulations have 
shown that OC6 is the best criterion for DPC/R with Rel2 measure.  
Finally, in Chapter 5, we have presented two bi-objective network topology design 
problems: (i) NTD-CR/B that aims to minimize network cost and maximize its Rel2 
subject to a given network bandwidth, and (ii) NTD-CB/R that aims to minimize 
network cost and maximize its bandwidth subject to a given Rel2 constraint. We 
formulate DP schemes, called DPCR/B and DPCB/R, with Lagrange Relaxation 
method to solve NTD-CR/B and NTD-CB/R, respectively. The first version of each 
scheme, called DPCR/B-1 and DPCB/R-1 respectively, generate the topology using all 
(s, t) paths of the network. We have proposed three greedy heuristics, i.e., OC7 to 
OC10, each of which allows the second version of DPCR/B and DPCB/R, i.e., 
DPCR/B-2 DPCB/R-2 respectively, to produce results using only km paths, 
improving the time complexity while producing near optimal topologies. We have 
extended both DPCR/B and DPCB/R to DPCR/B-P and DPCB/R-P, respectively, to 
generate the Pareto Optimal Set of non-dominated solutions. Our simulations using 
benchmark networks with various sizes have shown the advantages of using the OCs 
and effectiveness of our approaches. The results show that OC7 is the best for DPCR/B 
while OC8 is the most suitable for DPCB/R. Our evaluations show that DPCR/B and 
DPCB/R  are able to generate 92% and 89% optimal results while using only 18% to 
61.5% and 22.4% to 64.2% of all (s, t) paths, respectively. Finally, DPCR/B-P and 
DPCB/R-P produce on average 2.17% and 3.37% better topologies as compared to 
DPCR/B and DPCB/R respectively.  
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6.2 Future Work 
All of our DP algorithms presented in this thesis incrementally and selectively add 
spanning trees or paths, and thus links, to form an optimal topology. As an alternative, 
we plan investigate the possibility of designing a DP approach that heuristically deletes 
links from the original topology to find an optimal design. Further, we plan to extend 
the four problems, NTD-R/C, NTD-C/R, NTD-CR/B and NTD-CB/R, for the case 
when nodes can fail and incur a set up cost. We also plan to investigate the possibility 
of extending our approaches for network topology design that includes other network 
performance constraints, e.g., delay and throughput.  
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Appendix A 
DPR/C for NTD-R/C with Rel2  
In this appendix, we show how to use DPR/C algorithm (explained in Section 3.3) to 
solve NTD-R/C with Rel2 measure. For brevity, in this appendix, we call NTD-R/C 
with Relall and Rel2 measures R/C-A and R/C-B. For R/C-B, both versions of DPR/C, 
i.e., DPR/C-1 and DPR/C-2, use a sequence of (s, t) simple paths of the network as 
input. DPR/C-1 requires all of m (s, t) simple paths of the network as its input, while 
DPR/C-2 generates and uses only k≤m paths.  
A.1 Dynamic Programming Formulation 
The following dynamic programming (DP) formulation defines R/C-B:   
R[i, c]=0, for i=1 with Cost(P1)>c                                                               (A.1) 
R[i, c]=Rel2(P1), for i=1 with Cost(P1)≤c                                                             (A.2) 
R[i, c]=R[i-1, c],  for each i>1 and j=0, …, c with Cost(X[i-1, j]  Pi)>c             (A.3)                                                             
R[i,c]=Max(R[i-1,c], Rel2(X[i-1, j]  Pi)), for each i>1 and j=0, …, c with c≤Cost(X[i-
1,j]  Pi)≤Cmax                                                                                  (A.4) 
Equations (A.1), (A.2), (A.3) and (A.4) are respectively equivalent to Eq. (3.5), (3.6), 
(3.7) and (3.8) for R/C-A, described in Section 3.2, except for (i) Cost(Pi) and 
Cost(STi), (ii) Rel2(Pi) and Relall(STi), and (iii) the contents of their DP tables. 
Specifically, the DP table used for Eq. (A.1) to (A.4) store information related to (s, t) 
paths and Rel2, in contrast to that for Eq. (3.5) to (3.8) that store information related to 
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spanning trees and Relall; as an example, R[i, c] in the former stores Rel2 while that for 
the latter stores Relall values.   
A.2 Illustrating Example 
To illustrate DPR/C-1 for R/C-B, consider the CN in Fig. 2.2 with its link weight and 
path set in Table 2.2, and Cmax=20. DPR/C-1 constructs the DP table in Table A.1, to 
obtain the optimal network in Fig. 2; for convenience, we show all m=7 rows although 
our implementation creates only two rows. Each row of the table considers each Pi for 
possible selection and each column shows the budget cost cCmax. Since the minimum 
cost of any path is 9 and Cmax=20, DPR/C-1 requires 20-9+1=12 columns. Each 
element in the table shows the set of paths selected from Table 2.2 and its reliability 
value. Consider that DPR/C-1 algorithm with DP formulation in Eq. (A.1) - Eq. (A.4). 
Since Cost(P1)=12, DPR/C-1 algorithm initialize the first row with X[1, c]=( ), R[1, 
c]=0 and J[1, c]=0 for c=9, …, 11, and X[1, c]=(P1), R[1, c]=0.486 and J[1, c]=12 for 
c=12, 13, …, 20.  
Next, for P2, we copy row 1 to row 2 using Eq. (A.3), then use Eq. (A.4) to update row 
2 to improve reliability at some columns when possible. For j=J[6, 12]=12 and 
Cost(X[1, 12]  P2)=18<Cmax, selecting P2 would generate Rel2(X[1, 12]  P2)=0.509. 
On the other hand, if P2 is not selected, the maximum achievable reliability is 
R[1,18]=0.486; thus P2 is selected with P1 for c=18; similarly for c=19, 20. Thus, for 
this case, DPR/C-1 set X[2, c]=(P1, P2), R[2, c]=0.509 and J[2, c]=18 at each column 
c=18, 19, 20. 
When j=J[1, 0]=0, Cost(X[i+1, 0]=( )  P2)=15<Cmax. Since Rel2(X[1, 0]={}  
P2)<R[1, c]=Rel2(P1), keeping P1 at each column c=15, 16 , …, 17 is better; thus 
DPR/C-1 keeps columns c=0, 1, …,15 unchanged. 
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As another example, take Cost(P3)=17 and lines 7 to 11 set X[3, c]=X[2, c] and R[3, 
c]=R[2, c] for each column c. When j=18, Cost(X[i-1, 18]=(P1, P2)  P3=24>Cmax and 
thus, following Eq. (A.3), selecting P3 is not feasible. However, for j=12, Cost(X[i-1, 
12]=P1  P3)=20≤Cmax, and following Eq. (A.4); P3 is selected with P1 and update 
column c=20 with X[3, c]=( P1, P3), R[3, c]=0.51 and J[3, c]=20. 
Table A.1: DP table for CN with Cmax=20 in Fig. 2.2 
For the budget, Cost(X[6, 20]  P7)=Cost((P5, P6)  P7)=Cost({1, 3, 4, 6, 7, 8})=20 
and Rel2(P5, P6, P7)=0.833>R[6, 20]; thus P7 is selected, and DPR/C-1 sets X[7, 
20]=(P5, P6, P7) as its output with reliability R[7, 20]=0.833. The best topology Gopt, 
was shown in Fig. A.1, is obtained by selecting all links in the paths {P5, P6, P7}. 
Notice that paths (P5, P6, P7) and (P7, P6, P5, P4) contain the same set of links, and thus 
they form the same best topology Gopt with Rel2(Gopt)=0.833 calculated from (P7, P6, 
P5, P4).  
   c 
Pi 
9 10 11 12 13 14 15 16 17 18 19 20 
1   X[1,9]=( ) 
R[1, 9]=0 
J[1,9]=0 
() 
0 
0 
() 
0 
0 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
2 
 
() 
0 
0 
() 
0 
0 
() 
0 
0 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1,2) 
0.50 
18 
 (1,2 ) 
0.50 
18 
(1,2) 
0.50 
18 
3 () 
0 
0 
() 
0 
0 
() 
0 
0 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1,2) 
0.50 
18 
 (1,2 ) 
0.50 
18 
(1,3)             
0.51 
20 
4 () 
0 
0 
() 
0 
0 
() 
0 
0 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1,2) 
0.50 
18 
 (1,2 ) 
0.50 
18 
(1,3)             
0.51 
20 
5 (5) 
0.44 
9 
(5) 
0.44 
9 
(5) 
0.44 
9 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1) 
0.49 
12 
(1,2) 
0.50 
18 
 (1,2 ) 
0.50 
18 
(1,3)             
0.51 
20 
6 (5) 
0.44 
9 
(5) 
0.44 
9 
(5) 
0.44 
9 
(6) 
0.73 
12 
(6) 
0.73 
12 
(6) 
0.73 
12 
(6) 
0.73 
12 
(6,5) 
0.81 
16 
  (6,5) 
0.81 
16 
 (6,5) 
0.81 
16 
(6,5) 
0.81 
16 
(6,5) 
0.81 
16 
7 (5) 
0.44 
9 
(5) 
0.44 
9 
(5) 
0.44 
9 
(6) 
0.73 
12 
(6) 
0.73 
12 
(6) 
0.73 
12 
(6) 
0.73 
12 
(6,5) 
0.81 
16 
  (6,5) 
0.81 
16 
 (6,5) 
0.81 
16 
(6,5) 
0.81 
16 
(7,6,5) 
0.83 
20 
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Fig. A.1: The best solution of NTD-R/C with Cmax=20 for CN in Fig. 2.2 
A.3 Order Criteria 
The five order criteria, described in Section 3.3.4, can be used for DPR/C with Rel2. 
However, because DPR/C with Rel2 requires (s, t) paths as input, after computing link 
weight for each order criterion, the algorithm uses Yen’s algorithm [46] to generate 
the paths in increasing weights. For example, we obtain the following orders for the 
paths in Table 2.2; OC1:(P6,P5,P1,P4,P7,P2,P3), OC2:(P5,P1,P6,P4,P2,P7,P3), 
OC3:(P2,P3,P4,P7,P5,P1,P6), OC4:(P5,P1,P6,P4,P2,P7,P3), and OC5:(P6,P5,P1,P4, 
P7,P2,P3).  
A.4 Algorithm Analysis 
The algorithm analysis in Section 3.3, except for its time complexity, applies to DPR/C 
with Rel2 measure. The time complexity of DPR/C for R/C-B is calculated as follows. 
Recall that, without using any order criterion, DPR/C-1 requires 
O(×|E|×Tmax+m×|E|×Cmax); see Section 3.3.1. Yen’s algorithm requires 
O(m×|V|×(|E|+|V|×log|V|)) to generate m paths of the network and therefore DPR/C-1 
requires in total   O(×|E|×Tmax+m×|E|×Cmax+m×|V|×(|E|+|V|×log|V|)) time. Notice that 
DPR/C-2 needs only k≤m pahs, and thus its time complexity becomes 
O(×|E|×Tmax+k×|E|×Cmax+k×|V|×(|E|+|V|×log|V|)). 
8 
1 
s=1 
5  t=6 
2 4 
6 4 
7 
3 
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Appendix B 
DPC/R for NTD-C/R with Rel2  
This appendix explains how to use DPC/R algorithm (explained in Section 4.3) to 
solve NTD-R/C with Rel2 measure using (s, t) simple path. For brevity, in this 
appendix, we call NTD-C/R with Relall and Rel2 measures C/R-A and C/R-B, 
respectively. For C/R-B, the first version of DPC/R, called DPC/R-1, requires all (s, t) 
simple paths as its input, while its second version, called DPC/R-2, uses only k (s, t) 
simple paths to improve the time efficiency of DPC/R-1 while producing similar 
results. Note that our work in Appendix B has been published in [4]. 
B.1 Dynamic Programming Formulation 
The following dynamic programming (DP) formulation defines C/R-B:   
C[i, ř]=Cost(Pi) for i=1 with Rel2(Pi)≥r                                                         (B.1) 
C[i, ř]= for i=1 with Rel2(Pi)<r                                                                           (B.2)  
C[i, ř]=Min(C[i-1, ř], Cost(Pi)) for i>1, and Rel2(Pi)≥r                                         (B.3)  
 C[i, ř]=Min(C[i-1, ř], Cost(L[i-1, j]  Li)) for i>1,  jř, 
 and Rel2(L[i-1, j]  Li)≥r                                                                                      (B.4) 
Equations (B.1), (B.2), (B.3) and (B.4) are respectively equivalent to Eq. (4.5), (4.6), 
(4.7) and (4.8) for C/R-A, described in Section 4.2, except for (i) Cost(Pi) and 
Cost(STi), (ii) Rel2(Pi) and Relall(STi), and (iii) the contents of their DP tables. 
Specifically, the DP table used for Eq. (B.1) to (B.4) store information related to (s, t) 
paths and Rel2, in contrast to that for Eq. (4.5) to (4.8) that store information related to 
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spanning trees and Relall; as an example, R[i, c] in the former stores Rel2 while that for 
the latter stores Relall values. Notice that the algorithm and analysis in Section 4.3 
apply to DPC/R-1 with Rel2 measure.  
B.2 Illustrating Example 
To illustrate DPC/R-1 to solve C/R-B, consider the CN in Fig. 2.2 with the following 
sequence of PG=(P1=(2,5,8), P2=(2,5,6,7), P3=(2,5,4,3,7), P4=(1,3,6,8), P5=(1,3,7), 
P6=(1,4,6,7), P7=(1,4,8)) and Rmin=0.76. Table 2.2 shows the network’s link reliability 
and cost, and path reliability and cost. DPC/R-1 constructs the DP table shown in Table 
B.1, and obtains the best topology in Fig. B.1 using Eq. (B.1) - Eq. (B.4).. Each row 
of the table considers a Pi for possible selection and its columns are labelled by 
reliability values from 0 to Řmin.  
Since Rel2(P1)=0.486, DPC/R-1 sets C[1, ř]=12, R[1, ř]=0.49, X[1, ř]=(P1) and L[1, 
ř]=(2, 5, 8) for ř=0, …, 49 with j=J[1, ř]=49. Further, Eq. (B.1) initializes the first row 
with C[1, ř]=∞, R[1, ř]=0, X[1, ř]=( ) and L[1, ř]=( ) for ř=50, …, Řmin and thus J[1, 
ř]=Řmin=83.  
Next, for P2 with Rel2(P2)=0.226, Eq. (B.3), for ř=0, …, 49, produces C[2, ř]=C[1, ř], 
R[2, ř]=R[1, ř], X[2, ř]=X[1, ř] and L[2, ř]=L[1, ř], because C[1, ř]=12<Cost(P2)=15. 
For ř=50, …, Řmin, we consider j’s starting from ř=0 in row 1 with two values: j=J[1, 
ř]=49 and j=J[1, ř]=83. For j=49, Rel2((L[i-1,  j=49]=L1)  L2)=0.51; thus Eq. (B.4) 
selects both P1 and P2 at column ř=50, 51 and sets C[2, ř]=18, R[2, ř]=0.51, X[2, 
ř]=(P1, P2), L[2, ř]=(2, 5, 6, 7, 8) and j=51. Note that it is not possible to select both P1 
and P2 at column ř=0, ..., 49, because Cost(L1   L2)>C[1, ř]. For j=83, Eq. (B.4) 
produces exactly the same results at columns ř=52, ..., 83 in row 1. 
      145 
  
 
As another example, for P3 with Rel2(P3)=0.238 and j=49, Rel2((L[i-1,  j=49]=L1)  
L3)=0.50. However, because Cost(L3  L1)=20>C[2, ř], Eq. (B.4) does not select both 
P1 and P3 at column ř=0, …, 50 and does not update DP table for ř=0, …, 51. On the 
other hand, for j=51, Rel2((L[i-1,  j=51]=L1  L2)  L3)=0.52, and  thus Eq. (B.4) 
selects both P1, P2 and P3 at column ř=52 and sets C[3, ř]=24, R[3, ř]=0.52, X[3, ř]=(P1, 
P2, P3), L[3, ř]=(2, 3, 4, 5, 6, 7, 8) and j=52. 
Table B.1: DP table for CN with Rmin=0.76 in Fig. 2.2 
 
ř 
 
Pi 
0 to 44 
 
45 to 49 50 to 51 52 53 to 54 55 to 64 65 to 71 72 to 73 74 to 76  
P1 R[1, ř]=0.486 
C[1, ř]=12 
X[1, ř ]=(1) 
J[1, ř]=49 
0.486 
12 
(1) 
49 
( ) ( ) ( ) ( ) ( ) ( ) ( ) 
P2 0.486 
12 
(1) 
49 
0.486 
12 
(1) 
49 
0.510 
18 
(1,2) 
51 
( ) ( ) ( ) ( ) ( ) ( ) 
P3 
0.486 
12 
(1) 
49 
0.486 
12 
(1) 
49 
0.510 
18 
(1,2) 
51 
0.52 
24 
(1,2,3) 
52 
 
( ) ( ) ( ) ( ) ( ) 
P4 0.486 
12 
(1) 
49 
0.486 
12 
(1) 
49 
0.510 
18 
(1,2) 
51 
0.64 
23 
(1,4) 
64 
0.64 
23 
(1,4) 
64 
0.64 
23 
(1,4) 
64 
0.77 
25 
(1,2,4) 
77 
0.77 
25 
(1,2,4) 
77 
0.77 
25 
(1,2,4) 
77 
P5 0.441 
9 
(5) 
44 
0.486 
12 
(1) 
49 
0.543 
16 
(4,5) 
54 
0.543 
16 
(4,5) 
54 
0.543 
16 
(4,5) 
54 
0.71 
21 
(1,5) 
71 
0.71 
21 
(1,5) 
71 
0.77 
25 
(1,2,4) 
77 
0.77 
25 
(1,2,4) 
77 
P6 0.441 
9 
(5) 
44 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.763 
16 
(5,6) 
76 
P7 0.441 
9 
(5) 
44 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.729 
12 
(6) 
73 
0.763 
16 
(5,6) 
76 
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      Fig. B.1: The best solution of NTD-C/R with Rmin=0.76 for CN in Fig. 2.2 
Repeating the steps for P4 to P7, DPC/R-1 obtains X[7, Řmin]=(P5, P6) with reliability 
R[7, Řmin]=0.763, cost C[7, Řmin]=16 and L[7, Řmin]=(1, 3, 4, 7, 8). The best topology 
Gmin, shown in Fig. B.1, is obtained by selecting all links in the paths (P5, P6). 
B.3 Order Criteria 
The five order criteria, described in Section 3.3.4, can be used for DPC/R with Rel2 
measure. In this appendix, we propose another order criterion, called OC6, that uses 
the Lagrange Relaxation technique proposed in [51] to compute wj as: 
                                       wj=cj+ηw×(-logrj)                                                          (B.5) 
The value of η should be set properly to minimize Cost(G) and to maximize Rel2(G). 
For DP/RD problem that generates -edge disjoint paths with minimum cost, the 
authors [51] set ηw as: 
                                       ηw=×Dmin/log(R)                                                         (B.6) 
1 
s=1 
5 t=6 
2 4 
8 
4 
7 
3 
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Where Dmin is the minimum delay of all possible disjoint paths in the network. For our 
problem, we replace Dmin in Eq. (B.6) with Cmin, i.e., the minimum cost of all possible 
paths in the network to obtain: 
                                           ηw=×Cmin/log(Rmin)                                               (B.7)  
One can obtain Cmin using Dijkstra’s algorithm [26]. Since our problem considers only 
one simple path, we set =1 in Eq. (B.7); our experiments in Section 4.4.1 verifies the 
optimality of the chosen value for  as compared to other values.  
For each order criterion, we use Yen’s algorithm [46] to generate all (s, t) paths in 
increasing weight order. The path weight is calculated as the summation of the weight 
of each link in the path. For example, using OC1 and OC6, we obtain order 
(P6,P5,P1,P4,P7,P2,P3), and (P5,P2,P6,P3,P1,P7,P4), respectively, for the paths in Table 
2.2. 
B.4 Algorithm Analysis 
The algorithm analysis in Section 4.3.3, except for its time complexity, applies to 
DPC/R with Rel2 measure. The time complexity of DPC/R for this case is calculated 
as follows. Recall that, without using any order criterion, DPC/R-1 requires 
O(×nr×|V|4+m×|E|×Řmin); see Section 4.3.3.3. Since Dijkstra’s algorithm requires a 
time complexity of O(|V|2×log|V|), calculating all wj’s takes O(|E|), and Yen’s 
algorithm requires O(m×|V|×(|E|+|V|×log|V|)) to generate m paths of the network and 
therefore DPC/R-1 requires in total   
O((×nr×|V|4+m×|E|×Řmin)+(|V|2×log|V|+|E|+m×|V|×(|E|+|V|×log|V|))=O(×m×|V|4) 
time. For the second improvement, we propose using Yen’s algorithm [46] to generate 
only the first k≥1 least weighted paths in order. Thus, this improvement does not 
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require all (s, t) paths a priori, which improves DPCR-1’s time complexity while 
producing almost the same result as compared to using all paths in the network, this 
version of DPC/R-1, called DPC/R-2. Since there is no effective way for setting the 
value of k a priori, we set k dynamically following the method in Section 4.3.5. Since 
Yen’s algorithm requires a time complexity of 
O(|V|2×log|V|+|E|+k×|V|×(|E|+|V|×log|V|)) to generate the first k least weighted paths, 
DPC/R-2 has a time complexity of O((×nr×|V|4+k 
×|E|×Řmin)+((|V|2×log|V|+|E|+k×|V|×(|E|+|V|×log|V|)))|))=O(×(|V|4)), since k and nr 
are constants, |E||V|2 and k×Řmin.  
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Appendix C 
Simulation data 
C.1 The Topology of Networks in Table 2.3 and 2.4  
 
Fig C.1 shows the configuration of each of the 20 CNs described in Tables 2.3 and 2.4 
of Section 2.6.1. For each 𝐶𝑁𝑛
|𝑉|,|𝐸|
 and 𝐶𝑁𝑚
|𝑉|,|𝐸|
, a tuple ((x, y), cj, rj, bj) in Fig. C.1 
denotes a link between nodes x and y ((x, y)), and its cost (cj), reliability (rj), and 
bandwidth (bj); notice that n and m are the number of spanning trees and (s, t) paths 
respectively.  
Topology: 𝐶𝑁8
4,5
 (Table 2.3) and 𝐶𝑁4
4,5
(Table 2.4) 
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((2,3),2,0.7,6), ((2,4),4,0.9,5), ((3,4),6,0.9,4) 
Topology: 𝐶𝑁21
5,8  (Table 2.3) and 𝐶𝑁9
5,8
 (Table 2.4)  
Links: ((1,2),5,0.9,8), ((1,3),2,0.7,6), ((1,4),3,0.6,3), ((2,4),4,0.9,5), ((2,5),4,0.6,4), 
           ((3,4),6,0.9,4), ((3,5),2,0.7,6), ((4,5),3,0.9,8) 
Topology:𝐶𝑁21
6,8
 (Table 2.3) and 𝐶𝑁7
6,8 (Table 2.4) 
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((2,4),2,0.7,6), ((2,5),4,0.9,5), ((3,5),6,0.9,4),     
           ((4,5),4,0.6,4), ((4,6),2,0.7,6), ((5,6),3,0.9,8) 
Topology:𝐶𝑁55
6,9
  (Table 2.3) and 𝐶𝑁13
6,9  (Table 2.4) 
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((2,3),2,0.7,6), ((2,4),4,0.9,5), ((3,4),6,0.9,4),   
           ((3,5),4,0.6,4), ((5,4),2,0.7,6), ((4,6),3,0.9,8), ((5,6),2,0.9,6) 
Topology:𝐶𝑁368
7,12
 (Table 2.3) and 𝐶𝑁25
7,12
   (Table 2.4) 
Links: ((1,2),5,0.9,8), ((2,5),3,0.6,3), ((2,7),2,0.7,6), ((1,3),4,0.9,5), ((3,5),6,0.9,4),  
           ((5,7),4,0.6,4), ((1,4),2,0.7,6), ((4,3),3,0.9,8), ((3,6),2,0.9,6), ((5,6),4,0.9,3),  
           ((4,6),3,0.9,5), ((6,7),2,0.9,7) 
Topology:𝐶𝑁1033
7,15
 (Table 2.3) and  𝐶𝑁14
7,15
 (Table 2.4) 
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((1,4),2,0.7,6), ((3,2),4,0.9,5), ((3,5),6,0.9,4),  
           ((3,6),4,0.6,4), ((3,4),2,0.7,6), ((2,5),3,0.9,8), ((5,6),2,0.9,6), ((5,1),4,0.9,3),  
           ((4,6),3,0.9,5), ((2,7),2,0.9,7), ((5,7),3,0.9,13), ((6,7),4,0.9,9), ((4,7),3,0.9,7) 
Topology:𝐶𝑁247
8,12  (Table 2.3) and   𝐶𝑁20
8,12
 (Table 2.4) 
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((3,2),2,0.7,6), ((4,2),4,0.9,5), ((3,4),6,0.9,4),  
           ((3,6),4,0.6,4), ((4,5),2,0.7,6), ((7,5),3,0.9,8), ((5,6),2,0.9,6), ((7,8),4,0.9,3),   
           ((8,6),3,0.9,5), ((4,7),2,0.9,7) 
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Topology:𝐶𝑁256
8,12  (Table 2.3) and  𝐶𝑁24
8,12
 (Table 2.4)  
Links: ((1,2),5,0.9,8), ((2,3),3,0.6,3), ((1,3),2,0.7,6), ((1,4),4,0.9,5), ((3,4),6,0.9,4),  
           ((3,7),4,0.6,4), ((4,6),2,0.7,6), ((4,5),3,0.9,8), ((5,6),2,0.9,6), ((5,8),4,0.9,3),   
           ((7,8),3,0.9,5), ((8,7),2,0.9,7) 
Topology:𝐶𝑁576
8,13  (Table 2.3) and  𝐶𝑁29
8,13
 (Table 2.4)  
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((1,4),2,0.7,6), ((2,3),4,0.9,5), ((3,4),6,0.9,4),  
           ((2,5),4,0.6,4), ((3,6),2,0.7,6), ((4,7),3,0.9,8), ((5,6),2,0.9,6), ((6,7),4,0.9,3),   
           ((5,8),3,0.9,5), ((8,7),2,0.9,7), ((6,8),3,0.9,13) 
Topology:𝐶𝑁171
9,12
(Table 2.3) and  𝐶𝑁13
9,12
 (Table 2.4)  
 Links: ((1,5),5,0.9,8), ((1,2),3,0.6,3), ((2,3),2,0.7,6), ((3,4),4,0.9,5), ((4,5),6,0.9,4),  
            ((7,5),4,0.6,4), ((3,6),2,0.7,6), ((7,6),3,0.9,8), ((3,8),2,0.9,6), ((7,8),4,0.9,3),  
            ((7,9),3,0.9,5), ((8,9),2,0.9,7) 
Topology: 𝐶𝑁327
9,13 (Table 2.3) and  𝐶𝑁18
9,13
  (Table 2.4) 
Links: ((3,4),5,0.9,8), ((2,3),3,0.6,3), ((1,2),2,0.7,6), ((1,6),4,0.9,5), ((6,5),6,0.9,4),  
           ((4,5),4,0.6,4), ((3,7),2,0.7,6), ((2,9),3,0.9,8), ((9,8),2,0.9,6), ((7,8),4,0.9,3), 
           ((8,2),3,0.9,5), ((5,7),2,0.9,7), ((3,8),3,0.9,13) 
Topology:𝐶𝑁647
9,14
 (Table 2.3) and  𝐶𝑁44
9,14
 (Table 2.4) 
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((2,3),2,0.7,6), ((2,4),4,0.9,5), ((2,5),6,0.9,4),  
           ((3,5),4,0.6,4), ((5,4),2,0.7,6), ((4,8),3,0.9,8), ((4,6),2,0.9,6), ((5,7),4,0.9,3),  
           ((6,8),3,0.9,5), ((6,7),2,0.9,7), ((8,7),3,0.9,13), ((8,9),4,0.9,9) 
Topology: 𝐶𝑁2112
10,21  (Table 2.3) and   𝐶𝑁64
10,21 (Table 2.4) 
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((1,4),2,0.7,6), ((5,10),4,0.9,5), 
((8,10),6,0.9,4),  
           ((9,10),4,0.6,4), ((2,5),2,0.7,6), ((2,6),3,0.9,8),((2,3),2,0.9,6), ((7,3),4,0.9,3),  
  ((4,9),3,0.9,5), ((4,3),2,0.9,7), ((5,6),3,0.9,13), ((8,9),4,0.9,9), 
((9,7),3,0.9,7),  
  ((6,3),4,0.9,8), ((5,8),3,0.9,10), ((4,7),3,0.9,7), ((3,8),2,0.9,11),  
  ((7,8),4,0.9,8),((7,8),2,0.8,13) 
Topology: 𝐶𝑁1598
11,21 (Table 2.3) and   𝐶𝑁18
11,21
 (Table 2.4)  
Links: ((1,2),5,0.9,8), ((1,4),3,0.6,3), ((1,6),2,0.7,6), ((1,8),4,0.9,5), ((2,4),6,0.9,4),  
           ((2,3),4,0.6,4), ((3,4),2,0.7,6), ((10,3),4,0.9,3), ((4,10),3,0.9,5), 
((4,5),2,0.9,7), 
           ((5,6),3,0.9,13), ((6,7),4,0.9,9), ((8,7),3,0.9,7), ((7,9),4,0.9,8), 
((9,11)2,0.8,13), 
           ((5,7),3,0.9,10), ((5,11),3,0.9,7), ((4,6),3,0.9,8),((6,8),2,0.9,6), 
((9,5),2,0.9,11),  
           ((10,11),4,0.9,8) 
Topology: 𝐶𝑁3666
13,22 (Table 2.3) and   𝐶𝑁281
13,22
 (Table 2.4)  
Links: ((1,2),5,0.9,8), ((2,3),3,0.6,3), ((2,5),2,0.7,6), ((1,3),4,0.9,5), ((3,6),6,0.9,4),  
           ((6,9),4,0.6,4), ((9,11),2,0.7,6), ((9,10),3,0.9,8),((6,10),2,0.9,6), 
((5,6),4,0.9,3),  
           ((4,5),3,0.9,5), ((4,3),2,0.9,7), ((8,4),3,0.9,13), ((7,3),4,0.9,9), 
((8,7),3,0.9,7),   
           ((8,12),4,0.9,8), ((11,12),3,0.9,10), ((12,7),3,0.9,7), ((13,11),2,0.9,11),  
           ((7,13),4,0.9,8), ((10,12),2,0.8,13), ((1,4),3,0.7,9) 
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Topology: 𝐶𝑁7683 
16,30 (Table 2.3) and  𝐶𝑁36
16,30
 (Table 2.4) 
Links: ((1,2),5,0.9,8), ((1,4),3,0.6,3), ((1,7),2,0.7,6), ((1,9),4,0.9,5), 
((1,13),6,0.9,4),  
           ((3,2),4,0.6,4), ((2,4),2,0.7,6), ((4,7),3,0.9,8),(9,7),2,0.9,6), ((9,13),4,0.9,3),  
           ((15,3),3,0.9,5), ((3,4),2,0.9,7), ((4,15),3,0.9,13), ((5,4),4,0.9,9),  
           ((6,5),3,0.9,7), ((7,6),4,0.9,8), ((7,8),3,0.9,10), ((8,9),3,0.9,7),     
           ((8,6),2,0.9,11), ((10,9),4,0.9,8),((10,8),2,0.8,13), ((9,12),3,0.7,9), 
           ((9,14),2,0.9,11), ((12,14),4,0.9,8), ((6,16),3,0.6,7),((12,6),4,0.9,12), 
           ((6,11),3,0.7,6), ((12,11),4,0.8,9), ((15,16),2,0.7,7), ((12,16),3,0.9,10) 
Topology: 𝐶𝑁9471 
17,25
 (Table 2.3) and  𝐶𝑁136
17,25
 (Table 2.4) 
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((1,4),2,0.7,6), ((2,5),4,0.9,5), ((2,6),6,0.9,4),  
           ((3,7),4,0.6,4), ((3,8),2,0.7,6), ((4,9),3,0.9,8),((4,10),2,0.9,6), ((6,7),4,0.9,3),  
           ((8,9),3,0.9,5), ((5,10),2,0.9,7), ((5,11),3,0.9,13), ((12,16),4,0.9,9),  
           ((7,13),3,0.9,7), ((14,8),5,0.9,8), ((9,15),3,0.9,10), ((10,16),3,0.9,7),     
           ((11,12),4,0.9,11), ((13,14),4,0.9,7),((15,16),2,0.8,13), ((11,17),3,0.7,9), 
           ((12,17),2,0.9,11), ((14,17),4,0.9,8), ((17,16),3,0.6,7) 
Topology: 𝐶𝑁21456 
18,27  (Table 2.3) and   𝐶𝑁282
18,27
 (Table 2.4)  
Links: ((1,2),5,0.9,8), ((1,7),3,0.6,3), ((1,3),2,0.7,6), ((2,3),4,0.9,5), ((2,6),6,0.9,4),  
           ((3,4),4,0.6,4), ((4,7),2,0.7,6), ((3,5),3,0.9,8),((3,17),2,0.9,6), ((5,6),4,0.9,3),  
           ((6,7),3,0.9,5), ((8,5),2,0.9,7), ((8,11),3,0.9,13), ((11,15),4,0.9,9),  
           ((5,9),3,0.9,7), ((9,11),5,0.9,8), ((9,12),3,0.9,10), ((12,16),3,0.9,7),     
           ((10,7),2,0.9,11), ((10,12),4,0.9,7), ((10,13),2,0.8,13), ((13,14),3,0.7,9), 
           ((12,17),4,0.9,11), ((14,17),4,0.9,8), ((5,16),3,0.6,7), ((15,18),4,0.9,12), 
           ((17,18),3,0.7,6) 
Topology: 𝐶𝑁24173
20,30
  (Table 2.3) and 𝐶𝑁780
20,30
(Table 2.4) 
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((1,4),2,0.7,6), ((2,5),4,0.9,5), ((2,6),6,0.9,4),  
           ((3,7),4,0.6,4), ((3,8),2,0.7,6), ((4,9),3,0.9,8), ((4,10),2,0.9,6), 
((5,10),4,0.9,3),  
           ((5,11),3,0.9,5), ((6,12),2,0.9,7), ((6,7),3,0.9,13), ((13,7),4,0.9,9),  
           ((8,14),3,0.9,7), ((9,8),4,0.9,8), ((9,15),3,0.9,10), ((10,16),3,0.9,7),     
           ((11,17),2,0.9,11), ((11,12),5,0.9,8),((12,18),2,0.8,13), ((13,18),3,0.7,9), 
           ((13,14),4,0.9,11), ((19,14),4,0.9,7), ((15,19),3,0.6,7), ((15,16),4,0.9,12), 
           ((16,17),3,0.7,6), ((17,20),4,0.8,9), ((18,20),2,0.7,7), ((19,20),3,0.9,10) 
Topology: 𝐶𝑁18257 
21,26
 (Table 2.3) and  𝐶𝑁44
21,26
 (Table 2.4)  
Links: ((1,2),5,0.9,8), ((1,3),3,0.6,3), ((2,3),2,0.7,6), ((2,5),4,0.9,5), ((2,4),6,0.9,4),  
           ((3,7),4,0.6,4), ((5,6),2,0.7,6), ((8,5),3,0.9,8),((9,5),2,0.9,6), ((7,11),4,0.9,3),  
           ((10,12),3,0.9,5), ((10,13),2,0.9,7), ((12,16),3,0.9,13), ((17,21),4,0.9,9),  
           ((4,7),3,0.9,7), ((7,6),5,0.9,8), ((10,9),3,0.9,10), ((12,11),3,0.9,7),     
           ((14,8),4,0.9,11), ((14,17),4,0.9,7),((15,13),2,0.8,13), ((16,18),3,0.7,9), 
           ((18,19),2,0.9,11), ((19,20),4,0.9,8), ((17,15),3,0.6,7),((21,20),4,0.9,12) 
            
 
Fig. C.1: Topology configuration for the 20 CN’s in Table 2.3 and 2.4 
 
C.2 Cost matrices for the 76 networks from [12]  
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Let K|v| denote a fully connected network with |V| nodes. Note that K|v| has |V|(|V|-1)/2 
links. The following shows the cost matrices of K6, K7, K8, K9, K10, K11 that are 
obtained from [12]. Section 2.6.1 describes how to use the 26 matrices to generate the 
76 networks in [12].   
Cost Matrices for K6: 
 
                                 Matrix 1                                                           Matrix 2 
  1 2 3 4 5 6        1 2 3 4 5 6  
                     
1  - 3 23 31 62 38     1  - 22 32 56 79 79  
2   -  12 5 80 46     2   - 81 80 100 50  
3    -  39  85 34     3    - 75 47 33  
4     - 95 72     4     - 42 71  
5      - 84     5      - 4  
6       -     6       -  
                     
                                Matrix 3                                                         Matrix 4  
               Matrix 5 
 
 
 
 
 
 
 
 
 
Cost Matrices for K7  
 
              Matrix 1                                                              Matrix 2  
  1 2 3 4 5 6        1 2 3 4 5 6  
                       
1  - 96 96 21 27 48       1  - 27 24 48 19 74  
2   -  90  47 37 41     2   - 48 76 84 95  
3    -   72 30 24     3    - 21 61 31  
4     - 79 68     4     - 80 5  
5      - 59     5      - 80  
6       -     6       -  
                     
  1 2 3 4 5 6  
         
1  - 52 88 68 96 45  
2   - 21 8 94 5  
3    - 55 79 50  
4     - 12 25  
5      - 5  
6       -  
         
  1 2 3 4 5 6 7        1 2 3 4 5 6 7  
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                      Matrix 3                                                               Matrix 4  
      
                                                                 Matrix 5 
 
 
 
 
 
 
 
 
 
 
Cost Matrices for K8  
 
                           Matrix 1                                                                 Matrix 2  
 
  1 2 3 4 5 6 7 8       1 2 3 4 5 6 7 8  
                         
1  - 59 19 98 77 35 40 93     1   - 35 47 82 8 38 29 7  
2   -  68 39 16 48 12  81     2   -  70   25   45   87   67   62    
3    -  17 41 24 89 41     3    -  47 9 47 34 14  
4     - 60 23 72 45     4     - 64   58   5   82   
5      - 23 51 84     5      - 81 75 85  
6       - 54 1     6       - 61   33   
1  - 65 53 35 61 34 21     1  - 32 87 40 70 25 16  
2   -  58 62 44 73 95     2   - 99 32 95 79 65    
3    -   30 17 25 30     3    - 27 77 22 60    
4     - 4 10 3     4     - 49 56 2  
5      - 45 22     5      - 40 13  
6       - 16     6       - 42  
7        -     7        -   
                       
  1 2 3 4 5 6 7       1 2 3 4 5 6 7  
                       
1  - 16 52 83 79 39 30     1  - 28 7 14 37 49 96  
2   -  86 64 25 71 46     2   - 7 94 24 11 51    
3    -   24 34 48 8     3    - 2 95 24 23    
4     - 78 75 40     4     - 35 54 25  
5      - 52 67     5      - 36 88  
6       - 84     6       - 16  
7        -     7        -   
                       
  1 2 3 4 5 6 7  
          
1  - 52 54 11 2 80 85  
2   -  7 72 22 29 98    
3    -   20 92 36 39    
4     - 94 56 69  
5      - 15 66  
6       - 8  
7        -   
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7        - 33     7        - 54  
8         -      8         -   
                         
 
 
 
 
 
                            Matrix 3                                                                 Matrix 4                         
 
  1 2 3 4 5 6 7 8       1 2 3 4 5 6 7 8  
                         
1  - 19 91 21 21 34 81 76     1  - 29 50 45 96 93 85 28  
2   -  53   14   86   2   87   65       2   -  69   73   93   71   88   52     
3    -  7 67 24 25 41     3    -  50 18 31 41 29   
4     - 50   32   25   5       4     -  21  40   46   20    
5      - 61 99 69      5      - 65 79 20  
6       - 70   81      6       - 69   9    
7        - 46     7        - 42  
8         -      8         -   
                         
 
                                                               Matrix 5 
  
  1 2 3 4 5 6 7 8  
           
1  - 49 48 33 38 100 21 4  
2   -  48   68   66   34   5   35    
3    -  60 68 85 11 76  
4     - 59   31   4   5    
5      - 91 9 92  
6       - 91   23   
7        - 9  
8         -   
           
Cost Matrices for K9  
 
                            Matrix 1                                                            Matrix 2 
 
  1 2 3 4 5 6 7 8 9       1 2 3 4 5 6 7 8 9  
                           
1  - 37 77 61 97 58 41 63 3     1  - 36 68 98 5 1 98 85 85  
2   -  40   30   4 53 61 37 63       2   -  13   87   79 52 62 91 72   
3    -  56   63 71 13 90 34       3    -  73   6 82 48 89 42   
4     - 33 70 39 7 35     4     - 20 38 49 17 81  
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5      - 89 55 97 65     5      - 7 65 58 18  
6       - 23 57 88     6       - 21 20 62  
7        - 2 70     7        - 69 92  
8         - 77     8         - 8  
9          -      9          -   
                           
                  
                        
 
                         Matrix 3                                                               Matrix 4  
 
  1 2 3 4 5 6 7 8 9       1 2 3 4 5 6 7 8 9  
                           
1  - 51 44 76 96 61 2 96 42     1  - 45 58 64 26 78 33 72 14  
2   -  93   91   98 47 39 72 74      2   -   21  70   11 3 86 53 97   
3    -  82   52 14 8 88 33      3    -   89  56 76 39 39 54   
4     - 78 31 11 28 42     4     - 27 94 22 52 7  
5      - 8 67 66 55     5      - 51 81 5 90  
6       - 5 36 40     6       - 3 20 29  
7        - 57 33     7        - 43 83  
8         - 12     8         - 58  
9          -      9          -   
                           
     Matrix 5 
 
  1 2 3 4 5 6 7 8 9  
            
1  - 99 25 52 67 12 66 10 40  
2   -  49   29   99 25 48 51 58   
3    -  27  23 52 5 87 47   
4     - 6 14 48 66 80  
5      - 13 69 72 73  
6       - 41 43 68  
7        - 10 25  
8         - 79  
9          -   
            
 
Cost Matrices for K10 
 
                                  Matrix 1                                                            Matrix 2  
 
  1 2 3 4 5 6 7 8 9 10      1 2 3 4 5 6 7 8 9 10  
                            
1  - 8 95 51 5 10 8 88 100 86    1  - 24 26 69 25 48 3 82 45 98  
2   -  97   37   5 9 57 15 29 20     2   -  12   75   22 33 82 54 4 82   
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3    -   66  23 21 25 51 16 28     3    -  30   8 75 38 21 79 23   
4     - 2 39 4 18 72 82    4     - 67 18 64 50 78 12  
5      - 7 86 72 61 31    5      - 72 92 94 21 96  
6       - 53 81 12 39    6       - 5 81 18 84  
7        - 11 7 28    7        - 19 37 34  
8         - 10 87    8         - 7 98  
9          - 51    9          - 50  
10           -     10           -   
            
                                    Matrix 3                                                                                  Matrix   4 
                                                                    Matrix 5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Cost Matrices for K11 
                                                                 Matrix 1 
  1 2 3 4 5 6 7 8 9 10 11  
              
1  - 9 37 33 7 14 42 47 25 73 86  
2   -  98 79 99 46 46 16 98 47 31  
  1 2 3 4 5 6 7 8 9 10      1 2 3 4 5 6 7 8 9 10  
                            
1  - 25 68 72 76 91 62 64 91 21    1  - 77 35 17 78 93 22 28 41 10  
2   -  58   95   61 17 38 22 82 62     2   -  4   36   43 18 97 84 20 89   
3    -  68   83 89 98 61 71 21     3    -  8   97 43 53 85 59 86   
4     - 43 34 33 28 53 26    4     - 12 84 99 42 14 80  
5      - 26 96 3 3 94    5      - 67 32 18 79 91  
6       - 33 9 90 37    6       - 98 28 42 60  
7        - 17 17 69    7        - 61 80 87  
8         - 72 64    8         - 78 73  
9          - 66    9          - 98  
10           -     10           -   
                            
  1 2 3 4 5 6 7 8 9 10  
             
1  - 37 77 43 60 80 22 66 10 52  
2   -  8   19   60 27 58 74 4 56   
3    -  84   92 67 51 43 82 83   
4     - 95 94 10 97 18 21  
5      - 53 90 60 34 73  
6       - 59 7 100 87  
7        - 80 73 47  
8         - 35 62  
9          - 67  
10           -   
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3    - 81 49 28 50 22 26 11 74  
4     - 47 17 92 98 66 65 37  
5      - 42 14 55 22 65 93  
6       - 23 62 57 30 57  
7        - 30 3 94 25  
8         - 36 53 49  
9          - 21 39  
10           - 43  
11            -  
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