We study the properties of the likelihood-ratio test for unobserved heterogeneity in duration models using mixtures of exponential and Weibull distributions proposed by Cho and White (2010). As they note, this involves a nuisance parameter identified only under the alternative. We apply the asymptotic critical values in Cho and White (2010) and compare these with Hansen's (1996) weighted bootstrap. Our Monte Carlo experiments show that the weighted bootstrap provides superior asymptotic critical values.
Introduction
first addressed the subject of testing procedures involving parameters not identified under the null. These are now commonly encountered in the modern econometrics literature. For example, Engle and Watson (1987) pointed out that Rosenberg's (1973) conditional heteroskedasticity test involves parameters not identified under the null of conditional homoskedasticity. The generalized autoregressive conditional heteroskedasticity (GARCH) model of Bollerslev (1986) has this feature as well, as specifically examined by Andrews (2001) . More recently, White (2007, 2010) have provided likelihood-ratio (LR) methods for testing for regime switching and unobserved heterogeneity using models with parameters not identified under the null.
The finite sample properties of these tests, and, in particular, the LR test are crucially dependent upon the application of appropriate critical values. In practice, there may be a variety of ways to obtain these, and the various approaches can yield different results. Specifically, in some applications, asymptotic critical values are known and perform quite adequately. In other cases, asymptotic critical values may be unknown, or they may perform poorly. Nevertheless, some form of bootstrap procedure can often give useful critical values in these cases. An especially convenient method applicable to procedures involving nuisance parameters not identified under the null is Hansen's (1996) weighted bootstrap.
Here, our goal is to examine the performance of the LR test for a specific model with nuisance parameters not identified under the null, comparing the use of asymptotic critical values to those obtained using Hansen's (1996) weighted bootstrap. In particular, we undertake extensive, large-scale simulations to investigate the performance of a test for unobserved heterogeneity in duration models proposed by Cho and White (2010) .
Asymptotic critical values are typically not easy to obtain for such tests, but Cho and White (2010) derive readily computed asymptotic critical values. This creates an un-usual opportunity to compare their performance to those obtained from the weighted bootstrap. Our results strongly support the preferred use of the weighted bootstrap in this case. Although there can be no guarantee that these results necessarily generalize to other cases, the strength of the results here and the relative ease of computing the weighted bootstrap support a recommendation to use Hansen's (1996) weighted bootstrap as a default procedure for inference in models with nuisance parameters not identified under the null.
We investigate precisely the same data generating processes (DGPs) and models for the uncensored duration models examined by Cho and White (2010) , who test for unobserved heterogeneity using a LR statistic designed to detect discrete mixtures of exponential or Weibull distributions. In Section 2, we briefly discuss the model and the two different methods for constructing critical values. We report the results of Monte Carlo experiments in Section 3, comparing the performances of the asymptotic and weighted bootstrap critical values. Section 4 contains a summary and concluding remarks.
Testing for Unobserved Heterogeneity
Cho and White (2010) consider a conditional Weibull probability model for duration data (Y t ∈ R + ) given explanatory variables (X t ∈ R k ) having typical model element f (y | X t ; δ, β, γ) ≡ δγg(X t ; β)y γ−1 exp(−δg(X t ; β)y),
for (δ, β , γ) ∈ D × B × Γ ⊂ R + × R d × R + , where g(X t ; · ) is four times continuously differentiable. This Weibull model nests the exponential as a special case when γ = 1.
Cho and White (2010) specify a DGP with possible unobserved heterogeneity having a discrete mixture structure:
heterogeneity and the heterogeneous alternative are then
; or π * = 0 and α * 2 = 1; versus
The LR statistic for testing unobserved heterogeneity is
where n is the sample size, and (δ n ,β n ,γ n ) and (π n ,α 1n ,α 2n ,β an ,γ an ) are the maximumlikelihood estimators (MLEs) under the null and alternative, respectively. That is, the MLEs (δ n ,β n ,γ n ) and (π n ,δ 1n ,δ 2n ,β an ,γ an ) solve
respectively, withα 1n ≡δ 1n /δ n ,α 2n ≡δ 2n /δ n .
The asymptotic distribution of the LR statistic is non-standard, as there is an unidentified parameter under the null, as well as a boundary parameter. As Cho and White (2010) show, LR n converges in distribution to a function of a Gaussian process under the null. Specifically,
where G is a standard Gaussian process with mean zero and variance one for every α and a covariance structure that differs from case to case. Their theorem 1 derives various covariance structures under exponential and Weibull distribution assumptions, and their theorem 2 shows that these asymptotic null distributions can be obtained by simulating specific Gaussian processes. As is apparent from (3), the asymptotic null distribution of the LR test statistic also depends on A.
An alternative to using the asymptotic critical values is to apply Hansen's (1996) weighted bootstrap. For this, we specify a grid A m ⊂ A, and for each α in the grid we
Second, we generate Z jt ∼ IID N (0, 1) (t = 1, 2, . . . , n and j = 1, 2, . . . , J) to simulate the distribution of the LR statistic as the empirical distribution of
Third, we compare LR n to this empirical distribution by computing the proportion of simulated outcomes exceeding LR n . That is, we compute the empirical levelp n ≡
is the indicator function. This procedure is essentially the same as that used by Cho and White (2010) 
n , i = 1, ..., N ; and we compute the proportion of outcomes whosep (i) n is less than the specified level (e.g., α = 5%). That is, we compute N
Under the null, this converges to the significance level corresponding to the specified nominal level α, whereas this should converge to unity under the alternative.
Monte Carlo Experiments
For uncensored duration data, we consider the same DGPs as in Cho and White (2010) .
For level comparisons, these are:
where Exp( · ) and Weibull( ·, · ) denote the exponential and Weibull distributions respectively. For the third and fourth DGPs, we let X t ∼ IID N (0, 1).
These DGPs are estimated using the following parametric models: For power comparisons, we consider the following DGPs:
We consider nine choices for
where X t ∼ IID N (0, 1) as before, and δ t is a random variable generated by the following various distributions:
• Discrete mixture: δ t ∼ IID DM(0.7370, 1.9296; 0.5);
• Gamma mixture: δ t ∼ IID Gamma(5, 5);
• Log-normal mixture: δ t ∼ IID Log-normal(− ln(1.2)/2, ln(1.2));
• Uniform mixture I: δ t ∼ IID Uniform[0.30053, 2.3661];
• Uniform mixture II:
where DM(a, b; p) denotes a discrete mixture such that Cho and White (2010) .
As the conservative nature of the tests should lead us to expect, we see that rejection rates under the alternative are smaller than those for the level-adjusted experiments in Cho and White (2010) . As the other findings from these experiments are identical to those in Cho and White (2010), we do not restate them here.
Next, we conduct Monte Carlo experiments using the weighted bootstrap. The simulation results are presented in Tables 5, 6 , 7, and 8. The experimental design parameters are identical to those used to analyze censored data in Cho and White (2010) . Specifically, we let J = 500 and N = 5, 000 for Tables 5 and 6 ; and we take J = 500 and N = 2, 000 for Tables 7 and 8 . Tables 5 and 6 correspond to Tables 1 and 2 . For all nominal levels, the empirical rejection rates imply conservative inference, as they approach the nominal levels from below as n increases, similar to the previous case. Nevertheless, we see substantive differences from Tables 1 and 2 . First, the weighted bootstrap yields empirical rejection rates much closer to the nominal levels than we obtain using the asymptotic critical values. Second, we see much less level distortion as inf A approaches 1/2. Third, although the weighted bootstrap works well for mixtures of Weibulls, it works even better for mixtures of exponentials. Tables 7 and 8 present power performances corresponding to Tables 3 and 4 respectively, again testing at the nominal 5% level. As the sample size gets bigger, the empirical rejection rates approach 100% for every specification, just as in Tables 3 and   4 . Nevertheless, we also see differences between the results of Tables 7 and 8 and those of Tables 3 and 4 . First, for the mixtures of exponentials, the weighted bootstrap yields better power than using the asymptotic critical values. For small samples (n = 50 and 100), the weighted bootstrap always dominates use of the asymptotic critical values.
Nevertheless, results for the asymptotic critical values are roughly similar to those for the weighted bootstrap for larger n. Second, for the mixtures of Weibull distributions, the power using the weighted bootstrap is generally better than for the asymptotic critical values, although their behavior is critically dependent upon the parameter space A. , 3] or [2/3, 4], the asymptotic critical values outperform the weighted bootstrap. On the other hand, when inf A is close to 0.5 (i.e., when larger A's are considered), the weighted bootstrap performs better. We thus conclude that using the weighted bootstrap is preferable when a relatively larger parameter space A is used. This has practical importance, because researchers are typically unsure about the alternative and thus may tend to choose a larger parameter space to provide greater scope for the alternative.
Finally, Table 9 reports the additional CPU time required to compute weighted bootstrap p-values. These are average CPU times to compute one p-value, obtained by repeating the experiments 10 times. The environments for computing these are identical to the null DGPs reported in Tables 5 and 6 . They are computed using GAUSS installed on a 2.39 GHz personal computer. As these are computed using only 10 replications, the results may differ from other simulations conducted in different environments. In particular, when A is large and the sample size is large, we observe large variations in the CPU times. Nevertheless, Table 9 provides enough information to draw some plausible general conclusions. First, the CPU time for the weighted bootstrap increases substantially as the sample size and/or A get larger. Also, increasing the number of explanatory variables X t increases the CPU time. Second, Weibull models take more CPU time than exponential models. This is because the Weibull model has more parameters and thus requires more time to compute the associated scores. Third, and significantly, the weighted bootstrap does not demand a substantial amount of CPU time. Given the generally superior performance of the weighted bootstrap as to level, and the resulting improved power, this supports a recommendation that Hansen's (1996) weighted bootstrap be used as a default procedure for testing procedures of the sort considered here.
Concluding Remarks
Our goal here is to examine the performance of the LR test for a specific model with nuisance parameters not identified under the null, comparing the use of asymptotic critical values to those obtained using Hansen's (1996) weighted bootstrap. Specifically, we undertake extensive, large-scale simulations to investigate the performance of a test for unobserved heterogeneity in duration models proposed by Cho and White (2010) .
The availability of Cho and White's (2010) asymptotic critical values for this test makes it possible to compare their performance to critical values obtained from the weighted bootstrap. Our results strongly support the preferred use of the weighted bootstrap in this case. As we noted at the outset, there can be no guarantee that these results necessarily generalize to other cases. Nevertheless, the strength of the results here and the relative ease of computing the weighted bootstrap support a recommendation to use Hansen's (1996) weighted bootstrap as a default procedure for inference in models with nuisance parameters not identified under the null. Continued from previous page.
DGP: [5/9, 3] , and [5/9, 4], respectively. The LR statistics are indexed by these spaces, and the entries corresponding to 5% are identical to those in Cho and White (2010) . Continued from previous page.
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