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CHAPTER 1

INTRODUCTION

Classification, an important area of machine learning, is the process of assigning the input pattern or data item to one of the known classes or categories. The
output is a class label. Binary classification problem has two classes. A multi-class
classification problem has more than two classes. A lot of work has been done on
classification during the past 50 years. Researchers have developed many machine
learning algorithms and approaches including linear classifiers, artificial neural networks, decision trees, and statistical methods such as the Bayes classifier. Early focus
was on numerical data. A pattern vector was simply a small vector of real values.
Lately, data has become very complex. Today, the data item may be a textbook,
log event, voice message, photograph, video, or even a combination of many types of
data.
The classification problem is important because of its unlimited application
potential in diverse areas including science, technology, medicine, economics, business,
anthropology, and social media. The defense agencies have developed classifiers for
classifying an object as target or non-target. The medical imaging community uses
classification systems to classify a tumor as malignant or non-malignant. The credit
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card companies rely on classifiers for detecting fraudulent charges. The banks have
classifiers to identify customers for reducing credit limit to avoid defaults in the
future. The Self-driving technology constantly classifies the road ahead as drivable
or non-drivable.
Unless the problem is trivial, we cannot avoid misclassification. The misclassification error has two components, reducible error and irreducible error. The
irreducible error is due to noise and missing information. As the error is random,
there is no way for the classifier to account for it. If the missing information is critical for correct classification, then some patterns will be misclassified. The reducible
error, for a given training data, is due to the inadequacy of the chosen model. If the
model yields a much simpler decision boundary than the optimal, then we have a
case of high bias or under fitting. If the model yields a complex decision boundary
than optimal, then we have a case of high variance or over fitting. Even when the
classifier is optimized, there is always some level of bias and high variance which leads
to misclassification.
Several metrics have been developed to evaluate the performance of classifiers,
and help machine learning scientists to build good classifiers. Accuracy, precision,
recall, F1 score, and cross entropy are more widely used metrics than others. Accuracy
measures what percent of patterns are correctly classified. It is a good choice when
classes are well balanced in size or importance. If one class is much bigger than the
other or if one type of error is very costly than the other type, accuracy may not
be a good metric. Precision, which measures what fraction of the predicted positives
are truly positive, is used when high accuracy is needed in predicting positives. For
2

example, consider the classifier that identifies customers for reducing the credit limit
because of the fear of defaults in the future. If the precision is not high, then the
bank ends up reducing credit limits of good customers thereby causing customer
dissatisfaction. Recall, which measures what fraction of actual positives that are
correctly classified as positives, is used when we want to capture as many positives
as possible. For example, while classifying tumors as malignant or non-malignant,
ideally all malignant cases must be captured as malignant. F1 Score is used when one
is interested in striking a balance between precision and recall. The cross entropy is
used when the classifiers outputs are probabilities. In short, classification accuracy
is limited by noise, training data, and the complexity of the model. If all types of
mistakes are not equally costly, then the type of mistakes that are expensive must be
minimized.
Use of human beings in the loop in machine learning systems is often very
beneficial. The machine learning systems are expected to continue humans in the loop.
There are many illustrations of such applications. The “papsnet”, which classifies pap
smear as normal or malignant, uses a technician to check and correct all decisions
made by a neural network [1]. Here, the classifier is used as a second opinion. In
case of disagreement, the data item is referred to an expert. This is reasonable as
the number cases to be checked is usually small. Splunk uses humans in the loop to
check log files selected by the machine learning system to achieve high performance
in determining the occurrence of critical events [2]. In this case, checking all log
files is not practical because of the high volume of data. The corrections determined
by humans can be used as additional training data to improve the ML system. In
3

summary, the use of human experts in the loop is beneficial and should be given
consideration.
There are many real world applications which require a very high degree of
confidence in the correctness of the decision made by the data classifiers, human experts or machine learning algorithms. As an example, consider the classification of
VQ-scans as normal or abnormal. A VQ-scan consists of two sets of images, perfusion images and ventilation images. By comparing the two sets of images, a physician
classifies the scan as normal or abnormal. If a VQ-scan is classified as normal, then
the patient is considered healthy and no additional procedure is recommended. If a
VQ-scan is classified as abnormal, then the patient is assumed to suffer from Pulmonary Embolism (blood clot in the pulmonary artery) and immediate surgery is
recommended. Note, the consequence of misclassification is costly. If an abnormal
VQ-scan is classified as normal, the patient could die within days. If a normal VQ-scan
is classified as abnormal, then the patient goes through a major surgical procedure
which is totally unnecessary. In fact, many such surgeries are done each year, and
NIH estimates the cost associated with such unnecessary surgeries in billions of dollars. Therefore, in order to have high confidence on the classification of VQ-scans,
medical community has created a third category called “Intermediate” category. If
the physician is not very confident about the decision, the scan is assigned to the “Intermediate” category, and additional investigation is recommended to determine if
surgery is really needed [3]. Almost 30% of all VQ-scans are classified as intermediate
to increase the confidence in the decisions made normal or abnormal. Even trained
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physicians are not able to classify VQ-scans accurately because of noise and missing
information. This is also true for the machine learning systems.
In recent research studies at the University of Alabama in Huntsville on protein crystallization analysis, the crystallographer recommended having a third class
called “likely-leads” in addition to crystal and non-crystal categories [4, 5, 6, 7]. The
rationale is the fact that the missed crystals are likely to be classified as “likely-leads”
rather than “non-crystals”, and human experts can review them and classify manually. This approach was suggested to minimize the error of classifying crystals as
non-crystals.
From these two examples, it is clear that there are machine learning applications in areas such as medical diagnosis [8], disaster prediction [9], fraud detection
[10], etc. where the cost of misclassification is very high. Ideally, no pattern should be
misclassified. However, such expectation is not realistic. No classifier can guarantee
100% correct classification of all data items. A possible solution or trade-off to this
challenging problem is to develop an approach similar to what Nuclear Physicians
have adopted in the context of VQ-scan classification by human experts. Therefore,
it makes sense to allow the classifier to classify a data item only when the confidence
or certainty level is high, and refrain from making a decision if the confidence is not
high. The level of confidence required varies from application to application depending on the level of risk that can be tolerated. In other words, there is a trade-off
between the level of confidence in the decision made versus the percent or fraction of
patterns not classified or rejected by the classifier. As the required confidence level
increases, the fraction of patterns rejected by the classifier also increases.
5

In this dissertation, we propose a new machine learning method that boosts
our confidence in the correctness of the decision made by the classifier to a very level.
The specific characteristics of the proposed high confidence data classification method
are given below:
1. The method helps the classification learning model to achieve almost error free
classification by avoiding to classify “difficult to classify” patterns.
2. The method does not require the training data to explicitly identify the set of
difficult to classify patterns. This is usually not an easy task even for human
experts because they may not see the data the way the classifier does. In other
words, the proposed approach is not a multiclass classification method in which
training data includes examples of difficult to classify patterns.
3. The method empowers the learning model to learn to identify the set of difficult
to classify patterns automatically during training.
4. The classifier flags difficult to classify patterns for further investigation or consideration by human experts. In other words, the classifier refuses to classify difficult
to classify patterns and labels them as “rejects”.
5. The method allows the designers to strike a good balance or trade-off between the
classification accuracy and the rejection rate that is appropriate for the specific
application.

6

6. The method is capable of determining if the current learning model is not able to
achieve the desired trade-off between the classification accuracy and the rejection
rate. The method is likely to suggest a redesign if needed.
Research Approach
In the proposed new methodology, the classification model learns to identify
difficult-to-classify patterns and flags them as “rejects”. Now, for simplicity, consider
binary classification using a linear decision function. The classifier learns the decision
boundary (hyperplane) that partitions the pattern space into regions, positive region
(Class-1) and negative region (Class-2). In this case, difficult-to-classify patterns are
the patterns close to the decision boundary. As the distance of the pattern from the
hyperplane increases, assuming that the pattern is in the correct region, the certainty
increases. Therefore, we can take all patterns that are within a distance of b units
from the decision boundary as difficult-to-classify patterns. Essentially, the proposed
approach replaces the decision boundary by an “indeterminate region”. All patterns
in the indeterminate region are flagged as rejects. Other, patterns are classified as
usual.
It is important to note that in the training data none of the patterns are
labeled as difficult-to-classify. This task is not easy to do even for human experts
as the decision logic or the decision boundary is not unique, and they are unaware
of the logic or the decision boundary the learning model may learn during training.
Also, several disjoint regions of the pattern space may be associated with each class.
Therefore, the indeterminate region is determined as the model is trained. The exact
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method used for the determination of the difficult-to-classify patterns depends on the
classification model, and differs from model to model.
In this dissertation, the new methodology is evaluated by training and testing
two data classification models, the decision tree and the artificial neural networks.
The decision tree based the new methodology is called the “Else-Tree” and the neural
network based the new methodology is called the “WisdomNet”.
The dissertation is organized as follows. Chapter 2 summarizes various approaches taken by researchers to reduce the misclassification rate and increase the
confidence in the classification results. In Chapter 3, the methodology of the high
confidence data classification method is described. The development and evaluation
of the WisdomNet neural network are given in Chapter 4. Chapter 5 presents the
development and evaluation of the Else-Tree classifier. Finally, the conclusions and
recommendations for future research are provided in Chapter 6.
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CHAPTER 2

RELATED WORK

In the last decade, machine learning algorithms and approaches have boosted
the performance of classification models in many applications such as image recognition [11], speech recognition [12], natural language processing [13, 14], market prediction [15], medical diagnosis [16], cybersecurity [17]. Researchers typically aim to
optimize classification models to reduce classification error. Of course, the minimum
error achievable is limited by the irreducible due to noisy data or missing information
that is critical for making correct classification. The optimization of the classifier
requires the selection of a model of appropriate complexity. As the complexity of the
model increases bias decreases and variance increases. The tradeoff between bias and
variance, though leads to a good classifier, cannot avoid misclassifications completely.
The confidence in the correctness of the classification results is inversely proportional to the misclassification rate. In some applications, such as object recognition, consequences of misclassification (mislabeling a dog as a cat) may not be serious.
However, mislabeling a malignant tumor as non-malignant in oncology, or friends as
enemies in a battlefield have very serious and deadly consequences. In this chapter,
various approaches taken by researchers to increase the confidence in the correct-

9

ness of the decision made by the classifiers (machine learning systems in general) are
summarized.
From the early days of machine learning, researchers understood the importance of the quality of the training data on the end results. The machine learning
is governed by the saying “garbage in garbage out”. Therefore, for decades, research
focused on identifying various issues associated with the training data, and developing techniques to remedy them. The training data quality issues are presented in
Section 2.1.
Machine learning algorithms are used in all walks of life and most of the population is affected by machine learning directly or indirectly. Therefore, the machine
learning systems even with exceptional performance lose their luster if they are not
trusted by people. The primary reason for not trusting machine learning systems
is the lack of understanding. The black-box approach usually used is not good for
gaining public confidence. This gave birth to interpretable machine learning in which
the system provides an explanation on why and how the decision was made. The
basics of interpretable machine learning is provided in Section 2.2.
On the surface, it appears that machine learning automates tasks and eliminates human involvement. This is not true. There are many illustrations where
humans are in the loop in machine learning systems. The goal is to empower machine
learning systems with human intelligence in the form of timely feedback and help.
The human in the loop (HITL) machine learning is receiving a lot of attention these
days. Typically, HITL systems increase accuracy and efficiency, decrease fatigue, and
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enjoy increased public acceptance. The HITL approach to machine learning is briefly
described in Section 2.3.
Finally, a few researchers are of the opinion that it is better not to classify
such patterns where the confidence level for the correct classification is low. Such
patterns may be referred to human experts for classification. Section 2.4, presents
some early thoughts on this approach to machine learning.

2.1

Training data quality

Researchers had realized very early that a classifier is as good as the data on
which it is trained. Therefore, significant effort has been put to validate and improve
the quality of the training data. The major issues with the training data include insufficient data, imbalanced data, outliers, non-representative data, incorrectly labeled
data, and irrelevant features.
Insufficient Data: Simple classifier models can be trained with a few hundred training
samples. As the complexity of the model increases, the number of training samples
needed increases rapidly. Models used for image classification requires millions of
images for training. In general, non-linear models require more data than linear
models. Then the question is how can we determine if the data we have is sufficient
or not. No one can really answer this question accurately. It depends the problem.
The rule of thumb is that the number of training samples should be at least 10
times the number of parameters in the model. Insufficient data leads to overfitting
and high variance. The solution is to gather more data, if possible. In many cases,
gathering real data is not possible due to cost or time constraints. For such situations,
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researchers have developed data augmentation methods that add additional samples
to the training. For example, from an image in the training set, several additional
images can be created which are the rotated, scaled or cropped versions of the original
image. There are methods to create synthetic data that represent the same population
as the real data.
Outliers: The training data should represent the problem. However, often the training
set includes extreme values not expected and very different from other data. Such
data points are called outliers. The mislabeled data samples in the training data often
appear as outliers. Note, an outlier could be real data. There are many methods in use
such as Box-Plot, Z- Score, and Cook’s Distance for detecting outliers. A classifier’s
performance can be improved by understanding the outliers (mislabeled or extreme),
or by deleting them from the training set.
Unbalanced training data: A training data set is said to be imbalanced when one of
the classes is much larger than the other. It is difficult for learning models to achieve
high classification performances with imbalanced data sets. This is because most
of the classifiers are overly influenced by the larger class and the smaller class has
relatively lesser influence. Such data sets are balanced by under sampling (reducing
the number of samples) the larger class and oversampling (increasing the number of
samples) the smaller class. In order to reduce the size of the larger class, the box-andwhisker plot approach can be used to exclude outliers, and the Mega-Trend-Diffusion
method to find representative data. To generate the synthetic samples to increase the
size of the smaller class, the shape of the population distribution can be determined
and then samples can be produced according to the distribution.
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Non-representative Data: It is important that the observed data or training data be
an accurate representation of the population. The non-representative data is mainly
due to flawed observation or sampling. If the size of the training data is small, then
the data could be non-representative as a result of chance. Even the large data sets
could be non-representative if the sampling process is flawed. The skewed or biased
data favors a section of the population. The data could be missing some critical
information. For example, training data may not be complete if a portion of the
population is not represented in the training data. This is called non-response bias.
Any classifier trained on non-representative data does not perform well on field data.
For example, researchers developed an AI system that did better than dermatologists
in recognizing skin cancer. However, it worked well on only fair skinned people. This
is because the training data did not include demographically diverse population. Best
approach to fix issues due to missing information and data bias is to collect more data
and use new features.
Mislabeled Data: The mislabeled training data samples are not that uncommon.
These samples are called bugs in the training data and have serious adverse impact
on classifier’s accuracy. Many of the outliers could be mislabeled samples. Recently
there is a growing evidence suggesting that AI programs can be sabotaged by the data
used to train them. As industries, governments, and defense agencies rush deploy AI
systems, the potential for mischief exists. A self-driving car can be made to go off the
road when shown a particular license plate, a surveillance camera may be made to
turn a blind eye to certain criminals, or an AI weapon system can be made to attack
friends rather than the enemies.
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The bugs that appear as outliers are relatively easy to find as they appear
inconsistent with the data. The bugs due to systematic biases relatively more challenging to identify than the outliers as the data appear self-consistent. Zhang and
colleagues [18] created a method for detecting both outliers and systematic biases
using the classification algorithm itself with the help of a small set of trusted samples
whose correctness is previously verified by human experts at considerable cost. Let
(X, Y) be the training data, where X is the set of feature vectors (patterns) and Y is
the set of corresponding labels. The approach is to determine an alternative labeling
Ya that has minimal difference from Y such that the classifier trained on (X, Ya)
classifies all the trusted patterns correctly. All patterns for which the labels in Y and
Ya are different are considered as bugs.
In the context of federated learning (proposed by Google), Han and Zhang
[19] have developed a Collaborative Machine Teaching (CoMT) approach to reduce
the impact of corrupted training data on learning. Federated learning performs distributed model training using data hosted at local agents. It is vulnerable to data
corruption due to noise or data poisoning at local agents. Han and Zhang assume
that at each agent there is a small subset of trusted data that is verified by experts.
The CoMT approach uses the sets of trusted data to guide the selection of a compact and informative set of training data from the collection of data hosted at agents
for distributed model training. They have demonstrated that their approach is also
effective in identifying bugs and suggesting appropriate label changes.
Often the distribution of the data on which the classifier is trained does not
match the distribution of the current data. This is called data drift. Because of the
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data drift, the performance of the classifier or machine learning model deteriorates.
The machine learning model should be robust to data shift, as mentioned by Varshney
in [20]. Flawed sampling which leads to systematic bias can also cause data drift.
Researchers, after anticipating data drift issues, have developed techniques to deal
them. For example, minimax approach maximizes the minimum accuracy across
distributions instead of maximizing the average accuracy for a given training data.

2.2

Interpretability

The Tesla self-driving car, perhaps, is superior to most human drivers. However, the majority of Americans are skeptical about its driving skills. In spite of
achieving much higher accuracy than physicians, the machine learning systems used
for the diagnosis of the pulmonary embolism and heart ischemia are not accepted
by the medical community. Even the defense industry is looking for a better approach than the black-box approach. Therefore, researchers have been working for
years to earn trust of users and customers by making the machine learning systems
transparent and interpretable. An interpretable machine learning system provides an
explanation to the users why and how the decision is made [21]. In a special issue
on trustable machine learning in the nature biomedical engineering journal [22], the
interpretability of learning algorithms used in the medical software system is identified as the main factor for gaining the trust of patients and health care providers.
The model should provide prediction with the context that supports interpretability. For example, Lundberg et al. [23] have developed a machine learning system
called Prescience to predict hypoxemia (low level of oxygen in blood) in real time
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during surgery. The system is trained on EMR data (electronic medical record) from
50,000 surgeries and is able to support its prediction with an explanation of the factors contributing to the decision. The explanation uses the language familiar to the
anesthesiologists. The system is well received by the anesthesiologists and they are
able to increase the anticipation of hypoxemia events from 15% without Prescience
to 30% with Prescience.
All models are not equally good for building interpretable machine learning
systems. Even though there is no quantitative approach to measure interpretability
we can qualitatively compare the two models based on how easy it is to understand
the model decisions. Models whose decisions are relatively easier for humans to
comprehend are more interpretable than the models whose decisions are harder to
comprehend. For example, decisions made by decision trees and rule based systems
can be explained by the system and is easily understood by humans. In contrast,
decisions made by deep neural networks are neither easy to explain or comprehend.
Such models are not easily interpretable. Doshi-Velez and Kim [24] have presented
three interpretability evaluation levels: application level, human level, and function
level. At the application level evaluation, the explanation of the decision made by the
model is evaluated and verified by the end-users of the application, preferably domain
experts. The AXIS homework-hint system (Adaptive eXplanation Improvement System) is one such example [25]. AXIS uses a machine learning model that determines
the explanations of the study problems to be presented to the future learners based on
the feedback provided by the previous users. Providing the explanation on how the
problems are solved helps to enhance learning, and learners’ feedback helps to identify
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which explanations are helpful. The human level evaluation for interpretability is a
simplification from the application level evaluation. At this level, though the essence
of target application is maintained, the experiments are carried out with ordinary human subjects to evaluate the system before deployment. As domain experts are not
needed, more subjects can be used in these experiments at reasonable cost. The last
evaluation level is at the function level which does not require experiments involving
humans. Instead, it uses some formal definitions of interpretability as proxy to determine the quality of explanation. The function level evaluation for interpretability is
the most appropriate if we are using a model from a group of models that has been
already evaluated by human experiments. This is the only choice if the method is not
mature or if it is unethical to use human subjects. Linear regression has been known
as the most popular interpretable model for solving quantitative problems. For classification problems, the common interpretable algorithms are Naive Bayes, Decision
Tree, classification rules, decision tables, and K-nearest neighbors [26]. It should be
noted that the interpretability may help to improve the acceptance of classification
models by users, but it does not warrant the correctness of the decision made by the
model.

2.3

Human in the Loop Machine Learning (HITL)

To date, there are many illustrations of the humans in the loop (HILT) classifiers and the are expected to become more popular in the future. Increasing efficiency,
accuracy and convenience while reducing time/cost are the primary objectives of HILT
classifiers and machine learning systems. At present, HILT has become a new area
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of research, and there is ongoing effort to use humans at all stages of developing and
deploying machine learning systems, from training to validation to field monitoring.
The PAPNET is a HILT classifier that is being used to increase accuracy and
efficiency of detecting abnormal pap-smears which indicate cervical cancer [1]. First,
a cytologist classifier each pap-smear as negative (normal) or positive (abnormal).
Later the specimen is classified by a neural network. If the image is not classified
as negative, high-resolution images of cells considered abnormal are displayed by the
system for re-examination by human experts. It has been shown that PAPNET
reduces false negatives and time needed for re-examination from 10.4 minutes to 3.9
minutes.
The target recognition systems are used to aid humans in identifying potential
targets in noisy and unstable images. Each subimage of appropriate size is classified
by the HILT classifier as target or non-target. Each subimage classified as target is
sent to the human operator in the loop for final decision. Such systems increasing
target detection rate and relieve the operator from the fatigue of viewing noisy images
over an extended time which reduces his ability to make correct decision.
Many businesses generate enormous amount of data each day. It is not practical or even feasible for humans to examine all the received data. In such cases,
an HILT classifier is used to select unusual data items for human examination. For
example, in Splunk data analysis platform [2], the machine learning system receives
log files from assets distributed across the world. Each log file is classified as normal
or critical by a classifier. The log files classified as critical are clustered into groups of
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similar items, and representative samples from each group are selected and presented
for human review.
The work presented by Li and colleagues [27], Dialogue Learning, shows another approach of human-in-the-loop machine learning. In Dialogue Learning, the
learner model is trained through interaction with human teachers in online dialogues. The training dialogues include question-answering tasks and feedback from
the teacher that helps the model to improve itself after each training phase.
A complex model, like the deep neural network, can use human interaction
during the training process to observe what the model has learned and possibly optimize the model with appropriate human feedback [28]. This method usually involves
the visual analysis of the deep neural networks operation. After the initial training of
the neural network, the classification results and the activation values of the hidden
layers, usually the outputs of the CNN feature layers, are projected for visualization. To aid visualization, the high dimensional activation values of the CNN layers
are reduced to 2-dimensional or 3-dimensional features using dimensional reduction
techniques. A human in the loop can interact with the visual representation and
provide feedback. An object may be moved from one class to another class, or hyperparameters such as the number of hidden units or the value of the learning rate may
be modified. The system incorporates human feedback for further training [28].
In summary, the use of human beings in the loop in machine learning is beneficial. The human in the loop method gives insight into the operation of the machine
learning algorithm which is essential to optimize performance by fine tuning param-
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eters and data labels. The HILT machine learning systems are better accepted and
trusted by customers.

2.4

Reject doubtful samples

Alpaydin has mentioned in a machine learning book [29] that when a sample
cannot be labeled with certainty due to lack of data, the classifier may reject to make
a decision or defer the decision to a human expert. For example, in medical diagnosis, since an incorrect decision may cost a life or lead to costly and uncomfortable
treatment that is totally unnecessary. In such situations, machine learning system
rejecting to make a decision and transferring the burden decision making to an expert
is a better option. The term “reject” is used when the classifier refrains from classifying difficult-to-classify patterns and deters the decision to human experts. The
probability of correct classification by human expert is expected to be much higher
than that of the classifier in all reject cases.
Alpaydin has covered several scenarios where a classifier may reject to make
a decision. For example, the reject-region in the feature space is determined by
two hypotheses, the specific hypothesis S and the general hypothesis G. The specific
hypothesis S is the smallest region in the feature space that contains all observed
positive samples without any observed negative samples. The most general hypothesis
G is the largest region in the feature space that contains all observed positive samples
without any observed negative samples. An example is given in Figure 2.1. Any
sample that that falls inside G and outside S is rejected by the classifier.
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Figure 2.1: Illustration of specific and general hypothesis.

In multi-class classification, if multiple hypotheses return true or all hypotheses
return false, then the sample is rejected [29]. Figure 2.2 shows the four reject regions in
a 3-class classification problem in a 2-D feature space. Note, hypothesis Hi separates
Class-i from other classes, for 1 ≤ i ≤ 3. All hypotheses are false for the reject region
in the center. In all reject regions, two of the three hypotheses are true.
The major limitation in the method proposed by Alpaydin [29] is the lack
of implementation in actual classification algorithms. The determination of reject
cases for various classification models is not simple. The problem becomes complex
if the dimensionality of the feature space is high. Even if reject region is successfully
identified, still there is room for incorrect classification. For example, in Bayesian
classification, a data sample X may be rejected if the highest probability of x belongs
to a class is smaller than a given threshold (1 — λ), where λ is a prespecified value.
Smaller the value of prespecified greater is the number of rejects. No matter what
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Figure 2.2: Reject regions in a 3-class classification problem in 2-D feature space.

the value of prespecified is, it cannot eliminate the possibility of misclassification
completely.
This dissertation proposes a new methodology that allows the classifier to
learn to detect difficult-to-classify samples and tags them as “reject”. It is important
to note that the identification of the difficult-to-classify data samples differs from
classifier to classifier. This research addresses the task of identifying reject samples
in decision tree and neural network models. The goal is to maximize the accuracy
while keeping the fraction of rejects low, to the extent possible.
In this chapter, several methods to increase the correctness of the decision
made by classification models were described. Some methods for reducing noisy
samples, applying interpretability machine learning, and the use of humans in the
loop were considered. Additionally, a method of rejecting to make a prediction on
doubt samples was described as a comparison to our method. Regardless of the type
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of the methods, the error still exists at a level due to variance-bias tradeoff, noise data,
or missing information. In this dissertation, we propose a new method that allows the
classification model to indicate which samples are hard-to-classify and tag them as
reject, thus reduce the prediction error and gain confidence in the correctness of the
classifier’s decision. Furthermore, we develop algorithms to integrate our methodology
into the decision tree algorithm and neural networks.
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CHAPTER 3

METHODOLOGY

In machine learning, classification is the process of assigning data samples
to one of the several predefined classes or categories. A classification algorithm is
designed to find the optimal hypothesis that best maps a data instance from the
feature spaces to class labels. The terms hypothesis, classifier, and classification
model are often used interchangeably. In this case, a classification model is the
result of a training process done by a classification algorithm. The training process
uses a set of training data to determine the optimal parameters of a classification
algorithm that manipulates the behavior of the best possible classification model.
The classification model works as an input-output mapping, where the input is a
data item, and the output is a class label. Likewise, a decision or prediction made by
a classification model is the predicted class label for input data. If the predicted class
matches with the actual class, the model’s decision is correct. Otherwise, the decision
is incorrect. The incorrect prediction may reduce the confidence in the classification
results. Chapter 2 has described several methods to increase the correctness of the
classification model.
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In this chapter, we present our methodology to increase confidence in the
correctness of the decision made by classification models (from here forward referred
to as “new method”). The new method aims to maximize the correct prediction and
minimize the incorrect prediction for a given set of data. The new method allows the
classifier to detect difficult-to-classify data samples and reject to make a prediction
on these data. This method can reduce the prediction error, hence increasing the
confidence in the classification results.
The new method and its characteristics are described in Section 3.1. This section also provides an example of a simple classification problem and discusses possible
solutions for applying the new method. Section 3.2 presents our research question
about applying the new method to neural networks and decision tree algorithms.
Section 3.3 introduces a new confusion matrix and evaluation measure to evaluate
classification models created based on the new method.

3.1

New Method for Increasing Confidence in Correctness of Classification Model Decision

3.1.1

The High Confidence Data Classification Method
In the new method, the classification model is allowed to flag or mark some

data items as “reject.” The other data (unflagged or unmarked instances) are classified
as usual into the predefined categories. Along with the predefined class labels, the
classification model has an extra output to indicate if the current data sample is a
reject or not. The generation of classification algorithms based on this new method
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must satisfy two properties, one concerning the reduction of incorrect classifications
and the other about the fraction of rejects.
Error Reduction Property: The new method must reduce the number of incorrect predictions. This can be achieved by rejecting to make a decision for samples that are
likely to be misclassified. As described in Chapter 2, errors exist in many classification models because of noisy data, missing information, or variance-bias tradeoff.
There are “problematic” or “difficult-to-classify” data samples, which are likely to be
misclassified. The classification algorithms using the new method must provide an
option for rejecting to make a prediction on problematic data samples. The classification models using the new method must be able to identify problematic data and tag
them as reject. Whenever an input data is tagged as reject, no class label is decided
for that data. Therefore, the new model can decrease incorrect predictions. Let us
consider a binary classification problem illustrated in Figure 3.1. A set of input data
is fed to a binary classifier for classifying. The two classes are indicated as ‘+’ and ‘-’.
The results have some incorrect predictions in each category. Figure 3.2 illustrates
the classification done by the new method. The new classification model is required
to identify data items misclassified by the classifier in Figure 3.1. If the new model
could determine and reject those misclassified data, it would significantly reduce the
number of incorrect predictions.
Rejection Property: The fraction of reject items must be small. When a classifier can
detect and reject all problematic cases, the remaining predictions are correct. All
predicted class labels are accurate because the items that cause errors were rejected.
In this case, the classifier makes no incorrect prediction. However, the classifier is also
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Figure 3.1: Illustration of a binary classification model.

Figure 3.2: Illustration of a classification model using the new method.

likely to reject samples that could be classified correctly in addition to the problematic
samples. One question that needs to be answered is what fraction of data samples
is acceptable as “reject”? The answer depends on the application and varies from
application to application. In general, we want to have a small number of rejects. A
classifier is useless if it rejects a lot of data. When evaluating classification models
for a particular application, the cost of classification error and the corresponding cost
of rejection can help to decide an acceptable ratio of rejects. For example, consider
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the task of choosing two classification models: a new model using the new method
and an old model using a typical classifier. For every one hundred (100) testing data,
the new method correctly classifies 90 items, rejects ten (10) items, and makes zero
incorrect classifications. In the same test, the old model correctly classifies 95 items
and makes five incorrect classifications. If the cost of hiring an expert to review ten
rejected items is higher than the cost of five classification errors, the application may
stick with the old model. However, if this is a crucial application and every wrong
decision is costly, it is better to use the new model and perform extra reviews on the
rejected cases.

3.1.2

Why to reject to decide a class label for problematic data?
The users of a classification model usually consider whether misclassification

cases are tolerable or not. In critical applications, such as medical diagnosis, weather
forecasting, network security, protein crystallization, or self-driving cars, making
wrong classification decisions are not acceptable because it may lead to fatal or costly
consequences. In such cases, the applications need human expert opinions or human
operators to avoid incorrect decisions. A few examples, where misclassifications lead
to serious consequences are given below:
i) Missing the presence of a tornado from weather data could lead to the loss of
human live.
ii) Missing a malignant tumor may prevent the doctor to start the treatment in time
to save the patient’s life.
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iii) Missing the change of lane sign by a self-driving car could lead to a fatal accident.
iv) Missing a cyber attack fails to prevent unauthorized access of critical information.
v) Missing a crystallization condition that is crucial in the development of an essential drug leads to undesirable consequences.
In those scenarios, it would be desired if the classifier can defer the decision
to humans so that tornadoes, malicious tumors, network attacks, lane changes, or
protein crystals can be determined correctly, and necessary precautions can be taken.
Nevertheless, delegating the decision to humans also has some costs. Hence the
number of rejects should be kept minimal, as mentioned in the rejection property of
the new method.
We will now consider a small example intended to illustrate the challenges of
applying the new method.

3.1.3

Example: Reject Problematic Data to Reduce Prediction Error in
a Simple Classification Problem
Consider a balanced (the priori probabilities of classes are equal) binary clas-

sification problem with data that have just one attribute. Suppose that we have a set
R of training samples, which is a set of data (x,y) where x is the attribute value, and
y is the class label ∈ {Class0, Class1}. Figure 3.3a illustrates the likelihood of the
data in R with p(x|Class0) = p(x|y=Class0) and p(x|Class1) = p(x|y=Class1). We
may quickly build a classifier f(x) to map x to y using Bayesian approach. However,
we need to find a way to apply the new method to create a classification model that
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Figure 3.3: Illustration of classifying threshold and likelihood of the data in Section
3.1.3 Example

can correctly classify x and reject the problematic instances. There are two possible
solutions to solve this problem. The first solution is to identify thresholds or threshold
to define the reject range of values of x or a minimum level for the winning posterior
probability to proceed with classification. The other solution is to train a new classifier to identify and reject the data that was misclassified by the first classifier trained
using the standard approach.
Solution 1: Determine the rejecting region based on data distribution.
Consider a classification rule using a threshold t to split and classify data,
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ŷ =





Class0 if x ≤ t,

(3.1)




Class1 otherwise,
where ŷ is the predicted class label. This classifier is illustrated in Figure 3.3b. This
simple classification rule can effectively classify data if the distributions of Class0
and Class1 are disjoint based on x values. However, when the two class distributions
overlap with each other, the threshold t may generate wrong classifications. For
example, we usually use high blood sugar levels or hyperglycemia to indicate diabetes
disease. If we decide that a person with a high blood sugar level, for example (t >
125), is a diabetes patient, we might be wrong. There are people with nondiabetic
hyperglycemia, who have high blood sugar levels without diabetes.
When applying our method to the classification rule in Equation (3.1), a possible approach is to use two threshold values, t1 and t2, to determine the overlapping
regions of Class0 and Class1 categories. The classifier can reject to decide a class
label to any data with x value in the range of t1 to t2. The new classifying rule is
defined as






Class0 if x ≤ t1,





ŷ = Class1 if x > t2,








Reject otherwise.

(3.2)

The challenge is to determine the optimal values of t1 and t2 to avoid incorrect predictions (Error Reduction Property) while keeping a low fraction of rejects (Rejection
Property). A small range of t1 and t2 may not reduce misclassifications to the desired
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level, as shown in Figure 3.3c. But, a large range of t1 and t2 may reject too many
data items, as illustrated in Figure 3.3d.
It should be noted that we can use the posterior probability to build a Naive
Bayes classifier for this problem. The posterior probability of a class label y given
the data x is defined as

p(y|x) =

p(x|y)
p(y),
p(x)

or: p(Class0|x) =

p(x|Class0)
p(Class0),
p(x)

p(Class1|x) =

p(x|Class1)
p(Class1),
p(x)

(3.3)

where p(y) is the prior probability of y∈ {Class0, Class1}. The p(x) probability is
calculated as:

p(x) =

X

p(x|y)p(y) = p(x|Class0)p(Class0) + p(x|Class1)p(Class1)

(3.4)

y

For classification, an input data x is predicted as the class having the highest posterior
probability. Similar to the previous classification rule, we can define a threshold of
the posterior probability to determine which data should be rejected. The predictive
class label is only given to the data with a class posterior probability higher than the
threshold. This approach has the same challenge to find the optimal threshold. A
low threshold may not cover all incorrect predictions, and a high threshold may cause
too many data to be rejected.
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Solution 2: Learn from the incorrect classification instances of a traditional
classifier.
Given that we can train an optimal classifier f(x) using the dataset R to map
the input data x to a class label y ∈ {Class0, Class1}. The predicted class label of
x is ŷ = f(x). It is fair to assume that f(x) has been trained without overfitting and
underfitting the data. The following steps can be used to train a new classifier to
identify the problematic data items:
1) Feed all x ∈ R into f(x) and record the predicted label ŷ for each data.
2) Collect the set of incorrect predictions: R-incorrect = ∀x ∈ {R | (ŷ 6= y)}.
3) Train a new classifier f̃(x) to identify the data in R-incorrect.
If successfully trained, f̃(x) can determine the data that tends to be misclassified.
Hence, we can use f̃(x) to indicate which data should be rejected. The challenge of
this solution is the capability of the classification model. The new classifier f̃(x) must
have the proficiency to learn the data that was misclassified by f(x). In addition, the
new classifier also has to preserve what has been learned by the original classifier so
that it does not reject too many data instances or make more incorrect predictions.
This simple example illustrates that it is possible to apply the new method of
classification. In each sample solution above, the newly developed classification model
is realized on characteristics of the original classifier model. However, it is a challenge
to maintain the Error Reduction Property and Rejection Property of the new method
balanced. The problem becomes even more complex when the dimensionality of data
increases.
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3.2

Hypothesis and Research Question

We hypothesize that the new method can be used to develop classification
models that yield accurate output. When a classifier can identify and reject to make
a decision on difficult-to-classify samples, it can avoid misclassifications. In many
classification models, the decision boundary is complex. The collection of samples
according to the class label can be a combination of several disjoint regions in the
feature spaces. The decision boundary depends on the algorithm used, and the detection of the difficult-to-classify data samples differs from one algorithm to another
algorithm. Therefore, it may not be possible to provide a global solution for all algorithms. In this dissertation, using the new approach, we develop training algorithms
for neural networks and decision tree classifiers. By answering the following research
question, we can verify our hypothesis in these two classification models:
Research Question: How does the new method reduce the classification
error in the decision tree and neural network models?
It is worthy to note that the new classification algorithms developed in this
dissertation use the same training data as other transitional algorithms. Our new
method is not similar to the target recognition problem that requires all target and
non-target class labels to exist in the training set. For example, the Google Speech
Command data contains a unique class labeled as “unknown” words among other
speech commands [30]. The “unknown” words are the speech samples that are not
in the set of the speech commands. In this case, the unknown label is the non-target
class, and it is one of the categories for training classifiers. In our new method, none of
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the training data is labeled as “reject” or hard-to-classify instances, but classification
models are trained to identify them.
We now present a new version of the confusion matrix and evaluation metrics
to measure the quality of classification models using the new method.

3.3

Evaluation Measurements and New Confusion Matrix

There are several metrics that have been created to evaluate the performance of
classification models. The widely used metrics are accuracy, recall, precision, F1 score,
and cross-entropy. These measurements, other than cross-entropy, are calculated
based on the number of correct and incorrect predictions of each class. Besides, the
false negative and false positive rates are commonly used in classification problems. A
confusion matrix (error matrix) is a specific table representing the prediction results
of a model. Our new method introduces “reject” as an outcome of the predicted
results. Hence, we present a “new” confusion matrix and evaluation metrics to cover
this outcome option.
Confusion Matrix: This part describes an overview of the original confusion
matrix for a binary classification problem. Consider a classification problem that has
data items that belong to two classes: positive and negative. The confusion matrix
for this problem is a 2 × 2 table that contains the number of True Positives (TN),
True Negative (TN), False Negative (FN), and False Negative (FN) predictions.
• True Positive (TP): The number of actual positive items that are predicted
as positive.
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Figure 3.4: Illustration of the confusion matrix for a binary classification

• True Negative (TN): The number of actual negative items that are predicted
as negative.
• False Negative (FN): The number of actual positive items that are predicted
as negative.
• False Positive (FP): The number of actual negative items that are predicted
as positive.
Figure 3.4 shows a visualization of this table. We refer to this table as the
“traditional confusion matrix” to distinguish it from the new confusion matrix developed for our method. The calculations of the widely used evaluation metrics based
on the information in the confusion matrix are as follows.
• Accuracy: The fraction of items that are correctly classified.

Accuracy =

TP + TN
TP + TN + FN + FP

(3.5)

• Recall: The fraction of actual positive items that are predicted as positive.

Recall =
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TP
TP + FN

(3.6)

Figure 3.5: Illustration of the new confusion matrix for the new classification method

• Precision: The fraction of predicted items that are actually positive.

P recision =

TP
TP + FP

(3.7)

• F1 Score: The harmonic mean of Precision and Recall.

F 1 Score =

 P recision−1 + Recall−1 −1
2

=2×

P recision × Recall
P recision + Recall

(3.8)

New Confusion Matrix: The new confusion matrix for our new method has
an extra column named Reject to represent the number of reject items. Figure 3.5
shows an illustration of our new confusion matrix. All TP, TN, FP, and FN values
are the same as in the typical confusion matrix. The sum of TP, TN, FP, and FN is
the number of decided data instances, which are classified by the new model into a
predefined class. The new confusion matrix has a column to list the number of reject
cases.

• Reject (R): The number of data items that were rejected by the classifier. The
classifier has flagged those items as reject and not decided class labels for them.
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In the new confusion matrix, R (the number of rejects) is a part of the total
number of the data, N = T P + T N + F P + F N + R. We present a metric named
“Reject Rate” as the ratio of rejects over the total number of data items.
• Reject Rate: The fraction of reject data items.

Reject Rate =

R
.
TP + TN + FN + FP + R

(3.9)

We also use the measurements of Correct Rate, Error Rate, and Decided Rate when
evaluating the new method.

• Correct Rate:

The ratio of correct classifications to the total number of

data.
Correct Rate =

TP + TN
TP + TN + FN + FP + R

(3.10)

• Error Rate: The fraction of incorrect classifications.

Error Rate =

FP + FN
TP + TN + FN + FP + R

(3.11)

• Decided Rate: The fraction of data items that are classified into a predefined
category.

Decided Rate =

TP + TN + FN + FP
TP + TN + FN + FP + R

= Error Rate + Correct Rate = 1 − Reject Rate

38

(3.12)

The Reject Rate indicates the ratio of data samples that are flagged as reject by the
classification model. Alternatively, the Decided Rate is the ratio of data samples that
are decided or predicted into predefined class labels. The Reject Rate and Decided
Rate are complements to each other. The Correct Rate (Equation (3.10)) indicates
the fraction of data that are correctly classified by the new method, and the Error
Rate (Equation (3.11)) is the portion of misclassification results. The sum of Error
Rate and Correct Rate values equals the Decided Rate. When evaluating the new
method for an application with balanced classes, we look for the model with a high
Correct Rate, low Reject Rate, and low Error Rate.
It is reasonable to consider modifying the calculation of Accuracy, Recall,
Precision, and F1 score according to the new confusion matrix. However, in our
method, none of the input data was originally marked or labeled as reject. The actual
or true number of rejects is unknown. Hence, we do not define the “True Reject”
and “False Reject” numbers in the new confusion matrix. The new method does not
intend to modify a binary classification into a three-class classification problem. In
the new confusion matrix, as illustrated in Figure 3.5, the sum of TP, TN, FN, and FP
is the total number of decided data items, not the number of input data. Therefore,
we suggest to keep the calculation of Accuracy, Recall, Precision, and F1 score the
same as in the equations (3.5), (3.6), (3.7), and (3.8), respectively. If a particular
problem requires calculations of those metrics for the new method, the definition for
each metric needs an extra specification that it is calculated based on the number of
decided data. For example, the “new” Recall is the fraction of actual positive items
among the decided items that are predicted as positive. Or, the new Accuracy is
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the fraction of items among the decided items that are correctly classified. The new
Accuracy can be denoted as Accuracy∗ ,

Accuracy ∗ =

TP + TN
,
TP + TN + FN + FP

(3.13)

where TP, TN, FN, FP are in the new confusion matrix as shown in Figure 3.5.
For illustration, consider the typical confusion matrix in Figure 3.6a, which
shows the prediction results of a classifier with TP = 48, TN = 47, FN = 3, and FP
= 2. The Accuracy of this classifier is

Accuracy =

48 + 47
TP + TN
=
= 0.95
TP + TN + FN + FP
48 + 47 + 3 + 2

The fraction of incorrect prediction made by this classifier is 0.05 or 5%.
Figure 3.6b and Figure 3.6c show two sample new confusion matrices for the
new method. Each matrix has an extra column for the number of reject cases. In the
new confusion matrix in Figure 3.6b, the classification results are 46 TP, 45 TN, 1
FN, 1 FP, and 7 R. Other evaluation metrics are calculated as bellow.

R
7
=
= 0.07
TP + TN + FN + FP + R
46 + 45 + 1 + 1 + 7

Reject Rate =

Decided Rate =

TP + TN + FN + FP
46 + 45 + 1 + 1
=
= 0.93
TP + TN + FN + FP + R
46 + 45 + 1 + 1 + 7

Correct Rate =

TP + TN
46 + 45
=
= 0.91
TP + TN + FN + FP + R
46 + 45 + 1 + 1 + 7

Error Rate =

FN + FP
1+1
=
= 0.02
TP + TN + FN + FP + R
46 + 45 + 1 + 1 + 7
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Figure 3.6: Illustrations of the typical confusion matrix, the new confusion matrix,
and evaluation measurements.

If we use Equation (3.5), we can calculate a version of Accuracy as the ratio
of correctly classified items to the total number of decided items.

Accuracy ∗ =

TP + TN
46 + 45
=
= 0.98
TP + TN + FN + FP
46 + 45 + 1 + 1

In this case, we may conclude that about 98% of classification decisions made by the
new model is correct. The new classifier rejects to make a decision on 7% of the data,
and the error rate has dropped to 2%.
For the classification results of the new model shown in Figure 3.6c, TP is 46
and TN is 44. Both FN and FP are zero. There are ten items that are rejected. The
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performance measurements are calculated as:

Reject Rate =

R
10
=
= 0.10
TP + TN + FN + FP + R
46 + 45 + 0 + 0 + 10

Decided Rate =

46 + 44 + 0 + 0
TP + TN + FN + FP
=
= 0.90
TP + TN + FN + FP + R
46 + 44 + 0 + 0 + 10

Correct Rate =

TP + TN
46 + 44
=
= 0.90
TP + TN + FN + FP + R
46 + 44 + 0 + 0 + 10

Error Rate =

FN + FP
0+0
=
=0
TP + TN + FN + FP + R
46 + 44 + 0 + 0 + 10

Accuracy ∗ =

TP + TN
46 + 44
=
= 1.0
TP + TN + FN + FP
46 + 44 + 0 + 0

In this case, the new method has reduced the incorrect prediction to as low as
zero by rejecting 10% of the input data. The model makes predictions for class labels
on 90% of the data, and all of these predictions are correct (100%).
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CHAPTER 4

WISDOMNET NEURAL NETWORKS

The focus of this chapter is on the development of the new method described
in Chapter 3 for Artificial Neural Networks (ANN). ANN is a parametric form of a
group of basis functions, where the parameter values can be adaptively updated during
training to provide the best possible results. The algorithm developed in this chapter
is designed for the feed-forward neural network (FFNN), which is the most widely used
form of ANN for classification problems. In the FFNN, the input data is fed to the
neurons in the input layer, and the output result is obtained from the neurons in the
output layer. The network may have any number of hidden layers between the input
and output layers. The neurons in each layer, excluding those in the output layer, send
the outputs to the neurons in the succeeding layer. If dropout or a network structure
such as residual neural network is used, not all neurons may be linked to the neurons
in the next layer. The dropout method drops some activation in the hidden layers,
while a residual neural network may skip some neuron connections. The most widely
used algorithm to train a FFNN is a generalized delta rule called backpropagation.
During the backpropagation algorithm, the generalized delta rule is used repeatedly
to update the parameters of the neural network to reduce the difference between
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the output results and the target results of the training data samples. The basic
architecture of a FFNN is a Multi-layer Perceptron (MLP), which has at least one
hidden layer in between the input and output layers. MLP contains fully connected
layers, where each neuron in a layer, other than the output layer, connects to every
neuron in the succeeding layer via a particular weight parameter. The Convolutional
Neural Network (CNN) is a specific form of FFNN for image data. A CNN has three
groups of layers: an input layer has the number of neurons matching the image’s
dimensions, a group of convolution and pooling layers that extracts image features,
and a group of fully connected layers that process the image features and predict a
class label for the input image. Based on the number of layers, there are two types
of FFNNs, the shallow neural network with less than two hidden layers and the deep
neural network (DNN) with two or more hidden layers. In many applications, a DNN
may have from ten (10) to more than one hundred (100) layers. The DNN architecture
for classifying image objects typically uses convolution layers [31].
In this chapter, the development of a FFNN model named WisdomNet for
classification problems is described. We evaluate WisdomNet on MLP, CNN, and
DNN architectures. According to the definition of the new method in Chapter 3, the
WisdomNet models must provide an option of rejecting to predict a class label for the
input data. To do that, we add an extra neuron, called as conjugate neuron, to the
output layer of a FFNN. The extra neuron will act as a flag to indicate the rejected
case. Additionally, the training algorithm must satisfy the Error Reduction property
and the Reject property of the new method presented in Chapter 3. WisdomNet
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models are evaluated to make sure that they have a low error Rate and low reject
Rate.
We focus on the development of WisdomNet models for binary classification
problems. Section 4.1 describes the WisdomNet neural network. The training algorithm for WisdomNet, an illustration example, justifications, and evaluation metrics
are also provided. The evaluations of WisdomNet in MLP, CNN, and DNN are described in Section 4.2, Section 4.3, and Section 4.4 respectively. Section 4.5 describes
the effect of noisy training data on WisdomNet classification performance. The discussions are provided in the last section.

4.1

WisdomNet Architecture

WisdomNet is a neural network model for classification, which can determine
what data sample it may not correctly classify and ignore to predict a class label
for that data. Its name is inspired by Aristotle’s quote “Knowing yourself is the
beginning of all wisdom,” and Socrates’s quote “. . . I am likely to be wiser [than he]
to this small extent, that I do not think I know what I do not know.” It has turned
out to be a form of wisdom, knowing that we do not know what we do not know.
By understanding that, it is wise to refrain from deciding something is true when we
do not know enough about it. Additionally, the name WisdomNet is influenced by
the opinion about ‘artificial wisdom’ that the artificial intelligence learning systems
should have an ability to recognize their ignorance [32].
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WisdomNet Structure and the Conjugate Neuron: WisdomNet contains an input layer,
hidden layers, and an output layer. The novelty of WisdomNet is on its output layer,
which provides an option of rejecting to make a prediction for the input data. The
output layer of WisdomNet has a neuron named ‘conjugate neuron’ that works as a
flag indicating the reject decision. In mathematics, a math conjugate is a term for
changing the sign between two objects. For example, the conjugate of a + b is a b, and the conjugate of a - b is a + b. In other words, the two reversible binomials
are conjugates of each other, such as good quality and bad quality, positive sign and
negative sign, or positive class and negative class. In the WisdomNet model, when
the conjugate neuron is active, WisdomNet refuses to predict a predefined class label
for the input data.
We now describe the procedures for training the WisdomNet model.

4.1.1

Creating and Training WisdomNet
The procedures for training the WisdomNet are summarized in Table 4.1.

First, the algorithm trains an FFNN model. We refer to this model as the base
neural network or the base model. Then, the WisdomNet is created and trained to
identify the data that could be misclassified while preserving what the base network
has learned. The details of each step are described below.
Step 1. Training a FFNN N .
Consider a FFNN, N , with (L + 1) layers. Let nl , with l ∈ [0, L], denote the
the number of neurons at the lth layer in the network. The neural network N can be
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Table 4.1: The training process of the WisdomNet.

Step 1. Training a FFNN N
1. Train N on the training dataset S using backpropagation algorithm.
2. Obtain the N model.
Step 2. Collecting misclassified data instances
1. Classify the training set S using the N model.
2. Add all misclassified data samples a new dataset S r .
3. Re-label all data in S r as ‘reject.’
Step 3. Creating WisdomNet W
1. Create WisdomNet W based on the N model. Initially, W keeps all
neurons and parameters of the N model.
2. Add a conjugate neuron η c to the output layer of W.
3. Initialize weights and bias of η c with nearly zero values.
Step 4. Training the WisdomNet model on S r
1. Use S r as the new training dataset.
2. Train W with data in S r .
3. Obtain the WisdomNet W model.
Note: The original training dataset S and a new testing dataset can
be used to evaluate the WisdomNet performance.
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Output-0
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Output-1

(a) Feed-Forward Neural Network
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Hidden layers
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Output layer
Decided Output-0
Decided Output-1
Reject

(b) WisdomNet Architecture
Figure 4.1: Illustration of a WisdomNet model created on a simple FFNN. a) A
FFNN with two hidden layers. b) The WisdomNet model created on the network in
(a); The conjugate neuron (brown node) is added to the output layer of WisdomNet.
The red arrows illustrate the weights from the last hidden layer to the conjugate
neuron.
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expressed by the number of neurons in each layer as given bellow:

N = N (n0 , · · · , nl , · · · , nL−1 , nL ),

(4.1)

where n0 is the number of neurons in the input layer, nL−1 is the number of neurons
in the last hidden layer. In this network, Lth is the output layer with nL neurons,
which equal to the number of predefined class labels. From now on, we consider the
N network is designed for a binary classification problem, and N can be expressed
as,
N = N (n0 , · · · , nl , · · · , nL−1 , 2),

(4.2)

with two neurons on the output layer, NL = 2. The weight parameters connecting
layer (l − 1) to layer l is represented with the matrix Wl of size nl × nl−1 . The bias
vector of layer l of size nl ×1 is represented with bl . Then, matrix WL of size 2×nL−1
and vector bL of size 2 × 1 denote the weight parameters and biases for the output
neurons respectively. We use σ to represent the activation function.
Consider S as the training dataset with M data samples for the binary classification problem. Each data sample has the input vector x of size (n0 × 1) and the
target vector T of size (2 × 1). The values of T are either [0 1]> or is [1 0]> , which
corresponds to the ordinal encoding of the two class labels as ‘0’ and ‘1’.
The N network maps the input vector x to the target vector T by the function
f (x; θ) of x parameterized by θ, where θ represents the weights and bias parameters.
The function f (x; θ) is given below:
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f (x; θ) = σ(WL σ(WL−1 σ(· · · σ(W1 x + b1 ) + · · · ) + bL−1 ) + bL ).
(4.3)
Let us denote the activation or output of neurons at layer l as al ,

al = σ(Wl al−1 + bl ).

(4.4)

Hence, the activation or output of the output layer L can be expressed as

Y = σ(WL aL−1 + bL ).

(4.5)

Note that Y is the output vector of size 2 × 1 and Y = f (x; θ).
The network N is trained on the dataset S using the backpropagation algorithm. The objective of this step is to learn an optimal set of parameters θ to
produce the best output vector Y, which matches with the target vector T for each
input vector x. After training, N is used as the base network( or the base model) for
creating the WisdomNet model in Step 3. Figure 4.1a illustrates a simple example of
the FFNN N as an MLP with two hidden layers.
Step 2. Collecting misclassified samples.
None of the data in the training set S is originally labeled or flagged as ‘reject.’
To train the WisdomNet model, we create a new set S r containing data instances that
are misclassified by the base model N .
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First, the dataset S is fed into the N model, which was trained in Step 1,
for classification. Then, all misclassified data instances are copied to S r . Finally, all
data samples in S r are re-labeled as ‘reject.’ The reject label is encoded as ‘2’ to
distinguish from the class labels ‘0’ and ‘1’ of the data in S. In this case, a new target
vector T̃ of size 3 × 1 is used for S r . At this point, all data instances in S r have the
same target vector of T̃ = [0 0 1]> .
Step 3. Creating the WisdomNet W.
This step creates a WisdomNet W using the base model N , which was trained
in Step 1. First, we obtain W as a copy of N . Then, a conjugate neuron is added
to the output layer of W to determine reject cases. The weights connecting to the
conjugate neuron from the last hidden layer are randomly initialized with very small
values (nearly zero). The bias value of the conjugate neuron is also set to nearly zero.
Hence, the WisdomNet W has the same number of layers as in the base model N .
The number of neurons on each layer, other than the output layer, is the same in both
W and N . The number of neurons in the output layer of W increases from two to
three when adding the conjugate neuron. According to Equation (4.2), the number
of neurons in each layer of W can be expressed as

W = W(n0 , n1 , · · · , nl , · · · , nL−1 , 3).

(4.6)

The details of this step is as follows:
• Create W as a copied version of N . Each weight matrix Wl and bias vector bl
for l = 0 , 1 , · · · , L are copied from N to W.
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• Add an extra neuron, called ‘conjugate neuron’, to the output layer L of W.
The weights matrix WL is updated to the new matrix W̃L with an extra row
of weight for the new neuron. It is done stacking WL on top of a vector wc of
size 1 × nL−1 . In addition, the bias vector of the output layer is updated to b̃L
by stacking the vector bL on a scalar bc . In this case, wc is the weights coming
from the layer (L-1 ) to the conjugate neuron, and bc is the bias value of the
conjugate neuron. The matrix W̃L has a size of 3 × nL−1 , and the vector b̃L
has a size of 3 × 1,




 WL 
,
W̃L = 


wc


(4.7)



 bL 
.
b̃L = 


bc

(4.8)

• Initialize wc and bc with nearly zero values,

wc ≈ Zeros(1, nL−1 ),
(4.9)
c

b ≈0

At the end of this step, the WisdomNet f˜(x; θ̃) can be expressed as,

f˜(x; θ̃) = σ(W̃L σ(WL−1 σ(· · · σ(W1 x + b1 ) + · · · ) + bL−1 ) + b̃L ) .
(4.10)
The output vector of WisdomNet, Ỹ = f˜(x; θ̃), has a size of 3 × 1. The WisdomNet
model is later trained in Step 4 to determine reject data instances. Figure 4.1b
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illustrates a WisdomNet model created based on the simple FFNN model shown in
Figure 4.1a.
Note that WisdomNet is built from an already trained neural network model,
not from an untrained neural network. In the following paragraphs, it is shown that
the newly created WisdomNet model maintains what has been learn by the base
model.
Given the base model N with a set of parameters θ, which has been trained
in Step 1. Consider any input vector x ∈ Dn0 ×1 and assume that N produces the
output vector Y = [a0L a1L ]> for x. According to Equation (4.5), this output vector is
given by:

Y = σ(WL aL−1 + bL )


 a0L 

=


a1L

(4.11)

When feeding x to the WisdomNet W, the output vector is calculated as Ỹ = f˜(x; θ̃)
as in Equation (4.10). At this stage, the only differences in parameter set θ̃ compared
to θ are the weight matrix W̃L and the bias vector b̃L of the output layer. Weight
matrix Wl and bias vector bl for l = 0 , 1 , · · · , L − 1 of the W model are the same as
in N . Hence, the activation vector at the layer L − 1 is remained unchanged as aL−1 .
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Therefore, the output vector Ỹ can be determined as follows:

Ỹ = f˜(x; θ̃)
= σ(W̃L aL−1 + b̃L )







 WL 
 bL 

 aL−1 + 

= σ




wc
bc

 

 WL aL−1   bL 

+

= σ

 

wc aL−1
bc


 WL aL−1 + bL 


= σ


wc aL−1 + bc



(4.12)

 σ(WL aL−1 + bL ) 

=


σ(wc aL−1 + bc )





=




a0L
a1L
σ(wc aL−1 ) + bc




.




It should be noted that σ(wc aL−1 ) + bc ≈ σ(0) because wc and bc are generated with
nearly zero values at this stage (see Equation (4.9)). In summary, the WisdomNet
model created in Step 3 has all parameters of the base model. The first two output
neurons in WisdomNet, which equate to the output neurons of the base model, have
the same activation values as those in the base model for all input vectors.
Step 4. Training the WisdomNet model on S r .
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In this step, the WisdomNet W is trained to recognize the data that was
misclassified by the base model N . The model W is trained only on the dataset
S r using the backpropagation algorithm. After training, the WisdomNet W is used
as the classification model. The performance of W can be evaluated based on the
classification results of the original training dataset and the testing dataset. Input
data is signaled as reject whenever the conjugate neuron has the highest activation
value. Otherwise, the data is predicted to one of the predefined class labels.
In the following paragraphs, it is shown that WisdomNet can recognize the
training data instances that are misclassified by the base neural network model.
Convergence Statement: Consider a FFNN N that is trained on a dataset S with
high accuracy. Consider |S r | as the set of misclassified data by this base network, N ,
and all data in |S r | are re-labeled as reject. Given that |S r |  |S|, the WisdomNet
W can be trained based on N to recognize all data samples in |S r |.
In Step 2, the data in S r has been labeled with target vector T̃ = [0 0 1]> .
The WisdomNet that is created in Step 3 has three neurons in the output layer. The
output f˜(x; θ̃) of the WisdomNet is vector Ỹ = [a0L a1L a2L ]> of size 3 × 1, where ajL is
the activation of the j th neuron at the output layer for j ∈ {0, 1, 2}. When training
on S r , WisdomNet parameters are trained toward the activation of a2L because all
data samples in S r have the same target vector of value [0 0 1]> . For verification,
let us consider using a cost function of WisdomNet in the form of the mean squared
error,
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C=

1X
T̃i − f˜(xi ; θ̃)
2 i

2

,

(4.13)

where T̃i is the target output vector for each data xi ∈ S r . Since T̃i is set to [0 0 1]>
for all xi in S r , the cost C is reduced by updating the parameters of the WisdomNet
model to favor the activation of the third output neuron a2L for all data samples in
Sr.
In addition, if the base model N is trained with high accuracy in Step 1,
the number of misclassified training samples will be relatively small compared to
the training set, |S r |  |S|. Hence, the new neural network W can be considered as
over-parameterized for the set S r , and for over-parameterized, it is possible to achieve
zero training error [33]. Therefore, WisdomNet can be trained to recognize all data
instances in S r . However, the training of WisdomNet should be stopped before it
rejects too many data samples that were correctly classified before.
The pseudocode for creating and training a WisdomNet neural network is
illustrated in Algorithm 1. Keeping the generality, the algorithm does not list the
detail of how batches of data are used in each training epoch. The algorithm can be
summarized as follows:
• Line 2 - 8: Step 1. The processes to train a FFNN N on a training dataset S.
• Line 9 - 15: Step 2. The identification and relabeling of misclassified samples
to create the reject set S r .
• Line 16 - 19: Step 3. The construction of the WisdomNet model W.
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Algorithm 1: WisdomNet Training Algorithm
Input: A finite set S training data, number of epochs Epre in Step 1,
number of epochs Ef ine in Step 4
Output: A WisdomNet model W.
1 procedure WisdomNet(S, Epre , Ef ine )
2
//Step 1. Training a FFNN N
3
Create a network N with L + 1 layers;
4
Randomly set weights w and bias b of neurons in N ;
5
for i < Epre do
6
Randomly shuffle S;
7
Feed S to the network N ;
8
Update parameters of the network by applying gradient
descent using backpropagation;
9
10
11
12
13
14
15

16
17
18
19
20
21
22
23
24

25
26

//Step 2. Collecting Misclassified Data Instances
Create an empty dataset Sr ;
for each data si ∈ S do
Predict the output ŷi of si as by N ;
if ŷi 6= yi then
Add si to Sr ;
Relabel si as reject;
//Step 3. Creating the WisdomNet W:
W ← N ; //create W net from the trained N net
Add a new conjugate neuron η c to the output layer of W;
Set all new weights wc and bias bc of η c to 0;
//Step 4. Training the WisdomNet W:
for i < Ef ine do
Randomly shuffle Sr ;
Feed Sr to the network N ;
Update parameters of the W network by applying gradient
descent using backpropagation;
return W
end procedure

• Line 20 - 25: Step 4. The process to train the WisdomNet model on the new
dataset S r .
The WisdomNet model must satisfy the Error Reduction and Rejection properties of the new method presented in Chapter 3. These performances can be measured
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by the Reject Rate and Error Rate when feeding the training data and the testing
data to the WisdomNet model. The evaluation of the WisdomNet performance and
its properties shall be described later in this chapter.
Another option is to create a new neural network based on the base network
N , then train it using the original training set S with a new class label for the
misclassified data samples. In this option, we combine data samples in S r and the
correctly predicted samples in S to create a training set for this new neural network.
The training data samples now have three different target values, [1 0 0]> , [0 1 0]> ,
and [0 0 1]> . The target vectors [1 0 0]> and [0 1 0]> are for the correct predicted
sample in S, and [0 0 1]> is the target vector of the misclassified samples. In this
case, this neural network is trained as a three-class classification model. However,
this neural network does not successfully recognize all misclassified samples. The
misclassifications always exist among the three classes. Moreover, this option has
the problem of imbalanced classification. The number of misclassified samples by the
base network model is much less than the number of correctly predicted samples.
Therefore, this neural network model fails to predict the misclassified samples when
training using this option.
We will now consider a small example intended to illustrate the WisdomNet
training procedures.
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4.1.2

Example 1: Classifying parabola data samples
This section presents an example to demonstrate the training algorithm and

the classification processes of WisdomNet. The data samples are artificially generated
with two attributes named t and v. The values of t and v follow random uniform
distribution in the range of [-1.0, 1.0]. The data belongs in one of the two labels of
Class0 and Class1 categories. Each data is labeled based on the following rule:

y=





Class0 if F (t, v) ≤ 0,

(4.14)




Class1 otherwise,

where F (t, v) is the parabola function shown in Equation (4.15).

F (t, v) = −t2 + 0.2t − 0.5v + 0.3.

(4.15)

We create a training dataset S with 1024 data points and a testing dataset Q with
another 1024 data points. Figure 4.2a illustrates the heatmap of F (t, v) values when
creating the training data of t and v features. The scatter plots of data instances in
S and Q are shown in Figure 4.2b and Figure 4.2c, respectively. As visualized on
these figures, the green data points, which are under the parabola curve and satisfy
F (t, v) > 0, belong to Class1. At the same time, the blue data points above the
parabola are in the Class0 category.
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Figure 4.2: Illustration of generating data samples for Example 1
60

Illustration of WisdomNet training algorithm
We use Algorithm 1 to train the WisdomNet model for this problem, and
Figure 4.3 illustrates the four training steps.
In Step 1, we train a FFNN N (2, 4, 2) on the training dataset S. As shown
in Figure 4.3a, the MLP network has three layers. The input layer has two neurons,
the hidden layer has four neurons, and the output layer has two neurons. In this
example, the MLP network is trained to have a quite accurate performance of above
98% training and testing accuracy.
In Step 2, we feed the training dataset S to the MLP model and record all
misclassified training data, as illustrated in Figure 4.3b. In this case, most of the
training data are correctly classified by the MLP model. However, about 2% of
the training data is misclassified by the MLP model. When comparing the plot
of classified training data in Figure 4.3b with the plot of the original dataset S in
Figure 4.3a, it is possible to see the misclassified data around the parabola curve.
These misclassified samples are used to create the new training set S r . All data items
in S r are re-relabeled as ‘reject,’ which are color-coded as brown data points shown
on the left side of Figure 4.3b.
In Step 3, we create the WisdomNet W(2, 4, 3) from the MLP N (2, 4, 2) base
model. An illustration of this step is shown in Figure 4.3c. WisdomNet has three
neurons in the output layer, where the third neuron is the conjugate neuron. All
other neurons are kept the same as on the N (2, 4, 2) network. The conjugate neuron
is initialized with nearly zero weights and bias. Finally, in Step 4 (Figure 4.3d), we
train the WisdomNet W(2, 4, 3) on the dataset S r .
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Figure 4.3: Illustration of Algorithm 1 for creating and training WisdomNet
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When to stop the WisdomNet training process?
As described in Algorithm 1, Step 4 trains the WisdomNet for a given number
of epochs. In this example, we obtained and evaluated the WisdomNet model after
each epoch to analyze when to stop the training. Each WisdomNet model is evaluated
on the original training set S and the testing set Q. Figure 4.4 illustrates the classification results of Epoch1, Epoch2, and Epoch3 WisdomNet models. The Epoch1
WisdomNet is obtained in Step 4 after one training epoch, whereas the Epoch2 and
Epoch3 models are obtained after two and three epochs respectively.
The Epoch1 WisdomNet model has about 0.2% Error Rate and 3.4% Reject
Rate on the training dataset S. For the testing data, this model makes 0.2% incorrect
predictions and about 4% reject. The Epoch2 model has around 0.1% Error Rate and
6.1% Reject Rate when classifying the training data. It has zero error and 7.9% reject
when classifying the testing set Q. For the evaluation of the Epoch3 WisdomNet
model, there is zero error on both training and testing datasets. This model rejects
about 8.8% of the training data and about 9.6% of the testing data. As shown in
Figure 4.4, the reject data instances are visible around the parabola curve and marked
with brown color.
In this example, the training of WisdomNet in Step 4 of Algorithm 1 may stop
after the third epoch because there is no error when classifying the training data. The
Epoch3 WisdomNet model can be used as the final classification model. As the testing
result is shown in Figure 4.4c, this WisdomNet model makes no incorrect prediction
while rejecting around 9.6% of the data. More experiments are provided in later
chapters to decide when the WisdomNet training process should be stopped.
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Figure 4.4: Illustration of evaluating WisomNet on training and testing datasets in
Example 1
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Examples of Training WisdomNet Ineffectively
Figure 4.5 illustrates the example of an overtraining WisdomNet, which has
no prediction error but rejects many data (about 22%). The model is created from
an MLP model with 98.3% accuracy. However, the WisdomNet model is trained with
ten epochs rather than three epochs as in the case shown in Figure 4.4c.
Figure 4.6 shows a case of training WisdomNet on a high bias neural network
model. In this case, the base MLP network has just about 88% accuracy, which is
relatively lower than the previous model with an accuracy of more than 98%. There
are more incorrect predictions made by this MLP model. As a result, the WisdomNet
model has rejected about 19.3% of the data and still makes 6.8% incorrect predictions.
In this case, the WisdomNet model rejects too many data samples while still making
incorrect predictions.
Figure 4.7 illustrates an example of training WisdomNet on a high variance
neural network model. In this example, the MLP model has about 98.4% training
accuracy. However, it obtains about 93.6% testing accuracy. The accuracy of classifying the testing dataset is almost 5% lower than the classification of the training
data. As shown in Figure 4.7b, the MLP model correctly classifies most of the training samples and fails to predict many testing samples. As illustrated in Figure 4.7c,
the WisdomNet model can obtain zero error in classifying the training dataset. However, WisdomNet still has about 2.8% Error Rate and about 7.2% Reject Rate on the
testing data.
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Figure 4.5: Illustration of training the WisdomNet model in Example 1 with 10
epochs

Figure 4.6: Illustration of training WisdomNet on a high bias MLP model.

Based on this example, we suggest training WisdomNet on a well-fitted neural
network model, which is not overfitting or underfitting. In addition, the training of
WisdomNet should stop when it reaches zero error on classifying the training data.
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Figure 4.7: Illustration of training WisdomNet on a high variance MLP model. The
red line represents the class boundary of the training data. The black line represent
the class boundary of the testing data. These two lines illustrate how a model fit
with each set of data.
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4.1.3

WisdomNet Evaluation Measurements
As mentioned earlier, a WisdomNet model should preserve what has been

learned by the base model. Since ANN is the parametric form of multiple basis
functions. We can compare the similarity of two neural networks through the set of
their parameters θ, which contains both weights and biases,

θ = [W eights, Biases].

(4.16)

Let us denote the set of the WisdomNet parameters as θ(W isdomN et) as and the
parameters set of the base neural network as θ(BaseN etwork). The difference of
each parameter in WisdomNet and the model, other than parameters of the conjugate
neuron, is calculated and stored in the set of parameter difference ∆θ,

∆θ = θ(W isdomN et) − θ(BaseN et).

(4.17)

Note that the calculation in Equation (4.17) does not use parameters of the conjugate
neuron in WisdomNet.
We use the Global Difference and Difference Ratio to quantitatively evaluate
the difference between the WisdomNet model and the base neural network model.
Let us use θi to denote the value of the element i in the parameter set. Hence, we can
use δθi to represent the difference of the ith parameter in WisdomNet and the base
model. The Global Difference is calculated by summing up the absolute difference of
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each parameter,
Global Dif f erence =

X

|δθi |.

(4.18)

δθi ∈∆θ

And the Difference Ratio is the ratio of Global Difference to the sum of absolute
parameters values in the base network

P

Dif f erence Ratio = P

|∆θi |
.
|θi (Base N etwork)|

(4.19)

The smaller the Difference Ratio is, the more similarity there is between the parameters of the two neural networks. Additionally, the histogram of ∆θ can be used
to analyze the frequency of differences. The peak frequency around zero difference
value indicates that a significant amount of parameters are unchanged or just slightly
changed.
To evaluate the classification performance of the WisdomNet, we use the Correct Prediction Rate (Equation (3.10)), Error Rate (Equation (3.11)), and Reject
Rate (Equation (3.9)) as presented in Chapter 3. We also use the Accuracy∗ metric
(Equation (3.13)) to indicate the fraction of correctly classified instances among the
data items that are predicted with a predefined class label.

4.2

WisdomNet on Multilayer Perceptron Neural Network

In this section, we describe the application of WisdomNet on MLP models.
All WisdomNet models in this section are created by using MLP models as the base
neural network models. Algorithm 1 is used to create and train WisdomNet. We
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provide two sets of experiments. The first set of experiments determines how different
WisdomNet is from the MLP model during the training process. We also evaluate the
classification performance of WisdomNet in each training epoch to determine when
the training should be stopped. The second experiment evaluates the WisdomNet
models when classifying some standard binary classification data.

4.2.1

Compare the parameters of the WisdomNet and the base MLP
models.

This part describes the experiments to compare the WisdomNet and MLP models
through their parameter values. We compare the parameters of these models in two
cases. In the first case, a small MLP with one hidden layer is used as the base model.
In the second case, we use a larger MLP with three hidden layers. For each case,
the parameters of the trained MLP model are stored in the set of θ(BaseN etwork)
for comparison. After each epoch of training the WisdomNet model in Step 4 of
Algorithm 1, we store the parameters in a set of θ(W isdomN et). We consider the
WisdomNet model in each training epoch as an immediate model. Each of these immediate models can perform classification on the training and testing data for evaluation. The values of ∆θ (Equation (4.17)), Global Difference (Equation (4.18)), and
Difference Ratio (Equation (4.19)) between θ(W isdomN et) and θ(BaseN etwork)
are calculated for each immediate WisdomNet model. Additionally, the classification
performance of WisdomNet is also evaluated.
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Evaluating WisdomNet created on a small MLP model
For the first case, a small MLP network named N (2,4,2) is used as the base
model to create and train the WisdomNet W(2,4,3). To evaluate these neural network
models, we use a synthetic dataset named RING, where the data points belong to
two concentric ring shapes in the 2D feature space. We generate one thousand RING
data samples for the training dataset and another one thousand data samples for the
testing dataset, as illustrated in Figure 4.8. In the MLP model, there are two neurons
in the input layer, four neurons in the hidden layer, and two output neurons. After
training, the MLP model obtains around 99% Accuracy in both training and testing
data samples. The WisdomNet model is trained with 10 epochs. After each epoch,
the WisdomNet model is evaluated on classifying the training and testing datasets.
The evaluation results are summarized in Table 4.2. At the first epoch, WisdomNet has about 0.6% Error Rate in the training data and around 0.2% Error Rate
in the testing data. It rejects about 1% of the training data and around 1.2% of
the testing data. The Difference Ratio of the WisdomNet model to the MLP model
is around 0.5%. At epoch 3, WisdomNet has reduced the Error Rate to 0.1% on
classifying the training data and made no error on the testing data. At epoch 5,
WisdomNet has zero Error Rate and about 6.5% Reject Rate on the training data.
For classifying the testing data, WisdomNet also has zero Error Rate and about 5.7%
Reject Rate. In this epoch, the Difference Ratio increases to around 2.25%. For the
later epochs, the Error Rate remains at zero while the Difference Ratio and Reject
Rate keep increasing. For example, the Reject Rate after epoch 10 is about 26.7% for
the training data and about 25% for the testing data. The Difference Ratios between
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the parameters of WisdomNet and MLP models are about 3.7%. Figure 4.9 shows
the results of training and validating the WisdomNet and the histogram of the ∆θ
values in epochs 1, 3, 5, and 10. As shown in Figure 4.9, all histograms of parameter
differences(∆θ) have the peak frequency around δθ = 0.
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Figure 4.8: Illustration of Ring data samples used in Section 4.2 experiments.

Table 4.2: Evaluation summary of WisdomNet created on MLP with 22 trainable
parameters
Epoch
Number

Global

Difference

Training

Training

Testing

Testing

Differences

Ratio (%)

Error

Reject

Error

Reject

Rate (%)

Rate (%)

Rate (%)

Rate(%)

1

0.544

0.51

0.6

1.0

0.2

1.2

2

1.062

0.99

0.2

2.5

0.1

2.0

3

1.548

1.45

0.1

3.4

0

3.1

4

1.997

1.87

0.1

4.9

0

4.5

5

2.409

2.25

0

6.5

0

5.7

6

2.785

2.61

0

8.5

0

8.3

7

3.128

2.93

0

11.5

0

10.9

8

3.442

3.22

0

15.0

0

14.9

9

3.728

3.49

0

20.2

0

19.5

10

3.992

3.74

0

26.7

0

24.9
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Figure 4.9: Testing results of WisdomNet created on a small MLP N (2,4,2) neural
network (22 parameters of weights and biases), including: Error Rate and Reject
Rate of the WisdomNet, Global Difference, Difference Ratio, and Histograms of the
parameters differences between WisdomNet and MLP
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Evaluating WisdomNet created on a medium size MLP model
For the second case, we use an MLP with three hidden layers, N (30,64,32,16,2),
as the base network to create the WisdomNet model. The evaluation process is done
using the BREASTCANCER data set with 512 training data samples and 57 testing
data samples. Each data sample has 30 attributes. The data samples in BREASTCANCER belong to either malignant or benign categories. The MLP network has
30 input neurons and two output neurons. There are three hidden layers in MLP
with 64, 32, and 16 neurons in each layer, respectively. The MLP model is trained
to have about 99% accuracy and is used as the base model to create the WisdomNet
network. The number of neurons in the input and hidden layers in WisdomNet are
the same as in the MLP model. The WisdomNet model has three output neurons.
Two of them are used to decide the malignant and benign classes, and the conjugate
neuron is used to determine the reject data. The WisdomNet model is trained for up
to 50 epochs. After each epoch, the WisdomNet model is evaluated on classifying the
training and testing data samples. A similar procedure as in the first case is followed
to compare the two neural network models.
Table 4.3 summarizes the evaluation results. At the first epoch, the WisdomNet model has not rejected any data and still has incorrect predictions. At epoch 9,
the WisdomNet model has reduced the Error Rate to zero on both training and testing datasets. In this case, all predicted class labels made by WisdomNet are correct.
It has rejected about 6.8% of the training data and around 8.8% of the testing data.
The Difference Ratio at epoch 9 is around 1.96%. The WisdomNet models obtained
in later training epochs also make zero error in classifying the training and testing
75

dataset. Similar to the previous case, the parameters Difference Ratio and Reject
Rate increase as the number of training epochs increases. For example, the Reject
Rate for the training data is around 13.3% at epoch 20, right above 36% after epoch
40, and above 50% at epoch 50. The Difference Ratios are about 3.7%, 6.5%, and
7.75% at epoch 20, epoch 40, and epoch 50, respectively. Figure 4.10 illustrates some
histograms of the parameter difference, ∆θ, after training epochs 1, 9, and 40. All
histogram plots show the peak frequency around the zero value of difference.
The results in both cases show that WisdomNet can reduce the incorrect predictions to zero while rejecting some data and preserving what has been learned by
the based model. When the ratios of difference between the parameters of WisdomNet and base models increase, more data will be rejected. Hence, we suggest stopping
the training of WisdomNet when it can make zero classification error on the training
data.
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Table 4.3: Evaluation summary of WisdomNet created on an MLP with 4626 trainable parameters
Epoch
Number

Global

Difference

Training

Training

Testing

Testing

Differences

Ratio (%)

Error

Reject

Error

Reject

Rate (%)

Rate (%)

Rate (%)

Rate(%)

1

1.524

0.24

0.39

3.32

0

3.51

5

7.306

1.15

0.19

5.07

0

7.01

8

11.212

1.77

0.19

6.44

0

7.01

9

12.414

1.96

0

6.83

0

8.77

10

13.577

2.14

0

7.81

0

8.77

15

18.979

2.99

0

10.54

0

12.28

20

23.704

3.74

0

13.28

0

14.03

25

28.23

4.46

0

19.72

0

15.78

30

32.801

5.18

0

24.21

0

26.31

35

37.096

5.86

0

30.07

0

31.57

40

41.177

6.50

0

36.32

0

43.85

45

45.194

7.14

0

43.35

0

47.36

50

49.112

7.75

0

50.19

0

52.63
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Figure 4.10: Testing results of WisdomNet on a midsize MLP N (30,64,32,16,2)
neural network (4626 parameters of weights and biases), including: Error Rate and
Reject Rate of the WisdomNet, Global Difference, Difference Ratio, and Histograms
of the parameters differences between WisdomNet and MLP
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4.2.2

Classification results of WisdomNet on three binary classification
datasets
We now present the testing results of three WisdomNet models on banknote

authentication (BANKNOTE), BREASTCANCER, and RING classification problems. BANKNOTE dataset contains 1372 data instances, which are extracted fractures from images of genuine and forged banknotes. This set of data is provided by
UCI [34]. The BREASTCANCER and the RINGS datasets have been described in
the previous section. Table 4.4 summarizes the number of data attributes, the size
of training and testing sets, and the structures of MLP and WisdomNet models for
each problem. The MLP models for RING, BANKNOTE, and BREASTCANCER
problems are N (2, 4, 2), N (4, 16, 8, 2), and N (30, 64, 32, 16, 2), respectively. The WisdomNet model for each dataset is created and trained based on the corresponding
MLP model. All WisdomNet models have two output neurons for predicting class
labels and one conjugate neuron for flagging the reject data. In this experiment, all
WisdomNet models are trained until they obtain zero error on classifying the training
data. Table 4.5 summarizes the testing results.
As shown in Table 4.5, all MLP models are quite accurate. The MLP models
for RING, BANKNOTE, and BREASTCANCER datasets have the testing accuracy
of about 99.1%, 98.6%, and 98.2%, respectively. However, all these MLP models have
classification errors.
As expected, three WisdomNet models reach 0% Error Rate in all tested data.
All three WisdomNet models successfully reject difficult-to-classify data instances
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Table 4.4: A summary of the datasets and networks architectures tested in Section
4.2.2

Datasets

Attributes

Training

Testing

MLP

WisdomNet

RING

2

1000

1000

2-4-2

2-4-3

BANKNOTE

4

1,234

138

4-16-8-2

4-16-8-3

BREASTCANCER

30

512

57

30-64-32-16-2

30-64-32-16-3

Table 4.5: Testing results summary of MLP and WisdomNet models in Section 4.2.2
MLP

WisdomNet

Incorrect

Accuracy

Error Rate

Accuracy∗

Reject Reject

RING

0.9%

99.1%

0%

100%

5.7%

BANKNOTE

1.4%

98.6%

0%

100%

5.1%

BREASTCANCER

1.8%

98.2%

0%

100%

8.8%

Datasets

that are misclassified by the MLP models. All predicted class labels made by WisdomNet models are correct. The Reject Rates for classifying RING, BANKNOTE,
and BREASTCANCER testing data samples are about 5.7%, 5.1%, and 8.8%, respectively.
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4.3

WisdomNet on Convolutional Neural Networks

This section describes the evaluation of the WisdomNet model that uses a
Convolutional Neural Network (CNN) as the base model. A CNN consists of an
input layer, convolutional layers, pooling layers, and fully connected (FC) layers.
The last FC layer in a CNN is the output layer. WisdomNet can be created from
a CNN model by using Algorithm 1. The created WisdomNet model has the same
structure as the base CNN model except for the output layer, which has a conjugate
neuron and other output neurons.
The experiments described in this section consider a CNN model developed
to classify images from a set of two handwritten digits. The images of digits are obtained from the MNIST handwritten digits dataset [35] to create binary classification
problems. For example, MNIST(0-1) is the set of images having number zero and
number one, and MNIST(8-9) is the set of images having number eight and number
nine. Each image set is a binary classification problem, such as classifying digit eight
vs digit nine from the MNIST(8-9) set.
Figure 4.11a illustrates the considered CNN model. The network processes
the input image of size 28×28×1 (28 pixels for width, 28 pixels for height, and 1color channel). There are two convolutional layers followed by a max-pooling and a
flattening layer. We used dropout with p = 0.25 between the max-pooling and the
flattening layers to avoid overfitting. The first convolutional layer uses 32 filters with
a window size of 3×3. The second convolutional layer has 64 filters, and each filter
has a 3×3 window. The classification layers have two fully connected (FC) layers.
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The first FC layer has 128 neurons. The second layer has two neurons, which provide
the output results for the network. A dropout with the rate of 0.5 is used in between
the two FC layers.
After training, the CNN model is used to create a WisdomNet model as laid
out in Figure 4.11b. According to Algorithm 1, a conjugate neuron is added to
the output layer of the WisdomNet model. Hence, the WisdomNet model has three
output neurons. Initially, WisdomNet copies all parameters of the CNN model while
the weights and bias of the conjugate neuron are set to nearly zero.
We present two experimental results. The first experiment compares the parameters of the WisdomNet model and the CNN model during the training process.
The second experiment evaluates the performance of the WisdomNet model when
training and testing on different sets of digit pairs.

4.3.1

Comparing Parameters of WisdomNet and CNN models
Table 4.6 summarizes the comparison of the parameters between the Wisdom-

Net and CNN models when training to classify digit eight and digit nine from the
MNIST(8-9) dataset. In this experiment, the training dataset has 11800 images of
the digits 8 and 9. The testing dataset contains 1983 images. The base CNN model is
trained to reach around 99.8% training accuracy and around 99.7% testing accuracy.
This is a highly accurate CNN model. After training, all parameters of the neurons
in the CNN model are stored in the parameters set θ(CN N ) for later comparison.
The WisdomNet model is trained for 150 epochs. It should be noted that the epoch
number considered here is the number of epochs for training WisdomNet in Step 4
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(a)

(b)

Figure 4.11: Illustration of WisdomNet on CNN. a) CNN model. b): WisdomNet
model. The output layer of WisdomNet in b) contains a conjugate neuron along with
other two output neurons.
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of Algorithm 1. After each epoch, the WisdomNet model is evaluated on classifying
the training and testing data samples. After each epoch, all parameters of the neurons in the WisdomNet model are stored in the parameters set θ(W isdomN et). The
θ(CN N ) and θ(W isdomN et) sets are used to calculate the ∆θ Parameter Difference
(Equation (4.17)), Global Difference (Equation (4.18)), and Difference Ratio (Equation (4.19)). The conjugate neuron parameters are eliminated from the comparison
because they do not exist in the base CNN model. According to the network structure, the comparison is made on 1,198,850 parameters of weights and biases. We also
analyze the histograms of Parameter Difference, ∆θ, to determine the frequency of
the differences.
As listed in Table 4.6, when the number of training epochs increases, the values
of Global Difference and Difference Ratio increase. The WisdomNet models trained
with more epochs are increasingly different from the base CNN model. However, the
Difference Ratio is small. The Difference Ratio is about 0.14% at epoch one and
about 3.83% at epoch 150. Additionally, all histograms of Parameter Difference have
the peak frequency around zero difference value. Figure 4.12 illustrates the Parameter
Difference histograms at epochs 23, 26, and 100. The peak frequency of zero difference
indicates that most of the parameters of the WisdomNet are the same as in the CNN
model. Based on the results, we may conclude that the WisdomNet model does not
change many CNN model parameters. In other words, the WisdomNet model can
preserve what has been learned in the base CNN models.
The Error Rate and Reject Rate for classifying the training and testing data
by the WisdomNet model after each training epoch are summarized in Table 4.6.
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At epoch one, the classification Error Rate of WisdomNet is about 0.1% on the
training data and around 0.35% on the testing data. The model has not rejected any
testing data yet. The Difference Ratio at epoch one is about 0.14%. The Error Rate
reduces when the number of training epochs increases. Likewise, the Reject Rate
value increases. The Error Rate of WisdomNet on the training data has reduced to
0.008% at epoch 23 and zero at epoch 26. At epoch 23, WisdomNet has not made any
error in classifying the testing dataset. As shown in Table 4.6, the WisdomNet model
trained with 26 or more epochs has zero error when classifying both training and
testing datasets. At epoch 26, the Reject Rate is about 2.19% on the training data
and about 2.77% on the testing data. In this case, the Difference Ratio is about 1.8%.
The Reject Rate keeps increasing after more training epochs. The WisdomNet model
trained with 150 training epochs has rejected more than 50% of the data. Based on
the evaluation results, we conclude that the WisdomNet model can reduce the Error
Rate to zero. The training process should stop when the WisdomNet model reaches
zero Error Rate on classifying the training dataset
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Table 4.6: Evaluation summary of WisdomNet created on a CNN model of 1,198,850
trainable parameters
Epoch
Number

Global

Difference

Training

Training

Testing

Testing

Differences

Ratio (%)

Error

Reject

Error

Reject

Rate (%)

Rate (%)

Rate (%)

Rate(%)

1

22.553

0.137

0.101

0.008

0.353

0

5

89.133

0.542

0.084

0.042

0.353

0.101

10

156.460

0.951

0.034

0.288

0.050

0.706

15

212.139

1.290

0.017

0.678

0.050

0.907

20

261.505

1.590

0.017

1.245

0.050

1.714

22

279.085

1.697

0.017

1.525

0.050

2.017

23

286.239

1.741

0.008

1.644

0

2.168

24

292.703

1.780

0.008

1.839

0

2.269

25

301.131

1.831

0.008

1.991

0

2.421

26

309.350

1.882

0

2.186

0

2.774

30

340.079

2.069

0

3.076

0

4.084

40

396.917

2.414

0

5.466

0

7.060

50

439.958

2.676

0

8.627

0

10.842

75

516.300

3.140

0

18.169

0

21.382

100

562.367

3.421

0

28.559

0

31.619

150

630.286

3.834

0

50.670

0

53.505
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Figure 4.12: Testing results of WisdomNet on a CNN base model with 1,198,850
parameters of weights and biases), including: Error Rate and Reject Rate of the
WisdomNet, Global Difference, Difference Ratio, and Histograms of the parameters
differences between WisdomNet and CNN
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4.3.2

Classifying different pairs of handwritten digits
This part presents the testing of WisdomNet models on nine different pairs of

digits: MNIST(0-1), MNIST(1-7), MNIST(1-9), MNIST(2-7), MNIST(3-5), MNIST(49), MNIST(6-9), MNIST(7-8), MNIST(8-9). While some datasets contain images of
digits easy to classify (e.g., digit zero and digit one), other sets may have a few confusing cases. There are some pairs of digits with similar shapes that may harder to
distinguish. For example, the handwritten shapes of digit eight and digit nine may
have more similar patterns than the shapes of digit zero and digit one. The information of each dataset is listed in Table 4.7. Structures of the CNN and WisdomNet
models have been shown in Figure 4.11.
For each dataset, the CNN model is trained to acquire above 99% accuracy in
both testing and training data. The WisdomNet model is then trained based on the
CNN model to have zero error in classifying the training data.
As expected, there is no testing data misclassified by WisdomNet. The Reject
Rate for each set of data is plotted in Figure 4.13. On average, WisdomNet rejects less
than 4% of the test data. For the datasets MNIST(2-7), MNIST(3-5), and MNIST(49), the Reject Rate is between 4% and 7%. The Reject Rate for MNIST(6-9) and
MNIST (8-9) are between 2% and 3%. There is a lower Reject Rate of around 1%
for the data samples in MNIST(0-1), MNIST(1-7), MNIST(1-9), and MNIST (7-8).
We have not quantitatively determined the similarity pattern among those
digits pairs. However, it can be seen that there are fewer similarities in the shapes
of digits in MNIST(0-1), MNIST(1-7), MNIST(1-9), and MNIST(7-8). For those
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digits pairs, WisdomNet only rejects a small fraction of data samples to obtain zero
classification. For the digits pairs with more similar shapes, such as MNIST(2-7),
MNIST(3-5), MNIST(4-9), and MNIST(8-9), more data samples have been rejected
by the WisdomNet model.
Figure 4.14 shows the confusion matrix of the classification results for the
testing data in MNIST(3-5) done by the CNN and WisdomNet models. Despite high
True Positive and True Negative results, the CNN model makes misclassifications
on eight instances. The WisdomNet returns 82 digit images as reject to obtain 0
False Positives and 0 False Negatives. Figure 4.15 shows the confusion matrix when
classifying the testing samples of MNIST(8-9). The CNN model has high values of
correct classifications, as shown in Figure 4.15a. However, there are seven images
misclassified by CNN. The WisdomNet model makes no incorrect predictions and
rejects 55 testing data instances (about 2.7%).
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Table 4.7: A summary of the subsets of MNIST.
Data sets

Digits

Image size

Training Data

Testing Data

MNIST(0-1)

0 and 1

28 x 28

12665

2,115

MNIST(1-7)

1 and 7

28 x 28

13007

2,163

MNIST(1-9)

1 and 9

28 x 28

12,691

2,144

MNIST(2-7)

2 and 7

28 x 28

12,223

2,060

MNIST(3-5)

3 and 5

28 x 28

11,552

1,902

MNIST(4-9)

4 and 9

28 x 28

11,791

1,991

MNIST(6-9)

6 and 9

28 x 28

11,867

1,967

MNIST(7-8)

7 and 8

28 x 28

12,116

2,002

MNIST(8-9)

8 and 9

28 x 28

11,800

1,983

WisdomNets Reject Rate (%)

6
5
4
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(8 9)
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Figure 4.13: The testing Reject Rates of WisdomNet of different subsets of MNIST

90

Figure 4.14: Illustration of confusion matrices when classifying MNIST(3-5) testing
dataset by CNN and WisdomNet models

Figure 4.15: Illustration of confusion matrices when classifying MNIST(8-9) testing
dataset by CNN and WisdomNet models
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4.4

WisdomNet on Deep Neural Networks (DNN)

In this section, an experiment of applying WisdomNet in a is evaluated. The
test of Accuracy∗ , Error Rate, and Reject Rate are reported. For comparison, the
test of Accuracy of the DNN model is also included.
There are many deep learning models are available such as VGG16, VGG19
[36], ResNet34, and ResNet50 [37]. We present the test of applying WisdomNet on
ResNet50, a 50-layer deep Residual Network. ResNet50 is considered as a fairly deep
model compared to other models. The ResNet50 model is already trained on millions
of images of the ImageNet [38] datasets to classify 1000 objects. In our experiment,
we create a transfer learning model of ResNet50 to classify images of categories, cats
and dogs. The WisdomNet model is created and trained based on the transferred
ResNet50 model by following the steps of Algorithm 1. The images are obtained
from Kaggle [39] to train the deep learning models. We use a set of 4000 images
(2000 cat and 2000 dog images) for training and 400 images for testing (200 images
in each class). The experiment procedures and results are described in the following
paragraphs.
Create transfer learning model and features dataset: We apply transfer learning on
the ResNet50 model to classify the images of dogs and cats. The ResNet50 model
should already be able to classify dogs, cats, and other class labels based on the
training using ImageNet datasets. The transfer learning method is applied to increase
the classification accuracy for the dogs and cats images. We refer to this model as
Transfer-ResNet50. An illustration of Transfer-ResNet50 is shown in Figure 4.16a.
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The creation of Transfer-ResNet50 and the features dataset are done in the following
steps.

• Truncate the last layer of ResNet50: Because the ResNet50 model is originally
designed to classify up to 1000 objects categories, the last layer has 1000 output
neurons. This layer is removed in this step to get ready to create a binary
classification model.
• Create the features dataset: After removing the last layer of the ResNet50, we
run this model on the cat and dog images dataset and then store the bottleneck
features provided by the model. The reason for creating these feature sets is
computational efficiency. Running ResNet50 on thousands of original images
is an expensive run-time problem. We decide to run it once and create sets of
bottleneck features to speed up the later computational processes.
• Create the Transfer-ResNet50 model: New top classification layers are added
to the truncate ResNet50. As shown in Figure 4.16a, the classification layers
have three fully connected layers (FC). The first and second FC layers have 256
neurons each. The last FC layer has two neurons to provide prediction outputs.
To reduce over-fitting, we apply dropout with a rate of 0.25 among these three
FC layers.
• Train the classification layers of Transfer-ResNet50: We use the transfer learning method that only trains the classification layers in Transfer-ResNet50. All
parameters of the ResNet50 model are transferred to Transfer-ResNet50. The
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classification layers of Transfer-ResNet50 are trained on the training features
set using the backpropagation algorithm. This is the final step of creating and
training the Transfer-ResNet50 model.

Create the WisdomNet model: A WisdomNet model is created by using TransferResNet50 as the base neural network model. All parameters of Transfer-ResNet50 are
copied to the WisdomNet model. The WisdomNet model has three output neurons,
two neurons are to predict the cat and dog class labels, and the conjugate neuron
is to indicate the reject cases. An illustration of the WisdomNet model is shown in
Figure 4.16b. The WisdomNet model is trained until it has zero incorrect predictions
on the training data.
Create the fine-tuning model: We apply the fine-tuning method to see if it helps to
increase the accuracy of Transfer-ResNet50. In this case, the last residual block
of ResNet50 and the classification layers in Transfer-ResNet50 is re-trained using
the training images dataset. All other layers in Transfer-ResNet50 are frozen. The
parameters of frozen neurons are not updated during the fine-tuning process. We
expect the fine-tuned model has better testing accuracy than the Transfer-ResNet50.
Figure 4.16c illustrates the fine-tuning model. The structure of the model is the same
as Transfer-ResNet50. However, the frozen and fine-tuning sections are indicated in
Figure 4.16c.
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Figure 4.16: Network architectures using 50-layer residual as the base model. Left:
The transfer learning model. Middle: The WisdomNet model: the red output layer
contains a conjugate neuron with 0 initialized weights and bias; all weights and bias
of other units are initially inherited from the transfer learning model. Right: The
fine-tuned model.
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Table 4.8: The testing results of the WisdomNet vs deep learning models on the
dogs-cats images classification problem.

Model
Transfer-ResNet50
WisdomNet
Fine-tuned Transfer-ResNet50

Accuracy
97.5%
98%

Incorrect
Prediction
2.5%
0
2%

∗

Accuracy
100%
-

Reject
Rate
6.5%
-

Table 4.8 summarizes the testing results of the three models. For TransferResNet50 and fine-tuning models, the Accuracy (Equation (3.5)) and the incorrect
prediction rate (1-Accuracy) are reported. For the WisdomNet model, the Accuracy∗
(Equation (3.13)), the incorrect prediction (Error Rate as in Equation (3.11)), and
Reject Rate (Equation (3.9)) of WisdomNet are listed in Table 4.8. The TransferResNet50 model has an accuracy of around 97.5% with about 2.5% incorrect predictions. The fine-tuned model has about 98% accuracy. On the other hand, the
WisdomNet does not misclassify any data. The percentage of ‘reject’ samples is
about 6.5%.
Figure 4.17 shows images that are misclassified by the Transfer-ResNet50
model. All of these images are rejected by the WisdomNet model. A set of images that the WisdomNet rejected to make a decision is provided in Figure 4.18. By
indicating those images as reject, WisdomNet does not make any incorrect predictions.
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Figure 4.17: Images of dogs and cats that the Transfer-ResNet50 misclassified.

Figure 4.18: Images of dogs and cats that the WisdomNet rejected to make a
decision.
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4.5

Effect of noisy data on WisdomNet performance

In our method, we have set a goal of having the fraction of rejects as small as
possible when reducing the rate of classification errors to zero. When implementing
the WisdomNet training algorithm, we have seen that the quality of the training data
has significant effects on the fraction of rejects and errors. This section describes an
experiment on the effect of noisy training data on the classification performance of
WisdomNet.
Because WisdomNet is created and trained based on another neural network
model, the performance of WisdomNet depends on the base model. WisdomNet
will fail to avoid wrong classifications when learning from either the over-fitting (high
variance) or under-fitting (high bias) base models. In this experiment, the base neural
network is properly trained with a balanced variance and bias trade-off.
In this experiment, we create classification problems of 2-D feature space with
data positions in MOON and RING shapes. The MOON classification problem contains data points grouped into two interleaving half-circles. The RING problem has
data of two concentric rings shape. An example of MOON and RING shapes without
noise is illustrated in Figure 4.19.
For each problem, the training and testing datasets are created with Gaussian
noise applied to data point positions. For the MOON problem, we use the MLP
N (2, 8, 2) and the WisdomNet W(2, 8, 3) models. The RING problem is classified by
the MLP N (2, 4, 2) and the WisdomNet W(2, 4, 3) models.
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Figure 4.19: Illustration of moon-shape and concentric rings data without noise.

Testing result with Gaussian noise of σ = 0.1
In the MOON and RING problems illustrated in Figure 4.20, the training and
testing datasets are created with 0.1 standard deviation (σ=0.1) of Gaussian noise
adding to the data positions. One thousand training data and one thousand testing
data are created for each problem. At this level of noise, the class regions in each
problem have almost overlapped. For both problems, the MLP models are trained to
have around 99.2% to 99.3% accuracy. Each WisdomNet model is trained to obtain
zero training error.
The testing results of MLP models are as follows. When classifying the MOON
testing dataset, the MLP N (2, 8, 2) model has about 99.3% accuracy and 0.7% errors.
The MLP N (2, 4, 2) also has around 99.3% accuracy and 0.7% errors for classifying
the RING testing data. The incorrect predictions made by MLP models can be seen
in the MLP testing results illustrated in Figure 4.20.
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The WisdomNet models have zero classification error on both MOON and
RING testing datasets. The Reject Rate is about 4.4% and 5.7% for the MOON
and RING data. The rejected data points for each problem are visualized in the
WisdomNet testing results in Figure 4.20.
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(a) MOON problem

(b) RING Problem

Figure 4.20: Illustration of prediction results on data with Gaussian noise (µ =
0, σ = 0.1).
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Testing result with Gaussian noise of σ = 0.15
Figure 4.21 illustrates the MOON and RING problems with Gaussian noise of
σ = 0.15. Each set of training data and testing data is created with one thousand data
points. It can be seen from Figure 4.21 that two half-circles regions in the MOON
data have overlapped with each other. In the RING problem shown in Figure 4.21,
there are many data points in the overlapping area between the inner-ring and the
outer-ring regions.
For the MOON problem, MLP has about 99% training accuracy and 89.9%
testing accuracy. MLP makes about 1.1% prediction errors on the MOON testing
dataset. The WisdomNet model has no incorrect prediction. The reject rate when
classifying the MOON testing dataset is around 12.4%.
For the RING problem, the MLP model has about 97% accuracy in both
training and testing data. Almost 3% of the data is misclassified by the MLP model.
The WisdomNet model can still reduce the prediction error to zero. The Reject Rate
when classifying the RING testing dataset is about 33%.
We may conclude that as the noise increases, the WisdomNet rejects more
data samples to obtain zero incorrect classification. In our study, we have tested
WisdomNet on higher levels of noise and obtained a higher values of Reject Rate.
For instance, with σ = 0.2, the Reject Rate may increase to above 40% in order to
have zero prediction error. With a higher level of noise (σ > 0.3), WisdomNet rejects
a high percentage of data samples and still makes incorrect predictions.
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(a) MOON problem

(b) RING problem

Figure 4.21: Illustration of prediction results on data with Gaussian noise (µ =
0, σ = 0.15).
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4.6

Discussion

Multi-class classification is more challenging than the binary classification
problem. Adding a single conjugate neuron did not provide good results in the case
of multi-class classification. For example, when we classify the first five digits of the
MNIST using a WisdomNet of one conjugate neuron, more than 50% of the instances
were rejected. A single conjugate neuron is not enough to capture all misclassifications
effectively.
We have developed a WisdomNet network with multiple conjugate neurons.
For multi-class classification, we add a conjugate neuron per class that would indicate
‘reject’ for that class only. This approach doubles the number of output neurons, nL ,
in the base network yielding WisdomNet W as W(n0 , n1 , · · · , nL−1 , 2nL ). In this case,
all the incoming weights and biases of conjugate neurons are initially set to 0.
We have tested this WisdomNet on classifying the digits 0, 1, 2, 3, and 4 of
the MNIST dataset. We use 305,96 data for training and 5,139 for testing. The base
CNN network obtains about 99.7% accuracy with 0.3% error. The new structure
of the WisdomNet for multi-class classification yields a promising result, which can
reduce the misclassification error to zero, and the fraction of rejects is only about
9.8%.
For the 10-class MNIST dataset, the Reject Rate is much higher in our experiments. Therefore, a number of adjustments and improvements should be made to
widely apply to multi-class classification problems. At this point, we conclude that
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the results are very promising for binary classification problems, and further studies
should be conducted for multi-class classification problems.
An alternate idea to determine and reject the hard-to-classify data samples
is to use a range of thresholds based on the predictive probabilities output of the
neural network. Assume that in binary classification, the correct prediction for a
data sample is expected to yield a high probability p to a considered class, or low
probability (1-p) to the other class, where p is a value between 0 and 1. When
the probability outcome is around 0.5, it is hard to make a prediction. In such a
case, if the predictive probability is in a range, such as in between 0.4 and 0.6, the
network may reject to make a decision. We have observed that the neural network
may misclassify a sample data by yielding a high prediction probability (e.g., > 0.95)
of belonging to an incorrect class despite the sample belongs to another actual class.
Enlarging the range of thresholds for rejections may recognize these misclassifications;
however, it would yield a significantly high ratio of rejection.
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CHAPTER 5

ELSE-TREE CLASSIFIER

In this chapter, a new decision tree (DT) classifier named Else-Tree is described. The Else-Tree classifier is created based on the new method introduced in
Chapter 3. Section 5.1 presents an overview of the DT classifier and its inherent
misclassification problem. The descriptions of Else-Tree and the training algorithm
are given in Section 5.2. The experimental results for testing Else-Tree are given in
Sections 5.3 and 5.4. The discussions about the Else-Tree algorithm and its current
limitation are presented in Section 5.5.

5.1

Inherent Misclassification Problem of Tree-based Classifiers

The DT classifier is a collection of classification rules that are used to classify
data samples. The classification rules in DT are organized in the form of a tree-based
data structure. A DT model consists of decision nodes, branches, and leaf nodes.
The first decision node in the tree is the root node. At each decision node in the tree,
a test is performed on one or more attributes. The outcome of the test identifies a
branch to a subtree. The leaf node represents a class label. For classification, the
input data is fed to the root node. Then, the classification process follows a unique
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path determined by the attribute values of the data to a leaf node, which identifies the
class membership. The DT algorithm learns the classification rules (tests to perform
at each decision node) from the training data. The most popular DT algorithm is
Iterative Dichotomiser 3 (ID3) [40], which recursively partitions the training dataset
into disjoint subsets based on the data attributes as described below.

1. Attach all training samples to the root node.
2. Select an appropriate attribute and partition the data set into disjoint subsets
recursively. The selection of the attribute to partition the data set at each stage
is guided by some statistical measures.
3. Continue partitioning recursively until no training samples remain, or all attributes
are used, or all remaining samples belong to the same class or no meaningful
improvement is achieved by partitioning.

When the algorithm terminates, each decision node is associated with an attribute
and a test on that attribute. Each leaf node will have a class label and an associates
subset of the training set.
One factor that has a critical influence on the accuracy of classifications made
by a DT is the statistical measures that is used to select the attribute to partition the
data at the decision nodes. Many well-known decision tree algorithms use an impurity
measure to determine the optimal split. For example, ID3 algorithm [40] uses entropy,
whereas CART, SLIQ, and SPRINT use Gini index [41, 42, 43], and C4.5 algorithm
uses gain ratio [44]. However, there is one inherent misclassification problem in these
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DT algorithms. When all attributes are used and the remaining training data samples
cannot be partitioned further, the label of a leaf node is assigned to the majority class
of the data samples. In this case, the samples belong to other classes are misclassified.
Let us define the ‘pure’ and ‘impure’ sets of data as follows. Let, R be the
given set of data samples. Consider D as a subset of set R. The subset is pure if all
samples of D belong to the same class. It is an impure subset if the samples belong
to more than one class.
The final result of training a DT model to learn to classify 2-D patterns into
two classes is shown in Figure 5.1. The classes are denoted by “+” and “-.” The
resulting DT has three leaf nodes corresponding to the three disjoint partitions shown
in Figure 5.1. Two leaf nodes are associated with pure subsets R1 and R2 . All data
samples in R1 belong to the “+”, and all data samples in R2 belong to the “-”. The
subset R3 is impure because it has data samples belonging to both “+” and “-”.
As the majority samples of R3 belong to “+”, the associated leaf node gets labeled
as “+”. Therefore, the probability of misclassification is high if the classification
effort terminates in this leaf node. In general, accuracy associated with the label
assigned based on impure leaf nodes is lower than the accuracy associated with the
label assigned based on pure leaf nodes.
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Figure 5.1: Illustration of rectangular decision regions with pure and impure subsets
of “+” and “-” samples.

5.2

Else-Tree Classifier

This section first describes Else-Tree as an approach to the new method for the
DT classifier. Then, we provide the Else-Tree training algorithm and Else-Tree pruning method. Finally, we present an example to illustrate the training algorithm. The
training algorithm for Else-Tree developed in this dissertation considers the binary
classification problem with numeric attributes.
Else-Tree: The Else-Tree classifier model, being a tree, contains a root node, several
decision nodes, branches, and leaf nodes. The Else-Tree has two types of leaf nodes:
class-leaf node and else-leaf node. The class-leaf node provides a predictive class
label for the input data. The else leaf node is the flag to indicate that the data item
cannot be classified and is a reject. The branches at a decision node in Else-Tree
belong to two groups, class-leaf branch and else branch. The class-leaf branch leads
to a class-leaf node. The else branch leads to another decision node in the tree, and
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the last else branch leads to the else-leaf node. The Else-Tree is trained recursively to
choose the appropriate attribute and partition the training dataset into disjoint pure
subsets. At each decision node, the attribute selection is determined by the number
of samples in the pure subsets. We favor the pure subset that contains the most
training data samples. An attribute is selected such that the pure partition assigned
to resulting class-leaf node is the largest. The remaining training samples are assigned
to the newly created decision node. Note that, to avoid overfitting, we require the
selected pure subset to contain more than a pre-specified number of training samples.
The training process stops when it cannot determine any pure subset containing an
acceptable number of training data samples. For classifying a new data item, the
classification process starts from the root node and follows a unique path based on
the attribute values of the data item to a leaf node in Else-Tree. If the classification
process leads to a class-leaf node, the data item is classified to the class label identified
by the class-leaf node. If the process ends up at the else-leaf node, the data item is
not classified and is determined as a reject. The Else-Tree classifier can reduce rate
of incorrect predictions by learning the classification rules from the pure subsets of
the training data samples and rejecting to make a prediction when the classification
process reaches the else-leaf node.
Figure 5.2 illustrates the form of a simple Else-Tree classifier, which has two
decision nodes. The root node caries out a test on the value of attribute A, and the
second decision node caries out a test on the value of attribute B. Each decision node
has two class-leaves for predicting Class0 and Class1. The else branch of the root
node leads to the second decision node, and the else branch of the second decision
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Figure 5.2: A sample of an Else-Tree structure for binary classification problem.

node leads to the else-leaf node. When classifying a data sample, the classification
rule starts at the root node and takes a particular path according to the tests on
the values of attributes A and B of the data sample to a leaf node. The input data
sample will reach the else-leaf node if it does not satisfy any class-leaf conditions. In
this case, the data sample is marked as a reject.
Before going on with the details of the Else-Tree training algorithm, the following section describes two helper functions that are used in the Else-Tree training
procedure.

5.2.1

Helper Functions to Support the Else-Tree Training Process
Get-Max-Pure-Subset-by-Attribute Function
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The following paragraphs describe the function to obtain the largest pure
subset for each class from the training data of a binary classification problem based
on a numerical attribute.
We are given a training dataset R with numerical attributes for a binary
classification problem. The data samples in R belong to Class0 and Class1. Let A be
the considered attribute. Note that A is one of the attributes of data samples in R.
The algorithm for this Get-Max-Pure-Subset-by-Attribute function is given below.
Get-Max-Pure-Subset-by-Attribute(R,A):
Input: A binary classification training dataset R and an attribute A
Output: R0 as the largest pure subset of Class0, and R1 as the largest pure subset
of Class1.
Begin:
Step1: Sort R based on attribute A values {a1 , a2 , · · · , am }, where ai < ai+1
and 1 ≤ m ≤ |R|.
Step2: Create m kernel sets {k1 , k2 , · · · , km } based on each value ai of attribute A (ki is a set of all samples in R for which A = ai ).
for each kernel set ki
if (ki is a pure set)
then label ki with the class label of its data samples.
else label ki as ‘impure’.
end for
Step3: Combine adjacent kernel sets of the same class label into a larger
subset.
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Step4: Select and return the largest pure subset of each class from the combined kernel sets. If there is no pure subset, return two empty sets.
End
The step-by-step description of the Get-Max-Pure-Subset-by-Attribute function is as follow.
Step1: Sort R based on the values of the considered attribute A.
All data samples in R are sorted based on the ascending order of the values
of the considered attribute A. Let us denote the sorted values of attribute A as
{a1 , a2 , · · · am }, where ai < ai+1 and 1 ≤ m ≤ |R|.
Step2: Create kernel sets
First, create m subsets k1 , k2 , · · · , km of the input dataset R, where ki contains
data samples whose value of the attribute A equals ai . We refer to each set ki as a
kernel set of the input dataset. Then, each kernel set ki is labeled according to the
class of its data samples. If all samples in ki belong to a single class, ki is a pure set.
Otherwise, the set is impure. The pure set is labeled with the same class label as its
data samples. The impure set is marked as ‘impure.’ Note that the class labels of
the data samples are unchanged during this process.
Step3: Combine adjacent kernel sets
Based on the values of the attribute A in order as {a1 , a2 , · · · , am }, the adjacent kernel sets with the same class label are combined into a single set to create a
larger subset of the input data. For instance, if c consecutive sets ki , ki+1 , · · · , ki+c−1
have the same class label, they are combined into a single set Cj with the values of
the attribute A in [ai , ai+c−1 ]. At the end of this step, we may obtain M subsets
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C1 , C2 , · · · , CM , where each subset Cj contains one or more kernel sets.

Step4: Select and return the largest pure subset of each class.
From the combined subsets created in Step 3, the pure subset that contains
the most data sample of each class is selected and returned. The selection of a pure
subset is guided by the number of data samples in it. For each class, only the pure
subset that contains the highest number of data samples is selected and returned. If
there is no pure subset, the function returns two empty sets.
Example 1: Illustration of the Get-Max-Pure-Subset-by-Attribute function.
Figure 5.3 illustrates two function calls for Get-Max-Pure-Subset-by-Attribute
on a sample dataset R, which has ten samples of two attributes, A and B. The data
samples in R belong to Class0 and Class1. The result of Get-Max-Pure-Subset byAttribute(R, A) when considering attribute A is shown in Figure 5.3a. In this case,
the largest subset of Class0 has five data samples, and the largest subset for Class1 has
three samples. Figure 5.3b shows the results of Get-Max-Pure Subset-by-Attribute(R,
B), which uses attribute B as the considered attribute. In this case, the largest pure
subset of Class0 contains two data samples, and the largest pure subset of Class1 also
has two data samples.
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a) Consider attribute A

b) Consider attribute B

Figure 5.3: Illustration of the Get-Max-Pure-Subset-by-Attribute function.
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Find-Best-Pure-Partition function
This part presents a function named Find-Best-Pure-Partition, which exhaustively searches for the appropriate attribute to partition training data at each stage.
The function returns the selected attribute and the corresponding two pure maximal subsets. If there is no attribute that can be used to generate a pure subset of
the input data samples, the function returns a NULL attribute and two empty sets.
First, the function loops to consider all attributes of the input data. In each iteration,
the function considers one attribute and calls the Get-Max-Pure-Subset-by-Attribute
function to get the max pure subset of each class according to the considered attribute. The selected attribute is the one that yields the pure subset with the highest
number of data samples. After the appropriate attribute is selected by the exhaustive
search, the Get-Max-Pure-Subset-by-Attribute is called again, which will consider the
selected attribute to determine the largest pure subset of each class. The algorithm
for this function is presented below.
Find-Best-Pure-Partition(R):
Input: A binary classification dataset R with d numerical attributes A1 , A2 , · · · , Ad
Output: The selected best attribute, the largest pure subset R0 for Class0 and the
largest pure subset R1 for Class1 based on the selected attribute.
Begin:
Step 1: Initialize
R0 = ∅, R1 = ∅, max Size = 0
best Attribute = N U LL
Step 2: Loop to consider all attributes
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for each attribute Aj
R0 , R1 = Get-Max-Pure-Subset-by-Attribute(R, Aj )
if (max Size < |R0 | )
then max Size = |R0 |
best Attribute = Aj
else if (max Size < |R1 | )
then max Size = |R1 |
best Attribute = Aj
end for
Step 3:
if (best Attribute is not NULL)
then R0 , R1 = Get-Max-Pure-Subset-by-Attribute(R, best Attribute)
return: best Attribute, R0 , and R1
End
Example 2: Fine best pure partition example.
Figure 5.4 illustrates an example of the Find-Best-Pure-Partition function.
The input dataset R is the same as in Example 1, with ten data samples of two
attributes, A and B, and the class labels are Class0 and Class1. The Find-Best-PurePartition function repeatedly calls the Get-Max-Pure-Subset-by-Attribute function
to consider each attribute of the data samples in R. As shown in Figure 5.4, when
considering attribute A, the largest subset of Class0 has five data samples, and the
largest pure subset of Class1 has three data samples. When considering attribute B,
the largest pure subset of Class0 has two data samples and, the largest pure subset
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Figure 5.4: Illustration of the Find-Best-Pure-Partition function

of Class1 has two data samples. Attribute A is selected and returned as the best
attribute because it can be used to create the larger pure subset of data samples.
As shown inFigure 5.4, the two largest pure subsets separated by the values of the
selected attribute A are also returned by the function.

5.2.2

Else-Tree Training Algorithm
This section describes the training algorithm to generate an Else-Tree classifier

from a training dataset. This training algorithm is a recursive routine named Else
Tree-Growth. The pseudocode of Else-Tree-Growth is shown in Algorithm 2.
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Algorithm 2: Else-Tree-Growth(R, minNum)
Input: A binary classification dataset R with data samples belong to
Class0 and Class1
Input: Pruning threshold minN um as the minimum number of training
samples per class-leaf
Output: Else-Tree classifier model
1
2
3
4

5

6
7
8
9
10
11

12
13
14

15
16
17
18
19
20
21
22

23
24

// Step 1: General case when set R is not empty
if R 6= ∅ then
Create a N ode which has a NULL decision attribute
nodeU pdated = f alse // Boolean flag indicating Node’s status
Rtemp = ∅ // a temporary set to support data split
// Step 2: Get the best Attribute and the pure subsets R0
and R1 , which contain the most data samples of Class0
and Class1 separated by the best Attribute values
best Attribute, R0 , R1 = Find-Best-Pure-Partition(R)
// Step 3: Update the tree Node
foreach pure subset Ri in {R0 , R1 } do
if |Ri | ≥ minN um then
if Node’s decision attribute is NULL then
Set the decision attribute for Node = best Attribute
Create a class-leaf with label = class label of Ri
Add a new class branch below the Node, corresponding to the
test on the best Attribute values = boundary of Ri
Below this class branch add the class-leaf
Rtemp = Rtemp + Ri
nodeU pdated = true
// Step 4: Recursive call
if nodeU pdated then
Rsub = R − Rtemp // Split data
Add a new else branch below the Node
Below this else branch add the subtree Else-Tree-Growth(Rsub )
Return N ode
else
Return Else-Tree-Growth(∅, minNum)
else
// Step 5: Base case when the input set is empty, R = ∅
Create an Else-Leaf node
Return Else-Leaf
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A step-by-step description of the Else-Tree-Growth algorithm is given below.
Step 1 (Line 1-4) General case: If the input dataset R is not empty, create a node
with a NULL decision attribute and go to Step 2. Otherwise, go to Step 5.
Step 2 (Line 5): Get the best attribute (best Attribute), the largest pure subset R0
of Class0, and the largest pure subset R1 of Class1 by calling the Find-Best-PurePartition(R) function, then go to Step 3.
Step 3 (Line 6-14): Update the current node based on the result of best Attribute
and the pure subsets R0 and R1 obtained in Step 2.
Note that when R0 and R1 contain just a few training data samples, they
may increase the size of Else-Tree and create an overfitting classifier. The Else-Tree
algorithm applies the pre-pruning technique to avoid this problem. Only the subset
containing at least minNum data samples is used to create a class-leaf. For example,
if the minN um is set to two, only the pure subset with two or more data samples
will be used to create a class-leaf.
In this step, the pure subset of each class returned by the Find-Best-PurePartition function is compared with the minNum threshold. If the number of samples
in Ri is greater than or equal to minNum, the algorithm will update the current
Node of Else-Tree. First, the decision attribute of the current node is set to the best
attribute selected in Step 2. Next, a new class branch is added below the current
node. The condition of this class branch is determined by the test on the values of
the decision attribute corresponding to the boundary of the pure subset Ri . Then, a
class-leaf with the class label of the data samples in Ri is added below this new class
branch. Note that all data samples in the pure subset Ri belong to the same class.
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When both pure subsets R0 and R1 have less than minNum training samples,
the current node is not updated. Note that Find-Best-Pure-Partition(R) may return
R0 and R1 as two empty sets when it fails to obtain any pure subsets of the input
data samples. The minNum threshold still covers this situation because an empty set
has no data samples.
At the end of this step, there are two possible cases of the current node status:
• Case 1: The current node is updated. In this case, at least one of the two pure
subsets R0 and R1 has the number of training samples more than or equal to
minNum. Hence, at least one class-leaf is added to the node.
• Case 2: The current node is not updated. In this case, both pure subsets R0
and R1 have less than minNum training samples. There is no decision attribute
assigned to the current node, and there is no class-leaf created.
These two cases determine the procedures of Step 4.
Step 4 (Line 15-21) Recursive Call.
If the current node is updated in Step 3, then add an else branch below the
current node, and add a subtree below this else branch by recursively calling ElseTree-Growth on the remaining training samples. Finally, return the current node. In
this case, the training samples that do not belong to a class-leaf are split into the
sub-datase Rsub . The recursive function call, Else-Tree-Growth(Rsub ), repeats Step 1
with Rsub as the input dataset to create a subtree underneath the current node.
On the other hand, if the current node is not updated, then return Else-TreeGrowth(∅). In this case, Step 1 is repeated with an empty input dataset.
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Step 5 (Line 22-24) Base Case: If the input dataset R is empty, create and return
an else-leaf, then terminate the process.
Example 3: Else-Tree-Growth Example.
This part describes an example to illustrate the Else-Tree-Growth algorithm.
Consider using the training set R with two attributes A and B as shown in Table 5.1
to train an Else-Tree classifier. This dataset R contains 16 data samples of Class0
and Class1. In this example, the pruning threshold is set as minN um = 2.
The first recursive call of the Else-Tree-Growth algorithm is illustrated in
Figure 5.5. In Step 1, since the training dataset is not empty, the algorithm continues
to build the tree by creating a root node. In Step 2, the Find-Best-Pure-Partition(R)
function is called as illustrated in Figure 5.6. When considering attribute A, we can
obtain the largest pure subset of four data samples. When considering attribute B,
the largest pure subset contains three data samples. Hence, A is selected as the best
attribute that can be used to partition the training samples. When separated by
the values of the selected attribute A, the largest pure subset R0 of Class0 has four
training samples of Class0, and the largest pure subset R1 of Class1 also contains
four training samples. Both R0 and R1 have a greater number of data samples than
the minNum threshold. In Step 3, A is set as the decision attribute of the root node,
the boundary conditions of R0 and R1 according to the attribute A values are used
to create two class leaves, and the remaining training data samples are split into the
subset Rsub for the next recursive call. As shown in Figure 5.5, Rsub has eight data
samples.
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As illustrated in Figure 5.5, the data samples in the pure subset R0 of Class0
have attribute A values in the range of [1, 2]. For the pure subset R1 of Class1, the
attribute A values are in [5, 6]. Hence, the classification rules at the root node are as
below.
Classification rules at the root node:
• If 1 ≤ A ≤ 2 Then class = Class0
• If 5 ≤ A ≤ 6 Then class = Class1
• Else, go to next node.
The second recursive call of Else-Tree-Growth algorithm is illustrated in Figure 5.7. In this iteration, attribute B is selected as the best attribute. The largest
pure subset of Class0 has three samples with attribute B values in the range of [1, 3].
There are two samples in the largest pure subset of Class1 with attribute B values
in [13, 20]. Hence, both pure subsets are not pruned. The classification rules at this
node are as below.
Classification rules at the second decision node:
• If 1 ≤ B ≤ 3 Then class = Class0
• If 13 ≤ B ≤ 20 Then class = Class1
• Else, go to next node.
The remaining input dataset for the next recursive call contains three training data
samples, as shown in Figure 5.7.
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The third recursive call of Else-Tree-Growth is illustrated in Figure 5.8. According to the remaining training data samples, there is only one pure subset is
obtained, and this pure subset contains just one data sample. Hence, it is pruned by
the pruning threshold of minN um = 2, and the current node is not updated. The
decision attribute of the current node remains empty. Therefore, this recursive call
does not return a decision node. Instead, it returns the result of the recursive call
Else-Tree-Growth(∅, 2), which takes in an empty dataset.
In the fourth recursive call shown in Figure 5.9, an else-leaf is created and
returned because the input dataset is empty. This iteration is the last recursive call
of Else-Tree-Growth. After all recursive calls returning their results, the Else Tree
classifier is formed. this Else-Tree model has two decision nodes, each node has one
class-leaf for Class0 and one class-leaf for Class1. In addition, the second decision
node contains the else-leaf node. The classification rules for this Else-Tree model are
as follow.
Classification rules of the Else-Tree classifier in Example 3:
i. If 1 ≤ A ≤ 2 Then class = Class0
ii. If 5 ≤ A ≤ 6 Then class = Class1
iii. Else, go to next node.
iv. If 1 ≤ B ≤ 3 Then class = Class0
v. If 13 ≤ B ≤ 20 Then class = Class1
vi. Else, Reject.
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Table 5.1: Training data samples in Example 3.
Index
1
2
3
4
5
6
7
8

A
2
4
1
5
6
4
2
3

B
1
15
10
15
15
1
9
9

Class
0
1
0
1
1
0
0
1

Index
9
10
11
12
13
14
15
16

A
3
1
6
5
4
3
4
3

B
3
15
18
21
11
13
20
9

Class
0
0
1
1
0
1
1
0

An example of testing these classification rules is shown in Figure 5.11. For
example, the input item with A = 2 and B = 2 satisfies the first rule of 1 ≤ A ≤ 2,
hence the predicted label for this data item is Class0. On the other hand, when
feeding an input sample with A = 4 and B = 12, none of the classification rules
leading to a class-leaf are satisfied. Hence, this data sample falls to the else-leaf and
is determined as ‘reject.’
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Figure 5.5: Illustration of the Else-Tree Growth Recursive Iteration 1 in Example 3

Figure 5.6: Illustration of the Find-Best-Pure-Partition procedure in the Else-Tree
Growth Recursive Iteration 1 in Example 3
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Figure 5.7: Illustration of the Else-Tree Growth Recursive Iteration 2 in Example 3
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Figure 5.8: Illustration of the Else-Tree Growth Recursive Iteration 3 in Example 3

Figure 5.9: Illustration of Else-Tree Growth Recursive Iteration 4 in Example 3
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Figure 5.10: Illustration of the Else-Tree training result in Example 3

Figure 5.11: Illustration of the Else-Tree testing result in Example 3
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5.3

Testing Else-Tree Classifier on Classifying Protein Crystallization
Trial Images

This section describes our testing of the Else-Tree classifier on classifying the
trial images of protein crystallization. These trial images are obtained from the
recent research on protein crystallization analysis at The University of Alabama in
Huntsville.
Protein crystallization is the process of developing protein crystals, which is
influenced by many factors of the crystallization conditions. The crystal of a protein
can be used to study the protein structure for medical purposes or drug discoveries.
Many screening trials of crystallization conditions are tested to determine the right
conditions to crystalize the protein. One technique to evaluate the screening trials is to
capture and analyze their images. In literature, there are different methods to capture
and utilize the trial images. For example, some researchers analyze the trial images
taken in white light, while others use the trace fluorescent labeling (TFL) technique
to capture the trial images under fluorescent light [45, 46]. In addition, different
researchers use different feature extraction techniques and classification models to
classify the trial images into different categories of the crystallization observations,
such as non-crystal, crystal or tiny crystal, larger crystal, etc. [7]. It isn’t easy to
compare the performance of these studies due to their diversity. However, they all
have a certain rate of incorrectly classifying a crystallization condition.
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When training an Else-Tree classifier to classify the protein crystallization trial
images, the goal is to reduce the Error Rate to as low as zero. In addition, the Reject
Rate should not be very high either.

5.3.1

Features Dataset of Protein Crystallization Trial Images
We use a features dataset, named TFL2756, extracted from 2756 images of

protein crystallization trials. The images are captured using the TFL technique.
Each data sample in TFL2756 contains 52 attributes. The samples belong to two
classes, non-crystal (1600 samples) and leading crystal (1156 samples). The noncrystal class is the category of trial images that do not contain protein crystals. The
non-crystal class indicates that the screening conditions fail to crystallize the protein.
The leading crystal class is the group of images that contain either the clear or likely
appearance of protein crystals. The leading crystal class indicates that the screening
solution can lead to successful protein crystallization.

5.3.2

Effect of Pruning on Else-Tree Classification Performance
This part describes a test on how the Else-Tree pruning affects the classification

performance of the Else-Tree classifier. The classification performance of the C4.5
decision tree (C4.5 DT) is also included for reference purposes. Note that C4.5 DT
is an extension of the ID3 algorithm [44].
The Else-Tree training algorithm uses the pre-pruning method, which requires
the pure subset to have a minimum number of training samples (minNum), as described in Section 5.2.2. This requirement avoids creating the classification rule for
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a class-leaf based on a small pure subset of training data samples. To examine the
effect of the pre-pruning condition, we evaluate Else-Tree with different values of the
parameter minNum.
The C4.5 algorithm requires that any test on the attribute at a tree node must
at least split the training data samples into two subsets with a minimum number of
data samples in the pure set minNum [44]. Let us also denote that minimum number
as minNum. According to the study in [44], the default value of minNum for C4.5 is
set to two. Even though pre-pruning can be used, C4.5 prefers post pruning with a
given confidence level (CF) to reduce the error rate. The default value of CF is 25%
[44]. In this experiment, we train C4.5 with the default value of CF and different
values of minNum.
Table 5.2 summarizes the testing results. In this test, 90% of the data samples
in TFL2756 are used for training, and the remaining 10% are used for testing. The
parameter minNum is initially set to 2, then is increased to higher values. As listed
in Table 5.2, the minNum values of 13, 25, 50, and 75 equivalent to 0.5%, 1%, 2%,
and 3% of the number of training data samples, respectively. For each classification
model, the following testing results are collected:
• Classification performance: The classification results on the testing dataset.
• Tree size: The total number of nodes on the decision tree, including decision
nodes and leaf nodes.
• Total leaves: The number of leaves on the decision tree.
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Table 5.2: Testing results of Else-Tree and C4.5 classifiers for the experiment in
Section 5.3.2
C4.5
Error

Else-Tree
Tree

Total

Error

Reject

Tree

Total

minN um

Rate

Accuracy

Size

Leaves

Rate

Accuracy∗

Rate

Size

Leaves

2

2.54%

97.46%

39

20

3.62%

96.38%

0

56

37

13 (0.5%)

2.54%

97.46%

23

12

2.17%

97.75%

3.26%

41

25

25(1%)

2.17%

97.83%

17

9

0%

100%

15.58%

23

13

50(2%)

3.99%

96.01%

11

6

0%

100%

20.65

16

9

75(3%)

4.35%

95.65%

7

4

0%

100%

26.09%

10

6

As of the results, when training with higher values of minNum, both Else-Tree and
C4.5 decision trees reduce their sizes.
As shown in Table 5.2, C4.5 has the testing accuracy in between 95% and 98%
and the classification error is about 2% to 5%. When minNum equals 25, C4.5 has
the highest accuracy of 97.83% and the lowest Error Rate of about 2.17%. When
minNum increases to values higher than 25, the classification error of C4.5 increases.
On the other hand, as minNum increases, the Error Rate of Else-Tree decreases.
However, the Reject Rate of Else-Tree increases as minNum increases, as shown in
Table 5.2. The Else-Tree has about 3.62% incorrect classification when minNum
equals two. The Error Rate of Else-Tree reaches zero when minNum is set to 25 or
higher values. Therefore, pruning is an important process for Else-Tree to reduce
incorrect predictions. The pruning threshold should be tested at a low value, then
increase until obtaining a good balance between the Error Rate and Reject Rate of
the Else-Tree classifier.
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Table 5.3: Protein crystallization trial images feature datasets
Training

Testing

Leading

Leading

Hold-out

Crystal

Non-Crystal

Total

Crystal

Non-Crystal

Total

T100

1156

1600

2756

1156

1600

2756

T90

1035

1445

2480

121

155

276

T80

930

1275

2205

226

325

551

T70

823

1106

1929

333

494

827

5.3.3

Validation of the classification results
This section describes the validation of Else-Tree performance on classifying

the protein crystallization trial images. To validate the Else-Tree performance, we
use the hold-out method to create four different pairs of the training and testing sets:
• T100: The entire dataset is used for training and testing.
• T90: 90% of the data samples are used for training, and the remaining 10% are
used for testing.
• T80: 80% of the data samples are used for training, and the remaining 20% are
used for testing.
• T70: 70% of the data samples are used for training, and the remaining 30% are
used for testing.
The information of these training and testing sets is summarized in Table 5.3.
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Table 5.4 presents the False Negative (FN) rate and False Positive (FP) rate
of each testing result. The Reject Rate of Else-Tree is also included. The FN rate
is the fraction of the ‘leading crystal’ images misclassified as ‘non-crystal’. The FP
rate is the fraction of the ‘non-crystal’ images predicted as ‘leading crystal.’ For
reference, the FN and FP rates of the C4.5 decision tree and random forest (RF)
classifiers are included. In this test, Else-Tree is pruned with minNum set to be 1.5%
of the training size. For example, when using T80 with 2205 training data samples,
the pruning threshold of Else-Tree is set to 33 (about 1.5% of 2205). The C4.5 DT
is trained with the default confidence level, CF = 25%, and the default minimum
number of samples, minNum = 2. The RF classifier is trained using 100 trees, and
each tree is allowed to try with blog2 (n + 1)c attributes for each decision tree, where
n = 52 is the number of attributes in TFL2756.
As listed in Table 5.4, , the RF classifier is able to avoid FN and FP on T100,
where the whole set of TFL2756 is used for training and testing. For other tests, RF
has about 0.3% to 0.8% FN and about 1.5% to 1.9% FP. The C4.5 classifier makes
FN and FP predictions for all four testing sets. The highest FN rate of C4.5 is about
5% on T90. The lowest FN rate of C4.5 is about 0.2% on T100.
As shown in Table 5.4, Else-Tree has zero FN on all testing cases. It has about
0.4% FP rate on T70 and no FP on T80, T90, and T100. The Reject Rate of Else
Tree is between 12.1% and 16.7%. These results indicate that Else-Tree can reduce
the incorrect prediction when classifying the trial images of protein crystallization.
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Table 5.4: The testing False Positive and False Negative rates of C4.5, RF, and
Else-Tree classifiers when classifying protein crystallization trial images
FP Rate

FN Rate

Reject Rate

Dataset

C4.5

RF

Else-Tree

C4.5

RF

Else-Tree

Else-Tree

T100

0.7%

0%

0%

0.2%

0%

0%

14.55%

T90

0.6%

1.9%

0%

5.0%

0.8%

0%

16.67%

T80

1.8%

1.5%

0%

2.2%

0.4%

0%

14.51%

T70

1.8%

1.8%

0.4%

0.3%

0.3%

0%

12.09%

∗: Last column presents the Reject Rate of Else-Tree
5.4

Testing Else-Tree on public datasets of binary classification problems

This part describes the evaluation of Else-Tree on three datasets published in
the UCI [34] data repository: Banknote (BANKNOTE), Breast cancer (BREASTCANCER), and Wireless Indoor Localization (WIL). The BANKNOTE and BREASTCANCER datasets have been explained in Chapter 4. The WIL dataset contains 2000
data instances. Each data in the WIL dataset has seven numeric attributes representing the Wi-Fi signal strengths to determine one of the four indoor locations. We
chose the second location as the target class to create a binary classification problem.
In this experiment, each dataset is split into the training set (90%) and testing
set (10%) using the hold-out method. For reference, we include the testing results
of three transitional classification algorithms, including Naive Bayes, Support Vector
Machine (SVM), and C4.5 decision tree, as shown in Table 5.5. The parameters of
C4.5 are the same as in Section 5.3.3. The SVM uses a linear kernel and a complexity
parameter value of one. Overall, SVM works well for all three datasets and obtains
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testing accuracy between 98.25% and 99.50%. C4.5 has about 93% accuracy on the
BREASTCANCER data and above 98% accuracy on the WIL and BANKNOTE data.
The Naive Bayes has the lowest testing accuracy of about 85.5% on the BANKNOTE
data. Note that all of these three transitional classifiers make incorrect predictions
in this test.
Table 5.6 summarizes the testing results of Else-Tree. For each dataset, ElseTree is tested with different values of the pruning threshold minNum. In summary,
Else-Tree can reduce the Error Rate to as low as zero while rejecting to make a
prediction on some data samples. For the WIL dataset, Else-Tree has zero Error Rate
and 5% Reject Rate with minNum = 7. With higher values of minNum, Else-Tree
rejects more WIL data samples. For instance, with minNum = 11, the Reject Rate is
about 9.5%. For the BANKNOTE dataset, the Else-Tree model with minNum = 45
can achieve zero Error Rate with about 8.7% Reject Rate. For the BREASTCANCER
dataset, Else-Tree has about 1.75% incorrect predictions, and about 5.26% Reject
Rate when pruning with minNum = 5. Else-Tree can reach zero incorrect prediction
on this data with minNum = 35. However, in this case, the Reject Rate is above
31%. Note that in this experiment, the C4.5 decision tree has about 93% accuracy and
7% incorrect prediction of the BREASTCANCER dataset. The Else-Tree classifier
pruned with minNum = 5 still makes fewer incorrect predictions than the C4.5 model.

5.5

Discussion

The Else-Tree algorithm splits the training dataset into disjoint pure subsets
to create classification rules, which rely on the quality of the training data samples.
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Table 5.5: The testing accuracy of Naive Bayes, SVM, and C4.5 DT on WIL, BANKNOTE, and BREASTCANCER datasets
Data

Naive Bayes

SVM

C4.5 DT

WIL

97.5%

99.50%

98.00%

BANKNOTE

85.5%

98.55%

98.55%

BREASTCANCER

94.74%

98.25%

92.98%

Table 5.6: Testing results of Else-Tree on WIL, BANKNOTE, and BREASTCANCER datasets
Data

minNum

Accuracy∗

Error Rate

Reject Rate

WIL

2

98.0%

2.0%

0%

WIL

5

99.48%

0.50%

4.0%

WIL

7

100%

0

5.0%

WIL

9

100%

0

8.5%

WIL

11

100%

0

9.5%

BANKNOTE

2

98.54%

1.45%

0.72%

BANKNOTE

5

98.54%

1.45%

0.72%

BANKNOTE

25

98.54%

1.45%

0.72%

BANKNOTE

35

99.24%

0.72%

5.07%

BANKNOTE

45

100%

0

8.69%

BANKNOTE

55

100%

0

8.69%

BREASTCANCER

2

94.64%

5.26%

1.75%

BREASTCANCER

5

98.15%

1.75%

5.26%

BREASTCANCER

25

97.77%

1.75%

21.05%

BREASTCANCER

35

100%

0%

31.57%

BREASTCANCER

45

100%

0%

38.59%
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Being a decision tree, Else-Tree is sensitive to noise. Moderate changes in the data
may yield large changes in the structure of the Else-Tree model. In addition, when the
training dataset is not a good representation of the testing dataset, misclassifications
may occur when classifying the testing data.
The current version of the Else-Tree places the else-leaf under the last decision
node of the tree to indicate the reject cases. This is a reasonable structure because it
allows testing all decision nodes on the upper levels before rejecting a data item. The
pruning threshold is a critical parameter that affects the classification performance
of an Else-Tree model. This threshold is a pre-specified minimum number of training
data samples in the selected pure subset. When the pruning threshold is set to a very
low value, it can lead to a very deep tree structure with little predictive performance
and possible overfitting. On the other hand, if the pruning threshold is set to a high
value, only the large pure subsets are selected to create the prediction rules leading to
the rejection of many data samples. Else-Tree should be tested with different pruning
threshold values to create a classifier with a low Error Rate and low Reject Rate. In
the future, we plan to develop an ensemble method for Else-Tree classifiers to make
it more robust to noise and possibly to reduce both Error Rate and Reject Rate.

139

CHAPTER 6

CONCLUSIONS AND RECOMMENDATIONS

6.1

Conclusions

This dissertation contributes to the area of classification problems in machine
learning by developing a high confidence data classification method. The major
achievements of this research effort are listed below:

• The high confidence data classification method presented in Chapter 3 has been
shown to archive almost error-free classification when evaluated by the artificial
neural networks and decision tree classifiers. The method allows the classification model to reduce the error to as low as zero by avoiding making predictions
on difficult-to-classify data samples. The classification model flags difficult-toclassify data samples as ‘reject’ and refuses to classify them into the predefined
class labels. The evaluation results in Chapter 4 and Chapter 5 show that the
method does not require the training dataset to identify in advance a set of
difficult-to-classify data samples. The method enables the classification model
to learn to determine these problematic data samples during the training process.
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• The WisdomNet neural network architecture and training algorithm presented
in Chapter 4 have been shown to reduce the incorrect prediction in diverse
datasets. The WisdomNet training algorithm is general enough to support
different feed-forward neural network architectures. The WisdomNet training
algorithm has been implemented and evaluated on multilayer perceptron, convolutional neural network, and deep neural network models.
• The Else-Tree classifier and training algorithm presented in Chapter 5 demonstrate that it is possible to reduce incorrect prediction on a tree-based classification model. The Else-Tree algorithm has been justified through the classification
experiments on the dataset obtained from the study of protein crystallization
at The University of Alabama in Huntsville and three other public datasets. All
experiment results show that Else-Tree can minimize the rate of misclassifications.

In summary, the research presented in this dissertation has brought us one
step closer to the achievement of error-free classification for increasing our confidence
in the correctness of the prediction made by the classification model. Even though
it is hard to claim that misclassifications can be avoided for all applications, this
dissertation presents a notable step in reducing the misclassification problem.

6.2

Recommendations for Future Research

In this dissertation, other than developing the methodology and classification
algorithm to identify and reject difficult-to-classify data samples, no effort was made
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to further investigate the rejected data samples themselves. Though it is possible to
implement the proposed method on the neural network and decision tree classifiers,
other types of classification models have not been studied. Furthermore, there are
possible cases when the proposed classification model rejects many data samples to
avoid incorrect predictions. Alternative learning algorithms should be developed to
reduce the fraction of rejects. Therefore, the following tasks are suggested for future
research:

• Enhance or improve the WisdomNet and Else-Tree classifiers to reduce the
faction of rejects while minimizing incorrect classifications.
• Develop efficient algorithms to evaluate the high confidence data classification
method on other classification algorithms, such as the support vector machine
and K-nearest neighbors algorithms.
• Develop efficient methods to analyze the rejected data samples.
• Extend and evaluate the WisdomNet and Else-Tree classification models for
multiclass classification datasets.
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