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iiIntroduction g´ en´ erale et
organisation de la th` ese
L’id´ ee de cette th` ese est n´ ee grˆ ace ` a l’implication de l’auteur pendant des ann´ ees dans
l’industrie des mati` eres premi` eres. Bien que, le march´ e des actions soit plus familier que
le march´ e des mati` eres premi` eres pour une personne moyenne, le march´ e des mati` eres
premi` eres est d’une premi` ere importance car il est repr´ esentatif de l’´ economie. L’aluminium
et le cuivre, par exemple, sont utilis´ es dans la fabrication des moyens de transports; un pro-
ducteur dans ce secteur ne manquera pas d’observer les prix de ces deux produits n´ egoci´ es ` a
London Metal Exchange (LME). L’aluminium est employ´ e par plusieurs d’autres industries
pour faire de nombreux produits diﬀ´ erents (emballage, canettes, portes, fenˆ etres). De mˆ eme,
le cuivre qui est utilis´ e dans la fabrication des cˆ ables, des jetons, des mat´ eriaux de construc-
tion et des ﬁls ´ electriques, est consid´ er´ e comme un indicateur de l’activit´ e ´ economique.
Par ailleurs, les prix des produits pr´ ecieux comme l’or et l’argent sont fortement ` a la
hausse1; du fait que ces produits attirent, en eﬀet, les investisseurs qui sont ` a la recherche
de revenus moins risqu´ es.
Une autre cat´ egorie “sp´ eciale” des mati` eres premi` eres, comprend des produits´ energ´ etiques
(le gaz naturel, le p´ etrole et ses d´ eriv´ es et l’´ electricit´ e) n´ egoci´ es sur plusieurs places ﬁ-
nanci` eres internationales (New York Mercantile Exchange (NYMEX) ` a New York aux Etats
Unis, European Energy Exchange (EEX) ` a Leipzig en Allemagne, International Petroleum
Exchange ` a Londres en Grande Bretagne). Les contrats sur ces produits demeurent actifs
sur les march´ es ` a l’exception de deux d´ eriv´ es d´ evelopp´ es r´ ecemment surtout en Europe:
les contrats sur le gaz naturel et sur l’´ electricit´ e. Suite ` a la d´ er´ eglementation, les prix
de ces deux derniers varient librement sur le march´ e, en fonction de l’activit´ e d’´ echange.
Dans ce contexte, des institutions ﬁnanci` eres et des soci´ et´ es de p´ etrole observent l’oﬀre et
la demande sur plusieurs march´ es aﬁn d’anticiper d’une mani` ere pr´ ecise les niveaux des
prix leur permettant ainsi de prendre les d´ ecisions d’´ echanger. Plusieurs facteurs peuvent
aﬀecter la demande et l’oﬀre de l’´ electricit´ e et du gaz naturel comme par exemple, le cli-
mat, la temp´ erature, les infrastructures n´ ecessaires ` a leur transport et les prix des mati` eres
premi` eres. Cela entraˆ ıne ainsi le d´ eveloppement des nouveaux produits, par exemple des
1Au moment o` u cette introduction est r´ edig´ ee, le march´ e connaˆ ıt une crise du cr´ edit sans pr´ ec´ edent depuis
100 ans.
iiid´ eriv´ es “climatiques” ou des swings, pour satisfaire des besoins particuliers2.
Dans un environnement en perp´ etuelle ´ evolution, la gestion du risque devient primor-
diale. Cependant, les mod` eles traditionnels construits dans le cadre des march´ es d’actions
n´ ecessitent des modiﬁcations importantes aﬁn d’ˆ etre adapt´ es aux besoins des march´ es de
mati` eres premi` eres, en particulier, de celui du gaz naturel et de l’´ electricit´ e - cette derni` ere
ne peut pas ˆ etre stock´ ee.
Dans le cadre de la gestion du risque, la valorisation de produits d´ eriv´ es qui sera
l’objectif principal de cette th` ese pour le cas particulier de l’´ electricit´ e, n´ ecessite des outils
math´ ematiques. Pour cela, notre approche repose sur le mod` ele bien ´ etabli de Geman-
Roncoroni que l’auteur utilise sous le nom du mod` ele “Threshold ”. Ce mod` ele, cepen-
dant, a une repr´ esentation math´ ematique tr´ es complexe du fait que la courbe du prix de
l’´ electricit´ e peut ˆ etre mod´ elis´ ee d’une mani` ere pr´ ecise. La complexit´ e du mod` ele ne permet
pas d’obtenir une solution pour valoriser les produits d´ eriv´ es. Pour cela, dans le premier
chapitre, l’auteur propose, ` a partir du mod` ele de “Threshold”, un processus approxi-
matif et montre ainsi que ce dernier converge (en probabilit´ e) avec le processus du mod` ele
“Threshold”. En outre, l’auteur construit une grille qui converge (en distribution) avec le
processus approximatif. Cette grille lui permet de valoriser les d´ eriv´ es complexes comme
les options swings.
Les applications de la grille sur la valorisation des produits d´ eriv´ es sont l’objet du
second chapitre. Les r´ esultats de la valorisation par la grille sont compar´ es ensuite ` a
ceux de la simulation de Monte Carlo. Les deux m´ ethodologies g´ en` erent des r´ esultats
tr` es proches qui accr´ editent la validit´ e de l’approche de la grille; cette derni` ere traite non
seulement d’une mani` ere plus eﬃcace les options swings mais aussi d’une mani` ere plus
rapide. Les applications en question consistent ` a valoriser des options de plain vanilla et
de swings de param` etres constants et variables. Deux am´ eliorations ` a la m´ ethode de la
grille sont introduites en termes de tranches verticales variables produisant ainsi des grilles
irr´ egulires et des omissions volontaires de chemins, qui r´ eduisent signiﬁcativement le nombre
des ´ etapes de calcul. Ces am´ eliorations augmentent la vitesse d’ex´ ecution de la m´ ethode de
la grille tout en minimisant l’impact sur le prix calcul´ e.
Le dernier chapitre porte sur une probl´ ematique concernant un investisseur s’int´ eressant
aux actions des entreprises qui produisent des mati` eres premi` eres, au lieu des mati` eres
premi` eres elles-mˆ emes. L’´ etude examine la relation entre les rentabilit´ es des actions et les
rentabilit´ es des mati` eres premi` eres tout en focalisant sur les trois mati` eres fondamentales :
le p´ etrole, le cuivre et les c´ er´ eales. Les r´ esultats sugg` erent que les rentabilit´ es des actions
sont aﬀect´ ees par celles des mati` eres premi` eres respectives; ils sont signiﬁcatifs dans les cas
du p´ etrole et du cuivre. Ce dernier chapitre oﬀre la possibilit´ e ` a l’auteur d’une future voie
de recherche.
2Prenons un exemple, un g´ erant de pub souhaite attirer des clients sur sa terrasse durant la p´ eriode
estivale. S’int´ eresser au climat, c’est ˆ etre confront´ e aux al´ eas du climat qui peuvent amener les clients ` a
passer moins de temps ` a la terrasse et donc consommer moins de bi` ere. Un produit d´ eriv´ e peut assurer au
g´ erant une rente dans le cas o` u la temp´ erature relev´ ee ﬁx´ ee par contrat d´ epasse ou reste en dessous d’une
temp´ erature de r´ ef´ erence consid´ er´ ee comme normale. Il peut donc se pr´ emunir contre les al´ eas climatiques.
ivLes trois chapitres de cette th` ese contribuent ` a la litt´ erature en ﬁnance math´ ematique
dans le cadre de la mod´ elisation des produits ´ energ´ etiques et de la gestion du risque; les
r´ esultats th´ eoriques et pratiques peuvent en quelque sorte aider ` a la prise de d´ ecision concer-
nant les investissements en mati` eres premi` eres et en particulier en ´ electricit´ e. D’une part,
l’´ economie mondiale d´ epend du futur des mati` eres premi` eres, et particuli` erement de celui de
l’´ energie; le march´ e connaˆ ıt un ´ epuisement des r´ eserves et un pic de production du p´ etrole.
D’autre part, concernant les questions de l’environnement, la recherche d’alternatives au
p´ etrole pourrait ˆ etre envisag´ ee en croisant les questions ﬁnanci` eres, ´ economiques et ´ ethiques.
Heureusement, des entreprises sont en train de travailler dans cette direction et de d´ evelopper
ainsi des moyens de transport hybrides... De leur cˆ ot´ e, les autorit´ es prennent des mesures de
pr´ ecaution pour pr´ evenir et att´ enuer les eﬀets n´ efastes de la pollution, comme par exemple,
la mise en place d’une loi sur la r´ eduction des ´ emissions de dioxyde de carbone propos´ ee
par le protocole de Kyoto.
vChapter 1
A lattice-based method for pricing
derivatives under the Threshold
Model
1.1 Introduction
The liberalization of the energy markets, which took place ﬁrstly in the United States
in 1996, and subsequently in Europe, where the process is still under development, has
brought major changes in the industry. The process of liberalization in Europe has gone
through several steps, allowing more and more individuals or companies, with a limited
volume of electricity and gas consumption, to choose their supplier. At the start of the
change, the transmission grid in each country was made available to any private company
to use. This led to the creation of a number of privately owned companies, and a large
number of privatizations of formerly public production plants, creating a fertile ground for
the development of new markets. Electricity and gas markets across Europe were born, the
Nord Pool and the UK having paved the way to other continental European countries, such
as Germany, the Netherlands, Italy and France.
Although there are slight diﬀerences when it comes to the actual operation of each
market in Europe, there is a common basic principle. The price is no more set by a central
authority, but varies over time as a result of trading between the participants in the market.
1This new environment has created very interesting paths of electricity and gas prices in its
limited history. The most common characteristic is the presence of large spikes. These are
often observed when demand rises sharply due to extreme weather conditions (heat in the
summer or cold in the winter), with supply unable to adjust to the required levels in absence
of storage buﬀer. The price of electricity or natural gas rises sharply due to this mismatch
and usually stays at those levels as long as the mismatch lasts. When demand drops due
to improvement of weather conditions, or supply increases because a production plant that
was out of commission comes back online, the price reverts sharply to its normal levels.
This characteristic of electricity and natural gas prices, coupled with the non-storability
of electricity in particular, at least in large quantities, has generated a great academic
interest towards the modeling of these commodities. The literature includes Barlow (2002)
and Lucia and Schwartz (2002), which introduced models without jump components. It
rapidly became quite apparent however that a realistic modeling of electricity prices, at least
in most European markets, was likely to incorporate jump components. The ﬁrst proposals
in that direction were by Eydeland and Geman (1998), Deng (1999) and Escribano, Pe˜ na
and Villaplana (2002). The last paper also introduced GARCH eﬀects in a model with
stochastic volatility.
More recent attempts in modeling electricity prices using jump components include
Cartea and Figueroa (2005), who use a mean-reverting seasonal component and a Poisson
driven jump component, discussing also calibration issues with a limited set of data. Kluge
(2006) proposes a mean reverting diﬀusion component coupled with an independent mean-
reverting jump component. Spikes are created by the high value of the jump mean reversion
speed, that forces jumps to decay rapidly to zero; the two components are assumed to be
observable. Geman and Roncoroni (2006) (hereafter referred to as ”G-R”) introduce a
seasonal mean reverting component, coupled with a Poisson driven jump component 1. The
direction of the jumps depends on where the spot price is located at the time of the jump.
A jump is directed upwards if the spot price at the time of the jump is below a threshold
level, and directed downwards in the opposite case. Such a scheme reproduces very well the
observed spikes in the market, introducing however additional diﬃculties in working with
1Details of the calibration procedure of the model can be found in Roncoroni (2002).
2the model. Our goal in this paper is to build the setting for the valuation of derivatives
under the G-R representation (also referred to as the ”threshold model”).
The jump component in the threshold model does not allow for a closed form option
pricing formula. We are obliged to search for alternative methods. Keeping in mind that
some of the most interesting derivatives in electricity markets are swing and take or pay
options, a lattice-based method seems an appropriate way to proceed. To this end, Albanese,
Lo and Tompaidis (2006) have introduced a scheme that discretizes the Markov generator
of the underlying process, with examples of how it can be applied to the threshold model.
In this paper we have chosen to construct an approximating process to the original one,
and discretize its density in each time-step using a method that builds on the quantization
tree method, introduced by Bally, Pag` es and Printems (2005) in a diﬀusion setting. We are
presenting a ﬁrst construction with a great potential for improvements. Such a construction
allows for the pricing of electricity and natural gas derivatives, including swing options.
The rest of the chapter is organized as follows. Section 2 describes the threshold model
for spot electricity prices. Section 3 introduces an approximation of the continuous time
process. Section 4 presents the construction of the grid. This construction is illustrated in
Section 5 with an example.
1.2 A Mathematical Model for the Spot Electricity Price
We work on a ﬁltered complete probability space (Ω, F, P, (Ft)0≤t≤∞) satisfying the usual
hypotheses, as stated in Protter (2004), where P denotes the “real” or statistical probabil-
ity measure. On this probability space, we assume that the logarithm of the spot price of
electricity, denoted by EP(t) := EP(t, t), is driven by the stochastic diﬀerential equation
(from G-R, 2006):
dEP(t) = DµP(t) dt + θ1[µP(t) − EP(t−)] dt + σ(t)dWP(t)
+ hP(t−)ln(J)P dqP(t) (1.2.1)
3where D denotes the derivative with respect to time, µP(t) is a deterministic function that
drives the seasonal part of the process, θ1 is the speed of mean reversion of the diﬀusion part,
and σ(t) is the volatility of the diﬀusion part, which may change deterministically with time.
Note that in the original speciﬁcation of G-R, the volatility was taken to be constant, but
it is not diﬃcult to generalize to a time-changing volatility. The function hP(t) determines
the sign of the jump (positive or negative), and depends on a time-varying threshold T P(t),
deﬁned as a constant spread ∆P over the seasonal part µP(t) . The function hP(t) is deﬁned
as:
hP(t) = 1{EP(t)<T P(t)} − 1{EP(t)≥T P(t)}
Therefore, if at the time of a jump τ, EP(τ−) is below the threshold T P(τ−), hP will be
equal to 1, producing a jump in the upwards direction. If EP(τ−) is above the threshold,
then hP will be equal to -1, producing a downward directed jump. In this way sharp upward
jumps are followed by sharp downward jumps, producing a very realistic modeling of the
spikes observed in electricity prices, across many markets in diﬀerent parts of the world.
The function ln(J)P deﬁnes the size of the jump. It is a random variable that is assumed
to have a distribution coming from the exponential family. The density of this distribution
is a truncated version of an exponential density with parameter θP










3 ψ , 0 ≤ x ≤ ψ. (1.2.2)
where θP
3 is a parameter ensuring that pP is a probability density function, and ψ is the
maximum jump size. The remaining elements of the stochastic process 1.2.1 are a Brownian
motion WP(t), and a Poisson process qP(t), supposed to be independent of WP(t). The
intensity of jumps is deﬁned by λP
J (t), and can change deterministically with time. Fol-
lowing G-R we write λP
J (t) = θP
2 s(t), where s(t) represents the normalized jump intensity
shape and the constant θP
2 can be interpreted as the maximum expected number of jumps
per time unit. The function s(t) is assumed to be positive and bounded (from above and
below). Multiplying equation 1.2.1 by eθ1t and using Itˆ o’s lemma, we arrive at the following
4representation of the electricity spot price process:














where NP(T − t) represents the number of jumps in the time interval (T − t), as dictated
by the counter qP(t).
We can observe that equation 1.2.3 produces unique paths for EP(t). Indeed, from the
start of the process until right before the ﬁrst jump, at τ1, EP(t) movements are only due
to a mean-reverting process whose randomness comes from the Brownian motion, WP(t).
Therefore its path until τ−
1 is unique. As a result, the function hP(t) gives a well-deﬁned
value for the direction of the jump. The size of the latter, ln(J)P, takes also a unique value.
Therefore the path of EP(t) is unique up to τ1. The same argument holds from time τ1 up
to time τ2 (i.e., the time of the second jump), and from time τ2 up to time τ3, and so on,
up to the end of the time interval, (t,T].
It is helpful to rewrite equation 1.2.3 in terms of a diﬀusion and a jump part as:
EP(T) = DP(t,T) + JP(t,T) (1.2.4)
where
















51.2.1 The model under an equivalent martingale measure
G-R introduced the stochastic process 1.2.1 under the physical P-measure. In order to
price derivatives one needs to work under an equivalent martingale measure, which will be
referred to as Q in what follows. This martingale measure is not unique in our setting.
Following the seminal work by Harrison and Pliska (1981, 1983) and Duﬃe and Huang
(1985), we ﬁnd that the inclusion of a jump process of the form 1.2.6, makes the market
model incomplete, with an inﬁnite choice of equivalent martingale measures, out of which
we can choose a particular one derived from the market prices of futures contracts 2.
The problem of measure change for a jump process has been studied in several papers.
For the case of a jump-diﬀusion model, Shirakawa (1991) ﬁnds a change of measure in
the case of a constant jump size vector, and Jeanblanc and Pontier (1990) do the same
for continuous, yet predictable, jump sizes. Both settings can lead to a complete market
provided a suﬃcient number of primitive assets are traded in the market.
For a compound Poisson process, a change to an equivalent measure changes the inten-
sity of jumps and the jump distribution. Under the Q-measure, we will represent the jump
intensity by λJ(t), and the jump distribution by p. We will be assuming that the latter is







1 − e−θ3ψ , 0 ≤ x ≤ ψ. (1.2.7)
i.e., assuming that the jump size density under the Q-measure diﬀers from the one under
the P-measure only in the parameter θ3. For the jump intensity, we will also assume a
functional form similar to its version under the P-measure, that is, λJ(t) = θ2 s(t). Note
that this hypothesis is in line with the recent literature on equity derivatives under L´ evy-
driven price processes 3.
2It is important to keep in mind that, in commodity markets, Futures and Forward contracts are by far
the most liquid instruments. In the case of crude oil, the number of maturities for liquid Futures contracts
is quite large.
3For instance, in the case of equity markets, Carr-Geman-Madan-Yor (2002), assumed that the mathe-
matical structure of the pure jump L´ evy process, denoted CGMY, was the same under P and Q, with two
6When it comes to the drift of the process 1.2.1 under the Q-measure, we need to
incorporate the changes of both the jump part and the mean-reverting diﬀusion part from
P to Q. Consequently, the electricity spot price under the Q-measure has a diﬀerent drift,
µ(t), which is also a deterministic function of time. The SDE that describes the process is
as follows:





Dµ(t) + µ(t) (1.2.9)
and D, θ1, σ are deﬁned as in 1.2.1. Similarly to 1.2.1, the function h determines the sign
of the jump and is deﬁned as:
h(t) = 1{E(t)<T (t)} − 1{E(t)≥T (t)} (1.2.10)
for a possibly diﬀerent threshold T (t), deﬁned as a constant spread, ∆, over the seasonal
part µ(t). W(t) denotes a Q-Brownian motion, and q(t) a Poisson counter under Q, with
intensity λJ(t) as deﬁned above, and independent of W(t). Finally, ln(J) deﬁnes the jump
size and has density p, deﬁned in equation 1.2.7. With this speciﬁcation, the representation
of the process 1.2.8 can be written as:
E(T) = D(t,T) + J(t,T) (1.2.11)
where
diﬀerent quadruplets for the parameters. Moreover,the view taken in this thesis is that the extension to
electricity of the ”Fundamental Theorems of Asset Pricing” is, because of the non-storability issue, a very
complex problem that is beyond the scope of this chapter.













i ) [lnJ]i (1.2.13)
Equation 1.2.11 produces unique paths for E(t), for the same reasons mentioned in the case
of EP(t).
1.3 Approximating the continuous time process
Having established the dynamics of the process deﬁned in 1.2.8, under the Q-measure, this
section introduces several approximations that have tractable mathematical properties and
enable us to price derivatives using backward induction methods. In what follows, any
reference made - for reasons of simplicity - to the electricity “price” means, in fact, its
logarithm.
Our ﬁrst task is to resolve the issues related to the time dependence of the volatility
σ(t). In relation to weather and climate eﬀects, we choose to approximate this function by
a piecewise constant function. The scheme works as follows: Given a time interval [t,T],
and a partition into n distinct intervals through n + 1 knots ti, such that t =: t0 < t1 <
··· < tn−1 < tn := T, the approximating function is deﬁned as:
S(t) :=

     
     
S0(t) t = t0
S1(t) t ∈ (t0,t1]
S2(t) t ∈ (t1,t2]
. . .
. . .
Sn(t) t ∈ (tn−1,tn]
(1.3.1)
where S0(t) is equal to σ(t0), and each Si(t), i = 1,2,...,n, is constant, and represents
σ(ti).
8We will be assuming from now on that the partition of the time interval [t,T] is such
that ti+1 − ti = δt, for all i, hence all subintervals are of equal length. Because the jump
intensity is not the same in each subinterval, we introduce the expression ∆t(k) to denote
the particular time interval (tk,tk+1], for k = 0,1,...,n − 1; N[∆t(k)] denotes the number
of jumps occurring in the time interval ∆t(k).
Deﬁnition 1.3.1. Let τ ∈ (t,T] be a stopping time with respect to the augmented natural
ﬁltration of the process deﬁned by 1.2.8. Deﬁne
t−
τ = max{ti : ti = t0 + iδt, i = 0,...,n ; ti < τ}
t+
τ = min{ti : ti = t0 + iδt, i = 0,...,n ; ti ≥ τ}
i(t+
τ ) ≡ it+
τ is the index, i, for which t+
τ = t0 + iδt, and i(t−
τ ) ≡ it−
τ is deﬁned accordingly.
The stopping time used in the deﬁnition may, for example, be a jump time of the pro-
cess 1.2.11. We now prove the following lemma:
Lemma 1.3.2. Let d,u be integers in the set {0,...,n}, d < u. Then the logarithm of the






D∗(tu−κ, tu−κ+1) + J(tu−κ, tu−κ+1)

e−(κ−1)θ1δt
+ E(td) e−(u−d)θ1δt (1.3.2)
where for any integer κ, 1 ≤ κ ≤ u − d, D∗(tu−κ, tu−κ+1) is deﬁned as:





9and J(tu−κ, tu−κ+1) is deﬁned by the application of equation 1.2.13 in the time interval
(tu−κ, tu−κ+1], that is:




i ) [lnJ]i (1.3.4)
Proof. By applying equation 1.2.11 in the interval (tu−1, tu] we obtain:











= D∗(tu−1, tu) + J(tu−1, tu) + E(tu−1) e−θ1δt (1.3.5)
By applying now equation 1.2.11 to the interval (tu−2, tu−1], we obtain:
E(tu−1) = D(tu−2, tu−1) + J(tu−2, tu−1)
= D∗(tu−2, tu−1) + J(tu−2, tu−1) + E(tu−2) e−θ1δt (1.3.6)
Substituting equation 1.3.6 into 1.3.5 leads to:
E(tu) = D∗(tu−1, tu) + J(tu−1, tu)
+





Proceeding in this way, the result follows after going back u − d steps and reaching time
td.
10Lemma 1.3.2 can evidently be applied to the whole time interval (t,T], giving a decom-
position of the log-price starting at the value E(t0). In accordance with the lemma, we are
now ready to give the deﬁnition of the approximating process.
Deﬁnition 1.3.3. The approximating process starts at time t ≡ t0 with an initial value




 e D∗(tm−κ, tm−κ+1) + e J(tm−κ, tm−κ+1)

e−(κ−1)θ1δt
+ E(t0) e−mθ1δt (1.3.7)
where for any integer κ, 1 ≤ κ ≤ m, e D∗(tm−κ, tm−κ+1) is deﬁned as:





and e J(tm−κ, tm−κ+1) is deﬁned as:
e J(tm−κ, tm−κ+1) := e−θ1tm−κ+1 eθ1(tm−κ+(δt/2)) h0(tm−κ + δt
2 )
× [lnJ]1 1{N[∆t(m−κ)]≥1} (1.3.9)
The function h0(α), for any α ∈ (tm−κ,tm−κ+1], is deﬁned as:
h0(α) := 1{Dc(tm−κ,α)|<T (α)} − 1{Dc(tm−κ,α)≥T (α)} (1.3.10)
where Dc(tm−κ,α) is deﬁned as:
Dc(tm−κ,α) = µ(α) +

e E(tm−κ) − µ(tm−κ)

e−θ1(α−tm−κ) (1.3.11)
The Poisson random variable N(t) that appears in 1.3.9, is identical to that of the pro-
cess 1.2.13, and has therefore the same time varying intensity λJ(t).
11There are several remarks worth making given the deﬁnition above. The diﬀusion parts
of the original and approximating processes, D∗ and e D∗ respectively, are very similar,
diﬀering only on the fact that the approximating process uses a constant variance in each
time interval, in accordance with the scheme 1.3.1.
Moreover, according to the deﬁnition above, if one or more jumps occur for the pro-
cess 1.2.13 in a time interval (tm−κ, tm−κ+1], then only one jump occurs for the approximat-
ing process 1.3.9, and the size of this jump is the same as the ﬁrst jump of the process 1.2.13.
If no jump occurs for the process 1.2.13, then no jump occurs for the approximating pro-
cess either. Therefore the approximating process allows at most one jump in a given time
interval. The time of the jump is supposed to be the center of the interval, and its direction
(upwards or downwards) depends on the value of Dc(tm−κ, tm−κ + δt
2 ), deﬁned in 1.3.11,
whose randomness comes only from the value of the approximating process at the beginning
of the interval.
The choice of the center of the interval is supported by the following argument. Let us
assume that a jump occurs at a random time, τ, within a time interval of length β. Take
the jump intensity within this time interval to be constant and equal to λ. If, instead of τ,
we take the timing of the jump to be α ∈ [0,β], the expected error is:
R β
0 |τ − α| f(τ) dτ,
where f(τ) = λe−λτ
1−e−λβ. For values of β equal to one day and for values of λ between 1
and 50, the value of α that minimizes the expected error turns out to be very close to
β
2.
Since in practical applications we will be using subintervals of one day, we choose the center
of the interval as the timing of the jump in our approximation 4. The convergence of the
approximating process to the original one, deﬁned by 1.2.11, does not depend on this choice.
Given the deﬁnition of the approximating process, 1.3.3, let us now look at its con-
vergence to the original one, as the partition of the time interval (t,T] becomes ﬁner.
Intuitively, if the length of each time interval is very small, we expect no more than one
jump for the process 1.2.13. We now state the following lemma and its corollary:
4This is moreover supported by the properties of on-peak and oﬀ-peak prices, observed for electricity at
diﬀerent times in the day.
12Lemma 1.3.4. Let τ1, τ2, be two stopping times with respect to the augmented natural
ﬁltration of the process deﬁned by 1.2.8, τ1 < τ2. Set d = it+
τ1
and u = it−
τ2
. Let D∗ and e D∗

















− − − →
n→∞ 0
Proof. By deﬁnition, exactly the same values of the long-run mean, µ, enter the formulas
of D∗ and e D∗. Therefore it suﬃces to show that
P
 









κ=1 V (tu−κ,tu−κ+1), e S =
Pu−d
κ=1 e V (tu−κ,tu−κ+1),
























The convergence is now evident due to the properties of Brownian motion and the conver-
gence of a Riemann sum to its corresponding Riemann integral.
Corollary 1.3.5. Let τ1, τ2, d and u be deﬁned as in Lemma 1.3.4. If no jumps occur in




E(td) − e E(td)

  > 

− − − →
n→∞ 0 =⇒ P


E(tu) − e E(tu)

  > 

− − − →
n→∞ 0
13Proof. Since there are no jumps and using the corresponding deﬁnitions, we have, E(tu) =










and D∗ and e D∗ are deﬁned by equations 1.3.3 and 1.3.8 respectively. Because of Lemma 1.3.4,
e X converges to X in probability, and because convergence in probability is stable under
ﬁnite sums, the result follows.
Corollary 1.3.5 states that if the approximating process is arbitrarily close (in probabil-
ity) to the original one at the beginning of a time interval (td,tu], then the two processes
will be arbitrarily close (in probability) at the end of the interval too, provided that no
jumps occured within the interval. We turn our attention now to the case that a jump does
occur within a time interval. In order to proceed we state two lemmas that lead us to a
very useful result, which depends on the key fact that the Threshold model can only have
a ﬁnite number of jumps in a time interval (t,T]:
Lemma 1.3.6. Let Fτ denote the distribution function of the random variable E(τ), τ ∈
(t,T]. Deﬁne the function F : (t,T] × R 7→ [0,1], F(τ,β) := Fτ(β). F is a continuous
function at every x ∈ (t,T] × R.
Proof. Let x1 ≡ (τ1,β1) and x2 ≡ (τ2,β2). Denote by N(τ1,τ2) the number of jumps be-
tween times τ1 and τ2. We write:


























































× P(N(τ1,τ2) = 0)
If we take τ2 close enough to τ1, P(N(τ1,τ2) ≥ 1) becomes arbitrarily small. Under the
condition N(τ1,τ2) = 0, when τ2 converges to τ1, the random variable E(τ2) converges













. Since the random













, when β2 converges to β1. The result of the lemma follows.
Lemma 1.3.7. Let N(t,T] denote the number of jumps of the process 1.2.11, in the time
interval (t,T]. For δ > 0, denote by Ei(δ) the event {T (τ−
i ) − δ ≤ E(τ−
i ) ≤ T (τ−
i ) + δ},



























 N(t,T] ≤ J

P(N(t,T] ≤ J)
for some positive integer J. Since the number of jumps in the time interval (t,T] is dictated
by the Poisson random variable, N(t,T], there exists J, such that P(N(t,T] > J) becomes





 N(t,T] ≤ J

becomes arbitrarily small.
Because of the continuity of the exponential distribution, there exists t∗ > t, such
that P
 
N(t, t∗) ≥ 1

is arbitrarily small, where N(t, t∗) denotes the number of jumps





N(t,T] ≤ J, τ1 ≥ t∗

arbitrarily small.
Let Td := min
τ∈(t,T]
{T (τ)}, and Tu := max
τ∈(t,T]
{T (τ)}. Take any A > 0. The function, F,
deﬁned in Lemma 1.3.6, is continuous in the (closed and bounded) domain [t∗,T] × [Td −
A, Tu +A]. It is therefore uniformly continuous in that region. Hence, for any  > 0, there
exists δ∗, A ≥ δ∗ > 0, such that:
P
 




, ∀τ ∈ [t∗,T]














i ) − δ∗ < E(τ−
i ) ≤ T (τ−




Lemma 1.3.7 states that there exists a region centered at the threshold level, such that,
right before a jump, the probability of ﬁnding the electricity log-price into that region is
arbitrarily small. Note that the width of this region is independent of the number of knots,
n. This result enables us to prove the propositions that follow.
16Proposition 1.3.8. Let τ ∈ (t,T] be a jump time of the process deﬁned by 1.2.11. Then























τ )] = 1

− − − →
n→∞ 0
where J and e J are deﬁned by equations 1.3.4 and 1.3.9 respectively.
Proof. Since τ is a jump time, N[∆t(it−
τ )] ≥ 1, for both the original and the approximating
process, since they use an identical Poisson counter. Conditioning on N[∆t(it−





















where τ ∈ (t−
τ ,t+
τ ]. As n → ∞, the values produced by the exponential function in the
above term converge to the same limit. It therefore suﬃces to show that
P
 h(τ−) − h0(t−
τ + δt
2 )
  > 

− − − →
n→∞ 0
where the conditioning on N[∆t(it−
τ )] = 1 has been omitted for ease of exposition. The same
holds for all probabilities that appear below. The condition, N[∆t(it−
τ )] = 1, allows only
one jump in the interval (t−
τ ,t+
τ ], at time τ. Therefore, under this condition, the movement
of the electricity log-price in the interval (t−
τ ,τ−] is dictated solely by its diﬀusion part,











 h(τ−) − h0(t−
τ + δt
2 )
  > 
 

 E(τ−) − T (τ−)























 E(τ−) − T (τ−)
  ≥ δ

17for some δ > 0. Lemma 1.3.7 allows us to ﬁnd δ > 0, independent of the number of knots
n, such that P
 E(τ−





becomes arbitrarily small, for all jump times, τi, of
the electricity log-price process. Thus, it remains to show that:
P
 h(τ−) − h0(t−
τ + δt
2 )
  > 

 
 E(τ−) − T (τ−)
  ≥ δ

becomes arbitrarily small, for δ > 0. We write:
P
 h(τ−) − h0(t−
τ + δt
2 )
  > 
 















E(τ−) − T (τ−) ≥ δ

+ P
 h(τ−) − h0(t−
τ + δt
2 )
  > 





E(τ−) − T (τ−) ≤ −δ

We will show that the ﬁrst term of the above sum becomes arbitrarily small; the same holds
for the second by similar arguments. We write:
18P
 h(τ−) − h0(t−
τ + δt
2 )
  > 





h(τ−) = −1 ∩ h0(t−
τ + δt
2 ) = 1
 




h(τ−) = 1 ∩ h0(t−
τ + δt
2 ) = −1







2 ) = 1




































τ ) < T (t−
τ ) + ∆(eθ1(δt/2) − 1)
 





τ ) < T (t−
τ ) + ∆(eθ1(δt/2) − 1)
∩ E(t−
τ ) > T (t−
τ )






τ ) < T (t−
τ ) + ∆(eθ1(δt/2) − 1)
∩ E(t−
τ ) ≤ T (t−
τ )
 
E(τ−) − T (τ−) ≥ δ

Due to the continuity of the diﬀusion path of E, in the interval (t−
τ ,τ−], the condition
E(τ−) ≥ T (τ−) + δ requires E(t−
τ ) to converge to a value at a positive distance above
T (t−
τ ), as δt → 0, while the upper bound of e E(t−
τ ) converges to T (t−
τ ). As a result the ﬁrst
probability in the above sum becomes arbitrarily small because e E(t−
τ ) converges to E(t−
τ )
in probability; the second probability also becomes arbitrarily small for the aforementioned
reasons. The proposition is thus proved.
Proposition 1.3.9. Let τ ∈ (t,T] be a jump time of the process deﬁned by 1.2.11. Then




τ ) − e E(t−
τ )

  > 

− − − →
n→∞ 0 =⇒ P

 E(t+
τ ) − e E(t+
τ )

  > 

− − − →
n→∞ 0
19Proof. As stated in Proposition 1.3.8, since τ is a jump time, N[∆t(it−
τ )] ≥ 1, for both the
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 N[∆t(it−
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τ )] ≥ 2
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τ )] denotes the intensity measure of the generalized Poisson random variable
N[∆t(it−
τ )], and represents the expected number of jumps within the time interval (t−
τ , t+
τ ].
Hence ξ(dt) = λJ(t) dt. Due to the form of the jump intensity, λJ(t) = θ2 s(t), where s(t)
is a positive and bounded function in the time interval (t−
τ , t+
τ ], λJ(t) is bounded in the
interval (t−
τ , t+





{λJ(κ)} × δt ≤ ξ[∆t(it−




{λJ(κ)} × δt < +∞
Therefore ξ[∆t(it−
τ )] − − − →
























  > 
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τ )] = 1

− − − →
n→∞
0
from proposition 1.3.8. The result follows.
We are now able to prove convergence of the approximating process to the original one
in the following proposition.
Proposition 1.3.10. The log-price, e E(T), converges in probability to the log-price, E(T).
Proof. Let τ1,τ2,...,τJ, J ﬁnite, be the jump times of the original process, 1.2.8, in the
time interval (t,T]. We write both log-prices as a sum of diﬀusion terms and terms that
contain a jump and a diﬀusion component:
E(T) = E(t0) + [E(t−





τ1)] + ... + [E(tn) − E(t+
τJ)]
e E(T) = E(t0) + [ e E(t−
τ1) − E(t0)] + [ e E(t+
τ1) − e E(t−
τ1)]
+ [ e E(t−
τ2) − e E(t+
τ1)] + ... + [ e E(tn) − e E(t+
τJ)]
The terms [E(t−
τ1) − E(t0)], [ e E(t−
τ1) − E(t0)], [E(t−
τi+1) − E(t+
τi)], [ e E(t−
τi+1) − e E(t+
τi)], i =
1,...,J − 1, are diﬀusion terms. If τJ 6= T, then the terms [E(tn) − E(t+
τJ)] and [ e E(tn) −
e E(t+
τJ)] are diﬀusion terms too. The remaining terms contain always a jump and a diﬀusion
component.
According to lemma 1.3.7, there exists δ > 0, such that inequality 1.3.12 holds, for
whichever jump times of the original process, 1.2.11. The original and approximating pro-
cesses start from the same value, E(t0). Therefore, by corollary 1.3.5, e E(t−
τ1) converges in
probability to E(t−
τ1). This implies, by proposition 1.3.9, that e E(t+
τ1) converges in probabil-
ity to E(t+
τ1), and in turn, by corollary 1.3.5, that e E(t−
τ2) converges in probability to E(t−
τ2).
The argument continues, with the repeated use of corollary 1.3.5 and proposition 1.3.9,
albeit a ﬁnite number of times, until we arrive at prices e E(T) and E(T).
21We may now use the approximating process, deﬁned in 1.3.3, in all our calculations,
using a small enough time-step, δt, that ensures that the approximating error is low. In
practice, we may use δt equal to one day, within which allowing at most one jump is a
good approximation; the scheme 1.3.1 is valid as long as the volatility is chosen to be a
smooth function of time (for instance involving sin or cos functions to reﬂect the seasonal-
ity pattern in energy prices and volatility). Given the approximated value at the beginning
of each subinterval, e E(ti), we can obtain an approximated version of the spot electricity
price at the end of the subinterval, e E(ti +δt). We will be denoting this approximated spot
electricity price, whose properties are studied in what follows, by e E[ti + δt

 e E(ti)]. The








(ti, ti + δt)




(ti, ti + δt)






(ti, ti + δt)





















2 h0(ti + δt
2 ) [lnJ]1 1{N[∆t(i)]≥1} (1.3.15)
where h0 is deﬁned by 1.3.10.
In order to study the properties of e E[(ti+δt)| e E(ti)], we need to analyze its components,
e D





(ti,ti +δt)| e E(ti)

. Because of the simpliﬁed form of these com-
22ponents of the approximating process, this task becomes signiﬁcantly easier.
Proposition 1.3.11. Given the approximated spot electricity log-price, e E(ti),
1. The process e D

(ti, ti + δt)| e E(ti)

, given by 1.3.14, has a normal distribution with
mean
M e D[(ti,ti+δt)| e E(ti)] = µ(ti+δt) +













2. Conditioning on the occurrence of at least one jump in the time interval (ti, ti + δt],
the process e J

(ti, ti + δt)| e E(ti)

, deﬁned by 1.3.15, has a density function deﬁned as
follows:















where a(ti) = e
−θ1
δt
2 h0(ti + δt
2 ).
3. The processes e D









1. Given e E(ti), the only randomness in 1.3.14 comes from the Brownian motion W, and
consequently the results follow using standard probability arguments.
2. Given a random variable X with density function fX(.), we know that the density of
the random variable Y := g(X), where g : R → R, is diﬀerentiable and monotonic, is
given by:












Given the value of e E(ti), the function h0(ti + δt
2 ) is completely deﬁned, and therefore




2 x ≡ a(ti) x, is diﬀerentiable and monotonic. In our case
23the function g is applied to the random variable lnJ that deﬁnes the jump size. The
result is obtained by application of the above formula 1.3.19 in conjunction with the
choice of the function p introduced in equation 1.2.7.
3. Conditioning on e E(ti), the only randomness in the process e D

(ti, ti+δt)| e E(ti)

comes
from the Brownian motion W, which is assumed independent of the Poisson counter
q and the jump size distribution. Therefore the result follows.
We now have all the elements needed to calculate the density of e E[(ti+δt)| e E(ti)], which
we provide in the following proposition. We denote the density of a random variable X by
f(X), and the conditional density of e E[(ti + δt)| e E(ti)] by f
  e E | e E(ti)

.
Proposition 1.3.12. The conditional density of the variable deﬁned in 1.3.13, is given by:
f
































N[∆t(i)]≥1 , e E(ti)

denotes the convolution of densities f




 N[∆t(i)]≥1 , e E(ti)

, as provided in proposition 1.3.11.
Proof. For the density of e E[(ti + δt)
  e E(ti)] we observe that:
f
  e E| e E(ti)

= f
  e D + e J| e E(ti)

= f
  e D + e J







  e D + e J







  e D + e J














because the jump part e J

(ti, ti+δt)| e E(ti)

disappears when N[∆t(i)] = 0, and the random
variable e D

(ti,ti + δt)| e E(ti)

is independent of N[∆t(i)]. Since e D






(ti, ti + δt)| e E(ti)

are independent, the density f( e D + e J|N[∆t(i)] ≥ 1 , e E(ti)), can be
24calculated by the convolution of f( e D| e E(ti)) and f( e J|N[∆t(i)] ≥ 1 , e E(ti)). All involved
densities are provided in proposition 1.3.11.





















































and the mean M and variance Σ were respectively computed in 1.3.16 and 1.3.17. The
integral (and consequently the convolution) needs to be numerically calculated and we use
MatLab for this task. Incidentally, we did verify that the functions 1.3.20, 1.3.21 and 1.3.22
are admissible density functions that integrate to one.
When the time-step, δt, takes small values, speciﬁcally the value of 1
365 (one day), the
formulas 1.3.21 and 1.3.22 produce functions that are very close to the exponential, as
ﬁgure 1.1 illustrates (for the case h0 = 1). Because the parameter θ3 of the model is less
than one, the graph of the convolution looks more like the one on the right panel, with its
mass concentrated, approximately, in the interval (M, M + ψ), and decreasing from the
beginning of that interval.
25Figure 1.1: The convolution of the diﬀusion and jump parts of the approximated process
is very close to an exponential function (left panel). When θ3 is small, the function looks
more like the one on the right panel. The graphs concern the case h0 = 1.
We are now able to calculate the density of the approximated process a number of δt
periods ahead, and consequently at the end of the time interval (t,T]. Denoting by f1 the





  e E(t1) = x] f1(x) dx (1.3.23)
where all densities involved in the integral are computable: since they relate to only one δt
period ahead, their expression is given by 1.3.20. Similarly, for computing the density at a
















 e E(t1) = x] f1(x) dx
i
dy
26We can repeat the procedure and write the density of the approximated process at a





















 e E(t1) = x1] f1(x1) dx1 dx2 ... dxn−2 dxn−1
where all densities involved in the integrals relate to a future date one δt ahead, and are
therefore computable using equation 1.3.20. Equation 1.3.23 can be very useful in practice;
e.g., when δt is chosen to be half a day for accuracy reasons, and we are interested in
computing the density one day ahead. The resulting integral is easily handled by current
computer packages.
1.4 A discretization scheme for the approximating process
In order to price derivatives, in particular swing options, using the model introduced in 1.2.8,
we will make use of the discrete dynamic programming approach. Such an approach requires
the correct construction of a lattice, on which the continuous time process can be approx-
imated. The approximating process deﬁned by equation 1.3.13 will allow us to construct
this lattice.
Lattice methods, or trees, have been extensively used in the literature for pricing options.
There are several constructions that we can mention for diﬀusions, starting with the seminal
binomial tree of Cox, Ross and Rubinstein (1979). A trinomial tree for the valuation of
options in the interest rates market was constructed by Hull and White (1994). A similar
tree, extended to a multiple-layer framework, is constructed by Jaillet, Ronn and Tompaidis
(2004) for the valuation of swing options.
27In the case of models that include jumps, the literature on lattice-based methods is not
as rich. Amin (1993) constructs a tree for a jump-diﬀusion model, making use of Merton’s
assumption (Merton 1976) that the jump risk can be diversiﬁed away (it was later shown
by Bates, 1991, that the pricing of European options is still feasible in this setting under
a non zero market price of jump risk). Hilliard and Schwartz (2005) construct a more
robust version of Amin’s tree, again for a jump-diﬀusion model. Das (1999) constructs
a hexanomial tree to price interest rate options, where the underlying process is a jump
diﬀusion in which the jump can only take two possible values.
The literature on lattice-based methods for more general models with jumps is indeed
small. K¨ ellezi and Webber (2004) construct a lattice when the asset returns are L´ evy
processes, and the instruments to price are Bermudan options that can be exercised at
speciﬁc times. Maller, Solomon and Szimayer (2006) construct a more robust lattice method,
again for assets driven by L´ evy processes. The approach we take here resembles their
methodology, although the original process introduced by G-R as well as our approximating
process, are not L´ evy processes, since the increments are not independent. As mentioned
earlier, the discretization of the approximating process is based on the ideas presented in
Bally, Pag` es and Printems (2005), although we are not using the optimal quantizer described
in their paper (itself introduced in a diﬀusion setting).
1.4.1 Deﬁnition of the grid
We deﬁne a grid that is partitioned by the {ti}i=0,...,n, introduced in section 1.3, in the
horizontal direction, and has a step size of ∆E(i) in the vertical direction. Note that this
vertical step may be of diﬀerent size at each time-step, because the variance of the transition
density from one step to the next may vary with time, due to the time-changing parameters
of the model. In order to keep the discretization error under control, while maintaining an
eﬃcient grid construction, a time-changing vertical step may be required. Figure 1.3 shows
a case where the vertical step is diﬀerent in time-steps 1 and 2. A similar situation, with
a vertical step that is not the same in all time-steps of the tree, occurs for example in the
adaptive mesh model by Figlewski and Gao (1999, albeit for diﬀerent reasons than the ones
mentioned here). Irregular grids also occur in the quantization tree method by Bally, Pag` es
28and Printems (2005), where the discretization takes place in a space of (d ≥ 1) dimensions.
Techniques for deﬁning ∆E(i) at each time-step will be discussed below.
Nodes in the grid are described by the triplet [i,j,∆E(i)], where i determines the num-
ber of time steps in the horizontal direction, and j determines the multiples of ∆E(i) in
the vertical direction, above or below the starting node (thus j may be negative). The
starting node is described by the triplet [0,0,0]. Denote by e E[i,j,∆E(i)] the value at node
[i,j,∆E(i)], and by e E
j
i the random variable
 e E(ti +δt)
  e E[i,j,∆E(i)]

. The density of the
latter, denoted by fe E
j
i
, is deﬁned in proposition 1.3.12. For i = 0,...,n − 1, let M(i,j)




where md(i,j) ≤ mu(i,j). It is not necessary that md(i,j) ≤ 0 ≤ mu(i,j), although that
will usually be the case. The bounds md(i,j) and mu(i,j) depend on the node [i,j,∆E(i)],
the vertical step at the next time-step, ∆E(i+1), the density of e E
j
i, and on the desired
accuracy level. Since ∆E(i), ∆E(i+1) and the density of e E
j
i are directly connected to
either the time-step i, or the multiple, j, of ∆E(i), or both, the dependence of the bounds
on ∆E(i), ∆E(i+1) and e E
j
i is suppressed from the notation used, for ease of exposition.
The same reasoning holds for the notations M(i,j) and Ik(i,j) (the latter is introduced in
a few lines), which also depend (directly or indirectly) on ∆E(i), ∆E(i+1) and e E
j
i. The
role of the bounds md(i,j) and mu(i,j) is to deﬁne the permissible movements from node
[i,j,∆E(i)] to nodes at the next time-step. They are illustrated for clarity in Figure 1.2,
which shows permissible movements from node [i,j,∆E(i)] on the grid, where ∆E(i) and
∆E(i + 1) are equal.
The vertical steps ∆E(i), i = 1,...,n, and the bounds are computed sequentially. The
procedure starts at node [0,0,0]. First the vertical step for time-step 1 is computed, ∆E(1).
This in its turn makes it possible to compute the bounds md(0,0) and mu(0,0). As a result
the set M(0,0) is deﬁned. This set deﬁnes all valid indices, j1, for nodes at the ﬁrst time-
step, [1,j1,∆E(1)]. Given all nodes at the ﬁrst time-step, ﬁrst the vertical step that is
going to be used for the second time-step, ∆E(2), is computed. ∆E(2) is used in its turn to
29compute all bounds md(1,j1) and mu(1,j1) (and as a result all sets M(1,j1)), that deﬁne
permissible movements from nodes at time-step 1 to nodes at time-step 2. The procedure
continues in this manner. At each time-step i, before any calculations are carried out, all
sets M(i−1,ji−1) have been already deﬁned in previous stages, and as a result, all valid
indices, ji, for nodes [i,ji,∆E(i)] are known. Given this knowledge, calculations are carried
out that produce, ﬁrst the vertical step for the next time-step, ∆E(i+1), and then the
bounds md(i,ji) and mu(i,ji), resulting in the deﬁnition of the sets M(i,ji), and so on.
At each time-step i = 0,...,n−1, after the relevant calculations have been carried out,
that deﬁned (in the following order), ∆E(i+1), md(i,j) and mu(i,j), movements from node








where k ∈ M(i,j). Below we give a formal deﬁnition of the bounds md(i,j) and mu(i,j).
Section 1.5.1 gives an intuitive explanation of the mathematical deﬁnition, as well as an
algorithm that computes them.
Deﬁnition 1.4.1. Let Fe E
j
i
denote the distribution function of the random variable e E
j
i and
let Πi and Ai be probability thresholds, i = 1,...,n, comprised between 0 and 0.1 for
instance, whose roles will be clariﬁed below. Let bxc and dxe represent the ”ﬂoor” and
”ceiling” function respectively, deﬁned as
bxc := max{n ∈ Z : x ≥ n} (1.4.2)
and
dxe := min{n ∈ Z : x ≤ n} (1.4.3)
For i = 0,...,n − 1, and for the valid indices, j, of nodes at time-step i, deﬁne:
30U
j








































κ ∈ Z, L
j
i(Πi+1) + 1 ≤ κ ≤ R
j










































































The bounds mu(i,j) and md(i,j) are deﬁned as:













































Figure 1.2: Bounds md(i,j) and mu(i,j), of upward and downward movements from a node
[i,j,∆E(i)] on the grid, where ∆E(i) = ∆E(i + 1).
U
j
i (Πi+1) and D
j
i(Πi+1) represent the upper and lower Πi+1-quantile respectively, of
the density of e E
j




i(Πi+1) are multiples of ∆E(i+1) that
ensure that the probability mass under the density of e E
j















2)∆E(i+1), +∞) respectively, is always greater than or equal to Πi+1. If
32R
j
i(Πi+1) ≥ 0, then, intuitively, we would want to allow movements from node [i,j,∆E(i)]
to the positive direction (including, possibly, same level movements). This is always pos-





i(Πi+1) ∆E(i+1), if the set C in the deﬁnition 1.4.1 is replaced by S
j
i(0,Πi+1). However,
this may result in a large number of movements associated to a close-to-zero probability,
making the grid construction ineﬃcient. In order to avoid this, we take C to be the set
S
j
i(Πi+1,Πi+1). In turn, this choice may create situations in which, although the positive
direction, i.e., the region [ e E[i+1,d
j∆E(i)
∆E(i+1)e,∆E(i+1)] − 1
2∆E(i+1), +∞), has a “signiﬁ-
cant” probability (in the sense of it being greater than or equal to Πi+1), we cannot ﬁnd
any individual movements with the same property. This is where K+(i,j) has an important
role. In the situation described, there will ﬁnally be permissible movements to the positive
direction, up to e E[i+1,d
j∆E(i)
∆E(i+1)e,∆E(i+1)] + K+(i,j) ∆E(i+1). For a more detailed
discussion of the deﬁnition of the bounds, the reader is referred to section 1.5.1.
To each time-step i = 1,...,n, corresponds the set G(i) which is deﬁned in the following
recursive way.

   
   












G(i) is the set of values l ∈ Z, such that the nodes [i,l,∆E(i)] are valid destinations
of the ensemble of nodes from the previous time-step, following the rule of allowed move-
ments 1.4.1. All sets necessary to deﬁne G(i) have been computed in previous stages. Given
the above deﬁnition, at each time-step i = 1,...,n, the grid contains the nodes [i,j,∆E(i)],
j ∈ G(i), i.e., G(i) contains the valid indices, ji, for nodes at time-step i. Figure 1.3
illustrates the set G(1).
It is important to realize that when Πi = 0, ∀i, then movements from each node
[i,j,∆E(i)] extend from minus to plus inﬁnity. In this case, if we take all vertical steps,
∆E(i), to converge to zero, then the grid construction will converge in distribution to the
33Figure 1.3: Two time-steps on a tree in which ∆E(1) and ∆E(2) are not equal. For the
second time-step only nodes emerging from node [1,0,∆E(1)] are shown. The set G(1) is
the set of valid indices, j, for nodes [1,j,∆E(1)].
approximating process, 1.3.3. In order to prove this, let us ﬁrst deﬁne the transition proba-
bility for movements on the grid. For an integer k ∈ M(i,j), let Ik(i,j) denote the segment:
Ik(i,j) :=

     
     
 e E[z] + (k − 1














where z represents the node [i+1,d
j∆E(i)
∆E(i+1)e,∆E(i+1)], and




Figure 1.4 illustrates, for clarity, the segments Ik(i,j), for k = {−2,0,+3,+20}, for
34Figure 1.4: Segments Ik(i,j), for k = {−2,0,+3,+20}, for permissible movements from
node [i,j,∆E(i)] on the grid.
the same permissible movements from node [i,j,∆E(i)] as in Figure 1.2. Node [i,j,∆E(i)]
leads to nodes [i+1,d
j∆E(i)
∆E(i+1)e + k,∆E(i+1)], k ∈ M(i,j), with transition probability
P





This transition probability can be calculated using the density of e E[(ti+δt)| e E(ti)], as given
in proposition 1.3.12. In order to carry out the calculation, it is necessary, among others, to
compute the integral
R w
u f(y) dy, where f(y) is given by 1.3.22 and 1.3.21 respectively, de-
pending on the value of h0. In Appendix A we provide a semi-closed formula for this integral.
Proposition 1.4.2. Let ˆ E denote the random variable that only takes values on nodes
of the grid. Then, for Πi = 0, i = 1,...,n, ˆ E(T) converges in distribution to e E(T), as
sup{∆E(i)} converges to zero.
Proof. The density of e E(T) is given by formula 1.3.24. In a similar manner, let ˆ f1 denote
the probability mass function of ˆ E at t + δt, ˆ f2 the probability mass function at t + 2δt,
















[ ˆ fn(xn) | ˆ E(tn−1) = xn−1] ×
X
xn−2





[ ˆ f2(x2) | ˆ E(t1) = x1] ˆ f1(x1) (1.4.7)
Let us examine each individual component in the above term. For 0 < i < n, we write:




















































− − − − − − − − − − →
sup{∆E(i)}→0+ [fi+1(xi+1) | e E(ti) = xi] (1.4.9)
For x ∈ R, let Z∆E(i) denote the set of multiples of ∆E(i), between (−∞) and (including)
b x










[ ˆ fn(z) | ˆ E(tn−1) = ˆ E(t0) + j∆E(n−1)] ˆ fn−1






















  ˆ E(t0) + j∆E(n−1)

where ˆ fn−1
  ˆ E(t0) + j∆E(n−1)

can be decomposed using formula 1.4.7. Combining this
with formulas 1.4.8 and 1.4.9, it follows that





which concludes the proof.
1.4.2 The step in the vertical direction
Let us assume that we have carried out all required calculations that enable us to deﬁne
the valid nodes [i,j,∆E(i)], at time-step i, where j ∈ G(i). All sets M(i−1,k), k ∈ G(i−1),
are known by this stage. In this section we are concerned with the problem of choosing the
vertical step ∆E(i+1). The problem of choosing this step is closely related to the problem
of discretization of a density. The latter has been extensively studied in an option pricing
setting based on Brownian motions, in Bally et al. (2005, see also references therein for the
origins and development of the quantization tree method). The central question is to ﬁnd
the optimal approximation of a random vector X ∈ L
p
R(Ω,F,H), by some vector q(X) that
takes at most N values. It turns out that the problem to be solved is the minimization
of the Lp-mean quantization error, D
p
N(x). In order to give a deﬁnition to this error, for
ease of exposition we repeat here the deﬁnition of a Voronoi tessellation from Bally et al.
(2005), which we need:
37Deﬁnition 1.4.3. Voronoi tessellation and quantizer:
1. Let x := (x1,...,xN) ∈ RN. A Borel partition, Ci(x), i = 1,...,N, of R is a Voronoi
tessellation of the x if, for every i ∈ {1,...,N}, Ci(x) satisﬁes:
Ci(x) ⊂
n




2. The closest neighbor projection or Voronoi quantizer (function) qx, induced by the





3. The random vector




is called a Voronoi quantization of X. The N-tuple x is often called an N-quantizer.
Let us now deﬁne the vector:









where c,u,v ∈ R, β ∈ R∗, dxe is the ”ceiling” function, deﬁned by 1.4.3, and bxc is the
”ﬂoor” function, deﬁned by 1.4.2.
Figure 1.5: An example of a vector x[β,c,u,v], deﬁned in equation 1.4.10. The vector
extents to either side of c, in multiples of β, without exceeding the limits u and v.
38An example of the vector x[β,c,u,v] is illustrated in ﬁgure 1.5 for clarity. Let, for
simplicity, e E0 denote e E[0,0,0], and consider the node [i,j,∆E(i)]. If we can somehow
























deﬁnes the permissible movements from node [i,j,∆E(i)] to nodes at the next time-step,
following the rule for allowed movements set by 1.4.1. It also deﬁnes a Voronoi tessellation,
(Ci(w))1≤i≤m, according to deﬁnition 1.4.3, where m = #M(i,j). In turn, this tessellation
deﬁnes an m-quantizer function, qw(ξ). The quantizer w consists exclusively of multiples
of ∆E(i+1) and has the property |wκ − wκ+1| = ∆E(i+1), for κ = 1,...,m−1. It deﬁnes a
discertization of the density of e E
j
i. The partition (Cκ(w))1≤κ≤m coincides with the partition
induced by the segments Ik(i,j), k ∈ M(i,j), as deﬁned in 1.4.5 and illustrated in ﬁgure 1.4.
We now deﬁne the quantization error, D
p
m(x,Z), as follows, for a quantizer x = [x1,...,xm],





















p, p ∈ N∗, and the expectation is taken under probability
measure H. The bigger the value of p, the more large values of d
p
m(x,ξ) are penalized
relative to smaller ones. This can be useful in our case, where we are interested in capturing
the tail of e E
j
i, due to the presence of jumps, and we can set p ≥ 2, provided that E[e E
j
i]p <
∞. In order to choose ∆E(i+1) we will look for quantizers that produce a small mean
quantization error. Other forms of d
p
m(x,ξ) can be considered that give a bigger weight on
errors at the the tail of e E
j
i. The latter are important when pricing options in the presence
39of jumps. We use the form of equation 1.4.11 in what follows.
Bally et al. (2005) propose a variant of a stochastic gradient descent method for the
minimization of the quantization error, D
p
m. The method works by discretizing the density
of [X(tk)

X(t0)], where X(ti)i=0,...,n is a process driven by geometric Brownian motions,
and k ≥ 1. The quantizers considered, x ∈ RN, are not restricted to have the property
|xκ − xκ+1| = β, for κ = 1,...,N−1, β constant, as those of equation 1.4.10. This results
in what is called the optimal quantizer. One of the advantages of the method is that it
suﬃces to compute optimal m-quantizers of the Brownian motion and keep them oﬀ-line.
Subsequent constructions of grids can directly make use of the computed quantizers without
need for further calculations.
However, in our case, because of the form of the density of e E
j
i, given by 1.3.20, computing
quantizers and keeping them oﬀ-line for later use is not a realistic possibility. Furthermore,
the presence of jumps and time-changing parameters introduce a number of considerable
diﬃculties, and as a result the method in Bally et al. (2005) does not seem to be di-
rectly applicable to our case. A computationally not intense alternative is to consider
m(β)-quantizers, x[β,c,u,v], of the form 1.4.10, where c = e E[i+1,d
j∆E(i)
β e,β], and seek a









is below a chosen threshold Q(i) (which may be diﬀerent for each
time-step, depending on how the density of e E
j
i diﬀers from one step to the next).
In order to ﬁnd suitable values for u and v, the grid is constructed subject to chosen
probability thresholds Πi+1, as they were introduced in deﬁnition 1.4.1. The purpose of









i (Πi+1), also introduced in that
deﬁnition. In order to ensure that the upper and lower segments of deﬁnition1.4.5 always
have transition probability greater than or equal to Πi+1, it was necessary to, furthermore,




i(Πi+1). We are then, in essence, left with the problem
of choosing a suitable vertical step β.
In practice, following the ideas presented above, and led by the desire to have a fast algo-
rithm for deciding the vertical step β, we work as follows: Consider some node [i,j,∆E(i)]
40and deﬁne the quantizer:
x
j
i[β, Πi+1] ≡ [x1,...,xm(β)] = e E[i+1,d
j∆E(i)
β
e,β] + c β (1.4.12)
c ∈ {md(i,j,β),...,mu(i,j,β)}










2 ], i = 2,...,m(β)−1, (−∞, x1+x2
2 ] and (
xm(β)−1+xm(β)
2 ,+∞), have
probability mass under the density of E
j
i, greater than or equal to Πi+1. With these require-
ments, the bounds md(i,j,β) and mu(i,j,β) may end up being greater than or equal, and
less than or equal, respectively, to the bounds md(i,j) and mu(i,j) of deﬁnition 1.4.1 (where
∆E(i+1) is replaced by β)5, producing in general a reduced-size quantizer x
j
i[β, Πi+1]. On
the other hand, it is much faster and simpler to compute md(i,j,β) and mu(i,j,β) with
all imposed requirements, and it is therefore highly desirable to keep them6. It is always
possible to compute md(i,j,β) and mu(i,j,β) in an exact agreement with deﬁnition 1.4.1,
one then would have to use the algorithm presented in section 1.5.1 (replacing ∆E(i + 1)
there, by β). Note that the error produced by the m(β)-quantizer, x
j
i[β,Πi+1], is in general
not the lowest possible among quantizers of size m(β). In this sense, it is not an optimal
quantizer. However it retains the important advantage of much easier computation.
The fast method for computing the bounds md(i,j,β) and mu(i,j,β) is as follows:
First, produce rough estimates, e U
j




i (Πi+1) and D
j
i(Πi+1), de-
ﬁned in 1.4.1, ensuring that e U
j
i (Πi+1) ≤ U
j














6We are only trying to decide a suitable vertical step here and we can therefore aﬀord to make a trial
with a reduced-size quantizer. The actual construction of the grid always uses deﬁnition 1.4.1, hence the




























































≥ Πi+1, stop the pro-
cedure7 and set mu(i,j,β) := ρ + 1. Carry out a similar procedure for deﬁning md(i,j,β),
where in this case ω is increased regularly by one and md(i,j,β) is ﬁnally set to ω − 1.
Having used either the fast method described in the previous paragraph, or the algorithm











where m(β) = mu(i,j,β) − md(i,j,β) + 1, and the expectation is taken under the mea-
sure Q. If the error is not lower than Q(i), we may reduce β (and also Πi+1 if needed),
until, as guaranteed by (a direct consequence of) Proposition 1.4.2, we eventually obtain
an appropriately low error. The β found by this procedure is a candidate for the vertical
step, ∆E(i+1). Let us denote it by β
j













, for the remaining nodes in the same time-step,
[i,k,∆E(i)], k ∈ G(i)\{j}, are also below the value Q(i) 8, and we reduce β
j
i (together with
Πi+1, possibly), if needed. The resulting value of β by the described procedure may be used
as the vertical step, ∆E(i+1).
7If no such value of ρ is found, then β is too small for the current value of Πi+1. Notice that the bounds
mu(i,j) and md(i,j) are still well deﬁned in such a situation, from 1.4.1; however, it is better to avoid it
and increase β or decrease Πi+1, until suitable values of ρ become available.
8A faster alternative is to examine the quantization errors only for the nodes [i,κ,∆E(i)], where 1 ≤ κ ≤
µ, µ ∈ Gs(i), and Gs(i) is a sorted version of G(i), in descending order, based on the probability of reaching
node [i,κ,∆E(i)] at time-step i. The value of µ can be chosen so that only nodes which have a signiﬁcant
probability to be reached at time-step i are examined, see Figure 1.6.
42Figure 1.6: The darker the color, the higher the probability of reaching a speciﬁc node at a
speciﬁc time-step. We may avoid the calculations of quantization errors for nodes of very
light color in order to speed up the construction. Light-colored nodes on the graph have a
probability of less than 10−4 to be reached at the corresponding time-step.





















, for γ ≤ β. If β is not an integer multiple of γ, then the two quantiz-
ers will not have, in general, common vector points. Consider the sets of points Y :=
yi+yi+1
2 ,
i = 1,...,m(γ) − 1, and X :=
xi+xi+1







(y), for some x ∈ X and y ∈ Y . In addition, because of the probability threshold Πi, the
quantizer y
j




, as the qantizer
x
j





















In general, the quantization error induced by the quantizer x
j
i[β,Πi+1], as a function of β,
may look like the one in ﬁgure 1.7. Although by repeatedly reducing the vertical step and
43the probability threshold, the quantization error will eventually converge to zero, a one-step
reduction is not guaranteed to reduce the quantization error (especially for relatively high
vertical steps, above 0.3). We can only be certain if we actually carry out the calculations.
Figure 1.7: Mean quantization error produced by the quantizer x
j
i[β,Πi+1], as a function




















, for γ ≤ β.
1.5 Demonstration of the grid construction
The goal of this section is to demonstrate how the approximation and the discretization
schemes work, clarify the mathematical deﬁnition of the bounds mu(i,j) and md(i,j) and
provide an algorithm that computes them. We will be using a number of parameters similar
to the ones found by G-R (2006) (under the real probability measure P), in the ECAR region
of the United States, for the purpose of a more realistic illustration. We acknowledge that
these parameters would need to be calibrated to forward prices, in order to price derivatives.
44As the purpose of this section is to illustrate how to use the grid, we will not be dealing
with calibration issues.
1.5.1 Algorithm for the construction of the grid
As stated earlier, we divide the time interval [t, T] in n equally spaced subintervals of length
δt each. The grid is constructed subject to chosen probability thresholds Πi+1, introduced
in deﬁnition 1.4.1, totally unrelated to the model threshold. As we saw, the value of Πi+1
deﬁnes how far the quantizer extents, preventing the grid from containing too many nodes
that do not add much to the accuracy of the method. The role of Πi+1 is clariﬁed further in
what follows. The ﬁrst node on the grid, [0,0,0] represents the current value of the logarithm
of the spot electricity price. Let us assume that, before the calculations start at each time-
step i, the procedure described in section 1.4.2 has been followed and we have identiﬁed a
suitable vertical step for the next time-step, ∆E(i+1). Denote by p[(i1, j1), (i1 + 1, j2)]
the probability
p[(i1, j1), (i1 + 1, j2)] =
Z e E[i1+1, j2, ∆E(i+1)]+ 1
2∆E(i+1)






which is computable using the density of e E
j
i, as provided in proposition 1.3.12. Denote by
p+(i, j) the total transition probability from node [i, j, ∆E(i)] to nodes [i+1, j+k,∆E(i+
1)] for k ≥ 0, and by p−(i, j) the total transition probability from node [i, j, ∆E(i)] to













Z e E[i+1, d
j∆E(i)











i(Πi+1) deﬁned in 1.4.1,
p+(i,j) ≥ Πi+1 ⇐⇒ R
j
i(Πi+1) ≥ 0
p−(i,j) ≥ Πi+1 ⇐⇒ L
j
i(Πi+1) < 0




), for each node [i,j,∆E(i)].
There may be nodes, [i,j,∆E(i)], for which the algorithm does not deﬁne both pairs,
but it is guaranteed that if one pair is not deﬁned then the other always is. Speciﬁ-
cally, if p+(i,j) ≥ Πi+1 then the pair (k+,k
+
) is always well deﬁned by the algorithm,
while if p+(i,j) < Πi+1 then the pair is left undeﬁned. Similarly, if p−(i,j) ≥ Πi+1
then the pair (k−,k
−
) is always well deﬁned by the algorithm, while if p−(i,j) < Πi+1
then the pair is left undeﬁned. Of course, p+(i,j) < Πi+1 =⇒ p−(i,j) ≥ Πi+1, and
p−(i,j) < Πi+1 =⇒ p+(i,j) ≥ Πi+1, guaranteeing that at least one pair is always well












) are deﬁned in the algorithm,
then mu(i,j) is set to k
+
and md(i,j) is set to k−. If, for a node [i,j,∆E(i)], only one
pair is deﬁned, then the matrix W will have only one row, and mu(i,j) := W[1,2], while
md(i,j) := W[1,1]. In the following we describe the algorithm for deﬁning the relevant
pairs for the starting node, [0,0,0]. The procedure described does not change for subsequent
nodes.
The ﬁrst step of the algorithm examines the probability p+(0,0). If p+(0,0) < Π1 (this
will be the case if D0
0(Π1) < U0
0(Π1) < e E[0,0,0] −
∆E(1)
2 , hence R0
0(Π1) < 0), then the pair
(k+,k
+
) is left undeﬁned. In such a case mu(0,0) will be negative. The meaning of this is
that we disregard movements to all nodes in the positive direction, i.e., nodes of the form
[1,k,∆E(1)] for k ≥ 0. Such a situation can arise, for example, when the starting node
[0,0,0] is far above the long-run mean, and has consequently a very low probability (below
the chosen threshold Π1) to lead to a node higher or at the same level on the grid, due to
mean reversion and/or downward directed jumps.
If p+(0,0) = A ≥ Π1 (hence R0
0(Π1) ≥ 0), then starting from k = 0 and increasing it




As long as Q(k) < Π1, we keep increasing k, until we arrive at a value, k∗, for which, either
p[(0,0),(1,k∗)] ≥ Π1, or arg max
0≤i≤k∗{p[(0,0),(1,i)]} < k∗. The action to be taken in the ﬁrst




and consequently mu(0,0) will be equal to arg max
0≤i≤k∗{p[(0,0),(1,i)]}. This case corresponds
to the situation in which there is a signiﬁcant probability to move to the positive direction,
but no individual node [1,c,∆E(1)], c ≥ 0, exists, with a signiﬁcant probability to go to. In
such a situation, instead of discarding all movements to the positive direction, a reasonable
choice for mu(0,0) is the value arg max
0≤i≤k∗{p[(0,0),(1,i)]}.
If p+(0,0) = A ≥ Π1 (hence R0
0(Π1) ≥ 0), and by the procedure of increasing k, we do
arrive at a value, k∗, for which p[(0,0),(1,k∗)] ≥ Π1; in case k∗ = 0, k+ is set equal to k∗.
If k∗ > 0, then the following probability is computed:
P




− ∞, (k∗ − 1 + 1/2) ∆E(1)
i
If it is greater than or equal to Π1, then k+ is set equal to k∗−1, otherwise it is set equal to
k∗. Continuing increasing k regularly by one, we allow a movement to the node [1,k,∆E(1)]
of the grid if p[(0, 0), (1, k)] ≥ Π1. At the ﬁrst value of k in this procedure, for which
the probability p[(0, 0), (1, k)] becomes lower than the threshold, we examine whether the
probability:
P




(k − 1/2) ∆E(1), +∞
i
is above Π1. In the aﬃrmative case we allow a movement to the node [1,k,∆E(1)] with
this transition probability, and in this case k
+
is set equal to k. In the case of a negative
answer, we do not, and the transition probability above is added to the corresponding one
to the node [1,k − 1,∆E(1)]. In that case k
+
is set equal to k − 1. The pair (k+,k
+
) is
well deﬁned and so is consequently the bound mu(0,0).
The next stage of the algorithm concerns the movements to the negative direction. If
p−(0,0) < Π1 (hence L0
0(Π1) ≥ 0), then the pair (k−,k
−
) is left undeﬁned. In that case,
47p+(0,0) ≥ Π1, and as we saw, the pair (k+,k
+
) is always well deﬁned in previous stages.
Then md(0,0) will be equal to k+, which is positive. This situation therefore corresponds
to the case where we disregard all movements to the negative direction. If p−(0,0) ≥ Π1
(hence L0
0(Π1) < 0) then the pair (k−,k
−
) will always be well deﬁned. The procedure for
deﬁning it is exactly analogous to the one for the positive direction. The ﬁnal result is
that the bounds mu(0,0) and md(0,0) are computed in all possible cases. We proceed by
repeating the algorithm for all subsequent nodes, deﬁning all bounds md(i,j) and mu(i,j)
in the process.
At this point it is important to emphasize that the quantities δt, ∆E(i) and Πi,
i = 1,...,n, are the ones that deﬁne the entire grid and its properties. Finer partitions
in the horizontal and vertical directions are obtained by smaller values of δt and ∆E(i)
respectively. The choice of Πi determines the number of permissible movements obtained
for each combination of δt and ∆E(i). A choice of smaller values leads to a more detailed
grid with more nodes and permissible movements, but at the cost of increasing times for
making all relevant calculations. Higher values lead to faster constructions but at the cost
of lower accuracy and somewhat worse convergence properties. A good balance of the two
should be sought for.
1.5.2 The case of constant parameters
The construction of the grid can get signiﬁcantly faster when the model parameters remain
constant for certain periods. Let us assume that there are N such periods and that each row
k, 1 ≤ k ≤ N, of the matrix P, contains the ﬁrst and last time-steps that deﬁne these periods
(the last time-step is supposed to be the last step in the period, from which movement
probabilities to the next step are calculated using the same set of parameters). Then for
each i, P[k,1] ≤ i ≤ P[k,2], the density of the random variable e E

(ti + δt)
  e E(ti) = x

remains constant, for the same x. This has a number of positive implications, starting with
the procedure for deﬁning a suitable vertical step for the next time-step. Let us assume
that we have constructed the grid up to time-step α−2 = P[k,1], that is, we have deﬁned
all ∆E(κ), 1 ≤ κ ≤ α−2, and have obtained all nodes [κ,j,∆E(κ)], j ∈ G(κ), together
with the initial node [0,0,0]. At time-step (α−2), that is, at the beginning of period k, we
48have to carry out all relevant calculations, as described in section 1.4.2, for the deﬁnition
a suitable vertical step, ∆E(α−1), and the deﬁnition of the bounds mu(i,j) and md(i,j),
where i = (α−2) and j ∈ G(α − 2). Using these quantities, we can deﬁne all movements
from time-step (α−2) to time-step (α−1).
Let us work under the hypothesis that ∆E(α−1) 6= ∆E(α−2) (it could come out
otherwise, but let us take the bad case scenario). In that case, and in order to proceed
from time-step (α−1) to time-step α, we need to carry out once more the procedure of
section 1.4.2, in order to deﬁne a suitable vertical step, ∆E(α), for time-step α, and the
bounds mu(i,j) and md(i,j), i = (α−1), j ∈ G(α−1). Let us now examine what happens
from time-step α onwards, making the - reasonable - assumption that we take Πi+1 constant
(and denoted Πk), for all time-steps, i, of period k. The same assumption is made regarding
the error thresholds Q(i). The search for a suitable vertical step, ∆E(α+1), requires the
consideration of quantizers x
j
α[β,Πk], for an under-trial vertical step β. Denote by GN(i)
the set {κ ×∆E(i), κ ∈ G(i)}, i.e., the set of vertical heights (relative to the starting node
e E[0,0,0]), of all valid nodes at time-step i.
Let us assume that GN(α) = GN(α−1), i.e., time-steps α and (α−1) contain exactly the
same nodes (we will see below what happens if not). All quantizers of the density of e E
j
α−1,
have been already considered at time-step (α−1), in the process of searching for the vertical















  e E(tκ) = x

remains constant for κ ∈ {α−1, α}, those calculations
done, are exactly what is needed for the deﬁnition of vertical step, ∆E(α+1). In other
words, no further calculations are needed. Since ∆E(α) was selected as an appropriate
vertical step for time-step α, the same vertical step is appropriate for time-step (α+1) and
we may simply set ∆E(α+1) := ∆E(α).
In case GN(α) 6= GN(α−1), i.e, in case the time-step α contains some nodes that do not
appear at time-step (α−1), then we need to examine if those nodes necessitate a change of
the vertical step ∆E(α+1) deﬁned above. Such “new” nodes are the only reason why we











49associated with these nodes, may be higher than required9. In any case, usually the set
GN(α) \ GN(α−1) has only a few elements during a period of constant parameters, and
therefore the calculations needed to see whether a change of vertical step is necessary, are
only a fraction of the number of calculations that would be needed if the parameters were
not constant. As long as we keep reducing the vertical step for the following time-step,
we will keep introducing new nodes on the grid. We will therefore need to keep examining
the quantization errors associated with the nodes not already taken into account. For this
reason, it is wise to choose a quite low vertical step from the beginning of the period k, so
that we will not need to reduce it again during the period, and consequently no new nodes
will be introduced due to vertical step changes10. In that case, the set G(α) \ G(α−1), soon
(that is, after only a few time-steps) becomes the empty set, and no further calculations
are needed.
A constant vertical step has also very positive implications in the deﬁnition of the bounds
mu(i,j) and md(i,j), throughout period k. Indeed, if ∆E(α+1) = ∆E(α) = ∆E(α−1),
all bounds md(α,j) and mu(α,j) will be respectively equal to md(α−1,j) and mu(α−1,j),
for j ∈ G(α−1). Therefore, only the remaining bounds will need to be calculated, for
j ∈ G(α) \ G(α−1). As stated previously, the set G(α) \ G(α−1) quickly becomes the
empty set, and therefore soon enough, there are no further calculations required, all bounds
md(α,j) and mu(α,j) should be equal to their corresponding ones from the previous time-
step. The same line of reasoning holds for all remaining time-steps in period k.
Let us summarize the arguments presented in this section: It is wise to choose a small
vertical step at the start of a period of constant parameters. At the very ﬁrst step of
the period, all calculations needed to deﬁne a suitable vertical step for the next time-step,
and the bounds mu(i,j) and md(i,j), must be carried out. At subsequent steps, only the
calculations for nodes not already taken into account before need to be done. Soon enough,
9Note, however, that as discussed in section 1.4.2, if the probability of reaching these nodes at time-step
α is very low, then we may decide not to examine the errors associated with them, saving time, because the
impact of these errors on the aggregate quantization error for time-step α will be very low.
10Notice that because of changes in the long-run mean, µ(t), from one period to the next (for example,
from one month to the next), new nodes will be introduced to the grid in order to capture this eﬀect, even if
the vertical step remains constant. However, after a few time-steps, the grid will have adjusted to the shift
in the long-run mean and will not introduce new nodes, until the next shift. An example of such a situation
is illustrated in Figure 1.8.
50Figure 1.8: The darker the color, the higher the probability of reaching a speciﬁc node at
a speciﬁc time-step. The grid is adjusting from the starting node with a value of 4, to the
long-run mean level, 3. The vertical step is constant. The encircled nodes are new nodes,
relative to previous time-steps, introduced at time-step 3. After several time-steps (15 in
this case), no further new nodes are introduced.
no further calculations are required for the remaining of the period. All movements and
transition probabilities for period k can be kept in a matrix Mk, which will remain constant.
In many practical cases one could consider constant parameters for the duration of a month
or a week.
1.5.3 An illustration of the grid
For simplicity, in this illustration we will be using constant long-run mean reverting level,
jump intensity, jump regime threshold and diﬀusion volatility. The values we will be using
51are presented in Table 1.1 (notice that the vertical step is constant). We are using the
maximum jump intensity found by G-R (2006), with a value of 35. The convolution density
function between the diﬀusion and jump parts, as described in proposition 1.3.11, by equa-
tions 1.3.16 through 1.3.18, is illustrated in ﬁgure 1.9. The density is concentrated in the
region [ e E(t0), e E(t0)+e−θ1δtψ] as exhibited in the ﬁgure. This produces a skewing eﬀect for
the distribution of the approximated process deﬁned in proposition 1.3.11. Indeed, because
the convolution has nearly no probability mass below e E(t0), the approximated density is
skewed to the right, as shown in ﬁgure 1.10. Notice the heavier tail in the right direction
due to the jump part, typical of electricity markets.
Table 1.1: Parameters used for the illustration of the grid
Variable Interpretation Value
µ Long run mean level 3
e E(t0) Starting value of log electricity price 3
δt distance between time-steps 1/365
∆E distance in the vertical direction of the grid 0.13
λJ Jump intensity 35
σ Brownian local volatility 1.5
T Jump regime threshold 5.5
Π Transition probability threshold 0.001
θ3 Jump size distribution parameter 0.5
θ1 Mean reversion rate 38
ψ Maximum jump size 3
Figure 1.11 shows the ﬁrst three time-steps in the construction of the grid. Notice that
in the ﬁrst time-step there are more nodes going up than down. This is because of the
skewness of the approximated distribution. Many of these nodes represent possibilities of
a jump, and reﬂect the heavy right tail of the approximated distribution. At time-step 2
there are numerous downward movements. These movements start from nodes that have
exceeded the threshold level of 5.5, and consequently have downward directed jumps. At
this time-step, notice that the ﬁrst movement from the top node is 2 × ∆E(3) to the
negative direction. Figure 1.12 illustrates a complete grid for a 30 day period, using a
52Figure 1.9: Convolution density function of the diﬀusion and jump parts.
constant probability threshold, Πi = Π, for all i, of 0.01, chosen in order to speed up the
construction. Notice that movements on the grid are always within a corridor. They don’t
spread out in the positive or the negative direction, as in the case of a binomial tree. This is
due to the mean-reverting nature of the process and the fact that all jumps are downward
or upward directed, depending on the level of the underlying. This characteristic of the grid
is important for its construction.
































































































Applications to derivative pricing
In this chapter we make use of the results presented in the previous one, in order to price
several kinds of derivatives. The constructed grid is at the core of the applications. We
will be pricing progressively more complicated deals, with the purpose of making very clear
how the grid methodology is applied, and demonstrating its ﬂexibility and power. The
exposition follows a series of examples, including constant and time-changing parameters.
2.1 Physical energy markets and the need for ﬁnancial engi-
neering
Derivative trading has been a very useful means of hedging in the ﬁnance industry. Although
hedging is the origin of derivatives and perhaps still their primary use, they are also used
as a means of speculative trading, for example in volatility trading. In the energy industry,
the purpose of using derivatives for hedging is actually reinforced. This is because a big
part of the trading is so called physical1. A position in the energy markets can be either
ﬁnancial or physical. In the former, the owner of a contract has a monetary gain or loss
when the contract is cleared. There is no delivery of the underlying commodity (usually oil,
gas or electricity) as in the case of a physical position. Let us clarify the situation with an
example.
1This is gradually changing as more and more banks enter the market, that engage almost exclusively in
ﬁnancial trading.
57For the purpose of illustration let us consider the electricity market and let us assume
that the current date is 01-January-2009. Assume that there are several futures contracts
traded in the market, for instance the Feb-09, Mar-09, Apr-09, May-09 and Jun-09 monthly
contracts, the Q3-09 and Q4-09 quarterly contracts, and the Cal-10 calendar contract.
These contracts can be either baseload or peakload contracts. The Feb-09 baseload contract
for example, is a contract that delivers a speciﬁc amount of electricity (in Mega Watts,
agreed upon entering the futures contract), for every hour of each day in February-09. The
peakload contract delivers electricity for speciﬁc hours during the day (usually 08-20, but
it depends on the market), and for only the working days of the week, during the month
of February-09. The March-09 contract is deﬁned similarly for the baseload and peakload
cases, and the same goes for all other contracts. The Cal-10 contract delivers electricity
throughout the whole year of 2010. Note that almost all markets also oﬀer an oﬀ-peak
contract, which is the ”diﬀerence” between a baseload and a peakload contract, i.e., it
delivers electricity only at hours of the day, and at days of the week, that do not belong to
the peakload contract2.
When a trader obtains a long position in the Feb-09 baseload contract, he enters an
agreement to take delivery of physical electricity at a pre-deﬁned point of the electricity
grid. However, the trader has the choice of settling the contract ﬁnancially, at any date up
to the last trading date of the contract in the market. Financial settlement of a contract
means obtaining, in monetary terms, an amount proportional to the diﬀerence between the
price at the date the contract was entered into, and the price at the settlement date. In
particular, if the trader enters the Feb-09 baseload contract when the price was, say, x Euros
per Mega-Watt-Hour (symbolized as MWh), and decides to settle the contract ﬁnancially
at a date the price has gone to, say, y Euros per Mega-Watt-Hour, the ﬁnancial gain/loss is
equal to (x−y)×P ×H, where P is the position size, in Mega-Watts, agreed upon entering
the contract, and H is the total number of hours of electricity delivered, as deﬁned by the
contract (for the case of Feb-09 baseload, this is equal to 28 × 24 = 672 hours).
The physical delivery of electricity at a pre-deﬁned point of the grid, as a result of
a trader taking a position in the market, is what we call physical trading. In contrast,
2Natural gas contracts are somewhat simpler, in that there are only baseload contracts involved.
58when the position is settled ﬁnancially, we talk about ﬁnancial trading. Understandably,
companies that are interested in physical trading have a presence in the physical part of the
energy industry, either on the production side or on the consumption side. For example,
a generator is interested in physically trading the electricity or gas it produces, and a
distributor is similarly interested in physically purchasing electricity or gas, having them
delivered at a speciﬁc point on the grid, and perhaps also looking to transport them to other
areas within the grid. An aluminium smelter might look to purchase electricity from the
market, either on its own, or, if it does not trade energy on its own (usually that is the case),
via a middle-entity, such as an energy trading company. The smelter is then interested in
the physical side of electricity trading. On the other hand, a market participant that is
not involved in such kind of business, usually banks, is engaging only in ﬁnancial trading.
Financial trading has provided much needed liquidity in the energy markets in recent years,
following the markets’ troubled times during the years after the collapse of Enron.
Although indeed a signiﬁcant volume of derivatives is traded daily for hedging (or even
speculating in) ﬁnancial deals, we will now give examples of how derivatives are used in
physical deals. This provides a striking antithesis to the world of stocks, to which perhaps
many more are accustomed. The need for ﬁnancial engineering in the energy industry arises
from physical transactions and requirements, not from monetary ones.
For the task of exposition, let us consider an aluminium smelter (which plays the role of
the ”customer” in the deal) and an electricity supplier. A simple request from the aluminium
smelter might be the supply of electricity, of a constant power (in Mega-Watts), at a speciﬁc
price, K, to be agreed, throughout the whole year of 2010. The smelter can provide what
is called a ”proﬁle”, indicating the speciﬁc hours during the day, and days of the week that
she wishes to be delivered electricity (this can include weekends and oﬀ-peak hours, when
usually electricity is at a low price, but most likely will not be restricted to only these times,
as working hours and rights of employees need to be taken into account). The electricity
supplier can then obtain a long position in the market, on the Cal-10 baseload contract, for
the speciﬁc power, requesting the physical delivery of electricity at a point from which the
aluminium smelter is able to obtain delivery. If the market rules do not allow delivery at
that particular point, then the electricity supplier will need to transport the electricity to a
59suitable point3, incurring additional costs, which will probably have to be compensated by
the aluminium smelter. These costs will be reﬂected in the agreed price of the contract, K.
The baseload Cal-10 contract will leave the electricity supplier with certain hours during
the day, and days in the week, as deﬁned by the customer’s proﬁle, without a counter-party
to sell the electricity to. Therefore the electricity supplier automatically obtains a long
position in the market, with a speciﬁc proﬁle. Of course, had the electricity supplier chosen
to purchase the oﬀ-peak Cal-10 contract, and not the baseload one, it would most likely
leave him with a shortage of electricity relative to the provided proﬁle by the aluminium
smelter. It is very unusual that the customer’s proﬁle exactly matches a pre-deﬁned contract
in the market. The same happens if the supplier has production capacity of his own, but
needs to purchase/sell the shortage/excess of electricity. Therefore, in almost all cases, the
electricity supplier ends up with either a long or a short position in the physical market,
with a speciﬁc proﬁle (i.e. speciﬁc hours during the day, and certain days in the week).
Let us assume that the supplier ends up with a long position, with a speciﬁc proﬁle.
He can then try to directly oﬀset his long position in the market, by obtaining the exact
opposite position, with the speciﬁc proﬁle. Assuming that such a transaction is possible,
the deal ends there, and the supplier is completely covered. The deﬁnition of the price K
then reﬂects bid-ask spreads, other transaction costs, and possible transportation costs as
mentioned above. Note that the supplier can choose to settle his position entirely ﬁnancially,
without any physical movement of electricity involved (apart of course from the physical
supply of electricity to the aluminium smelter, which originated the transactions in the
market).
The problem with the simple case above, is that it is quite rare to be able to completely
oﬀset a position in the market, having a speciﬁc proﬁle that is diﬀerent from the pre-
designed peak and oﬀ-peak contracts. If one needs to transact within speciﬁc hours of
the day, for working days or weekends, one needs to get involved into what is called the
day-ahead market or the within-day market. In those markets, traders trade electricity (or
natural gas) for speciﬁc periods of the day, that can go down to half-hour periods. However
3As many physical contracts are accumulated, the transportation of electricity within the grid becomes a
very involved task, and companies hire speciﬁc employees, called schedulers, to deal with the complications.
60the time horizon for such trades extends to one-day ahead, at most, making it impossible
to completely oﬀset a position for, say, hours 01-05 of the day, for 6 months ahead. Given
this diﬃculty, more sophisticated products are required, that can facilitate the realization
of such deals.
Another diﬃculty stems from the fact that the transaction described above is very
simple, and usually does not ﬁt the requirements of the aluminium smelter. Indeed, the
smelter would be interested in producing more aluminium if the aluminium price is high
(more precisely, if the aluminium price is high relative to the electricity price), and produce
less in the opposite case. Therefore, the aluminium smelter would wish to have the option to
choose the volume of electricity purchased each day, and is prepared to agree to a constant
strike price, K, as the cost of each purchase. This is the core of what is called a swing
option. The supplier of electricity in this case, needs a type of contract that usually comes
under the name of ”supply contract” (Geman, 2005). There are other types of contracts
that fall in the category of swing options. The pricing of such options is a very active area
of research.
Another type of ”swing” option is the ”storage” contract. Let us assume, in our example,
that the electricity supplier has a gas-ﬁred production plant. He intends to use the plant
for producing the major part of the electricity required by the aluminium smelter. In
order to do that cost-eﬀectively, he needs to purchase the fuel (gas) at the lowest price
possible. It would be ideal if he can purchase the gas whenever it has a low price and store
it somewhere for later use. Depending on the price of gas in the market, and its relation
to the electricity price, he may be interested in selling his stored gas to the market, and
instead of directly producing his required electricity using gas, purchase the latter from the
market as well, beneﬁting from high gas-electricity spreads (the spark spread). As there are
daily ﬂuctuations of gas and electricity prices, he would like to have the option to choose
the days to purchase and sell gas to the market. Given that the aluminium smelter may
require a diﬀerent amount of electricity at each day, he would also like to choose the volume
of the gas transacted. There are indeed mechanisms with which an energy trader may inject
and/or withdraw gas into a gas storage. A contract that gives the described optionality to
61the owner is called a ”storage” contract. It is a very important type of contract.4
A gas distributor would also be interested in such optionality. Indeed, when the tem-
perature is low in winter, and demand for gas (as a fuel for heating) is high, ﬂuctuating
on a daily basis depending on whether it becomes colder or warmer, the distributor could
withdraw gas form the storage and sell/supply it to his customers. The withdrawal volume
would be a direct function of demand. When the summer arrives and gas prices are low, the
distributor would purchase gas and inject it to the storage for later use. ”Storage” contracts
are a very good example of sophisticated ﬁnancial engineering, arising from purely physical
needs, not ﬁnancial. We will be studying the pricing of such contracts in what follows.
The rest of the chapter is organized as follows. Section 2 prices plain vanilla options, for
which Monte Carlo simulations are also produced, and the results from the two approaches
are compared. It is veriﬁed that the two approaches produce very similar results. We then
move on to more complicated derivatives, in particular swing options in section 3.
2.2 Plain vanilla option pricing using the grid and Monte
Carlo simulations
In this section we will be pricing plain vanilla options using the grid, and compare the
obtained results with the ones from Monte Carlo simulations, where the simulations concern
the process deﬁned in equation 1.2.11. There are two main objectives in doing this. The
ﬁrst is to verify that the results from the two approaches are very close to each other. It
is well accepted that Monte Carlo simulations produce prices that are very close to the
theoretical model prices, in the case of plain vanilla options. Although the particular case
of the threshold model does present new features that have not been studied in a simulation
framework before, we still expect the Monte Carlo simulation method to perform adequately.
For plain vanilla options, the grid method should produce results very similar to the Monte
4Electricity storage is also possible, requiring a river and a reservoir. The equivalent of injection is
achieved with the use of a pump, that pumps water up the reservoir. The capacity of such storage assets is
limited though, in particular compared to a gas storage, and for this reason electricity is still considered a
non-storable asset in most markets. In come cases though, such as in Switzerland, electricity storage can be
of considerable size.
62Carlo simulations’ ones. The second objective is to compare the speed of the grid method
with the one of the Monte Carlo simulations. We are interested in the grid method being
as fast as possible. This would add to its usefulness when dealing with more complicated
derivatives.
In a jump-diﬀusion model such as Merton’s (1976), one can simulate separately the dif-
fusion part S(0)e
(µ−1
2σ2)T+σW(T) and the jump part
QN(T)
j=1 Yj, multiply the two results and
obtain the value S(T) for each simulation, where S(T) denotes the value of the underlying
asset at the end of the simulation interval (0, T]. In order to simulate the jump part, one
would need to simulate the number of jumps and then sample from the distribution of jump
sizes as many times as the simulated number of jumps has indicated. In such a model, it is
not needed to simulate the jump times.
In the case of the threshold model however, this is not possible. The direction of the
jump depends on the value of the underlying at the time of the jump. Consider the ﬁrst
jump for example. In order to determine its direction, we need to know where the value of
the underlying, which started from e E(t0) at time t0, has ended up to at time τ−
1 , if dictated
solely by the diﬀusion process 1.2.12 between these two times. We therefore need to know
the jump time τ−
1 . By the same reasoning we will need to know all subsequent jump times
in order to be able to determine the jump direction.
In order to simulate jump times we sample from the exponential distribution. It is pos-
sible to generate jump times for a time-varying intensity, by thinning an ordinary Poisson
process (see Glasserman 2004). We choose however to work here with a constant jump in-
tensity for ease of exposition. In a comprehensive study that would include calibrating the
model to observed forward market prices, these parameters would change from one month
to the next. In order to keep the exposition simple, we will be using constant long-run mean
reverting level µ, jump regime threshold T , jump intensity λJ, and diﬀusion volatility σ.
Let λJ denote the constant intensity during the time interval of simulation (0, T]. The al-
gorithm for the Monte Carlo simulations of the continuous time process 1.2.11 is as follows.
Assume that we have simulated the trajectory up to time t0 and obtained the simulated
value of e E(t0). Subsequently we do the following:
631. Generate a jump time τ1, sampling from an exponential distribution with parameter
λJ.
2. Generate the value of the diﬀusion process 1.2.12 at time t1, e E(t1), where t1 =
min{t0 + τ1, T}, by appropriately sampling from a normal random variable. We
use the Marsaglia-Bay algorithm as described in Glasserman (2004) for generating
normal random variables.
3. (a) If t0 + τ1 > T, the algorithm ends. The simulated value at the end of the time
interval (0, T] is provided by e E(t1).
(b) If t0+τ1 ≤ T, generate a jump size J1, using the jump size distribution 1.2.7. Pro-
duce the simulation value e E(t0) = e E(t1)+h(t1)J1, where h(t1) = 1{ e E(t1)<T (t1)}−
1{ e E(t1)>=T (t1)}, set t0 := t1 and go back to step 1.
As we saw in section 1.5.2, the construction of the grid can get signiﬁcantly faster
when the parameters are constant. In many practical applications, it would be suﬃcient
that parameters remain constant for the duration of each month. In such a situation, the
construction of the grid would require redeﬁning movements and recalculating transition
probabilities only a few times per month, at most. We will be redeﬁning movements and
transition probabilities once every month in our study here, in order to get more realistic
times for the implementation of the grid method, even if recalculation in each month is
not needed for the case of constant parameters throughout the whole time interval of study
(0, T].
Remaining on the subject of speed, it should be taken into account that time-changing
parameters, such as jump intensity, long-run mean reverting level, volatility, and so forth,
actually complicate the Monte Carlo simulation much more than they aﬀect the construction
of the grid. The grid is designed to produce daily movements given a set of parameters.
In the case the set of parameters is time-changing, the algorithm for constructing the grid
does not change. However the algorithm for implementing the Monte Carlo simulation does
change and may become more time-consuming. If both methods are eventually required
to produce daily movements with parameters changing from day to day, the grid approach
64works faster than Monte Carlo simulations. Notice that of course the implementation times
are much higher compared to the case of constant parameters for the duration of each
month.
The study concerns a time to maturity of one year, a time period for which we expect
to obtain a good assessment of possible diﬀerences in computing time and accuracy of the
two approaches. All parameters used are reported at the bottom of Table 2.1, which shows
the results of the study. The starting value of the underlying asset is always set to e3, and
there are three diﬀerent strike prices considered, representing in-, at- and out-of-the-money
options. The reported Monte Carlo prices were obtained after 300,000 simulations. At this
number of simulations the Monte Carlo prices are fairly stable, with possible ﬂuctuations
within a 2% margin.
The table also shows computing times for each approach, in seconds. The running
time of the grid method is always lower than the Monte Carlo simulations’ one using the
algorithm given above. Note that that algorithm produces values only at jump times and at
the end of the simulation period; it does not produce whole paths. American options would
therefore require running a new type of simulations, which would be more time consuming.
In the case of the grid however, pricing American type options would require a small change
in the backward induction method and not a re-construction of the grid.
Regarding the fundamental parameters for the construction of the grid, δt and ∆E,
there are results reported for two combinations in order to demonstrate the ﬂexibility of the
grid in terms of the accuracy-speed balance. The two vertical steps reported in the table
were calculated using the procedure of section 1.4.2 and remain constant throughout the
construction of the grid (hence the subscript ”i” is dropped from the notation). We always
use a constant probability threshold Π = 10−5 throughout the construction. A low volatility
parameter was found to require a ﬁner partition in the vertical direction and consequently
the running times for the grid increased. Option prices do not seem to be sensitive to the
volatility parameter, as exhibited by the inspection of the cases σ = 1.5 versus σ = 0.5.
They are dictated to a great extent by the jump frequency parameter, which seems to be
playing the most important role in the determination of prices under the threshold model.
65The time-step δt of one day works well for low and medium jump frequencies, but one
could consider reducing it when the jump frequency becomes very high. For example, for
a jump frequency of 35, the probability of more than one jump within one day gets close
to 1%, making it perhaps worth considering a time-step of half a day. The time-step for
the construction of the grid in our study is deﬁned as
Cδt
365, giving us control for its length
via the parameter Cδt. Table 2.1 exhibits the combination of Cδt = 0.5 and ∆E, which
achieves results closer to the Monte Carlo simulations than the Cδt = 1, ∆E combination,
for very high jump frequencies. The running time with a time-step of half a day is of course
increased, as shown. Notice however that we can directly calculate the density one day
ahead, even if we are using a time-step of half a day, by applying formula 1.3.23.
As illustrated in Table 2.1, the prices of the grid method converge to the Monte Carlo
counterparts as the grid gets more detailed. The high jump frequency cases show the
biggest discrepancies, however these are within acceptable limits. To the best of the writer’s
knowledge, there are to date no studies indicating the accuracy of Monte Carlo simulations
for models such as the threshold model. The direction of the jump based on the value of the
underlying at the time of the jump, is a feature that has not been studied before. Overall






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































672.3 The grid in the general case of time-changing parameters.
The construction and option pricing presented in the previous section does not reveal the
full generality and ﬂexibility of the grid, in a setting of time-changing parameters. We are
making a full presentation in this section, utilizing all the features presented so far. We are
once again using a number of parameters similar to the ones found by G-R (2006) (under
the real probability measure P), in the ECAR region of the United States, for the purpose
of a more realistic illustration. As mentioned before, a comprehensive study would include
the calibration of these parameters to forward prices in the market5. One approach that
has been used quite often in the literature, for example in the stochastic volatility model
proposed by Heston (1993), and in Cartea and Figueroa (2005), in a model on electricity
that included jumps, is to introduce a market price of risk in the drift of the process and
calibrate this parameter from forward prices in the market. This is certainly an approach
worth considering when dealing with the calibration problem in our case. As the calibration
problem is not central in the presentation of the grid however, we will not be examining
this issue any further.
Analogously to G-R (2006), we take the mean, µ, and time-varying jump intensity, λJ,
under the Q-measure, to be given by the following functions:
µ(t;α,β,γ,δ,,ζ) = α + βt + γ cos[ + 2πt] + δ cos[ζ + 4πt] (2.3.1)
and
λJ(t) = θ2 ×
 2




which are graphically illustrated in Figure 2.1. Throughout the study presented in this
section, unless otherwise speciﬁed, we will be using the estimated values by G-R, for the
structural parameters of the above equations. These are presented in Table 2.2.
5Unfortunately, lack of data on option prices has been an obstacle in carrying out a performance analysis
of the Threshod model to the pricing of derivatives. Once data become available a comprehensive study
that includes calibration should be conducted.
68Table 2.2: Values used for the structural parameters of equations 2.3.1 and 2.3.2.
Variable Interpretation Value
α Average log-price level 3.0923
β Average log-price slope .0049
γ Yearly trend −0.13
δ 6-month trend 0.0292
 Yearly shift 0.3325
ζ 6-month shift 0.7417
k Jump periodicity 1.0
τ Intensity phase 0.5
θ2 Maximum expected number of jumps 59.52
A time-step of one day is always used in the construction of the grid. As already
mentioned, the latter is constructed much faster and eﬃciently, by taking the parameters
to be constant within speciﬁc periods, which in practical cases may have length of one
month or one week. We therefore form the average of µ(t) and λJ(t), per month or per
week, and consider these averages as the time-changing long-run mean and jump intensity.
This presents us with the following problem with regard to the averaged long-run mean
reverting level: At the end of each month (or week), the value of the mean reverting level,
µ(ti), suddenly jumps from one average to the next, within a time interval of one day.
Because we are averaging per month (or per week), the jump size is unrealistic relative to
what the function 2.3.1 produces for a time interval of one day. The situation is depicted
in Figure 2.2. The movement we are referring to is the one caused by the diﬀusion part of




e−θ1δt, and the issue is that
µ(ti+1) and µ(ti) have an unrealistically big diﬀerence when i represents the last day of the
month (or week).
In order to circumvent this problem, and keep the construction process in agreement
with our intuition, whenever we reach the end of a period, at time-step i, and want to
proceed with the calculations of movements to the next time-step, i+1, we will be setting
µ(ti) equal to µ(ti+1), even if these two are (by the forming of averages) not equal. By
69Figure 2.1: Long-run mean reverting level (upper panel) and jump intensity (lower panel) for
the Threshold model. The shapes illustrated are produced by the functions 2.3.1 and 2.3.2
respectively. The values of the structural parameters used are presented in Table 2.2.
doing so, we are eﬀectively acknowledging that the long-run mean reverting level changes
to µ(ti+1), but are letting the process revert to this new level by the “dragging” of the mean-
reverting force, represented by the parameter θ1 of the model, and not by an unrealistic
jump in the long-run mean level. Had we used for µ(ti) and µ(ti+1), the values that the
function 2.3.1 produces for the two corresponding days, the jump in the long-run mean
level, µ(ti+1) − µ(ti), would be realistic and would create no problems. It is the averaging
per month or per week that creates these unrealistic jumps in the long-run mean. However,
we do prefer to work with these averages, as the grid construction is very fast and eﬃcient.
By setting µ(ti) equal to µ(ti+1) for the calculation of movements from the end of each
period to the next day, we do capture the essence of change of mean and revertion to the
new level that the model dictates.
When it comes to the volatility of the process, we generalize the constant volatility
70Figure 2.2: The long-run mean level produced by the function 2.3.1 (solid line), and the
average level produced by taking the average per month (red points). The jump in the aver-
aged mean level, from the last day of one month to the ﬁrst day of the next, is unrealistically
big.
considered by G-R (2006), to a time-changing one, and, as in the case of long-run mean
and jump intensity, we consider a constant value per month or per week. The volatility
“borrows” its shape from the (averaged) long-run mean during the year, and is given by
the formula: σ(τ) =
µ(τ)
3.2529 ×1.5, where µ(τ) is the value of the averaged (per month or per
week) long-run mean at a speciﬁc day during the year, and the value 3.2529 represents the
maximum value of the monthly averaged long-run mean during the year, using structural
parameters from table 2.2. For the parameters of that table, the value 1.5 represents a
volatility maximum for the year.
Movements on the grid from nodes at time-step i to nodes at time-step i+1, identiﬁed
by vectors G(i) and G(i+1) respectively, as deﬁned in 1.4.4, have transition probabilities
contained in the transition matrix Ai. The latter is an n × m matrix, with rows and
71columns corresponding to the vectors G(i) and G(i + 1) respectively. Let us assume that
] G(i) = n and ] G(i+1) = m (where “]” denotes the number of elements in the set), and
denote by ai,c the elements of G(i), c = 1,...,] G(i), and by ai+1,l the elements of G(i + 1),
l = 1,...,] G(i+1). The transition matrix, Ai, is schematically illustrated as follows:
G(i + 1) :=





















p1,1 p1,2 ... p1,m
p2,1 p2,2 ... p2,m
. . .
. . . ...
. . .






where each pc,l represents the transition probability from node [i, c, ∆E(i)], c ∈ G(i), to
node [i+1, l, ∆E(i+1)], l ∈ G(i+1), as deﬁned by 1.4.6, and may be zero if movement
between these nodes is not allowed. The transition matrix, Ti,i+κ, from nodes at time-step





As mentioned in section 1.5.2, in a period of constant parameters, the transition matrices
from one time-step to the next do not change, unless there are new nodes introduced at
some time-step. Let us examine the situation closer, starting by repeating the deﬁnition
of the period matrix. We assume that there are N periods during which the parameters
remain constant, and that each row k, 1 ≤ k ≤ N, of the matrix P, contains the ﬁrst and
last time-steps that deﬁne these periods (the last time-step is supposed to be the last step
in the period, from which movement probabilities to the next step are calculated using the
same set of parameters). During such periods, we produce the vector of all possible starting
nodes, Fk :=
S
P[k,1]≤i≤P[k,2] G(i), ] Fk = n, and the vector of all possible ending nodes,
Tk :=
S
P[k,1]<i≤P[k,2]+1 G(i), ] Tk = m. Denote by aj the elements of the set Fk, 1 ≤ j ≤ n,
and by bl the elements of the set Tk, 1 ≤ l ≤ m. The “aggregate” transition matrix, Mk,
for period k, is schematically illustrated as follows:
72Tk :=





















p1,1 p1,2 ... p1,m
p2,1 p2,2 ... p2,m
. . .
. . . ...
. . .






For P[k,1] ≤ i ≤ P[k,2], the matrix Mk remains constant and this is an important
reason why the grid construction is fast and eﬃcient during periods of constant parameters.
Only a few calculations are required to compute the matrix Mk. This matrix is constructed
sequentially, by carrying out the remaining calculations needed due to movements on the
grid for which the transition probabilities have not been speciﬁed yet, as we progress through
the time-steps i, P[k,1] ≤ i ≤ P[k,2]. One important requirement is that the vertical step,
∆E(i) does not change during the period, and we can make sure that no change is needed,
by choosing a very small vertical step at the beginning of each period. For all combinations
of parameters encountered in our studies, a vertical step in the region of 0.05 is small enough
to ensure that the quantization errors, deﬁned in section 1.4.2, are very low. In order to
obtain the one time-step ahead transition matrix, Ai, during period k, we need to choose
the portion of the matrix Mk, that has rows and columns corresponding to the vectors G(i)
and G(i+1) respectively.






where T0,i is deﬁned in 2.3.4, and T0,i[j,a] denotes the element at row j and column a of the
matrix. The vector P(i) holds the probabilities of arriving at each of the nodes at time-step
i, from the initial node on the grid. In what follows we may refer to these probabilities
as “the arrival probabilities”. Then the vector P(n), represents a discretization of the
73distribution of the random variable e E(T), i.e., the approximated electricity price at the end
of the time interval. Consequently, the value of a plain vanilla option at the origin, V (t), is
simply given by the formula:
V (t) = U(t,T) ×

P(n) · V (T)

(2.3.7)
where U(t,T) is an appropriate discounting factor, and each element, V (T)[a], a = 1,...,] G(n),
of the vector V (T), is deﬁned by V (T)[a] := max

e
e E[n, G(n)[a], ∆E(n)]−K, 0
	
, in the case of
a call option and analogously in the case of a put option; K is the strike price of the option.
We have used G(n)[a] to denote the element number a of the set G(n), a = 1,...,] G(n).
The vector P(i) can also be useful as a means of “ﬁltering” the nodes during the con-
struction of the grid. We will present here the idea for the case of European plain vanilla
options, where it helps to keep in mind how the backward induction method works. Let
L := max
τ∈(t, T]
{µ(τ)}+∆+ψ; L corresponds to the highest possible value that the Threshold
model can produce after a jump. Higher values than L are only possible by diﬀusion move-
ments and are therefore (unless ∆ and ψ are close to zero) extremely unlikely in our case,
due to the presence of strong mean reversion and downward directed jumps. Consequently,
the construction of the grid will not produce nodes any higher than the value of L. As a
result, eL−K, where K is the strike price of the option, is the highest option payoﬀ that can
correspond to any node on the grid, when the backward induction method is employed. As
the latter method proceeds backwards and arrives at the origin, it will have multiplied the
option payoﬀ corresponding to each node [i, G(i)[a], ∆E(i)], a = 1,...,] G(i), of time-step
i, by exactly its corresponding arrival probability, P(i)[a].
If this probability, P(i)[a], is extremely low, then P(i)[a] × (eL − K) will produce a
value very close to zero. This means that whatever option payoﬀ corresponds to node
[i, G(i)[a], ∆E(i)] (it is surely not bigger than eL − K), has minimal contribution to the
value of the option at the origin. We can therefore consider the aforementioned payoﬀ as
eﬀectively zero. It is then redundant to carry out the calculations of movements from node
[i, G(i)[a], ∆E(i)], as wherever the latter lead to in subsequent steps, they will always
eventually “come back” to node [i, G(i)[a], ∆E(i)] when the backward induction method is
74employed. Node [i,G(i)[a],∆E(i)], may thus be regarded as a “dead end” node. Whatever
paths originate from that node do not, in eﬀect, have any inﬂuence on the value of the
option and may be ignored. We will refer to the tactic of not carrying out the calculations
regarding paths that originate from “dead end” nodes, as “ﬁltering out” such paths from the
construction of the grid. This can save a considerable amount of time in the construction.
Note here that the arrival probability can be calculated as we move forwards in constructing
the grid, it is thus possible to identify “dead end” nodes before proceeding with calculations
regarding paths that originate from them.
The “ﬁltering” technique is a promising way of speeding up and enhancing the con-
struction of the grid, and more eﬃcient rules than the simple described here can be devised,
depending of course on the form of the option payoﬀ and the parameters of the model. Such
techniques may be extended to American style options, but should be used with prudence,
as very complicated options (such as swing options), do not provide us with clear rules on
when certain paths may be neglected. In such kinds of options, the optimal consumption
needs to be identiﬁed, and that optimal consumption can be aﬀected at nodes that cor-
respond to very low arrival probabilities, P(i)[a]. Nevertheless, for European style vanilla
options, we will later present this possibility and show that the price can be computed a
lot faster and with almost the same accuracy.
At periods that the jump intensity becomes very high, above the value of 20, we calculate
the movements to the next day in two sub-steps. One for movements half a day ahead and
another from that point to the next day. This corresponds to setting the time-step for
the construction of the grid to half a day, as we did in section 2.2, or to calculating the
movements using the double integral of formula 1.3.23 (it is actually numerically less intense
to carry out the calculations in two sub-steps, using the formula of Appendix A for the
calculations involved in each half-day-ahead movement). We always produce movements to
one day ahead, the calculations involved for the two sub-steps are only internal. Because of
these extra calculations, during periods of high jump intensity the construction of the grid
slows down a bit.
Finally, when it comes to the vertical step, we employ two alternatives. The ﬁrst is to
set the vertical step to a very small value from the beginning of the grid construction. As
75mentioned before, the value of 0.05 guarantees very low quantization errors for all combi-
nations of parameters encountered in our studies. This is the smallest value that we use
for the construction of the grid, any smaller than that results in too many calculations and
slows down a lot the construction. Whenever we are using monthly averages, we need to
carry out the calculations for day ahead movements, roughly, once every 30-31 steps. That
is without counting the new nodes introduced at each time-step due to adjustments to the
long-run mean, but nevertheless, the greater part of the calculations is once every 30-31
steps. With that low frequency of new calculations, we can aﬀord to use a very small value
for the vertical step and gain in accuracy, avoiding at the same time the extra calculations
needed to decide if higher values can be acceptable (by calculating the relevant quantization
errors).
However, when we are using weekly averages, the number of calculations quadruples,
and in such cases it is worth making these extra calculations in order to ﬁnd, if possible,
higher values for the vertical step, that produce signiﬁcantly fewer nodes. This is the second
alternative employed. In this alternative, the quantization error produced at every node
of time-step i, is required to be lower than Q(i), introduced in section 1.4.2, and Q(i)
remains constant during each week. We will be presenting the possibility of changes in the
vertical step when we price European plain vanilla options, using weekly averages for the
parameters, in section 2.3.1. In all constructions presented in this section, the probability
thresholds, Πi, of deﬁnition 1.4.1 remain constant and equal to 10−5. As a reminder, the
quantizer of the density of e E
j









as long as each individual segment produced has a probability at least equal to Πi.
Table 2.3: Additional model parameters used for the construction of the grid.
Variable Interpretation Value
∆ Jump regime level 2.5
ψ Maximum jump size 3
θ1 Smooth mean reversion force 38
θ3 Reciprocal average jump size 0.5
76In addition to the structural parameters for equations 2.3.1 and 2.3.2, presented in Ta-
ble 2.2, Table 2.3 provides the remaining parameters used for the construction of the grid in
this section. As has been the case so far, we use the parameters estimated by G-R (2006),
for the ECAR region of the United States. In order to provide a more comprehensible pre-
sentation of the grid in the general case of time-changing parameters, we will be illustrating
the construction using graphs. In each graph, the movements between nodes on the grid
are not explicitly shown, in order to avoid creating congested charts. What is illustrated in
the graphs is the nodes [i, G(i)[a], ∆E(i)], a = 1,...,] G(i), at each time-step i, colored
according to the value of P(i)[a]. The darker the color of the node, the higher the value of
P(i)[a]. In this way, the impact of time-changing parameters on the grid becomes evident.
We use ﬁve diﬀerent colors, representing ﬁve regions of values of P(i)[a], a = 1,...,] G(i).
The colors used are illustrated in Table 2.4.
Table 2.4: Coloring of nodes at each time-step i of the grid,
according to their arrival probability, P(i)[a].
Color of node Region of values of P(i)[a]
yellow P(i)[a] < 10−4
cyan 10−4 ≤ P(i)[a] < 10−3
green 10−3 ≤ P(i)[a] < 10−2
blue 10−2 ≤ P(i)[a] < 10−1
red P(i)[a] ≥ 10−1
Having established the setting in which we carry out the construction of the grid, in the
general case of time-changing parameters, we are now ready to present the latter in a series
of 4 graphs. The starting value of the log-price of electricity is always set to 4, and the
starting date is always supposed to be 01-Jan-09. The parameter δ of table 2.2 has been
changed to 1.0292 for all grids, in order to magnify the variability of the long-run mean
during the year and produce clearer results. We are always using monthly averages for µ,
λJ and σ. As a result, a stable vertical step of 0.05 is used in all 4 grids presented. The
latter generates grids in which the nodes are so close to each other that they seem to form
77a continuous line, individual nodes are not distinguishable in the graph. The same holds
for grids that represent longer time periods (in graphs that follow), in which the time-steps
are so close to each other that they cease to be distinguishable in the graph. This is only
a limitation of the graphical representation though, the reader should always keep in mind
that the grid consists of individual nodes.
The ﬁrst graph, in Figure 2.3, presents a grid from 01-Jan-09 to 28-Feb-09. The graph
shows clearly that nodes close to the long-run mean (represented by the black “×” marks)
have steadily increasing arrival probability as we move through time, illustrated by their red
coloring (the latter represents an arrival probability of at least 10−1). The jump intensity
during Jan-09 and Feb-09 is very low, causing relatively low variance around the long-run
mean, inﬂuenced almost exclusively by the value of σ. The latter is higher during Jan-09
than during Feb-09 (1.5 versus 1.09), resulting in a higher variance during the former month.
Nodes colored blue, green, cyan and yellow oﬀer a graphical representation of the variance
around the mean.
Figure 2.4 presents an one year grid, from 01-Jan-09 to 31-Dec-09. In the ﬁrst four
months the jump intensity is very low and volatility is also relatively low. As a result, the
nodes close to the long-run mean have high arrival probability due to strong mean reversion
(this is illustrated by their red color). As we move to the middle of the year, the jump
intensity increases a lot and reaches its maximum (averaged) value of 37.72. Consequently,
the variance is high and nodes around the long-run mean have now less than 10−1 arrival
probability, hence they are no more colored red. There are many nodes colored green
and cyan during this period (many more than in the ﬁrst 4 months), indicating arrival
probabilities between 10−4 and 10−2. As we arrive at the 9th month, the jump intensity
has moved back to low levels, resulting in a signiﬁcant decrease of variance around the
long-run mean. Red colored nodes appear again. At the 12th month though, because the
volatility has a very high value, 1.81, the variance once again increases even if jump intensity
is minimal. Red colored nodes cease to appear around the long-run mean, but the number
of green and cyan colored nodes is much lower than during the summer months, indicating
a moderate variance (in comparison to the one that would come out had the jump intensity
been very high as well).
78Let us now focus on what happens in the middle of the year, when the jump intensity
increases a lot and reaches the value of 37.72. As discussed, we can increase accuracy during
this period by calculating the one-day-ahead movements in two sub-steps, of duration half
a day each. The grid presented in ﬁgure 2.4 does not utilize this feature, but the one
presented in the next ﬁgure, 2.5, does. In this way the impact of calculating movements
in two sub-steps is evident. There are more nodes produced in the latter grid, particularly
at its lower part. This is because the probability thresholds, Πi, remain constant during
the construction of the grid and equal to 10−5. A movement of probability 10−5 from some
node at time-step i, to another node half a day ahead, is a valid movement during the
construction. A movement from the latter node to some other, a further half day ahead,
with probability 10−5, is again a valid movement during the construction. The aggregate
movement from the initial node at time-step i, to the destination node, one day ahead,
at time-step (i+1), may as a result have probability 10−10. Thus there are more nodes
produced than had the movements been calculated in a single one-day-ahead movement,
where only movements of probability 10−5 or higher are accepted.
This might seem as making too many, redundant, calculations and wasting time, but
the increased accuracy during periods of very high jump intensity is essential in order to
capture the heavy upper tail of the log-price distribution6. One way to circumvent this
problem, is to set the probability thresholds, Πi, to a higher value during periods of very
high jump intensity and proceed by making the calculations of movements in two sub-steps,
as before. However, this would impact movements to both the upper and lower tail of the
log-price distribution and would destroy the, eagerly sought, accuracy of calculations of
movements to the heavy upper tail. A more eﬃcient way of circumventing the problem is
to use the technique of “ﬁltering”, described before. Let L := max
τ∈{t0,...,tn}
{µ(τ)} + ∆ + ψ,
where µ represents the averaged long-run mean level. Then, as discussed, eL − K, where
K is the strike price of the option, is the highest option payoﬀ that can correspond to any
node on the grid when the backward induction method is employed. If a node has arrival
probability P(i)[a], such that P(i)[a] × (eL − K) < H, where H is very small, then it can
be considered a “dead end” node that corresponds to an eﬀectively zero option payoﬀ. All
6This was also revealed in section 2.2, where the prices of options in cases of very high jump intensity,
were closer to their Monte Carlo counterparts when a time-step of half a day was used.
79paths that originate from that node may be ignored.
This is implemented in the grid of ﬁgure 2.6, where all paths originating from nodes
with arrival probability of less than 10−6 have been “ﬁltered out” from the construction
of the grid. The grid of that ﬁgure contains signiﬁcantly fewer nodes, with the lower part
of the grid being mostly aﬀected. The upper part that represents the heavy tail of the
distribution has remained almost intact. As a general rule, we may use relatively high
values for the probability thresholds, Πi, when movements to both the upper and lower
tail of the log-price distribution need be aﬀected (for example in a period of very low jump
intensity and low volatility, the variance around the long-run mean is low, and we can then
aﬀord not to examine movements that extent far to the upper and lower tail of the log-price






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































842.3.1 Plain vanilla option pricing using the grid and Monte Carlo simu-
lations. The case of time-varying parameters.
As in section 2.2, we will be pricing here European plain vanilla options using the grid and
Monte Carlo simulations, allowing the parameters to vary with time. We will be assuming
that the pricing occurs on 01-Jan-09 and that the log-price of electricity is equal to 4 at
that date. There are three strike prices considered (e2,e3,e4), representing in-, at- and out-
of-the-money options. We will examine several option maturities, oﬀering a large variety
of combinations of model parameters at the maturity date. Low/high jump intensities and
volatilities are combined with low/high long run mean levels. If the two approaches agree
in all maturities examined (thus, in all corresponding combinations of parameters), then we
have strong evidence that the grid method works well in the general case of time-changing
parameters (we always assume that the Monte Carlo method produces prices that are very
close to the theoretical model prices for plain vanilla options). The time needed for the
implementation of both methods is also of considerable interest. The structural model
parameters used are the ones presented in tables 2.2 and 2.3 (in this study the parameter δ
of table 2.2 is used as is). We will be examining two alternatives of parameter averaging, that
is, per month and per week averaging. The probability thresholds, Πi, of deﬁnition 1.4.1,
remain constant and equal to 10−5 in all cases.
The Monte Carlo simulations are produced by essentially the same algorithm of sec-
tion 2.2, with the obvious modiﬁcation for the monthly (or weekly) changes in the long-run
mean and volatility; when it comes to the jump times however, they are not generated
as described in that algorithm. Because the jump intensity now changes from one month
(or week) to the next, the jump times of the process 1.2.11 are generated by thinning an
ordinary Poisson process N with rate λJ, where λJ = max
τ∈{t0,...,tn}
{λJ(τ)}. Explicitly, we
have the following steps (from Glasserman, 2004):
1. generate jump times τi of the ordinary Poisson process N with rate λJ (the interarrival
times τi+1 − τi are independent and exponentially distributed with mean 1/λJ).
2. for each i, generate Ui ∼ Unif[0,1]; if UiλJ < λJ(τi) then accept τi as a jump time of
the process 1.2.11; otherwise reject it.
85Monte Carlo prices are obtained from 50,000 simulations that produce values at jump times
and terminal values. They are subject to an up to ±2% ﬂuctuation.
Regarding the case of per month averaging, table 2.5 presents the valuation results.
The construction of the grid uses a constant vertical step of 0.05 in all periods. The table
presents two alternatives of constructing the grid. The ﬁrst, coming under the name “Grid,
all nodes included”, constructs the grid and keeps all nodes, irrespective of their arrival
probability (recall that the latter is the value of P(i)[a], deﬁned in 2.3.6). No ﬁltering
is applied. The second alternative ﬁlters out from the construction of the grid all paths
that originate from nodes with arrival probability less than 10−6. Even if the values of
µ, λJ and σ change with time, the second column of the table provides their terminal
values, since these are the ones that predominantly aﬀect the distribution of the log-price
of electricity at maturity. The prices from the grid valuation are very close to their Monte
Carlo counterparts. The biggest discrepancies are observed for the option that matures on
31-Aug-09. The jump intensity during that month is 12.52, which is below 20, therefore
during that month movements from one day to the next are calculated in only one step.
Had we calculated these movements in two sub-steps, as we do during periods of jump
intensity above the value of 20, the increased accuracy would bring the grid prices much
closer to their Monte Carlo counterparts, as demonstrated clearly in the case of the option
that matures on 30-Jun-09. The ﬁltering of paths that originate from nodes with arrival
probability less than 10−6 has hardly changed the grid prices; it has however signiﬁcantly
reduced the running time of the grid valuation. The latter is always faster to run compared
to the Monte Carlo simulations.
When it comes to weekly averaging, table 2.6 presents the valuation results. The possi-
bility of changing the vertical step during the construction is examined for this case. There
are now 4 alternative methodologies for constructing the grid. The ﬁrst two, as in the
case of monthly averaging, use a constant vertical step, 0.05, throughout the construction,
and diﬀer on whether they ﬁlter out, or not, paths that originate from nodes with arrival
probability less than 10−6. The latter two work in a similar way regarding the ﬁltering
out, or not, of paths, but have the additional feature of changing the vertical step if it is
optimal to do so. Let us examine how the decision on whether to change the vertical step is
86taken. As discussed before, let each row k, 1 ≤ k ≤ N, of the matrix P, hold the ﬁrst and
last time-steps, that deﬁne each week, during which the parameters of the model remain
constant. Note here that if the valuation of the option is done on, say, a Wednesday, then
the ﬁrst week is deﬁned to be from that Wednesday until Sunday. Similarly for the last
week, if the maturity date is on, say, a Tuesday, then the last week starts on Monday and
ends on that Tuesday. All remaining weeks are deﬁned normally, from Monday to Sunday.
We assume that there are N weeks (of that broader deﬁnition) from valuation to maturity.
For each time-step i, let Gs(i) denote the vector G(i) sorted in descending order according
to the values of P(i), i.e., the ﬁrst element of Gs(i) represents a node with the highest
arrival probability among nodes of time-step i, the second element represents a node with
the second highest arrival probability and so on.
As we keep parameters constant for each week, we examine the quantization errors only
at time-step i, i = P[k,1], k = 1,...,N, i.e., at the beginning of each week. Whatever
vertical step is found suitable based on these calculations will be used for the rest of the
week. We will not be examining the quantization errors produced by all nodes of time-step
i, as it takes too long. Instead, we will be examining the quantization errors produced by
the three most likely (in terms of arrival probability) nodes of time step i. One may consider
examining the quantization errors produced by the ﬁve or ten most likely (always in terms
of arrival probabilities) nodes of time-step i, but repeated testing has shown that examining
the three most likely nodes is good enough. The probability threshold Πi+1 ensures that the
quantizer, x
q
i, deﬁned by 1.4.12, of the distribution of e E
q
i, q ∈ {Gs(i)[1],...,Gs(i)[3]}, always
extends far enough to the tails of that distribution (the quantizer’s vector points range from
the lower to the upper Πi+1-quantile). Even if the tail is heavy due to jumps and/or a high
value of σ, we can be assured that through the use of Πi+1, only a small probability mass
(dictated by the size of Πi+1) will be left out of the quantizer’s reach. We can then focus on
the quantization error contained between the lower and upper Πi+1-quantile, which is the
“core” of the distribution of e E
q
i. We are interested in producing a small error in that “core”.
We thus restrict the calculation of D
p
m, deﬁned in 1.4.11, to the integral between the bounds
e E[i+1, d
q∆E(i)
β e, β] + mu(i,q,β) × β and e E[i+1, d
q∆E(i)
β e, β] + md(i,q,β) × β, where the
bounds mu(i,q,β) and md(i,q,β) were introduced in section 1.4.2, in order to also achieve
greater accuracy in the numerical calculations (numerical calculations of integrals extending
87to minus or plus inﬁnity are less accurate). A suitable vertical step β is searched, so that
this restricted quantization error, produced by each of the three most likely (in terms of
arrival probability) nodes of time-step i, i = P[k,1], k = 1,...,N, is less than a suitable
quantity Qk. The value of p = 6 is used in the calculations.
A study has been conducted of the (restricted) quantization errors produced for a com-
bination of vertical steps, volatility values and jump intensities. The errors for distributions
of small variance are higher than the ones of bigger variance when the same vertical step is
used. This is because the distributions of small variance are more peaked, resulting in each
error being multiplied by a higher value in the calculation of the quantization error. As a
result, smaller variances require smaller vertical steps in order to achieve the same level of
accuracy. The vertical step of 0.05 produces very low quantitative errors, below 10−10, for
almost all values for the jump intensity and volatility (an exception would arise when the
value of σ is extremely small, producing very peaked distributions). For a vertical step of
0.1, the (restricted) quantization errors are around the value of 3.75×10−9, but can rise up
to double that ﬁgure for small variances (produced for instance by a a low jump intensity
combined with a low value of σ, in the region of 0.5). In our study we will be accepting a
vertical step β, for week k, if it is such that each of the three most likely (in terms of arrival
probability) nodes of time-step i, i = P[k,1], k = 1,...,N, produces a quantization error
below Qk = 3.75 × 10−9.
At the beginning of each week, the grid is given the choice of using a vertical step of 0.2,
but may decide to reduce it regularly by 0.05, if the quantization errors, as described above,
do not meet the requirements. The minimum vertical step to be used is set to 0.05, so the
grid eﬀectively has the choice of using 0.2, 0.15, 0.1 and 0.05 as vertical steps. With this
setup, for the option that matures on 31-Aug-09 (and similarly for the one that matures
on 30-Jun-09), the vertical step has the value of 0.05 from time-step 0 up to time-step
87, but changes to 0.1 from time-step 88 onwards7. A graphical representation is given
7As mentioned in section 1.5.2, when the vertical step changes, we need to carry out both the calculations
for movements from time-step 87 to 88 and from 88 to 89, because, even if the model parameters remain the
same, the nodes are on diﬀerent vertical scale between steps 87 and 88. Thus, calculations for movements
between these two steps cannot be used for subsequent steps. After carrying out the relevant calculations
for movements from time-step 88 to 89, we proceed as normal by calculating movements once every week,
since the vertical step does not change anymore.
88in ﬁgure 2.7, where the upper panel shows the grid for the whole time period, while the
lower panel shows, magniﬁed, the area in the rectangle of the upper panel. The change
in the vertical step is evident. The increase in the vertical step is possible because of the
increased variance around the long-run mean due to the increased number of jumps as we
advance through time. Table 2.6 shows that the grid valuations are very close to their
Monte Carlo counterparts, for all maturities, indicating that the grid method works well in
the case of weekly changing parameters. Note that the jump intensity during the last week
of Jun-09 reaches the extremely high value of 55.56, but the grid still responds well because
movements during that period are calculated in two sub-steps for increased accuracy.
Filtering out paths originating from nodes that have arrival probability less than 10−6,
has hardly any impact on prices relative to the case of no ﬁltering used. The running time
for the valuation when the vertical step is allowed to change is decreased, indicating that
the extra calculations needed to decide if a change is optimal have paid out in the case of
weekly averaging. Note however that this is not the case for the option that matures on
31-Jan-09, because the number of calculations for that option is very small and the extra
calculations for optimization of the vertical step are not worth it. In all cases, the grid is
faster to run than the Monte Carlo simulations. Filtering techniques combined with the
possibility of changing the vertical step provide the fastest grid valuations. The option
values obtained for maturities on 31-Aug-09 and 30-Jun-09 do not diﬀer (but by 0.8% at
most, for the latter maturity), based on whether we allow a change in the vertical step or
not. The quantization errors are still under control when Qk = 3.75 × 10−9. Had we used
a diﬀerent value for Qk, the algorithm would decide to change the vertical step accordingly
in order to meet the requirements, impacting the accuracy of results. The grid construction








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































As discussed in section 2.1, swing options are a very active area of research, and only recently
have there been systematic attempts to price such contracts. One of the ﬁrst attempts in this
direction was by Thompson (1995), who used Monte Carlo simulations for the valuation of
path-dependent contingent claims. Monte Carlo methodology has been extensively used in
the case of swing and path-dependent options. Iba˜ nez (2004) and Meinshausen and Hambly
(2004) follow such techniques for the valuation of multiple exercise options. Carmona and
Touzi (2008) treat the swing option pricing problem as a multiple stopping problem and
introduce numerical approximation algorithms based on ideas of the Malliavin calculus.
They also use Monte Carlo simulations for their applications. Figueroa (2006) applies the
Longstaﬀ-Schwartz methodology (Longstaﬀ and Schwartz, 2001) to the market in England
and Wales, in a model that includes jumps, and the same approach is followed by Barrera-
Esteve et al. (2006), albeit in a diﬀusion setting.
Barrera-Esteve et al. (2006) also use multiple tree structures (also known as ”forests”)
for the valuation of swing options and propose eﬃcient parametrizations of the optimal
consumption rule that enhance the pricing procedure. Trees has been another common
approach for pricing this kind of options. A characteristic example of this methodology is
by Jaillet, Ronn and Tompaidis (2004) in a diﬀusion setting. Kluge (2006) uses a simple grid
construction for pricing swing options under his proposed mean-reverting model with jumps,
where the jump component is assumed to be observable in the market. Bardou, Bouthemy
and Pag` es (2007) make use of the optimal quantizer concept in a diﬀusion setting. Keppo
(2004) prices swing options based on regular forward and options contracts. Finite elements
have also been used for the pricing of swing options (Winter and Wilhelm, 2008).
Our methodology for pricing swing options will be based on the grid that was con-
structed in previous sections. We will be conﬁrming the valuation results from the grid
method with Monte Carlo simulations, the latter implemented under the Longstaﬀ-Swchwartz
methodology. This provides for the ﬁrst time a valuation of swing options based on a grid
that incorporates both mean reversion and jumps, coupled with conﬁrmation of the obtained
results by Monte Carlo simulations.
932.4.1 Mathematical setting for the pricing of swing options
The underlying logarithm of the spot price of electricity, denoted by E(t), is deﬁned on a
ﬁltered complete probability space (Ω, F, Q, (Ft)0≤t≤∞), where the measure Q was deﬁned
in section 1.2.1. The logarithm of the spot price under Q is represented by equation 1.2.11.
We assume that the spot electricity price is a tradable instrument (for example in physical
energy markets such as Germany’s EEX, or via within-day trading). If this is not the case,
then the day-ahead contract can, in practice, be considered a good replicate of the spot
price. For all pricing purposes we will be using the approximating process, e E, deﬁned in
chapter 1. As in section 1.3, we deﬁne a partition of the interval [t, T] into n distinct
subintervals using n + 1 knots ti, such that t =: t0 < t1 < ··· < tn−1 < tn := T, and each
subinterval has equal length δt = T−t
n , taken to be one day.
The owner of the swing contract is allowed to transact at each time ti, i = 0,...,n, a
volume q(i) which needs to satisfy the local constraint:
qmin(i) ≤ q(i) ≤ qmax(i) (2.4.1)
All variables q(i), qmin(i) and qmax(i), i = 0,...,n, are assumed to be integer multiples
of the minimum transaction unit v. This imposes a discretization of the possible volume




0≤i≤n is also deﬁned on (Ω, F, Q) and is adapted to the augmented natural ﬁltration
of the approximating electricity log-price process, e E, deﬁned in 1.3.3. Note that qmin(i)
and qmax(i) may be negative or zero. Indeed, for a ”storage” contract, the owner is allowed
to withdraw8 from the storage, in which case the transaction volume is negative, or take no
action, in which case the transaction volume is zero. In case of an injection to the storage
the transaction volume is positive. In case of a ”supply” contract, the owner transacts only
in positive or zero volumes. Based on the volume transacted, x, and the price used for
the transaction, y, there is an “immediate reward” function, R(x,y), that calculates the
8we will be using the terms “withdrawal” and “injection” for our study of storage contracts, which are
terms used in the case of a gas storage. The equivalent terms for an electricity storage (by means of a water
reservoir) would probably be “produce electricity” and “pump up water to the reservoir” respectively. Since
the gas storage terms are better known in the market, we will keep them, and the reader should make the
analogy in case s/he is studying an electricity storage contract.
94ﬁnancial reward for the option owner. For a ”supply” contract this is deﬁned as:
Rsupp(x, y) = x × v × (y − K) (2.4.2)
where K represents the strike price of the supply contract. For a ”storage” contract, the
reward function is deﬁned as:
Rstorage(x, y) = −x × v × [y + sgn(x) c(xv)] (2.4.3)
where x can be negative, positive or zero, sgn(x) represents the “sign” function (equal to 1
if x is positive, −1 if x is negative and zero otherwise), and the function c(xv) represents a
strictly positive injection or withdrawal cost. The cost can be proportional to the transaction
volume, x × v, but for simplicity we will be considering a constant withdrawal or injection
cost. The latter two are not necessarily equal. A global constraint on the cumulative volume








where TVmin and TVmax are also assumed integer multiples of v. In order to facilitate the
testing of whether the global constraint has been satisﬁed or not, another knot is added
at the end of the procedure, tn+1, on which no transactions are allowed. At this time the
penalty (if applicable) is payed, deﬁned by the function, B, as follows:
B(x, y, A1, A2) =
h
A1 y (x − TVmin)− − A2 y (x − TVmax)+
i
× v (2.4.5)
where A1 and A2 are suitable constants, (z)−, (z)+ represent the minimum (maximum)
between z and zero, and x, y are volume and price inputs. There are usually two possibilities
for A1 and A2. Either they are both set equal to +∞, in which case the swing contract is
95said to have ﬁrm constraints, or they are set equal to a large positive number (it could be
diﬀerent, but usually it is the same for both), in which case the owner pays a penalty for
not abiding to the cumulative volume constraints of the contract. The penalty to be payed
is usually deﬁned as B(
Pn
i=0 q(i), e E(tn),A1,A2) or B(
Pn
i=0 q(i), e E(tn+1),A1,A2). We will
work with the ﬁrst case, which allows the owner of the swing contract to know the penalty
he may have to pay, with certainty, at the last transaction time, tn.
As the owner takes decisions on the volume, q(i), transacted at each time ti, the cu-
mulative volume purchased changes9. Let V (i) represent the possible cumulative volume
purchased up to, and including, time-step ti−1. Given the discretization of the possible











where V (0) is deﬁned to be equal to zero. With this deﬁnition, V (n+1) represents the total
cumulative volume purchased through the duration of the swing contract, from t0 up to,




0≤i≤n, the fair price of the










V (n+1), e E(tn), A1, A2
i
(2.4.7)
where R(·) represents an appropriate immediate reward and can be set to either Rsupp or
Rstorage, deﬁned in 2.4.2 and 2.4.3 respectively, and r is the (assumed constant) interest
rate. The expectation in the above equation is under the measure Q. In order to price the
9A volume “transacted” at each time, ti, can be negative, positive or zero, indicating withdrawal, injection
or no-action, in the case of a storage contract. We use the term “purchased” for the cumulative volume in
order to emphasize the fact that all volumes “transacted” at each time, ti, are added up, including their sign
(positive, negative or zero). As a result, the cumulative volume “purchased” up to time ti may be negative,
while had we used the term “cumulative volume transacted up to time ti”, one could be led to the conclusion
that only the absolute values of each transacted volume are added up.
96swing contract, the optimal transaction strategy needs to be identiﬁed, and as a result the




which is a stochastic optimal control problem. In order to solve this problem, we use
the dynamic programming equation (Bellman’s equation). Let P
 
ti, e E(ti), V (i)

denote
the price of the swing contract at time ti, i = 0,...,n, for the value of the underlying,
e E(ti), and for the cumulative volume purchased up to time ti−1, V (i), where by deﬁnition
V (0) = 0. The optimal transaction strategy, q∗, is given by the maximum argument in the
following dynamic equation, which also determines the value of the swing contract at time
t0, P
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V (n+1), e E(tn), A1, A2

(2.4.9)
where Q(i) is the set of admissible local transaction volumes at time ti. If the swing
contract does not have ﬁrm constraints then Q(i) = {qmin(i),...,qmax(i)}, i.e., any volume
between the bounds qmin(i) and qmax(i) is admissible. If the contract has ﬁrm constraints
then for valuation purposes the previous set still works. However, for such a contract,
the set of admissible cumulative volumes, V (i), purchased up to time ti−1, and the set of
admissible local transaction volumes, Q(i), may (and should) be restricted further leading







κ=0 qmax(κ)} : x +
Pn
j=i qmin(j) ≤ TVmax ∧ x +
Pn
j=i qmax(j) ≥ TVmin
o
, and by deﬁnition Va(0) = {0}. For a given V (i) ∈ Va(i), Q(i) =

q(i) ∈ {qmin(i),...,qmax(i)} : V (i) + q(i) ∈ Va(i+1)}. Then the scheme 2.4.9 can be
applied to this restricted set of cumulative volumes purchased and local transaction volume
decisions. In the following, for ease of exposition, we may refer to the scheme 2.4.9 without
97the restrictions (as already mentioned the “unrestricted” scheme still works nonetheless).
In the implementation of the algorithm though, we do apply the restrictions in order to
speed up the valuations. The dynamic equation 2.4.9 is however very diﬃcult to solve and
we need to revert to numerical methods for the resolution of the problem.
2.4.2 Swing option pricing by “Forest of trees” method
The ﬁrst numerical method considered for the pricing of swing options is the “Forest of
trees” method. It works as follows. We construct the grid using the time discretization
of section 2.4.1 and the methodology discussed in chapter 1. Denote by e E[i,j,∆E(i)] the
value of the approximated process at node [i,j,∆E(i)], where, as in chapter 1, i repre-
sents knot (time-step) ti, and j ∈ G(i). We denote by e Eti the set of the discrete values
e E[i,j,∆E(i)], where j ∈ G(i). At the “penalty” knot, tn+1, the vertical step used is
∆E(n+1) = ∆E(n). That knot is deﬁned to have exactly the same set of nodes as knot
tn. Each node e E[n,j,∆E(n)] leads exclusively to node e E[n+1,j,∆E(n+1)], j ∈ G(n), and
to no other node. This is because we are using a penalty function that allows the user to
know with certainty, at date tn, the penalty he may have to pay at date tn+1.
Using the deﬁnition of 2.4.5, the penalty function is then calculated at knot tn+1, for all
admissible cumulative volumes purchased, V (n+1), and all possible values of the underlying,
e E[n + 1,jn+1,∆E(n+1)], jn+1 ∈ G(n+1). That is to say, all calculations of the function
B
 
V (n + 1), e E[n + 1,jn+1,∆E(n+1)], A1, A2

are carried out, for suitable A1 and A2.
The price of the swing option at the last knot tn+1 is set equal to the outcome of the
penalty function. The price is then calculated backwards, at all time-steps ti, for all possible
values of the underlying at that time-strep, e Eti, and for all admissible cumulative volumes
V (i), i = n,n−1,...,0. The price of the swing option at time t0, P
 
t0, e E[0,0,0], V (0)

,
together with the optimal transaction strategy, comes as the result of the following dynamic
programming equation:
98
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V (n+1), e E[n+1,jn+1,∆E(n+1)], A1, A2

(2.4.10)
where Q(i) is the set of admissible local transaction volumes at time ti, deﬁned in sec-
tion 2.4.1, i = 0,...,n, jn+1 ∈ G(n+1), R(·) is the immediate reward function and can be
set to either 2.4.2 or 2.4.3 depending on the case, and F represents a discounted expected
future reward that depends on each local transaction decision. The value of the future
reward is the expectation of the prices of the swing option at the next time-step, given the
value of the underlying at the current node on the grid, for a cumulative volume that is
accumulated by the result of the local transaction decision. F is formally deﬁned as:
F
 







ti+1, e E[i+1,ji+1,∆E(i+1)], V (i)+q(i)

  e E[i,ji,∆E(i)]
i
(2.4.11)
where r is the interest rate. The transition probabilities from nodes [i,ji,∆E(i)], ji ∈ G(i),
to nodes [i+1,ji+1,∆E(i+1)], ji+1 ∈ G(i+1), that appear in the calculation of the above
expectation, were deﬁned and computed in chapter 1 (with the exception of movements
from time-step tn to the “penalty” time-step, tn+1, as mentioned above).
2.4.3 Swing option pricing with Monte Carlo simulations under the Longstaﬀ
- Schwartz methodology
The second numerical method for pricing swing options relies on Monte Carlo simulations
of trajectories of the approximating electricity log-price, e E. The simulation algorithm is
essentially the same as the one of section 2.3.1, with the slight modiﬁcation needed so that
99we obtain a path value at each transaction time, ti, i = 0,...,n. Let us examine how the
algorithm works, assuming that we obtain NMC simulations of paths of e E.
Central to the Monte-Carlo simulations under Longstaﬀ-Schwartz algorithm is the iden-
tiﬁcation of the optimal transaction strategy, q∗, which needs to be computed ﬁrst, before
the calculation of the price can be carried out. In order to determine this optimal strategy,
it helps to emphasize (the same concept underlines of course the “forest of trees” method),
that an optimal “local” transaction decision at time ti, q∗(i), is only meaningful in conjunc-
tion with the (admissible) total cumulative volume purchased up to time ti−1, V (i), and the
value of the underlying, e E(ti). In simple words, the only meaningful statement is that “at
time ti, the optimal transaction decision is q∗(i), if the total cumulative volume purchased
up to (and including) time ti−1 is V (i) and the value of the underlying is e E(ti)”. There
does not exist an optimal “local” transaction decision, q∗(i), irrespective of V (i) or e E(ti) or
ti. We therefore denote the optimal transaction decision at time ti by q∗
ti[ e E(ti)m,V (i)], in
order to emphasize this dependence, where e E(ti)m denotes the value of the m-th simulation
path of e E at time ti, m = 1,...,NMC.
The initialization of the algorithm, just like in the “forest of trees” method, requires
the calculation of the penalty function, B, at knot tn+1, for each admissible cumulative
volume purchased, V (n + 1), and for each simulated value of e E, at time tn. Therefore all
calculations of the function B(V (n+1), e E(tn)m,A1,A2) are carried out, m = 1,...,NMC.
The value of the swing contract at time tn+1, for each possible combination of path value
and admissible cumulative volume, is set equal to the penalty. The optimal transaction
decision at time tn, for the m-th path of e E, and for each one of the admissible cumulative
volumes purchased up to time tn−1, V (n), is then determined by:
q∗




+ e−rδtB(V (n) + q(n), e E(tn)m,A1,A2)
	
(2.4.12)
where, as in the case of “forest of trees”, Q(n) is the set of admissible local transaction
volumes at time tn, deﬁned in section 2.4.1, and R(·) is the immediate reward, which can
100be set to either Rsupp or Rstorage.
Having obtained the optimal transaction decision at time tn, the algorithm needs to
move backwards and determine the optimal transaction decision, at time ti, i = n−1,n−
2,...,0, for the m-th path of e E and each one of the admissible cumulative volumes pur-
chased up to time ti−1, V (i), by the rule:
q∗
ti[ e E(ti)m,V (i)] = arg max
q(i)∈Q(i)

R(q(i), e E(ti)m) + F
 
ti+1, e E(ti)m,V (i) + q(i)
	
(2.4.13)
where, Q(i) is the set of admissible local transaction volumes at time ti, deﬁned in sec-
tion 2.4.1, and F represents the expected future reward from time ti+1 until the end of the
contract, including the penalty at time tn+1, provided that the volume transacted at each
intermediate time-step tj, j = i+1,...,n, is the optimal transaction volume, q∗
tj[ e E(tj),V (j)],
depending, for each step, on the value of the underlying and on the admissible cumulative
volume purchased up to the previous time-step, and conditioned on V (i+1) = V (i) + q(i)
and e E(ti) = e E(ti)m. The formal deﬁnition of F is the following:
F
 









tj[ e E(tj),V (j)], e E(tj)

+e−r(tn+1−ti)×
B(V (n+1), e E(tn),A1,A2)

 e E(ti) = e E(ti)m,V (i+1) = V (i) + q(i)

(2.4.14)
The quantity F needs to be measured somehow and this is where the Longstaﬀ-Schwartz
methodology plays an important role. An estimation, ˆ F, of this quantity is obtained by
carrying out the regression Y = βX. Each value of the regressor vector, Y , for m =







tj[ e E(tj)m,V (j)], e E(tj)m
+ e−r(tn+1−ti) × B(V (n+1), e E(tn)m,A1,A2) (2.4.15)
101where V (i + 1) = V (i) + q(i). The matrix X has inputs given by:
X[m,k+1] = [ e E(ti)m] k ,
m = 1,...,NMC, k = 0,...,3, i.e., it consists of the ﬁrst four canonical polynomials, calcu-
lated at each value e E(ti)m. The ﬁtted value of this regression, ˆ β ·(X[m,k+1])0≤k≤3, serves
as the estimation, ˆ F
 




ti+1, e E(ti)m,V (i) + q(i)

. Therefore,
the dynamic rule 2.4.13 for determining the optimal transaction strategy becomes:
q∗
ti[ e E(ti)m,V (i)] = arg max
q(i)∈Q(i)

R(q(i), e E(ti)m) + ˆ F
 
ti+1, e E(ti)m,V (i) + q(i)
	
(2.4.16)
where Q(i) is the set of admissible local transaction volumes at time ti. Once this optimal











ti[ e E(ti)m,V (i)], e E(ti)m




The main purpose of this section is to demonstrate that the grid construction handles very
well the complicated case of swing options, rather than attempt to exhaust the (very large)
subject of swing options’ valuation. The structural parameters of the Threshold model used
for the numerical results are the ones presented in tables 2.2 and 2.3 (some special cases
will be also considered). The grid is constructed as described in previous sections, with
the probability thresholds, Πi+1, constant and equal to 10−5, for i = 0,...,n−1, and with
a constant vertical step ∆E = 0.05. Based on the constructed grid, swing contracts are
priced using the “forest of trees” method. We verify the pricing results of the grid by Monte
Carlo simulations under the Longstaﬀ-Schwartz methodology. This provides a very good
assessment of the validity of the grid construction, in a path-dependent option of a very
102complicated kind. All valuations use v = 1 as the minimum transaction unit. One limitation
that we face in this study concerns the memory capacity of the computer systems used. If
daily transactions are allowed, for a period of more than 6 months, where, for example,
qmin(i) = −3 and qmax(i) = 3, i = 0,...,n, then at the end of the contract there are
more than 1,200 admissible cumulative volumes purchased that need be considered for the
valuation. Running a Monte Carlo simulation of more than 1,000 paths and having to store
optimal decisions and prices for each combination of admissible cumulative volume, path
value and time-step, the matrices needed for storing the data can be enormous.
The grid has the advantage of containing, at most, 300 nodes at each time-step, there-
fore valuations based on the grid can cover a larger variety of contracts before they meet
memory limitations. One way of limiting the size of matrices needed, aiding the Monte
Carlo simulations algorithm, is to consider contracts in which the constraints are ﬁrm, re-
sulting, as we saw in section 2.4.1, in restricted sets of admissible cumulative volumes and
local transaction possibilities. Some authors, for example Meinshausen and Hambly (2004)
and Figueroa (2006), consider only a number of possible transaction dates (i.e. not daily
transactions), throughout the lifetime of the contract. Others, for example Bardou et al.
(2007), assume that the local transaction volumes are of “bang-bang” type, that is, either
the maximum, minimum or zero admissible volumes are transacted each time, there are no
intermediate possibilities. Because we wish to make tests having the full optionality of the
swing contract, we will keep the possibility of daily transactions. Furthermore, although
there exists a condition (which was proved by Barrera-Esteve et al. (2006)) under which the
optimal volume transacted at each time-step is of “bang-bang” type, this condition is very
complicated and diﬃcult to check in practice. Since we are, in addition, operating under a
model that has a strong jump component, we choose not to restrict the transaction decisions
to “bang-bang” type and let the valuation method decide what the optimal transactions
will be.
In order to ease the memory load we will be running shorter periods, of duration 2-
3 months. We are producing only 1,000 simulation paths of e E and therefore the Monte
Carlo prices provided are in the form of a 95% conﬁdence interval (unlike previous sections
in which the Monte Carlo prices reported were quite stable). As a consistency check, we
103computed the price of a supply contract with qmin(i) = 0 and qmax(i) = 1, where i runs
through each day of the contract’s lifetime and there are no constraints on the cumulative
volume purchased by the end of the contract. The price of such a contract should be equal to
the price of a string of call options during the same period. Although the actual values are
not reported here, we did verify that the prices produced by the grid method for both cases
were equal, for several periods during the year, in a setting of time-changing parameters.
There is no theoretical model that prices a string of call options in the case of the Threshold
model and therefore the consistency check was restricted to conﬁrming the pricing results
from the grid method.
Constant long-run mean
If the long-run mean varies through the pricing period, then transaction decisions, particu-
larly for the storage contract, are mostly based on the price diﬀerential that this time-varying
long-run mean creates. With a constant mean we are abe to observe more clearly the eﬀect
of volatility (either due to the diﬀusion volatility, σ, or due to the presence of jumps, or
both) on transaction decisions. For this reason, and in order to study some interesting
cases, we set the long-run mean to the constant value of exp(3) in this section. Therefore
the parameters of the threshold model are set to the ones in tables 2.2 and 2.3, with the
additional settings of α = 3 and β = γ = δ = 0. We form the weekly average of the jump
intensity (which is still time-varying in this section) and construct the grid using a constant
set of parameters each week, as described in section 2.3. As mentioned in that section, the
volatility, σ, is given by the formula σ =
µ
3.2529 ×1.5, where µ is the constant long-run mean.
For the Monte Carlo simulations method we use 1,000 simulated paths.
Tables 2.7 and 2.8 present the valuation results for a storage and supply contract re-
spectively, deﬁned in two diﬀerent periods. The ﬁrst period contains the winter months,
Jan-09, Feb-09 and Mar-09, during which the jump intensity is low, and the second pe-
riod contains the summer months, Jun-09 and Jul-09, during which a very high number of
jumps is observed. The supply contract has a strike price e3 and other settings, qmin = 0,
qmax = 3, constant for each transaction date, TVmin = 0, TVmax = 30, on ﬁrm constraints.
The storage contract has settings, qmin = −2, qmax = 3, constant for each transaction date,
104TVmin = 0, TVmax = 0 (thus requiring that as much volume withdrawn should be injected
back) on ﬁrm constraints, with injection cost set to 0.2 and withdrawal cost to 0.1. A
constant interest rate of 5% is used. Both contracts are valued on the “valuation date”,
shown in the ﬁrst column of the tables, the starting price of electricity assumed to be e3 on
that date. No transactions are allowed prior to the starting date of the contract. The grid
prices are always within the Monte Carlo 95% price interval, which provides support to the
validity of the grid method. A similar result was obtained by Bardou et al. (2007) for their
quantization tree method in a diﬀusion setting.
The transaction decisions for the period 01-Jun-09 to 31-Jul-09, for a storage contract
whose settings are given in the previous paragraph, are illustrated in ﬁgure 2.8. The top
panel shows optimal transaction decisions for a Monte Carlo sample path. Notice the
presence of many jumps, resulting from the high values of jump intensity (between 6.70 and
56) during that period. At each time-step, the value on the grid that is closest to the Monte
Carlo path value is selected, producing in this way, a “ﬁtted” Monte Carlo path on the
grid. This path, together with the optimal transaction decisions of the grid method that
correspond to it, are presented in the lower panel. The optimal transaction decisions are
often, but not always, of “bang-bang” type. During the ﬁrst weeks of the contract, when
the jump intensity is lower than the weeks that follow, the optimal transaction decision is to
inject. Towards the end of the contract, when the jump intensity becomes very high, with a
maximum value of 56, the optimal transaction decision is to withdraw. For the majority of
times, the Monte Carlo and the grid method are in agreement in their optimal transaction
decisions. Notice that they both decide to withdraw the maximum possible volume, in an
otherwise period of injections, when the price jumps above 5.5 between 15 and 20 June
2009.
105Table 2.7: Swing option prices for a storage contract with settings qmin = −2, qmax = 3,
for each transaction day between the Start date (second column) and the End date (third
column), TVmin = 0, TVmax = 0, ﬁrm constraints. No transactions are allowed prior to the
starting date. The initial value for the underlying, at each valuation date (shown in the ﬁrst
column) is assumed to be e3. Values of model parameters are derived from equations 2.3.1
and 2.3.2, with corresponding inputs given in tables 2.2 and 2.3, apart from α = 3 and
β = γ = δ = 0. The jump intensity is time dependent and is averaged by week. The
maximum and minimum values of µ, σ and λJ through the lifetime of the contract are
shown in columns 4 and 5. The grid price is shown in the sixth column and the Monte
Carlo 95% conﬁdence price interval, obtained from 1,000 simulations, in the seventh. The
withdrawal cost is set to 0.1 and the injection cost to 0.2. A constant interest rate of 5% is
used.
Storage contract parameters Price
Valuation date Start date End date min max Grid Monte Carlo
µ = 3 µ = 3
01-Jan-09 01-Jan-09 31-Mar-09 σ = 1.38 σ = 1.38 364 [347, 378]
λJ = 10−4 λJ = 1.60
µ = 3 µ = 3
01-May-09 01-Jun-09 31-Jul-09 σ = 1.38 σ = 1.38 5704 [5610, 6200]
λJ = 6.70 λJ = 56
Table 2.8: Swing option prices for a supply contract with settings qmin = 0, qmax = 3,
for each transaction day between the Start date (second column) and the End date (third
column), TVmin = 0, TVmax = 30, ﬁrm constraints. The strike price is e3. No transactions
are allowed prior to the starting date. The initial value for the underlying, at each valuation
date (shown in the ﬁrst column) is assumed to be e3. Values of model parameters are derived
from equations 2.3.1 and 2.3.2, with corresponding inputs given in tables 2.2 and 2.3, apart
from α = 3 and β = γ = δ = 0. The jump intensity is time dependent and is averaged
by week. The maximum and minimum values of µ, σ and λJ through the lifetime of the
contract are shown in columns 4 and 5. The grid price is shown in the sixth column and the
Monte Carlo 95% conﬁdence price interval, obtained from 1,000 simulations, in the seventh.
A constant interest rate of 5% is used.
Supply contract, strike = e3 parameters Price
Valuation date Start date End date min max Grid Monte Carlo
µ = 3 µ = 3
01-Jan-09 01-Jan-09 31-Mar-09 σ = 1.38 σ = 1.38 152 [141, 177]
λJ = 10−4 λJ = 1.60
µ = 3 µ = 3
01-May-09 01-Jun-09 31-Jul-09 σ = 1.38 σ = 1.38 5457 [5203, 5767]
λJ = 6.70 λJ = 56
106Figure 2.8: Optimal transaction decisions for a storage contract, for a sample Monte Carlo
path (upper panel). At each time-step, the value on the grid that is closest to the Monte
Carlo path value is selected and the “ﬁtted” Monte Carlo path on the grid is produced,
together with the corresponding optimal decisions from the grid method (lower panel). Most
transaction decisions are of “bang-bang” type, but not all. The grid and the Monte Carlo
methods agree on almost all transaction decisions. The injection decisions are taken during
the time of lower jump intensity, while the withdrawal decisions are taken when the jump
intensity becomes very high towards the end of the contract. Notice however that both
methods decide to withdraw, in an otherwise period of injections, when the price jumps
above 5.5 between 15 and 20 June 2009.
107Time varying long-run mean, volatility and jump intensity
This section studies the case of time-varying long-run mean, volatility and jump intensity.
The structural parameters of the threshold model are set to the ones in tables 2.2 and 2.3.
We form weekly averages of the long-run mean and jump intensity, and construct the grid
using a constant set of parameters each week, as described in section 2.3. The volatility,
σ(τ), is given by the formula σ(τ) =
µ(τ)
3.2529 × 1.5, where µ(τ) is the, weekly averaged, long-
run mean for day τ ∈ {t0,...,tn}. For the Monte Carlo simulations method we use 1,000
simulated paths.
Tables 2.9 and 2.10 present the valuation results of a storage and a supply contract
respectively. The contracts’ settings and details are provided in the caption of each table,
and are the same as in the case of a constant long-run mean of the previous section. The
prices of both the storage and supply contracts are higher than their constant long-run mean
counterparts, reﬂecting the additional value created by the seasonal pattern of the model
parameters. The prices obtained by the grid method are always within the 95% interval
of the Monte Carlo simulations. This oﬀers some good evidence of the validity of the grid
method, since the swing contract under a weekly changing jump intensity, volatility and
long-run mean is a very complicated American style option indeed. The method provides a
more robust tool for handling this kind of derivatives, since the alternative of Monte Carlo
simulations would require many more sample paths in order to reduce the widths of the
conﬁdence intervals, which are bigger than in the respective cases of a constant long-run
mean.
Figure 2.9 illustrates the optimal transaction decisions for a supply contract with strike
price e3, deﬁned between 01-Jun-09 and 31-Jul-09. Other settings of the contract (also
detailed in table 2.10) are qmin = 0, qmax = 3, for each transaction date during the contract,
TVmin = 0, TVmax = 30, on ﬁrm constraints. As in the case of a constant long-run mean in
the previous section, at each time-step, the value on the grid that is closest to the Monte
Carlo path value is selected, producing in this way, a “ﬁtted” Monte Carlo path on the
grid. This path, together with the optimal transaction decisions from the grid method
that correspond to it, are presented in the lower panel. Both methods decide to exercise
108whenever the price has an early jump, before 06-Jul-09. After that date, exercise decisions
are postponed in the expectation of another large jump, which surprisingly does not arrive,
resulting in the decision to exercise in the last three time-steps in order to realize the best
proﬁt.
The supply contract is more expensive compared to the storage contract, in the 01-
Jun-09 to 31-Jul-09 period, since the minimum value of the long-run mean during that
period is 3.18 and therefore the supply contract is always in-the-money. In addition, during
that period, volatility is very high due to large values of the jump intensity, creating a
heavy tail to the upward direction, which acts to the beneﬁt of the value of the supply
contract. In contrast, the storage contract is obliged to buy as much volume as it sells
(TVmin = TVmxx = 0 on ﬁrm constraints) and consequently cannot ﬁnd equally much value
in the same period. Notice that this is the only case, among the 8 presented in our numerical
results (constant and non-constant long-run mean), in which the supply contract is more
valuable than the storage contract. In general, because qmax = 3 and TVmax = 30 for the
supply contract, the latter has only about 10 exercise dates to choose from, compared to
the much larger set of transaction possibilities for the storage contract, resulting in its value
being, in general, lower. An example of that, more usual, case is the 01-Jan-09 to 31-Mar-09
period. The long-run mean takes lower values and the supply contract is at-the-money for
most of the period. Since the volatility is relatively low due to very low jump intensity, the
storage contract (which in addition has a bigger set of transaction possibilities) can beneﬁt
more from the price movements around the long-run mean than the supply contract can,
and has consequently a higher value.
109Table 2.9: Swing option prices for a storage contract with settings qmin = −2, qmax = 3,
for each transaction day between the Start date (second column) and the End date (third
column), TVmin = 0, TVmax = 0, ﬁrm constraints. No transactions are allowed prior to the
starting date. The initial value for the underlying, at each valuation date (shown in the ﬁrst
column) is assumed to be e3. Values of model parameters are derived from equations 2.3.1
and 2.3.2, with corresponding inputs given in tables 2.2 and 2.3. The long-run mean and
jump intensity are averaged by week. The maximum and minimum values of µ, σ and λJ
through the lifetime of the contract are shown in columns 4 and 5. The grid price is shown
in the sixth column and the Monte Carlo 95% conﬁdence price interval, obtained from 1,000
simulations, in the seventh. The withdrawal cost is set to 0.1 and the injection cost to 0.2.
A constant interest rate of 5% is used.
Storage contract parameters Price
Valuation date Start date End date min max Grid Monte Carlo
µ = 2.99 µ = 3.11
01-Jan-09 01-Jan-09 31-Mar-09 σ = 1.38 σ = 1.43 392.3 [375, 410]
λJ = 10−4 λJ = 1.60
µ = 3.18 µ = 3.25
01-May-09 01-Jun-09 31-Jul-09 σ = 1.46 σ = 1.5 7214 [6972, 7736]
λJ = 6.70 λJ = 56
Table 2.10: Swing option prices for a supply contract with settings qmin = 0, qmax = 3,
for each transaction day between the Start date (second column) and the End date (third
column), TVmin = 0, TVmax = 30, ﬁrm constraints. The strike price is e3. No transactions
are allowed prior to the starting date. The initial value for the underlying, at each valuation
date (shown in the ﬁrst column) is assumed to be e3. Values of model parameters are derived
from equations 2.3.1 and 2.3.2, with corresponding inputs given in tables 2.2 and 2.3. The
long-run mean and jump intensity are averaged by week. The maximum and minimum
values of µ, σ and λJ through the lifetime of the contract are shown in columns 4 and 5.
The grid price is shown in the sixth column and the Monte Carlo 95% conﬁdence price
interval, obtained from 1,000 simulations, in the seventh. A constant interest rate of 5% is
used.
Supply contract, strike = e3 parameters Price
Valuation date Start date End date min max Grid Monte Carlo
µ = 2.99 µ = 3.11
01-Jan-09 01-Jan-09 31-Mar-09 σ = 1.38 σ = 1.43 178.5 [162, 201]
λJ = 10−4 λJ = 1.60
µ = 3.18 µ = 3.25
01-May-09 01-Jun-09 31-Jul-09 σ = 1.46 σ = 1.5 7402 [7159, 7967]
λJ = 6.70 λJ = 56
110Figure 2.9: Optimal transaction decisions for a supply contract with strike price = e3, for
a sample Monte Carlo path (upper panel). At each time-step, the value on the grid that is
closest to the Monte Carlo path value is selected and the “ﬁtted” Monte Carlo path on the
grid is produced, together with the corresponding optimal decisions from the grid method
(lower panel). The grid and the Monte Carlo methods agree on all transaction decisions.
Both methods decide to exercise whenever the price has an early jump, before 06-Jul-09.
After that date exercise decisions are postponed in the expectation of another large jump,
which surprisingly does not arrive, resulting in the decision to exercise in the last three
time-steps in order to realize the best proﬁt.
1112.5 Concluding remarks on the grid
The idea for the construction of the grid was initiated by the need to price derivatives,
including swing options, on energy products and in particular electricity and gas, incor-
porating jumps, that have proven to be absolutely necessary for the correct modeling of
the underlying processes. The threshold model has exhibited signiﬁcant success in both its
statistical properties and ability to accurately replicate trajectories of electricity prices, and
was therefore chosen as a basis for the creation of the grid. Modeling with time-varying
parameters has proven to be a very realistic approach for capturing the strong seasonality
patterns of energy prices. The grid construction aims at replicating this time-varying be-
havior by means of the approximating process, e E, that moves one step at a time, “renewing”
its set of parameters at each step.
The grid construction tries to ﬁnd the middle ground between eﬃciency/speed for
derivatives’ valuation, and the original speciﬁcation of the threshold model that requires
continuous changing parameters, by keeping the set of parameters constant for the dura-
tion of a month or a week. This reduces enormously the running time of the grid valuation,
making it a very eﬃcient tool compared to alternative methods such as Monte Carlo simula-
tions. The results presented in this chapter have conﬁrmed both the accuracy and ﬂexibility
of the grid, in relation to the Monte-Carlo alternative, in particular when combined with
“ﬁltering” techniques and a time-varying vertical step. The grid’s valuations have been
tested in settings of both constant and time-varying parameters, including the case of one
of the most complicated ﬁnancial instruments traded at the moment, the swing option. The
valuation of the latter is an area of very active research and the presentation in this chapter
has given some indication of how far the research has gone until now.
There is indeed a lot of room for improvement of the grid. From a purely computer
programming point of view, the algorithms produced could be implemented in a powerful
programming language, perhaps C++, in order to speed up implementation times (the
software used for the implementation in this thesis was MatLab, which is also powerful,
but perhaps less so in situations that include a lot of “for-to” loops, which arise very often
in the valuation of swing options). From a Numerical Analysis point of view, there is a
112vast number of numerical calculations in the algorithms, for example, in the calculation of
the quantization error, the calculation of the transition probabilities (which may include
double integrals, or the two-step calculation of the integral provided in Appendix A), the
Monte Carlo simulations, the implementation of the “ﬁltering techniques”, to name a few.
Better implementation of these calculations can have a big impact on the running time of
the method.
From a theoretical point of view, the threshold model could also be extended, for ex-
ample, to cover the case of a jump intensity that depends on the price level (thus when
the price becomes high after a jump, the jump intensity becomes very high in order to
produce, soon, another jump that will bring the price down to its normal level). Such an
extension could be implemented in the grid setting. We will leave such extensions and other
ideas for future research. For the moment we can make use of a ﬂexible and powerful grid
construction that can handle a lot of complicated derivatives. The next project in this area
will probably be on testing the threshold model and the grid on real option data once they
become available, hopefully soon.
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The inﬂuence of commodities’
prices to stock prices of commodity
companies
This chapter studies the impact of changes of commodity prices, in particular grain, copper
and oil, to the stock price of companies that have a large exposure to these commodities.
We have hand-picked companies for which the core business has a signiﬁcant input of the
respective commodity (for example a company that produces copper and has a lot of copper
mine assets, or an oil production company) and ran regressions of stock price returns to the
return of the commodity and the market return, in an attempt to calculate the sensitivity
(also called “the beta”) of each companies’ stock price to the underlying commodity. The
results show that the sensitivity has increased in the last years, particularly for copper and
oil producing companies.
3.1 Introduction
Commodities are a vital part of today’s ﬁnancial markets and their price ﬂuctuations are
viewed as representative of the activity of the real economy. They are used in a vast array of
manufacturing goods and products. Aluminium and - to a less extend - steel, for example,
are used by car, airplane and other transport manufacturers, and their price, traded at
the London Metal Exchange (LME), is fundamental in the car and transportation industry.
114Aluminium’s uses extend to packaging (drink cans, foil wrappings, bottle tops and foil
containers), construction materials (windows, skylights, gutters, door frames and rooﬁng)
and many more. Copper is used for producing cables, electrical wiring, coins, construction
materials and as an alloy in the manufacture of other metals. Nickel is used in the production
of stainless steel and other corrosion-resistant metals. Agricultural commodities, such as
wheat, are used in producing breads, cookies, cakes, macaroni, spaghetti and other forms
of pasta. Precious metals, energy commodities (such as oil, natural gas and electricity) are
also part of the everyday activities in both the ﬁnancial markets and the industry.
Despite their importance, the majority of research in ﬁnance is not directed to com-
modities but rather to non-commodity ﬁnancial products, such as equities, bonds, exchange
rate and credit securities, etc. As a result, the number of papers in the ﬁnancial literature
that focus on the research subject of this chapter is not substantial. The research subject
is whether an investor can invest in stocks of companies that produce the underlying com-
modity, instead of investing on the commodity itself. How are the returns of stock prices of
such companies related to returns of the underlying commodity?
A prominent paper in this direction is by Tufano (1998), who studied the exposure
of North-American gold mining ﬁrms to the price of gold. His results indicate that the
price of gold is signiﬁcant in explaining the movement of the price of the companies’ stock.
He also ﬁnds cross-sectional and time-series variation in gold betas. Exposure of gold
mining ﬁrms to gold has attracted other researchers as well, among them, Blose and Shieh
(1995), who study the value of a gold mine and show that a gold mining ﬁrm’s stock price
is a function of the return on gold, production costs, the level of gold reserves and the
proportion of assets unrelated to gold price risks. They also show that if a company’s main
business is gold mining, then the return of an investment in the company is greater than
an investment in gold. Davidson, Faﬀ and Hillier (2003) study the question of whether
international companies, of all industries, have an extra-market sensitivity to gold price.
This question stems from the fact that gold used to be (and perhaps still is) a hedging
mechanism against economic uncertainty. They ﬁnd that indeed, 22 global industries have
at least some exposure to gold price. Signiﬁcant positive exposure is found in gold mining,
metals, real estate and international trade portfolios.
115Another industry that has received the attention of researchers when it comes to the
exposure of stocks to the price of the underlying commodity, is the oil & gas industry. Strong
(1991) studies the sensitivity of 25, NYSE traded, major oil companies to the price of oil
between the period 1975 - 1987. His results conﬁrm that the oil price aﬀects the returns
of stock prices of those companies. Since then, several other papers have, among others,
examined the same question, in various time periods, such as, Rajgopal (1999), Haushalter,
Heron and Lie (2002), Giovannini et al. (2006), Jin and Jorion (2006) and Cai, Faﬀ and
Hillier (2006). A common result is that the oil price (perhaps unsurprisingly) does aﬀect
the stock price returns of oil producing companies. Apart from Giovannini et al. (2006)
and Cai et al. (2006) they all use US (or at least NYSE traded) companies in their sample.
Regarding exposures of stock prices to the underlying commodity, in industries other
than gold and oil & gas, especially at an international level, the literature is indeed limited.
Bartram (2005) studies the impact of many commodities, including oil, gas, copper, other
metals and agricultural commodities to the stock prices of German companies for the period
between the years 1987-1995. To our knowledge, a study on an international level, of the
impact of commodities, such as oil, copper and wheat, on the stock price of companies that
either produce the commodity (for the case of oil and copper) or have a large input of the
commodity in their business activities (for the case of wheat), especially for recent years,
has not been conducted. This is the subject of this chapter. In the next section we present
the results obtained in our studies, which build the basis for future research by the author.
The last section provides the immediate research ideas and plans.
3.2 Measuring the impact of commodities’ prices
In our sample we use commodity companies, required to be listed in some ﬁnancial market
in the world (covered by Datastream), that have a large input of either oil, copper or wheat
in their core business activities. We avoid companies with very infrequently traded stocks.
We also try to avoid companies that have a very diversiﬁed portfolio of business activities,
in order to ensure that the measure of each companies’ sensitivity to the price of a particular
commodity is aﬀected as little as possible by other commodities or company practices. In
116order to achieve that level of detail in our sample we have hand-picked all companies used,
by reading through their reported business activities and selecting only the ones that ﬁt the
requirements. The reports were provided by Datastream which was, in addition, the data
provider for all companies’ stock prices and the values of all indices used in our study. The
latter covers a period ranging between 27-Feb-96 and 28-Feb-2007.
We calculate the sensitivity (also called the “beta” or “elasticity”), ci, of each company’s
stock price to the relative commodity, by estimating the following market model (a constant
term is not used because it proved insigniﬁcant in all our estimations):
Ri,t = βiRm
i,t + ciRcm
t + i,t (3.2.1)
where t ranges through each week in the period Feb96 - Feb07, Ri,t is the stock price weekly
return of company i in the sample, Rm
i,t is the weekly return of the market index, for the
market in which company i operates, βi represents the sensitivity (to be estimated) of each
company to the market index, Rcm
t is the weekly return of the relative commodity and
i,t is a disturbance term. Whenever an oil producing or reﬁning company is used in the
regression, Rcm
t represents the return of the price of Dated Brent. For the case of copper
producers the index, Rcm
t , used is the LME Copper, Grade A 3-month in $/MT (the 3-
month being chosen instead of the cash since it represents a more liquid product) and for
the case of wheat we use Wheat No.2, Soft Red Cts/Bu. In order to allow for a delayed
(by one week) response, di, of the stock price to the change of the price of the underlying




t−1 + i,t (3.2.2)
where Rcm
t−1 is the one week lagged commodity price return.
The results of the regressions are presented in tables 3.1 (for the case of oil producing
and reﬁning companies), 3.2 (for the case of copper producing companies) and 3.3 for the
case of companies that use a large input of wheat in their core business activities. In the
117case a company has a signiﬁcant coeﬃcient in either oil (at the 7.5% level), copper or wheat
(both at 10% level), the entry in the tables is in bold typeface, otherwise it is in italics.
If the coeﬃcient is insigniﬁcant in the model 3.2.1 but is signiﬁcant for the 1 week lagged
commodity return of the model 3.2.2, then the 1 week lagged coeﬃcient is also shown,
otherwise it is not. For a clearer demonstration, the tables are divided in sub-sections
containing companies from a similar broad geographical area.
The majority of oil companies have a signiﬁcant sensitivity, even at 1% level, to oil
price returns, as table 3.1 illustrates. This is certainly true for companies operating in the
more “advanced” western markets, US, UK, Canada and Europe. For markets of the Far
East and Russia, or for companies that are engaged more in oil reﬁning than producing,
the sensitivity is mostly insigniﬁcant. Indeed, “ELINOIL” and “POLISH OIL & GAS”,
for instance, are companies that focus on oil reﬁning rather than producing and one may
not be too surprised that their stock price is not signiﬁcantly inﬂuenced by the price of oil
(other local market conditions may play a role too). The Russian and Chinese markets are
very new and immature, and perhaps market imperfections and other local conditions are
weakening the direct impact of oil on the stock price of quite big oil producing companies,
such as the Russian ones.
Our sample of companies that engage in copper producing activities is not as big,
because we wanted to restrict it to companies that actually produce copper rather than
reﬁning/purifying or otherwise utilizing it. The big majority of the companies in our sample
show a signiﬁcant sensitivity to copper prices, something that is of course supported by our
intuition. The ones that do not have a signiﬁcant sensitivity are either not too far from
having one (their sensitivity would be signiﬁcant at 20% level), or were listed recently
(“REGALITO COPPER”) and their share price may have been aﬀected by other market
forces in their brief history.
Regarding companies that engage in activities that require a substantial input of wheat,
the results presented in table 3.3 show that the big majority of them do not have a signiﬁcant
sensitivity to wheat prices. This, perhaps, reﬂects the fact that an increase of wheat prices
represents an increase in cost for these companies, and for this reason many of the “wheat”
coeﬃcients in our regressions have a negative sign. Companies with a positive sign in their
118respective “wheat” coeﬃcient, represent cases of companies that supply food materials such
as wheat ﬂour and premix products for manufacturing use, and for them, an increase in
wheat prices represents an increase in revenues (the Japanese company “NISSHIN SEIFUN”
is one such example). In order to better estimate the impact of wheat it may be needed to
separate the companies in those that supply food materials to others and those that utilize
wheat in their production. However, given the small number of companies with signiﬁcant
wheat sensitivity in our sample, and the fact that most of the signiﬁcant coeﬃcients are of
quite low absolute value (0.11 is the maximum, compared to more than double that for the
case of oil and copper companies), it points us to the direction of concluding that “wheat”
companies do not show signiﬁcant sensitivity to wheat prices.
We have ﬁnally examined the sensitivities of companies to oil, copper and wheat prices,
in a year-by-year sample, as a ﬁrst attempt in investigating whether these sensitivities have
changed with time. Table 3.4 presents the results. There is a slight tendency for the number
of oil producing & reﬁning and copper producing companies, with a signiﬁcant coeﬃcient
in oil and copper prices respectively, to increase in recent years. The relative number for
“wheat” companies has remained fairly stable. When we ran the relevant regressions using
the Feb96-Sep01 and Oct01-Feb07 sub-samples, the number of oil producing & reﬁning
companies with a signiﬁcant coeﬃcient in oil prices increased from 18 to 30. The respective
increase of copper producing companies was from 6 to 13. This certainly urges us to
research deeper into how the sensitivities change with time and perhaps estimate each
company’s current sensitivity to the relative commodity’s price. The last section of this
chapter presents the author’s ideas regarding the approaches that can be employed towards


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































1263.3 Extensions and future research
The results produced in this chapter are based on the market models of equations 3.2.1
and 3.2.2. These provide us with evidence that commodities have an increasingly signiﬁcant
impact on stock prices of the relevant companies. Given the importance of commodities’
prices on what is called the “real” economy and considering that investments on commodities
are perceived, at times, as a way to hedge those investments in the equities markets, the
value of continuing the research on this direction is evident. The next questions that need
answering are:
1. Are the commodity producers, as a group, aﬀected by the relevant commodity prices
and how signiﬁcant is the exposure? Are we able to obtain better estimates of the
current sensitivity of each company to the relevant commodity? Are we able to extend
this estimate to the whole group?
2. Do the sensitivities of commodity producing companies behave diﬀerently when the
stock market is in high volatility periods, or in periods of extended losses or gains?
A portfolio manager would be interested in forming portfolios of commodities (or com-
modity producing companies) that hedge investments on equities, and would wish to change
the weight that each company carries in the portfolio based on an estimate of the current,
or projected in the short-term future, sensitivity of each commodity producing company to
the relevant commodity price. Assuming that there are n commodity producing companies
in our sample and for each company we have T weekly observations, we can collect all stock








where each di is a dummy variable (an nT × 1 vector) indicating the i-th company,
i = 1,...,n, Rm and Rc are the (nT × 1) vectors representing the market portfolio and
commodity price returns respectively, e is the disturbance term and the vector [a,b]0 holds
127both the (2×1) vector of sensitivities, b, of the commodity producing companies, as a group,
to the market and commodity price returns respectively, and the (n × 1) vector, a, of each
company’s individual eﬀect. The panel data regression literature is very rich (panel data
is a major area of research in econometrics) and provides many avenues (see for example
chapter 14 in Greene, 1997) for extending the market models of equations 3.2.1 and 3.2.2.
The Kalman ﬁlter (see for example chapter 13 in Hamilton, 1994) is a technique that
can produce recursive estimates of the sensitivities, b, allowing us to obtain sensitivities
that reﬂect the current market portfolio and commodity price returns. Producing short-
term forecasts of these sensitivities is also a possibility opening up from the Kalman ﬁlter
method. This kind of analysis will help a lot in answering the ﬁrst question posed above.
Regarding the second question, an attempt for an answer would require careful consideration
of the sub-samples to use (that should be representative of periods of extensive gains or
losses in the market) and perhaps the addition of GARCH eﬀects in order to cope with the
time-varying volatility of the markets. All these, as well as extending the sample to more
companies if possible, covering a time period up to the current day and introducing new
metals, are immediate research plans of the author.
128Conclusion de la th` ese
Nous avons pr´ esent´ e une construction d’un grid qui discr´ etise le mod` ele ` a seuil introduit par
Geman et Roncoroni (2006) pour repr´ esenter les prix spots de l’´ electricit´ e et incorporant un
retour ` a la moyenne et des sauts. La direction des sauts d´ epend de la valeur du sous-jacent
au moment du saut. Le grid est utilis´ e pour valoriser ` a la fois des options vanille et des
options de type swing. Des simulations de Monte Carlo conﬁrment la validit´ e des r´ esultats
obtenus sur le grid.
Dans une deuxi` eme ´ etape, le grid est am´ elior´ e pour introduire des param` etres variables
au cours du temps. Le pas de discr´ etisation vertical n’est plus constant et les trajectoires
de prix de tr` es faible probabilit´ e sont ´ elimin´ ees, dans un but d’am´ elioration de la pr´ ecision
et de la vitesse de calcul. C’est dans ce contexte que des options swings de diﬀ´ erents types
sont valoris´ es, avec de nouveau une comparaison avec des simulations de Monte Carlo.
Le troisi` eme chapitre propose l’analyse compar´ ee des rendements de prix de mati` eres
premi` eres et d’actions de compagnies qui les produisent; les cas sp´ eciﬁques du p´ etrole, du
cuivre et du bl´ e sont´ etudi´ es. La question centrale est de savoir si les rendements des mati` eres
premi` eres ont un impact sur les compagnies productrices. Nous mettons en ´ evidence une
r´ eponse positive ` a cette question. De surcroit, en faisant une analyse de sensibilit´ e (measu´ ee
par le coeﬃcient de r´ egression) des prix des actions aux variations des cours des mati` eres
premi` eres, nous montrions que cette-ci a augment´ e dans les derni` eres ann´ ees. Les r´ esultats
seront d´ evelopp´ es dans une recherche future.
129Appendices
130Appendix A
A semi-closed formula for the
integral of the convolution
In order to calculate the movement probability from node [i, j, ∆E(i)] to node [i+1, j +
k, ∆E(i+1)] on the grid, k ∈ M(i,j), it is necessary to calculate the integral:
R w
u f(y) dy,
where f(y) is given by formulas 1.3.22 and 1.3.21 respectively, depending on the value of h0,
and u and w may converge, respectively, to minus and plus inﬁnity. Below we provide a
semi-closed formula for this integral. Despite appearing to be a complicated calculation, it
is actually more accurate and faster than the numerical calculation of the integral.
131A.1 The case h0 = 1
R w



































































where M and Σ are deﬁned by 1.3.16 and 1.3.17 respectively, a = e−θ1
δt
2 and b = Σ2θ3.
A.2 The case h0 = −1
R w



































































where, as in section A.1, M and Σ are deﬁned by 1.3.16 and 1.3.17 respectively, a = e−θ1
δt
2
and b = Σ2θ3.
132Appendix B
Datastream codes of oil producing
and reﬁning companies used in the
3rd chapter
Table B.1: Datastream codes of oil producing and reﬁning companies that appear in the
study of the 3rd chapter.
Company Name Code Company Name Code
APOLLO RES.INTL. 898567(P) PETRO-CAN.VAR.VTG. (FRA) 896337(P)
BG GROUP 911488(P) PETROBRAS ON 321116(P)
BP 900995(P) PETROCHINA ’H’ 280366(P)
CARBOCLOR ’B’ 322664(P) PETROLEOS (CEPSA) 929549(P)
CHEVRON 905024(P) POLISH OIL AND GAS 31682J(P)
CHINA NE.PTL.HDG. 26492K(P) PTT 14812M(P)
CONOCOPHILLIPS 901666(P) REPSOL (XET) 681288(P)
EL PASO 325308(P) ROYAL DUTCH SHELL B 900998(P)
ELINOIL 28591C(P) SAHANEFTEGAZ 298245(P)
ENI 866154(P) SAKHALINMORNEFT PF. 298178(P)
EXXON MOBIL 905039(P) GAZPROM NEFT 890341(P)
GAZPROM 872711(P) SINOPEC SHAI.PETROCHEM. ’H’ 317616(P)
HESS 905802(P) SKY CHINA PTL.SVS. 32269C(P)
133continued from previous page
HUSKY EN. 263749(P) SLAVNEFT-MEGIONE PF. 298114(P)
IMPERIAL OIL 905530(P) STAR ENERGY 31575T(P)
INTEROIL 15400R(P) STATOIL 257544(P)
K1 VENTURES 776725(P) SUNCOR ENERGY INCO. 325404(P)
LUKOIL OAO 872725(P) TOTAL 912398(P)
MARATHON OIL 544682(P) VOSTOK NAFTA SDB 888494(P)
MOL MAGYAR GAZIPARI 875993(P) YAKUTGAZPROM 298218(P)
MURPHY OIL 906404(P) YPF ’D’ 322833(P)
OCCIDENTAL PTL. 905102(P) YUKOS 881530(P)
OMV 756879(P) ORENBURGNEFT 872738(P)
ORIGIN ENERGY (EX BORAL) 906299(P)
134Appendix C
Datastream codes of copper
producing companies used in the
3rd chapter
Table C.1: Datastream codes of copper producing companies that appear in the study of
the 3rd chapter.
Company Name Code Company Name Code
ABRA MINING 30222V(P) DUNDEE PRCS.MTLS. 511423(P)
AFRICAN COPPER 29727K(P) 1ST.QUANTUM MRLS. 541171(P)
AMERIGO RESOURCES 514501(P) FRONTERA COPPER 29705F(P)
CUDECO 944828(P) GLOBAL GOLD 27407V(P)
PUCOBRE ’A’ 321396(P) GOLD RESERVE 514492(P)
CONDESTABLE CAP 132198(P) IMPERIAL METALS 515113(P)
CONSTELLATION CPR. 134578(P) PALABORA MINING 916274(P)
COPPER STRIKE 29713F(P) REGALITO COPPER 30990H(P)
CUMERIO 30812C(P) SOUTHERN COPPER 151928(P)
135Appendix D
Datastream codes of “wheat”
companies used in the 3rd chapter
Table D.1: Datastream codes of companies with a substantial input of wheat in their
core business activities, that appear in the study of the 3rd chapter.
Company Name Code Company Name Code
BISCUITS GARDEIL 749535(P) LOTUS BAKERIES 505325(P)
BROOKLYN CHEESECAKE & DESSERTS 311937(P) MALAYAN FLOUR MILLS 950889(P)
CANADA BREAD CO. 922143(P) MASUDA FLOUR MILL. 502516(P)
CHATZIKRANIOTIS MILLS 276572(P) MOLINO J SEMINO ’B’ 321789(P)
COMO 870764(P) NEW DGN.ASIA 281929(P)
CYBELE 31276T(P) NICHIRYO BAKING 951740(P)
DAEHAN FLOUR MILLS 314579(P) NISSHIN SEIFUN 930663(P)
DOVER INDUSTRIES 922156(P) ORION 502739(P)
FINSBURY FOOD 870212(P) RALCORP HDG. 130720(P)
FIRST BAKING 930684(P) REAL GOOD FOOD CO. 27687P(P)
FLOWERS FOODS 13625C(P) SEOUL FOOD IND 502722(P)
FLR MLS C SARANTOPOULOS 308791(P) SEPP’S GOURMET FDS. 311217(P)
NITTO FUJI FLOUR MILL. 901330(P) SILVER STAR 27322V(P)
GENERAL MILLS 905801(P) SKANE MOLLAN 681578(P)
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GROUPE MINOTERIES 309718(P) SONTON FOOD INDUSTRY 950942(P)
BIMBO ’A’ 510495(P) TASTY BAKING 921149(P)
HIESTAND ’R’ 879990(P) TOFUKU FLOUR MILLS 771097(P)
INTER LINK FOODS 686655(P) TORIGOE 945669(P)
INTERSTATE BAKERIES DEL. 545384(P) UNITED FLOUR MILL 777380(P)
KATSELIS SONS CR 308098(P) YAMAZAKI BAKING 930682(P)
KAWAN FOOD 31474N(P) MONSANTO 268193(P)
KELLOGG 905922(P) DU PONT E I DE NEMOURS 902199(P)
KHONG GUAN FLOUR MILL. 502256(P) SYNGENTA 265048(P)
KIRIN 314689(P) DOW CHEMICALS 905114(P)
KUANTAN FLOUR MILLS 315292(P)
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