Assessing the perceptual quality of videos is critical for monitoring and optimizing video processing pipelines. In this paper, we focus on predicting the perceptual quality of videos distorted by noise. Existing video quality metrics are tuned for "white", i.e., spatially uncorrelated noise. However, white noise is very rare in real videos. Based on our analysis of the noise correlation patterns in a broad and comprehensive video set, we build a video database that simulates the commonly encountered noise characteristics. Using the database, we develop a perceptual quality assessment algorithm that explicitly incorporates the noise correlations. Experimental results show that, for videos with spatially correlated noises, the proposed algorithm presents high accuracy in predicting perceptual qualities.
INTRODUCTION
During video acquisition, compression and communication, various types of distortion may be introduced. Among them, noise is typically introduced in the acquisition process, and it may propagate throughout the video processing and communication pipeline. Accurately predicting the impact of noise on perceptual quality helps in optimizing the overall efficiency of video services. For example, using the estimated noise level, we may be able to predict the likelihood of severe blocking in a subsequent transcoding operation [1] . We can then select a suitable pre-processor to reduce the knock-on effects both on bitrate and quality.
The best way of assessing video quality is to collect human scores by conducting subjective tests. However, human studies are labor intensive and not applicable to realtime applications. It is, therefore, appealing to devise an algorithm that can accurately predict perceptual quality. Perceptual image and video quality assessment have been Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. extensively studied, and several high-performance metrics have been invented. For image quality assessment, SSIM (Structural SIMilarity index [29] ) achieves very high correlation with perception and has been widely used due to its low complexity. For video quality assessment, MOVIE (MOtion-based Video Integrity Evaluation index [24] ) and STMAD (Spatial-Temporal Most Apparent Distortion [28] ) report the best accuracy.
A common drawback of these high-performance metrics is that they need a pristine reference of the video clip under test. In practice, for instance in quality assessment of YouTube uploads, such a reference is unavailable. This limitation motivated research on no-reference image/video quality metrics. One approach to this problem is to measure the "unnaturalness" of a picture or a video. It has been found that certain statistics of a pristine image/video follow certain models [27] [34] . Quality can then be evaluated by measuring the deviation of these statistics from the models. The image quality metrics proposed by [16] , [18] , [26] and video quality metrics proposed by [23] and [33] follow this methodology. Another method of no-reference quality prediction is based on the free-energy principle in brain science [9] . In this theory, when a visual signal is perceived, the human brain tries to infer the signal using an internal generative model. The free energy of this inference process, i.e., the discrepancy between the visual signal and the inference of the internal generative model thus can be used to quantify the level of distortion. The algorithms proposed in [15] and [32] follow this method to predict image quality.
Besides the aforementioned general-purpose quality metrics, several algorithms are specifically designed for noise [14, 30, 31] . These algorithms, along with the general-purpose algorithms are designed or tuned for predicting the videos distorted by white noise. However, the noise on neighboring pixels is typically correlated. As demonstrated in [25] , the demosaicing operation in video acquisition is performed over neighboring pixels and thus introduces correlation. We verified this in the videos uploaded to YouTube and found that the noise all presents some degree of correlations (see section 2.1 for more details).
In this paper, we propose a no-reference video quality metric for realistic noise. To this end, we first analyzed the noise correlation patterns on a vast and comprehensive video set. Using the typical noise correlation patterns we found in the video set, we construct a video database that simulates the commonly encountered noise. A series of subjective tests are then performed to evaluate the perceptual quality of the noisy videos in the database. Then, we develop a perceptual quality metric that explicitly incorporates noise correlation patterns in quality assessment. Experimental results show that the proposed algorithm can accurately predict the perceptual quality of noisy videos.
The rest of the paper is organized as follows: section 2 describes the construction of our quality database for practical noisy videos. Section 3 details the proposed quality metric. Section 4 shows the performance of the proposed metric. The paper is concluded in section 5
CONSTRUCTING THE DATABASE
Since the number of sample videos in a subjective test session is limited, they should be carefully selected to represent noise patterns observed in practice. We analyzed the noise structure of a large set of consumer generated videos. Based on the distribution of the noise structures, we created a series of test videos that are representative. The perceptual quality of the videos is then assessed in a series of subjective tests for the development of our quality prediction algorithm. We analyze the noise patterns of the video collection with a 2D auto-regressive (AR) model. This model has been widely used to analyze noise structure and synthesize film grain [8, 6] . Denoting by N(x, y) the synthesised noise at position (x, y), the AR model is:
Realistic Noise Analysis
where
is a Gaussian random variable with zero mean and variance σ 2 . The set S∆ is the square neighborhood of (0, 0) with size (2∆ + 1) × (2∆ + 1). The noise at a pixel (x, y) is modeled as the sum of a white noise sample and a weighted sum of the noise in its neighborhood. The weight assigned to the pixel at (x + i, y + j) is the model parameter wi,j. Note that this is a prediction equation and so wi,j = 0 for the pixels succeeding to the center pixel in raster-scan order. In the following we denote by w the vector of weight parameters, i.e., w = (wi,j : ∀(i, j) ∈ S∆)
T . The parameter σ 2 characterizes the power of noise. For a fixed w, larger σ 2 leads to larger noise power. To analyze the structure of the noise in a video sequence we employ aspects of the noise estimation method proposed in [13] . That method estimates the Power Spectral Density [20] of the noise in texture-less areas of video frames. This idea has been used in well-known post-production toolkits e.g. NUKE and Neat Video. The rationale of this method is that the noise is easier to separate in flat regions of a frame. The method first searches for flat patches from all the frames in a video and then applies hyper-planes to approximate the true values of the patches. The approximation error on the patch is considered as the noise. We applied this method on our video collections and fit the AR model to the separated noise to obtain minimum mean square error estimations for the model parameters w and σ. From this analysis, we have the following observations:
1. An AR model with ∆ = 4 is sufficient to model the noise in all the 46000 clips (∆ > 4 did not improve the fitting error significantly compared to ∆ = 4). This implies that the noise at two pixels separated by a distance of > 4 is uncorrelated in a typical video. In the following analysis, we use ∆ = 4.
2. The histogram of ||w||2 estimated on the video collection is shown in Figure 1 . According to (1), w reflects the correlation among neighboring pixels. As ||w|| 2 2 decreases to zero, the noise N(x, y) converges to white noise G(x, y). It is shown in the figure that a large fraction of videos in our collection has non-zero ||w|| 2 2 . This observation suggests that the noise in real videos is not white in general.
3. We note that the estimation of the model parameterŵ andσ may be inaccurate. For videos with textures, the noise separation method may confuse the texture with noise and overestimate the correlation. Therefore, we cannot directly use the noise pattern obtained from the video collection to synthesize the noise for our subjective test. For ∆ = 4, the number of non-zero weights wi,j of our AR model is ((2∆+1) 2 −1)/2 = 40. To find out the most typical noise pattern, we may perform a Principal Component Analysis (PCA) on all theŵ in the 40-dimensional space and use the eigenvectors as typical noise patterns for noise synthesis. However, as discussed above, the estimatedŵ may contain outliers, and PCA is not robust for the analysis of data with outliers [3] .
To rule out poorly estimated vectors w, we applied Kmeans clustering [2] to cluster the estimated vectors into K groups. We vary the number of groups K from 3 to 15 and, for a given K, calculate the mean vector of each group as w K : 1 ≤ ≤ K . Thus we obtain the least correlated and most correlated noise parameter as
We observed that bothw
is not changing further as we increase K over 10. Therefore, we fix K = 10 and define a linear interpolation function betweenw 
For any α ∈ (0, 1), w(α) gives a noise pattern with intermediate correlation level betweenw The normalized mean distance of 0.11 indicates that the line is fairly close to the cluster centers. We also project allw 10 s on the interpolating line and compute the distance between every two neighboring projected points on that line. The standard deviation of the gaps is around 0.08 of the length, which impliesw 10 s are reasonably scattered along the line. In sum, the noise patterns given by (4) provides a reasonable approximation for realistic noise patterns.
Test Clip Generation
The visual quality of a clip depends both on the level of noise and the spatio-temporal characteristics of the video. Therefore, we need to include videos that represent a broad spectrum of spatial and temporal complexities in our test. A simple way to evaluate the spatial/temporal complexity is to measure the average size of their I frames and P frames. However, videos with large I frames tend to have large P frames because high spatial complexity also gives rise to more prediction residuals in motion compensation. To decouple the correlation between I frame size and P frame size, we normalize the size of P frame by the I frame size and use P frame size I frame size as the indicator for the temporal complexity. We selected 3226 video clips with 4K resolutions from YouTube such that their encoding bit rates are all higher than 100 Mbps, hence ensuring that they contain minimal noise at source. We then encoded them using the H.264 encoder with FFmpeg. To make the frame size a better indicator for spatial-temporal complexity, we apply a constant quantization parameter of 28 to all videos. The distribution of spatial-temporal features is shown in Fig. 2 . It is seen that the values of the I frame sizes and the normalized P frame sizes are scattered widely and loosely coupled.
We partition the space of I frame size and normalized P frame size using the percentile of their marginal distributions, respectively. In particular, we calculated the 33% and 66% percentile of the marginal distribution of I frame size and the 50% percentile of the normalized P frame size, respectively. Then we partition the space of spatial-temporal complexity using these percentiles into six regions as shown in Figure 2 . In each region, we selected 20 videos that are closest to the centroid of the region (shown by the markers in Figure 2 ). We manually reviewed each of these 20 clips and selected one video that was free from noise and other artifacts such as out-of-focus and over-exposure (shown by markers in Figure 2 ). The chosen videos are shown to be close to the centroid of the respective regions and thus are representative of a wide range of spatial-temporal complexity. From each video, we extract a 10-second clip and resize the video from 4K to 1080p resolution using Ffmpeg's scaling filter. The scaled videos are saved as Y'UV raw videos without further compression. The scaling is necessary because we would like to show two video clips side by side on our 4K display. A brief description of the selected clips are given in Table. 1.
We then employ the AR model (1) to synthesize noise. We considered 3 models, w(0), w(0.5) and w(1), where w(·) is defined in (4). The noise synthesized using the three parameters thus present low, medium, and high noise correlations, respectively. For each noise pattern, we select 4 different σ to create 4 test clips with different noise strength. We manually checked the 4 clips to make sure their perceptual quality is visually distinguishable and covers a wide range. In total, we created 3 × 4 = 12 distorted versions for each video. Because the duration of a test session is limited to be less than 30 minutes, 9 randomly sampled examples from each set of 12 clips were used for our subjective test [12] . Thus, we used 6 × 9 = 54 clips in total. We conducted a Double Stimulus Continuous Quality Scale (DSCQS) subjective test following the ITU guidelines [12] . We use a 55 inch Samsung TV for our test, and the participants sit 2.0 m away from the screen. The screen of the 3840 x 2160 display was equally split into two parts. The original video and the noisy video were synchronously played in the two parts such that the subjects could view and compare the two clips easily. There were 28 subjects involved in the test. After each pair of clips had been played, the subject was asked to grade the test video using the original video as a reference. Fig. 3 shows the Mean Opinion Scores (MOS) obtained from the subjective test versus the power of the synthesized noise in each test video. It can be seen that the MOS obtained in our tests covers a wide range of values. The plot also demonstrates that, as the power of noise increases, the perceptual quality tend to decrease. However, the noise power itself cannot provide a good prediction for MOS. The rank-order correlation between noise power and MOS is only 0.755. That is because the visibility of noise depends on the video contents. The MOS of the videos with dark scenes such as 'talkingman' is lower than videos with brighter contents such as 'snow'. The videos with complex textures or motions such as 'beach' and 'goose' shows better MOS than other videos. We also analyzed the relation between noise correlation and MOS. The average MOS for the test clips distorted by noise of low, medium, and high correlation are 76.11, 70.88, and 68.7, respectively. It seems videos with highly correlated noise tend to have worse quality.
Subjective Experiment
In sum, the perceptual quality of noisy video depends not only on noise power but also on video contents and the structure of noise. In the next section, we present a no-reference quality metric that can accurately predict perceptual qualities based on the noise pattern and video characteristics.
PERCEPTUAL QUALITY METRIC
The flow chart of the proposed no-reference perceptual quality assessment algorithm is shown in Fig. 4 . The noise is first estimated from an input video using the method proposed in [13] . Then, the Power Spectral Densities (PSD) of the noise and the input video are estimated in the frequency domain, respectively (module 1 and 2 in Fig. 4) . For a given frequency channel, the ratio between the PSD of the noise and that of the input video (biased by a regularizing constant α) are considered as the noise features of that frequency channel (module 3 ). These features are further adjusted according to the brightness of the video to incorporate contrast sensitivity (module 4 ). A visual importance pooling method is applied to the adjusted features to estimate the visibility of noise in each frequency (module 5 ). The final quality metric is then calculated by summing the estimated visibility over the frequencies that show high correlation with subjective quality (module 6 ). Details follow.
Noise Feature Extraction
We denote by {v(x, y, t) : 0 ≤ x < W, 0 ≤ y < H, t ∈ N + } a noisy video signal with resolution W × H. To analyze the local characteristics of the video, we partition the video frames into B × B non-overlapping blocks and denote by {v p,q (x, y, t) = v(Bp + x, Bq + y, t) : 0 ≤ x, y < B} be the (p, q)'th block of a frame.
We model v p,q (x, y, t) as the sum of a noise-free video block u p,q (x, y, t) and a noise signal n(x, y, t), i.e.,
where n p,q (x, y, t) is a realization of a zero-mean random variable N(x, y).
As shown in [4, 7, 19] , the visual cortex of human brain decomposes the received visual signal into different orientations and frequencies. In fact, as shown in [10, 24] , an overcomplete wavelet transform can be used to imitate such behavior and extract spatial-temporal features for visual quality assessment. In this paper, we approximate the frequency decomposition in visual cortex using the 3D Discrete Fourier Transform (3D-DFT) and propose to use the ratio of power spectrum density (PSD) of n p,q (·) and v p,q (·) as the noise feature.
For a discrete video signal {f(x, y, t) : 0 ≤ x, y < B, 0 ≤ t < T }, its 3D-DFT is given bŷ f( x, y , t) = Here, ωB = exp(−2πi/B) and ωT = exp(−2πi/T ) are spatial and temporal discrete Fourier basis, respectively. The PSD of f(x, y, t)
1 is defined by
PSD captures the signal energy corresponding to spatial frequency (2π x/B, 2π y /B) and temporal frequency 2π t/T . We define the following distortion feature:
where Snn and Svv are the PSDs for noise n(x, y, t) and video signal v(x, y, t), respectively. The constant α is employed to stabilize potential numerical errors. The feature r( x, y , t) therefore gives the relative noise strength at a given spatialtemporal frequency. Another motivation for using r(·) as the distortion feature is that it captures the correlation pattern of noise. In fact, it can be shown that the PSD of a signal equals to the Fourier transform of its auto-correlation function. The correlation pattern of noise is captured by Snn and thus by r(·).
In our implementation, following the parameters used in [13] , we fix the blocksize to be B = 32 and the temporal length to be T = 3. For each block in a video frame, we concatenate the block with the two co-located blocks in the adjacent frames to form a 3-D array, i.e., {v p,q (x, y, t − 1), v p,q (x, y, t), v p,q (x, y, t + 1) : 0 ≤ x, y < 32}. Then the 3D-FFT is applied to the array to obtain {S p,q,t vv ( x, y , t) : 0 ≤ x, y < 32, 0 ≤ t < 3}. The noise PSD Snn( x, y , t) are estimated with the method proposed in [13] . Then, using (7), we get the distortion features {r p,q,t ( x, y , t) : 0 ≤ x, y < 32, 0 ≤ t < 3}, which is a 32 × 32 × 3 array. The stabilizing constant α is fixed to be 0.3.
Visibility Modulation
The visibility of noise depends on the background luminance. As shown in [5, 10] , in the dark regions of a video, the noise is much less visible than in the regions of mid-grey brightness. On the other hand, for regions of higher than mid-grey luminance, the noise visibility decreases with luminance, which follows Weber's law. To incorporate the impact of luminance, we modulate the distortion feature r p,q,t (·) by a function of local luminance. Assuming the luminance of pixels are normalized to [0, 1], we define the following function that approximately maps brightness to noise visibility:
It is a piecewise linear function which connects points (0, 0), (β, 1), and (1, 0). The function w(b) is defined so as to capture the relationship between error visibility threshold and background luminance given by [5] . The parameter β is set to 0.15 to approximate the luminance under which the noise is most visible. Letting b p,q,t = x,y v(x, y, t)/B 2 be the average luminance of the (p, q)'th block, the visibility modulated noise feature of the block is given by
We show an example of the effect of this visibility modulation effect in Fig. 5 . Although equal amount of noise is added everywhere in the frame shown in Fig. 5(a) , the noise in the dark region is not quite visible. Fig. 5(b) shows that the perceptual noise level is overestimated by r( x, y , t) in (a) A cropped sample frame from the video "singer" (a) A cropped sample frame from the test clip "singer".
(b) The average noise feature
r( x, y , t) for all the 32 × 32 blocks; (c) The average visibility modulation factor
w( x, y , t) for all blocks; (d) The average modulated noise feature
m( x, y , t) for all blocks. Brighter color indicate larger value.
Figure 6: The absolute value of the rank-order correlation coefficient between d( x, y , t) with the MOS obtained from the subjective test. The coefficients are rearranged such that x = 0, y = 0 is located at the center of image.
the dark regions. By modulating the noise feature by w(·) (see Fig. 5 (c)), we can obtain a better estimation for the perceptual noise level (see Fig. 5(d) ).
Visual Importance Pooling
In [17, 21] , it has been recognized that the worst part of a video tends to attract more attention of the viewers and thus dominates the overall quality of the video. This fact has been exploited by a variety of visual importance pooling algorithms such as [17] and [22] . In our work, we applied a similar pooling method as [17] . For each frequency channel ( x, y , z ), we first group the luminance modulated noise feature across all blocks, i.e., {m p,q,t ( x, y , t) : ∀p, ∀q}. Then we calculate the p% percentile of the features, denoted by k t ( x, y , t). Finally, we obtain the average distortion score for frequency ( x, y , z ) as
where F is the number of frames of the video. In our implementation, the parameter p for percentile pooling is set to 80%.
Frequency Selection
The final step of our algorithm is to combine the distortion scores d(·) for different spatial-temporal frequencies to predict MOS. For all the test clips in our subjective test, we calculated their distortion scores d( x, y , t) for each frequency and then computed its rank-order correlation coefficients with the MOS obtained in our subjective test. The results are shown in Fig 6. It shows that for each temporal frequency t, the correlation coefficients are roughly concentric around the frequency x = 0, y = 0. In other words, the level of correlation mainly depends on the radial frequency r = 2 x + 2 y . At medium radial frequency, d( x, y , t) achieves very strong correlation with MOS (more than 0.9).
Based on the above observations, we use the sum of distortion scores on selected frequencies to predict the perceptual quality. The overall distortion metric is given by:
where I t ( x, y ) is a binary frequency selection function. Because d( x, y , t) achieves maximum correlation with perceptual quality at medium radial frequencies, we use a simple "band-pass" frequency selection function as follows:
where the parameters Ψ t and Φ t defines the pass-band for the t'th temporal frequency plane. In our implementation, we choose Ψ0 = Ψ1 = Ψ2 = 4, Φ0 = 8, and Φ1 = Φ2 = 6. These parameters are optimized using out database.
PERFORMANCE EVALUATION
We evaluated the proposed metric on the videos tested in our subjective test. We employ a simple linear model to map our quality metric D to the MOS. The fitted model iŝ MOS(D) = −429.7171D + 90.9003.
Our metric gives accurate predictions for perceptual quality. The linear correlation coefficient and the rank order correlation coefficient between the predicted MOS and the MOS is 0.9490 and 0.9518, respectively.
We also compared the performance of our metric with several widely used video quality metrics, including PSNR, SSIM, VQM, and STMAD. The comparison is based on three measurements: 1) rank order correlation coefficients (SROCC); 2) linear correlation coefficients (LCC) and variance of residuals (VoR) between predicted MOS and the empirical MOS. For each metric, we employ the following monotonic logistic regression model recommended by ITU in [11] :
where M is the score given by a video quality metric and MOS pred is the MOS predicted by the quality metric. The Fig. 7 . The SROCC, LCC, and VoR of all the metrics are summarized in Table 2 . The proposed algorithm outperforms all the other quality metrics in all the performance measurements. Note that PSNR, SSIM, VQM and STMAD all need to have access to the original noise-free video, which is typically unavailable for video sharing services such as YouTube. The proposed metric does not need the original video and is thus more appealing for consumer generated video contents.
The parameters of our algorithm such as the numerical stabilizing constant α, visual importance pooling parameter p and frequency selection parameters Φ, Ψ are tuned on our video database. To check if the database is large enough for training the algorithm parameters, we conducted crossvalidations on our database. Each time, we partition our database into a training set and a test set. We tune the parameters of our algorithm on the training set and evaluate the VoR on the test set. We vary the size of the training sets from 20% to 90% of the whole database. For a given training set size, cross-validations are repeated on 1000 random training/test set partitions and the average VoR is then calculated and shown in Fig. 8 . It shows that the VoR decreases quickly as the size of training set increases. When the size of training set covers more than 60% of the database, the average VoR does not decrease further. In other words, using 60% of our database is enough for tuning the parameters of our model and the model parameter trained on our database is reliable.
To further verify out algorithm, we applied the algorithm to 1% of the videos uploaded to YouTube. From these videos, we randomly select 7 videos such that their MOS predicted by the proposed algorithm is around 30, 40, . . . , 90, respectively. We found that their perceptual quality agree well with the predicted MOS.
CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a no-reference quality assess- ment algorithm for video distorted by noise. The algorithm captures the correlation structure of noise by using an estimated PSD. It also incorporated the impact of luminance and visual importance on the noise visibility in its design. The algorithm is trained and validated on a new database of noisy videos that simulates the typical noise patterns encountered in consumer-generated video content. The proposed algorithm can achieve up to 0.95 linear correlation with the MOS obtained from subjective studies, outperforming several high-performance video quality metrics. The database we used for developing our metric only involves the videos distorted by noise. In practice, videos could be distorted by different types of artifacts in the same time. In the future, we plan to combine our noise metric with other artifacts detectors to predict the quality of videos suffering from multiple types of distortions.
