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Abstract
Consider a non-relativistic quantum particle with wave function inside a region
Ω ⊂ R3, and suppose that detectors are placed along the boundary ∂Ω. The ques-
tion how to compute the probability distribution of the time at which the detector
surface registers the particle boils down to finding a reasonable mathematical defi-
nition of an ideal detecting surface; a particularly convincing definition, called the
absorbing boundary rule, involves a time evolution for the particle’s wave func-
tion ψ expressed by a Schro¨dinger equation in Ω together with an “absorbing”
boundary condition on ∂Ω first considered by Werner in 1987, viz., ∂ψ/∂n = iκψ
with κ > 0 and ∂/∂n the normal derivative. We provide here a discussion of the
rigorous mathematical foundation of this rule. First, for the viability of the rule
it plays a crucial role that these two equations together uniquely define the time
evolution of ψ; we point out here how the Hille-Yosida theorem implies that the
time evolution is well defined and given by a contraction semigroup. Second, we
show that the collapse required for the N -particle version of the problem is well
defined. Finally, we also prove analogous results for the Dirac equation.
Key words: Hille-Yosida theorem, detection time in quantum mechanics, time ob-
servable, arrival time in quantum mechanics, contraction semigroup, Schro¨dinger
equation, Dirac equation.
1 Introduction
Suppose an ideal detecting surface is placed along the boundary ∂Ω of a region Ω ⊂ R3
in physical space, and a non-relativistic quantum particle is prepared at time 0 with
wave function ψ0 with support in Ω. Let Z = (T,X) ∈ [0,∞)×∂Ω be the random time
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and location of the detection event; we write Z = ∞ if no detection event ever occurs.
What is the probability distribution of Z? As we have argued elsewhere [12], there is
a simple rule for computing this distribution that is particularly convincing, called the
absorbing boundary rule; its equations were first considered by Werner [16]. According
to this rule, ψ evolves according to the Schro¨dinger equation
i~
∂ψ
∂t
= − ~
2
2m
∇2ψ + V ψ (1)
in Ω with potential V : Ω→ R and boundary condition
∂ψ
∂n
(x) = iκψ(x) (2)
at every x ∈ ∂Ω, where ∂/∂n is the outward normal derivative on the surface, i.e.,
∂ψ
∂n
(x) := n(x) · ∇ψ(x) (3)
with n(x) the unit vector perpendicular to ∂Ω at x ∈ ∂Ω pointing outside Ω, and
κ > 0 is a constant of dimension 1/length that characterizes the type of ideal detector
(wave number of sensitivity). Note that the region Ω does not have to be bounded; for
example, a half-space is allowed.
Then, the absorbing boundary rule asserts,
Probψ0
(
t1 ≤ T < t2,X ∈ B
)
=
t2∫
t1
dt
∫
B
d2x n(x) · jψt(x) (4)
for any 0 ≤ t1 < t2 and any measurable set B ⊆ ∂Ω, with d2x the surface area element
and jψ the probability current vector field defined by ψ, which is
jψ =
~
m
Imψ∗∇ψ . (5)
Note that the boundary condition (2) implies that the current jψ is always outward-
pointing on ∂Ω, i.e., n(x) · jψ(x) ≥ 0, so (2) is an “absorbing” boundary condition,
and one should expect ‖ψt‖ not to be constant but to be a decreasing function of t. It
is taken for granted in (4) that ‖ψ0‖ = 1. Finally, to complete the statement of the
absorbing boundary rule, the probability that no detection ever occurs is
Probψ0(Z =∞) = 1−
∞∫
0
dt
∫
∂Ω
d2xn(x) · jψt(x) = lim
t→∞
‖ψt‖2 . (6)
Among other things, in this paper we deduce from the Hille-Yosida theorem [17, 6,
4, 7] that (1) and (2) define a unique, autonomous time evolution for ψ, provided κ > 0,
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see Theorem 1 below. (If κ < 0 then the boundary condition (2) is not absorbing but
emitting, that is, there is a current coming out of the boundary; we leave open whether
for some Ω the time evolution with κ < 0 might still be well defined; if it is, then ‖ψt‖
will be an increasing function of t. For κ = 0 the boundary condition is a Neumann
boundary condition and thus reflecting. We focus here on κ > 0.)
As we will explain, it follows further that for κ > 0, the probability distribution
given by (4) and (6) is well defined for every ψ0 ∈ L2(Ω,C), and can be expressed in
terms of a POVM (positive-operator-valued measure). We also extend these results to
the Dirac equation (Theorem 3).
In the presence of more than one particle in Ω, the wave function must be collapsed
appropriately when the first particle reaches ∂Ω and triggers a detector, and we have
developed and discussed the appropriate equations in [13]. The N -particle Schro¨dinger
equation in ΩN gets supplemented by the appropriate boundary condition on ∂(ΩN ),
which is
ni(xi) · ∇iψ(x1, . . . ,xN) = iκψ(x1, . . . ,xN) when xi ∈ ∂Ω . (7)
Suppose that at time T 1, the first detector gets triggered, in fact at locationX1 by par-
ticle number I1. Now particle number I1 gets absorbed and removed from consideration,
and the wave function replaced by the conditional wave function
ψ′(x′) = N ψT 1(x′,xI1 =X1) (8)
with x′ ∈ ΩN−1 any configuration of the remaining N−1 particles andN the appropriate
normalizing factor. If ψ is symmetric or anti-symmetric under permutations (as it would
have to be for identical particles) then so will be ψ′. The process now repeats according
to the corresponding equations for N − 1 particles.
For this process to be well-defined, we need to explain what exactly (8) means and
why ψ′ is a well-defined vector in L2(ΩN−1); the difficulty comes from the fact that a
general element of L2(ΩN), such as ψT 1 , does not have well-defined values on a set of
measure 0, such as the set where xI1 =X
1. This point will be addressed by Theorem 2
and its proof.
For further discussion of the absorbing boundary rule, see [12, 13, 14, 3]; a discrete
version on a lattice is described in [3]. For an overview of other proposals for the
detection time distribution in quantum mechanics, see [8]. In Section 2, we describe our
theorems. In Sections 3–7, we give the proofs.
2 Results
2.1 Single Particle
Our first theorem can be formulated as follows.
Theorem 1. Suppose that κ > 0, that Ω ⊂ Rd with d ∈ N is open and has a boundary ∂Ω
that is locally Lipschitz and piecewise C1, and that V : Ω→ R is Laplacian-bounded with
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relative bound < ~2/2m. Then, for every ψ0 ∈ L2(Ω) = L2(Ω,C), (1) and (2) have a
unique solution given by ψt = Wtψ0 for t ≥ 0, whereWt : L2(Ω)→ L2(Ω) are contraction
operators that form a strongly continuous semigroup; the semigroup Wt = exp(−iHt/~)
is generated by the operator −iH/~ with H = −(~2/2m)∇2 + V on the domain formed
by those ψ0 ∈ H2(Ω) which satisfy the boundary condition (2).
We give the proof in Section 3. Here, H2(Ω) denotes the second Sobolev space of
Ω, i.e., the space of ψ0 ∈ L2(Ω) whose second distributional derivatives lie in L2(Ω).
“Piecewise” means finitely many pieces. The condition “locally Lipschitz” is satisfied,
for example, by any smooth boundary (such as a sphere) and by a piecewise smooth
boundary with positive opening angles everywhere at the edges (such as a cube); see [1,
p. 83] for a detailed formulation of this condition.
For an operator V in L2(Ω) to be “Laplacian-bounded with relative bound a > 0”
[9, p. 162] means that its domain includes the domain H2(Ω) of the Laplacian and there
is b > 0 such that for all ψ ∈ H2(Ω),
‖V ψ‖ ≤ a‖∆ψ‖+ b‖ψ‖ . (9)
This condition is trivially satisfied for every a > 0 if the potential V is a bounded
function on Ω. In dimension d = 3 it is also satisfied for every a > 0 if V = V1+V2 with
V1 ∈ L2(Ω) and V2 bounded,1 a class of potentials including the Coulomb potential with
arbitrary prefactor.
The terminology “contraction” means that ‖Wtψ‖ ≤ ‖ψ‖; “semigroup” means that
WtWs = Wt+s and W0 = I (the identity operator); “strongly continuous” means that
limt→0 ‖Wtψ0 − ψ0‖ = 0 for every ψ0 ∈ L2(Ω). Since Wt is in general not unitary, ‖ψt‖
is in general < 1 for t > 0 and has the physical meaning of
‖ψt‖2 = Probψ0(T > t) . (10)
The spectrum of a contraction W lies in the closed unit disk {z ∈ C : |z| ≤ 1} in
the complex plane; however, W is not necessarily diagonalizable. The generator H of
a contraction semigroup has spectrum in the lower half plane {z ∈ C : Im z ≤ 0};
again, H need not be diagonalizable. In the present case neither Wt nor H are unitarily
diagonalizable (they are not normal operators, i.e., do not commute with their adjoints),
as we show in Remark 2 in Section 4. At least in some cases, H can be diagonalized,
but the eigenfunctions are not mutually orthogonal [15, 3].
The next question that arises is whether the probability distribution (4) is well
defined for a general ψ. The difficulty comes from the fact that (4) involves evaluating
1This is shown in [9, p. 165] for Rd but can be obtained in a similar fashion also for Ω: Consider
first ϕ ∈ C∞
0
(Ω) ⊂ C∞
0
(Rd) and use the fact that for any given a > 0 and ϕ ∈ C∞
0
(Rd), there is
b > 0 with ‖ϕ‖∞ ≤ a‖∆ϕ‖2 + b‖ϕ‖2. Since ‖V ϕ‖2 ≤ ‖V1‖2‖ϕ‖∞ + ‖V2‖∞‖ϕ‖2, it follows that V
is Laplacian-bounded with arbitrarily small relative bound on C∞
0
(Ω). Since H2(Ω) is complete in
the second Sobolev norm, every element ψ is a limit of ϕn ∈ C∞0 (Ω) with ∆ϕn → ∆ψ, so that V is
Laplacian-bounded with arbitrarily small relative bound also on H2(Ω).
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ψt on the boundary ∂Ω, and ψt may fail to be continuous; since a general element ψt in
L2(Ω) is an equivalence class of functions modulo arbitrary changes on a set of volume
0, and since ∂Ω has volume 0, it is not well defined what ψt is on ∂Ω. A solution to this
problem, due to Werner [16], can be summarized as follows.
Corollary 1. There is a POVM Eκ(·) on [0,∞)×∂Ω∪{∞} acting on L2(Ω) such that
the probability distribution
Probψ0(Z ∈ · ) = 〈ψ0|Eκ(·)|ψ0〉 (11)
(defined for every ψ0 ∈ L2(Ω) with ‖ψ0‖ = 1) agrees with (4) and (6) (with d − 1
dimensional surface integrals) whenever the latter expressions are well defined.
We have included a proof in Section 5, following Werner’s argument.
2.2 Many Particles
We now turn to the case of N particles. To begin with, we obtain from Theorem 1
by replacing Ω → ΩN and d → Nd that the time evolution up to the first detection
event, and the distribution of the detection time and place, are well defined for any
ψ0 ∈ L2(ΩN ):
Corollary 2. Let N ∈ N, κ > 0, Ω ⊂ Rd as before, and V : ΩN → R as before. Then
the N-particle Schro¨dinger equation (1) in ΩN and boundary condition (7) define a
contraction semigroup (Wt)t≥0 on L
2(ΩN ) and a POVM Eκ(·) on [0,∞)×∂(ΩN )∪{∞}
such that, for any ψ0 ∈ L2(ΩN ) with ‖ψ0‖ = 1, the joint distribution of T 1,X1, I1 exists
and is the appropriate marginal of 〈ψ0|Eκ(·)|ψ0〉.
Next, we construct the entire process of N detections; the crucial step is to guarantee
the existence of the collapsed wave function.
Theorem 2. Let ψt ∈ L2(ΩN) follow the N-particle evolution with boundary condition
(7), and ‖ψ0‖ = 1. If T 1 < ∞, then, with probability 1, ψ′ is a well defined element of
L2(ΩN−1); its probability distribution, conditional on T 1 = t and I1 = i, is well defined
over the unit sphere in L2(ΩN−1). The density matrix ρ′ associated with this distribution
is of the form C |ψt〉〈ψt|, where C is a completely positive map defined on the trace class
of L2(ΩN). Moreover, if the potential Vk : Ω
k → R for k particles is Laplacian-bounded
with bound < ~2/2m for every k = 1, . . . , N , then the joint distribution of the detection
times and places of all the particles exists and is defined by a POVM.
The condition on Vk is satisfied in particular for bounded potentials and in d = 3 for
Coulomb pair potentials
∑
i 6=j eiej/|xi − xj | with arbitrary constants ei.
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2.3 Dirac Particle
Our third theorem is an analog of Theorem 1 for the Dirac equation. In the version of
the absorbing boundary rule for the Dirac equation on Ω ⊂ R3, described in [14], the
Schro¨dinger equation (1) is replaced by the Dirac equation
i~
∂ψ
∂t
= −ic~α · ∇ψ +mc2βψ + V ψ , (12)
where ψt : Ω → C4 is spinor-valued and the potential V may take values in the set
Herm(C4) of Hermitian (i.e., self-adjoint) complex 4×4 matrices. The boundary condi-
tion (2) is replaced by the “semi-ideal absorbing boundary condition” [14] for the Dirac
equation, (
n(x) ·α+ θβ)ψ(x) = √1 + θ2 ψ(x) (13)
for all x ∈ ∂Ω, with θ ∈ R a parameter roughly analogous to κ. Since for any unit vector
u, u · α + θβ is a 4 × 4 matrix with eigenvalues ±√1 + θ2 [14], each of which has an
eigenspace of (complex) dimension 2, the condition (13) can equivalently be expressed
by saying that ψ(x) has to lie in a particular (x-dependent) 2-dimensional subspace of
spin space C4, viz., the eigenspace of n(x) · α + θβ with eigenvalue +√1 + θ2. Again,
the boundary condition (13) implies that the probability current
jψ = ψ†αψ (14)
points outward, i.e., n(x) · jψ(x) ≥ 0, for x ∈ ∂Ω. The rule asserts that the joint
distribution of T and X is given by (4) and (6) with j given by (14) instead of (5) and
ψ evolved by (12) and (13).
Theorem 3. Suppose that Ω ⊂ R3 is open and has a boundary ∂Ω that is locally
Lipschitz and piecewise C1, and that V : Ω → Herm(C4) is relatively bounded with
respect to the free Dirac operator −ic~α · ∇+mc2β with relative bound < 1. Then, for
every ψ0 ∈ L2(Ω,C4), (12) and (13) have a unique solution in the sense that ψt = W˜tψ0
for t ≥ 0, where W˜t : L2(Ω,C4) → L2(Ω,C4) are contraction operators that form a
strongly continuous semigroup; the semigroup W˜t = exp(−iH˜t/~) is generated by the
operator −iH˜/~ with H˜ = −ic~α · ∇ + mc2β + V on the domain formed by those
ψ0 ∈ H1(Ω,C4) which satisfy the boundary condition (13).
We give the proof in Section 7. The assumption on V is satisfied, e.g., for bounded
V and for Coulomb potentials C/|x| with prefactor C < c~/2 [11, p. 114].
Corollary 3. There is a POVM E(·) on [0,∞)× ∂Ω ∪ {∞} acting on L2(Ω,C4) such
that the probability distribution
Probψ0(Z ∈ · ) = 〈ψ0|E(·)|ψ0〉 (15)
(defined for every ψ0 ∈ L2(Ω,C4) with ‖ψ0‖ = 1) agrees with (4) and (6), based on (12),
(13), and (14), whenever the expressions in (4) and (6) are well defined.
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The proof of Corollary 3 is completely analogous to that of Corollary 1.
For an overview of the theory of boundary conditions for the Dirac equation, see
[2]. For work on boundary conditions for the Dirac equation that lead to a self-adjoint
Hamiltonian, see [5]. For a general characterization of the reflecting boundary conditions
for the Dirac equation, as well as of the interior-boundary conditions, see [10].
3 Proof of Theorem 1
Theorems 1 and 3 are applications of
Theorem 4 (Hille-Yosida Theorem for Contraction Semigroups [17, 6, 4, 7]). Let H
be a linear operator defined on a linear subspace D(H) of the Banach space H . Then
−iH/~ generates a strongly continuous semigroup of contractions Wt = e−iHt/~ if and
only if
1. H is closed, D(H) is dense in H , and
2. every λ > 0 belongs to the resolvent set of −iH and satisfies
∥∥(λI + iH)−1∥∥ ≤ 1
λ
. (16)
Here, the Banach space is the Hilbert space H = L2(Ω), and H = −(~2/2m)∇2+V
on the following domain D(H). By the Stein extension theorem [1, p. 146, 154], every
f ∈ Hk(Ω) possesses an extension in Hk(Rd). Since, by Rademacher’s theorem, every
Lipschitz function is differentiable almost everywhere, a surface area measure dd−1x and
a Hilbert space L2(∂Ω, dd−1x) are uniquely defined on ∂Ω, and n(x) is defined almost
everywhere on ∂Ω. By the Sobolev imbedding theorem [1, p. 85], functions f ∈ Hk(Rd)
for k ≥ 1 possess a “trace” on any affine hyperplane P ⊂ Rd, i.e., an unambiguous
restriction to P that lies in L2(P, dd−1x). For d > 1, ∂Ω consists not necessarily of
hyperplanes but C1 surfaces, and a suitable version of the Sobolev imbedding theorem
[1, p. 164] provides a trace of f ∈ H1(Rd) or ψ ∈ H1(Ω) also in this case. Since ∂Ω
is assumed to consist of finitely many C1 surfaces, a trace in L2(∂Ω, dd−1x) exists for
ψ ∈ H1(Ω) (and thus also for ψ ∈ Hk(Ω) with k > 1). Thus, for ψ ∈ H2(Ω), both ψ and
∇ψ (whose d components lie in H1(Ω)) can be evaluated on ∂Ω, and (2) is a meaningful
condition that defines a linear subspace of H2(Ω); this subspace is D(H).
The Laplacian maps H2(Ω) to L2(Ω). Since V is Laplacian-bounded, the differential
expression H = −(~2/2m)∆ + V is still well defined on H2(Ω), in particular on D(H),
and yields Hψ ∈ L2(Ω). D(H) is dense in L2(Ω) because, for example, the smooth
functions with compact support in Ω (away from ∂Ω), all of which lie in D(H), are
dense in L2(Ω).
To see that H is a closed operator, i.e., that the graph of H is a closed set in
L2(Ω) × L2(Ω), it suffices to verify that D(H) is complete in the graph norm ‖ψ‖H :=
‖Hψ‖ + ‖ψ‖. In our case, the graph norm is equivalent to the second Sobolev norm
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‖ · ‖H2(Ω), as follows from standard arguments using that V is Laplacian-bounded with
bound < ~2/2m. Hence, it suffices to show that D(H) is complete in the Sobolev norm.
This follows from the well-known fact that H2(Ω) is complete in the Sobolev norm
and the further fact that D(H) is a closed subspace of H2(Ω). The latter in turn follows
from the fact that D(H) is the kernel of a bounded operator T : H2(Ω)→ L2(∂Ω), viz.,
the trace operator that maps ψ : Ω → C to ∂ψ/∂n − iκψ : ∂Ω → C. This operator is
bounded in the relevant norms according to the Sobolev imbedding theorem [1, p. 164].
The upshot so far is that H is closed, so hypothesis 1 of Theorem 4 is satisfied.
The remainder of the proof consists of verifying the condition (16) for λ > 0 (which
also implies that λ belongs to the resolvent set of −iH). Condition (16) is equivalent to
∥∥(λI + iH)ψ∥∥2 ≥ λ2‖ψ‖2 for all ψ ∈ D(H) . (17)
Since
∥∥(λI + iH)ψ∥∥2 = 〈λψ + iHψ|λψ + iHψ〉 (18)
= λ2‖ψ‖2 + ‖Hψ‖2 − 2λ Im〈ψ|Hψ〉 , (19)
it suffices to show that
Im〈ψ|Hψ〉 ≤ 0 . (20)
Now, let ∇ψ denote the distributional derivative, which lies in H1(Ω,Cd); by the Stein
extension theorem, we can extend both ψ and ∇ψ outside Ω; then we exploit that we
can integrate by parts (i.e., use the Ostrogradski–Gauss integral theorem) for functions
from H1(Rd). We thus obtain from the boundary condition (2) that
〈ψ|Hψ〉 = − ~2
2m
∫
Ω
ddxψ∗∇2ψ + 〈ψ|V ψ〉 (21)
= − ~2
2m
∫
Ω
ddx∇ · (ψ∗∇ψ) + ~2
2m
∫
Ω
ddx (∇ψ∗) · (∇ψ) + 〈ψ|V ψ〉 (22)
= − ~2
2m
∫
∂Ω
dd−1xψ∗n · ∇ψ + ~2
2m
‖∇ψ‖2 + 〈ψ|V ψ〉 (23)
= −iκ ~2
2m
∫
∂Ω
dd−1x |ψ|2 + ~2
2m
‖∇ψ‖2 + 〈ψ|V ψ〉 , (24)
so
Im〈ψ|Hψ〉 = −κ ~2
2m
∫
∂Ω
d2x |ψ|2 . (25)
Thus, the sufficient condition (20) is satisfied for κ ≥ 0 (but not for κ < 0). This
completes the proof of Theorem 1.
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4 Remarks
1. Suppose we replace iκ in the boundary condition (2) by any complex number ν+iκ
with ν, κ ∈ R, so that (2) becomes
∂ψ
∂n
(x) = (ν + iκ)ψ(x) . (26)
If κ > 0, then this boundary condition is still absorbing, i.e., one that forces the
current to point outward. We see from the proof of Theorem 1 that also with this
boundary condition a contraction semigroup is generated (and thus the evolution
is well defined) because
〈ψ|Hψ〉 = −(ν + iκ) ~2
2m
∫
∂Ω
d2x |ψ|2 + ~2
2m
‖∇ψ‖2 + 〈ψ|V ψ〉 , (27)
so (25) remains valid.
2. Unlike self-adjoint Hamiltonians, H is not unitarily diagonalizable for κ > 0, as
we prove below. (We note also that the Hamiltonian of the discrete version of the
absorbing boundary rule for a quantum particle on a lattice [3] is easily checked
to be non-normal (HH∗ 6= H∗H), and thus not unitarily diagonalizable.) It seems
that, at least in many cases, a complete set of (generalized, non-normalizable)
eigenfunctions exists, but they are not mutually orthogonal [15].
One says that an operator A in H is unitarily diagonalizable if and only if there is
a generalized orthonormal basis, i.e., a unitary isomorphism U : H → L2(S, µ) for
some measure space (S, µ), such that M = UAU−1 is the multiplication operator
by some function f : S → C. The domain D(M) on which the graph of M is
closed is given by
D(M) =
{
ψ ∈ L2(S, µ) :
∫
S
|f(s)ψ(s)|2 µ(ds) <∞
}
. (28)
Since the adjoint T ∗ of any operator T with domain D(T ) is defined on the domain
D(T ∗) =
{
ψ ∈ H : ∃φ ∈ H : ∀χ ∈ D(T ) : 〈ψ|Tχ〉 = 〈φ|χ〉
}
(29)
(and given there by T ∗ψ = φ), the adjoint M∗ of a multiplication operator M has
domain D(M∗) = D(M) and is given there by multiplication by f ∗.
We show that H has domain D(H) different from D(H∗), while the graph of H
is closed, so it follows that H cannot be unitarily diagonalizable. Since D(H) ⊂
H2(Ω), if D(H∗) is not a subset of H2(Ω) then we are done; so suppose D(H∗) ⊆
H2(Ω). To identify which ψ ∈ H2(Ω) lie in D(H∗), we need to consider, for all
χ ∈ D(H),
〈ψ|Hχ〉 = − ~2
2m
∫
Ω
d3xψ∗∇2χ+ 〈ψ|V χ〉 . (30)
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Integrating by parts twice, we obtain that
〈ψ|Hχ〉 = − ~2
2m
∫
∂Ω
d2x
(
ψ∗n · ∇χ− (n · ∇ψ∗)χ
)
− ~2
2m
∫
Ω
d3x (∇2ψ∗)χ+ 〈V ψ|χ〉 (31)
= − ~2
2m
∫
∂Ω
d2x
(
ψ∗ (iκχ)− (n · ∇ψ∗)χ
)
+ 〈(− ~2
2m
∇2 + V )ψ|χ〉 (32)
= − ~2
2m
∫
∂Ω
d2x
(
(iκψ∗ − n · ∇ψ∗)χ
)
+ 〈(− ~2
2m
∇2 + V )ψ|χ〉 . (33)
The only case in which this is of the form 〈φ|χ〉 is when the first term vanishes
and φ = (− ~2
2m
∇2 + V )ψ. Thus,
D(H∗) =
{
ψ ∈ H2(Ω) : ∀x ∈ ∂Ω : ∂ψ
∂n
(x) = −iκψ(x)
}
(34)
and H∗ψ = − ~2
2m
∇2ψ + V ψ there. In particular, D(H∗) 6= D(H), so H is not
unitarily diagonalizable.
5 Proof of Corollary 1
For any ψ0 ∈ D(H), also ψt = exp(−iHt/~)ψ0 lies in D(H). Moreover, for any ψ ∈
D(H), n(x) · jψ(x) = (~κ/m)|ψ(x)|2 on ∂Ω, and the restriction of ψ to ∂Ω is well
defined as an element of L2(∂Ω, dd−1x) (in particular, well defined up to changes on
sets of area 0) by virtue of the Sobolev imbedding theorem [1, p. 164] and the fact that
D(H) ⊂ H2(Ω). It follows that for ψ0 ∈ D(H) with ‖ψ0‖ = 1, (4) and (6) together
define a probability distribution on Z = [0,∞)× ∂Ω ∪ {∞}.
Now define, for ψ0 ∈ D(H), Jψ0 to be
√
~κ/m times the function on [0,∞) × ∂Ω
such that Jψ0(t, ·) is the restriction of ψt to ∂Ω. Then Jψ0 ∈ L2
(
[0,∞)×∂Ω, dt dd−1x),
and
‖Jψ0‖2 = ~κ
m
∫ ∞
0
dt
∫
∂Ω
dd−1x |ψt(x)|2 = ‖ψ0‖2 − lim
t→∞
‖ψt‖2 ≤ ‖ψ0‖2 . (35)
(Note that limt→∞ ‖ψt‖2 exists because t 7→ ‖ψt‖2 is a non-negative, decreasing func-
tion.) The fact ‖Jψ0‖ ≤ ‖ψ0‖ means that J : D(H) → L2
(
[0,∞) × ∂Ω, dt dd−1x) is a
bounded operator with operator norm no greater than 1 (i.e., a contraction). Thus, J
possesses a unique bounded extension to L2(Ω), which we will also denote by J .
For arbitrary ψ0 ∈ L2(Ω) (outside D(H)) with ‖ψ0‖ = 1, |Jψ0(t,x)|2 is the joint
probability density of T and X, and 1 − ‖Jψ0‖2 = Probψ0(Z = ∞); that is, the
distribution of Z is well defined. The POVM Eκ is given on [0,∞)× ∂Ω by
Eκ(·) = J∗P (·)J , (36)
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where P is the natural PVM (projection-valued measure) on L2
(
[0,∞)× ∂Ω, dt dd−1x).
(The natural PVM on L2(X, µ) associates with every measurable subset B of the mea-
sure space (X, µ) the projection to the subspace consisting of the functions vanishing
outside B.) The definition of Eκ is completed by setting Eκ({∞}) = I − J∗J , which
is a positive operator by (35). It follows that Eκ
(
[0,∞) × ∂Ω ∪ {∞}) = I, so Eκ is
a POVM, and that (11) agrees with (4) and (6) for ψ0 ∈ D(H). It also follows that
Eκ({∞}) = limt→∞W ∗t Wt because W ∗t Wt = Eκ([t,∞)× ∂Ω ∪ {∞}).
6 Several Particles
The main new issue about the case of several particles is whether the collapsed wave
function ψ′ in (8) is well defined. To this end, we begin with some general considerations
about conditional wave functions.
6.1 Conditional Wave Functions
It is a general fact that conditional wave functions are well defined and square-integrable
with probability 1. That is, when considering ψ ∈ L2(A × B) with ‖ψ‖ = 1 and a
random variable A taking values in A with |ψ|2 distribution, i.e.,
Prob(A ∈ S) =
∫
S
da
∫
B
db |ψ(a, b)|2 (37)
for all (measurable) subsets S of A , then the question is whether the conditional wave
function ψ′(b) = ψ(A, b) can be formed and lies in L2(B). (We have dropped the
normalizing factor for simplicity.) To this end, we pick any function ψ˜ belonging to the
equivalence class of functions that ψ is and set ψ′(b) = ψ˜(A, b). By Fubini’s theorem, the
set of a values such that b 7→ ψ˜(a, b) is not square-integrable has measure 0 in A ; thus,
A has probability 1 to be such that ψ′ is square-integrable. If we had picked another
function ψˆ instead of ψ˜, then ψˆ would differ from ψ˜ on a set M of measure 0 in A ×B.
The distribution (37) of A is independent of whether we choose ψ˜ or ψˆ. The set of a
values such that M ∩ ({a} ×B) has positive measure in B, has measure 0 in A (else
M would have positive measure); thus, A has probability 1 to be such that b 7→ ψ˜(A, b)
agrees with b 7→ ψˆ(A, b) except on a set of measure 0 in B, thus defining the same
element of L2(B). Put differently, the probability distribution over L2(B) that is the
distribution of ψ′ is independent of the choice of ψ˜. This is what we mean when saying
that ψ′ is well defined with probability 1.
6.2 Proof of Corollary 2
We formulate the proof for 3 space dimensions. We want to apply Theorem 1 to d = 3N
and ΩN instead of Ω. The boundary ∂(ΩN ) consists of N faces Fi corresponding to xi
reaching the boundary ∂Ω while the other xj remain in the interior of Ω, ∂(Ω
N ) = ∪iFi.
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Since ∂Ω is locally Lipschitz and piecewise C1, so is ∂(ΩN ); note that even if ∂Ω is C1,
∂(ΩN ) will have edges. By Theorem 1, the time evolution of ψ in ΩN exists for all t > 0,
and by (the 3N -dimensional version of) Corollary 1 there is a well defined distribution
for the time T 1 and location X1 at which the first detector gets triggered (if any ever
gets triggered), as well as the number I1 of the particle that triggered it.
As explained in Section 5 for N = 1, Jψ0, defined now for the 3N -dimensional case,
is a well defined element of
L2
(
[0,∞)× ∂(ΩN )) = L2([0,∞)× ∂(ΩN ), dt d3N−1x) = ⊕iL2([0,∞)× Fi) (38)
for arbitrary ψ0 ∈ L2(ΩN). The joint distribution of T 1,X1, I1 is a suitable marginal of
|Jψ0|2 (ignoring the other xj). Now Corollary 2 follows.
6.3 Proof of Theorem 2
We formulate the proof for 3 space dimensions. Writing FI1 as ∂Ω × ΩN−1, with the
first factor referring to xI1, and L
2
(
[0,∞)× Fi
)
as L2
(
[0,∞)× ∂Ω × ΩN−1), ψ′ is the
conditional wave function with A = [0,∞) × ∂Ω, B = ΩN−1, A = (T 1,X1), b = x′;
thus, ψ′ is with probability 1 a well-defined element of L2(ΩN−1).
The density matrix ρ′ = E|ψ′〉〈ψ′| (where E means expectation value) associated
with the distribution of ψ′ (conditional on T 1 = t and I1 = i) is ρ′ = C |ψt〉〈ψt| with
C ρ =
~κ
m
∫
∂Ω
d2xi 〈xi|ρ|xi〉 , (39)
where |xi〉 is a partial ket (in the xi variable only), so 〈xi|ρ|xi〉 is an operator on
L2(ΩN−1).
Once we have that ψ′ is well defined, we can feed that into a new round of solving
a Schro¨dinger equation with the absorbing boundary condition (7) for N − 1 parti-
cles, starting at time T 1 and resulting in the detection of particle I2 at time T 2 and
location X2. It remains to show that the joint distribution of Z1 = (T 1, I1,X1) and
Z2 = (T 2, I2,X2) (and Z3, . . . , ZN) comes from a POVM. The key fact here is that the
normalization factor N in the definition (8) of ψ′ is related to the probability density
fi(t,x) of Z
1 at the realized value of Z1 (which led to ψ′) according to
N−2 = fI1(T 1,X1) = 〈ψ0|EN(dt d
2x× {i})|ψ0〉
dt d2x
(I1, T 1,X1) (40)
with EN(·) the POVM governing the distribution of Z1. As a consequence, the joint
density fii′(t,x, t
′,x′) of Z1 and Z2, which by definition is
fii′(t,x, t
′,x′) =
〈ψ0|EN(dt d2x× {i})|ψ0〉
dt d2x
〈ψ′|EN−1(dt′ d2x′ × {i′})|ψ′〉
dt′ d2x′
, (41)
turns out to be
fii′(t,x, t
′,x′) = 〈ψt|EN−1(dt
′ d2x′ × {i′})⊗ |xi = x〉〈xi = x|
dt′ d2x′
|ψt〉 . (42)
Thus, the joint distribution is defined by a POVM.
12
7 Proof of Theorem 3
Now the domain D(H˜) is defined in terms of the first Sobolev space H1(Ω,C4); by the
Stein extension theorem, ψ ∈ H1(Ω,C4) possesses an extension in H1(R3,C4), and by
the Sobolev imbedding theorem, it possesses a trace on ∂Ω, so the boundary condition
(13) is meaningful and defines a subspace of H1(Ω,C4), which is D(H˜). This subspace is
dense in L2(Ω,C4) because, for example, it contains the smooth functions with compact
support in the interior of Ω, which are dense. That H is closed follows along the same
lines as in the proof of Theorem 1 by verifying that the graph norm is equivalent to the
first Sobolev norm.
To verify (20) for H˜ and ψ ∈ D(H˜), we make the following calculation, in which ∇ψ
means again the distributional derivative of ψ:
Im〈ψ|H˜ψ〉 = 1
2i
〈ψ|H˜ψ〉 − 1
2i
〈H˜ψ|ψ〉 (43)
= − c~
2
∫
Ω
d3xψ†α · ∇ψ − c~
2
∫
Ω
d3x (α · ∇ψ)†ψ
+
1
2i
〈ψ|(mc2β + V )ψ〉 − 1
2i
〈(mc2β + V )ψ|ψ〉 (44)
= − c~
2
∫
Ω
d3x∇ · (ψ†αψ) (45)
since α1, α2, α3, and β are self-adjoint matrices and V is assumed Hermitian-valued.
Exploiting the boundary condition (13) and again the fact that integration by parts can
be applied to functions from the first Sobolev space, we obtain that
Im〈ψ|H˜ψ〉 = − c~
2
∫
∂Ω
d2xn · (ψ†αψ) (46)
= − c~
2
∫
∂Ω
d2xψ†
(√
1 + θ2 − θβ)ψ (47)
≤ 0 (48)
because β has eigenvalues ±1, so √1 + θ2 − θβ is a positive definite matrix. This
completes the proof of Theorem 3.
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