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Submitted by Kenneth L. Cooke 
The existence of eigenvalues for second-order linear equations with a 
combination of integral and nonseparated boundary conditions is proved. This 
generalizes some recent results, due to Etgen and Tefteller, and W. M. 
Whybum. 
There has been considerable interest over the years in establishing the 
existence of eigenvalues for systems of differential equations with other than 
separated boundary conditions [l-6]. 
The majority of these deal with the linear case and its adjoint. A funda- 
mental paper is [3], which treats two linear first-order equations with one 
point boundary condition and one integral boundary condition. Recently 
Etgen and Tefteller [I] considered more general conditions, and proved the 
existence of eigenvalues using a new proof. They then reproved the result of 
[3] using their method. In this brief note we show ,that by altering one of 
Etgen and Tefteller’s hypotheses we have a theorem to which their result 
and Whyburn’s are elementary corollaries. 
We consider a pair of equations 
(dy/dx) = K(x, h)z, 
with the conditions 
(dz/fh) = g(x, A)y (1) 
where 
* Lt. (jg), United States Navy. 
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In the above, a?, p, etc., h, g, etc., are arbitrary functions subject to some 
hypotheses given below. The limits are -cc < a < b < cc, and X is an 
eigenvalue assumed to be in some domain A* - E < h < A* + E, 0 < E < 5. 
Whyburn’s problem is the case yi = ya = 6, = Sz = 0. Our conclusion is 
that, subject to certain hypotheses, Eqs. (1) and (2) have an infinite number of 
eigenvalues which lie in certain sets. 
Such problems can arise in two situations that we can envision. In the first 
we consider problems governed by the system of differential equations (1) 
where we impose the boundary conditions (i) a “radiation flus” condition (2a) 
is imposed at the left boundary, and (ii) the medium is dissipative, with 
“absorption” coefficient h per unit length, so that the radiation flux at the 
left boundary is equal to that at the right boundary plus the total absorption 
given by the integral term. The second application follows from an observa- 
tion by Krall [7] that the eigenfunctions of (l), (2) form a basis for the formal 
solution of the nonhomogeneous problem 
dy/d.v = k(x, A) z + fi , 
dz/dx = g(x, A) y + 6: + k(x, A), 
with nonintegral boundary conditions. 
Our hypotheses are: 
Hi: For each .Y in X, k(x, A), g(x, A), and h(x, A) are continuous on L, 
where S = {x: a < x < 6) and L = (A: A* - E -c: X < A* + 6). 
Hz: For each X in L, k(x, A), g(x, A), and h(s, A) are measurable on S. 
There exists a Lebesgue measurable function M(x) on A’ such that 
, and 1 h(s, A)\ < M(x) on S ,.’ L. 
ITA: k(x, A) > 0 on S x L. 
H,: The functions a(X), /3(X), ri(h), and S,(A) are continuous on L. 
H,: G(h) -+ /3’(X) > 0 on L; and without loss of generality we may 
normalize to obtain 
H7: /3(X) > 0 on L. 
H,: h(s, X)jk(.x, A) is integrable, nonnegative, and nondecreasing in s 
for all h in L. 
H,: y,(h) :> [yl”(X) + S12(X)11” 3 0 on L. 
The hypotheses above are identical to Etgen and Tefteller’s except for H, . 
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To state our result we first introduce the Priifer substitution 
y(x, A) = Y(s, A) sin v(X, A), 
x(x, A) = Y(X, A) cos v(x, A), 
(4) 
which defines Y(X, A) and v(x, A). Substitution of (4) in (1) gives differential 
equations for Y and v. Our theorem is then 
THEOREM. Assume HI-H, hold, let y(x, A) and z(x, A) be solutions of (1) 
such that 
(5) 
and assume H,,: ~(6, A) >, 1 on L and ~(6, A) 2 Y(X, A) for each h on L. If given 
a X interval L, m is the least nonnegative integer such that inf,,,L ~(6, A) < 
(2m + 1) 7r/2, n is an integer such that supAEL ~(6, A) > (2n + 1) n/2, and 
n > m + 1, then there exist at least p, p = n - m, nonempty sets of eigenvalues, 
Tt,, Tl , Tz 9..., T,-, , for the boundary value problem (l), (2). Moreover, the 
number of distinct e&nvalues for (l), (2) is at least p/2 if p is ezqen and at least 
(p + 1)/2 ;fp is odd. 
Proof. The proof is essentially that of [l] except for the use of H, , so the 
reader is referred to [ 1 J for most of the details. 
The hypotheses HI-H, guarantee a smooth solution which satisfies the 
initial condition (5). Our problem is to show that there exist h’s such that 
this solution also satisfies (2b), which is done by showing that the right side 
and left side of (2b) change continuously between certain limits and must 
be equal at various places in between. 
Substituting (4) into (2b), we obtain; using H, , 
r&V sin $a, 4 + W) ~0s $a, A> = r(h4f (6,X) + Wb, A), (6) 
where 
f (6, A) = y2(X) sin ~(6, A) + S,(X) cos ~(6, A). 
The left side of (6) is equal to [y12 + Sr2] sin[v(a, X) + 0(A)], where 
sin W) = W)l[r~*(4 + h2(Wl. 
Now, define Q(A) by 
Q,(X) = 46, A)f @,A) + W, W, 
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so that Q(X) is the right-hand side of (6). Next, we fix h on L and consider 
~(b, A) = 1” htt, A) +, A) dt = f” $+Q, h) dt. 
a -0 , 
Hypothesis N, allows the application of a mean value theorem for integrals 
to obtain 
We let ,F and x* be the values of x on A’ such that 
IVe now have 
%f$ j” y’(t, A) dt = 1”’ f(t, A) dt. s .r* 
v, 4 . - + W, 4 [ sm v(b, A) - r(b, 4 ] .f(b, A) 
< a4 
< 4 3 ‘, f(b, A) + -$& [sin a(b, A) - $$A$ sin zl(.y*, A)] 1 , 
(7) 
but since ?I = m + p, p > 1, and since o(b, A) is continuous in A, there exist 
pl values of A, A, ,..., ADPI on (As , A,) such that a(b, Xi) = [2(m + j) + l] a/2, 
j = 1, 2 ,..., p - 1. We may assume h, < A, < ... < A,_, . Now, choose 
any integer j, 0 <j <p - 1, and without loss of generality, assume 
sin zfb, Aj) = 1. Then sin zfb, h,+r) = - 1. Then from (7) we have 
i h(b, hj) CYhj) 2 r(b, 4) irz(A,) + ___ h(b, hj) 1 
Similarly-, 
15 [Jfl”(Aj) + S,2(hj)]’ ” ., 
12 [y12(Xj) f Sc(X,)]1’2 sin[o(a, A,j -+ 8(x,)]. 
Q(hj+l) G [Y12(hj+l) + 812(Xj+~)11’2 sin[46 xj+l) + e(xj,l)]* 
using conditions H, , Ha, and H,, . Therefore, as X increases from h, to 
562 DUNNE AND COMSTOCK 
hj+r , Q(h) changes continuously in value from not less than [y12(A) + S,*(h)]‘:’ 
to not more than the negative of the same value for j = 0, I,..., p - 1. 
However, we also know that 
hV) + ~12(411~ I sin[(a, A) + B(h)]J ,< [y12(h) + S12(A)]lie. 
Thus there must be at least one value of h on [Aj , hi+,] with the property that 
(6) is satisfied. The rest follows as in [l]. 
Since Etgen and Tefteller’s Theorem 1 has H, replaced by 
H,*: Assume 0 < yrs + S12 < 1 and Y2b 1, 
it is clear that their theorem is a special case of ours. And their Theorem 2, 
Whyburn’s [3] result, has no H, , but has the condition (2b) replaced by 
H(b, A) = j” k(t, A) z(t, A) dt = 0, 
n 
which is given y1 = y2 = 6, = 6, = 0, a case included in our H, . 
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