Abstract. We prove global limit theorems for U -statistics and von Mises functionals. The rate of convergence in these theorems is also obtained.
Results
Let x 1 , . . . , x n be independent identically distributed random variables assuming values in a measurable space (χ, A). The U -statistic and von Mises functional are defined for x 1 , . . . , x n by U n = 2 n(n − 1) 
Now we consider a degenerate kernel, that is, we deal with the case of σ = 0. Denote by S the linear operator S : f → E(Φ(x 1 , x)f (x 1 )) and expand the kernel Φ(x, y) into a series with respect to its eigenvalues and eigenfunctions:
Theorem 5. Let σ = 0 and
where
, and N k is a standard Gaussian random variable, k ≥ 1. Theorem 6. Let σ = 0 and
Remark. It will be seen from the proofs of the theorems that an analogous result holds for the metric χ s , s > 1, too.
Auxiliary results
To prove the theorems we need some auxiliary results.
, where x (s) = |x| s−1 x for s ≥ 1, and
where inf is taken over all joint distributions P X,Y whose marginal distributions P(X < x) and P(Y < y) are fixed.
where 1 ≤ s ≤ p, and
In Lemma 2, c > 0 is a constant depending only on s and p; for example, one can take c = 74 in the case of 1 ≤ s < p ≤ 3.
The first assertion of Lemma 2 follows from Theorem 2.1 in [6] . The second assertion of Lemma 2 follows from a nonuniform bound in the central limit theorem (see [7, Chapter V, Theorem 14] for the case of p ≥ 3, and [8] for the case of p ≤ 3).
Lemma 3 (see [2, Theorem 2.1.3 and relation (4.2.8)])
. Let E Φ 12 = 0, σ = 0, and
Proofs of the theorems
We prove the results for the von Mises functional (Theorems 2, 4, and 6). The results for the U -statistic (Theorems 1, 3, and 5) can be proved similarly. The following representation is crucial for the proof of Theorems 1, 3, and 5:
Proof of Theorems 2 and 4.
The triangle inequality for the metric χ 1 implies
Using the relation between the metrics χ 1 and τ 1 (Lemma 1) and the Hoeffding representation (see [1] - [3] )
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use It follows from (1) that
Lemmas 2 and 3 imply that
Theorem 2 is proved. Theorem 4 also follows from relation (2). Indeed,
by Lemma 2. For E |g 1 | 2+δ < ∞ we have
by Lemma 3. Theorem 4 is proved.
Proof of Theorem 6.
Using the expansion of a kernel into a series with respect to a system of orthonormal functions {e j },
we obtain nV n = 1 n n i,j=1
is a sum of independent identically distributed random variables such that E e k (x 1 ) = 0 and E e 2 k (x 1 ) = 1. Lemma 1 implies
We did not put any restriction on the joint distribution of s nk and N k , except for a condition posed on the marginal distributions of these random variables. Thus one can choose the marginal distributions such that the metric τ 2 for s nk and N k becomes equal to the minimal metric χ 2 . Therefore
Now we apply Lemma 2 to estimate χ 2 (s nk , N):
Theorem 6 is proved.
Discussion of results and some historical remarks
We follow the monograph [4] when discussing the history of the topic. The metric approach to the problems on the accuracy of approximations of distributions appeared in the theory of probability in the mid 1930s. In the course of time, the number of metrics involved in this approach was growing. Some of the metrics appeared in probability theory by analogy with the corresponding notions in the theory of functions (say, the uniform metric ρ as well as the total variation metric σ and mean metric χ 1 ); others are specific for probability theory.
The main idea of the method of metric distances is as follows: approaching given characteristics (say, the distributions) of certain random variables by those of other random variables and measuring the deviation between them, one must choose a metric that fits the mathematical model in a best possible way. For example, appropriate ideal metrics should be chosen in the case of linear models, while a compound metric depending on |x − y| should be chosen in the case of a nonlinear model, provided the corresponding minimal metric can be expressed explicitly.
U -statistics and von Mises functionals are two of universal tools of the current probabilistic theory of summation. From the algebraic point of view, these two tools, being nonlinear objects, are more complicated than sums of random variables. On the other hand, the U -statistics and von Mises functionals contain an essential part of information on the dependence structure of random variables. A survey on the U -statistics and von Mises functionals, relevant references, and various examples can be found in [1] - [3] .
Therefore it is quite natural to apply the method of metric distances to study the convergence of U -statistics and von Mises functionals to a limit law, as well as to choose the mean metric χ 1 as the measure of deviation.
Due to this setting, results, analogous to the central limit theorem (see Theorems 1-6 above), are proved just by applying two simple properties of the metric χ 1 . On the other hand it is well known that results of this type are nontrivial and their proof is rather complicated (most of those results have been obtained during the last 40 years, see [2] ).
Theorems 1 and 2 are proved under optimal conditions posed on the kernel. Estimates obtained in Theorems 3 and 4 cannot be improved as far as the order of decay with respect to n is concerned. Note that the absolute constants in Theorems 3 and 4 are much better than those in similar estimates obtained for the case of the uniform metric where the absolute constant is 12! (see [2] ). To be honest, we note that the order of decay O(n −1/2 ) is obtained in this paper under the conditions E |g 1 | 3 < ∞ and E |y 12 | 2 < ∞, while the same result for the uniform metric holds if E |g 1 | 3 < ∞ and E |y 12 | 5/3 < ∞. Therefore estimates obtained in Theorems 3 and 4 seem to be nonoptimal as far as the condition posed on the moments of the kernel is concerned.
One also should mention that the conditions for estimates in the case of degenerate kernels (Theorems 5 and 6) are expressed in terms of moments of eigenvalues and eigenfunctions of kernels. It would be more natural to express these conditions in terms of kernels themselves. Perhaps, the correct rate of convergence in Theorems 5 and 6 is o(n −1/2 ).
