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Abstract
The study and prediction of velocities in the pedestal region of Alcator C-Mod are
important aspects of understanding plasma confinement and transport. In this study,
we examine the simplified neoclassical predictions for impurity flows using equations
developed for plasmas with background ions in the Pfirsch-Schlu¨ter (PS, high col-
lisionality) and banana (low collisionality) regimes. Measured B5+ flow profiles are
derived from the charge-exchange spectroscopy diagnostic on Alcator C-Mod and are
compared with calculated profiles for the region just inside the last closed flux surface.
For the steep gradient region, reasonable agreement is found between the predictions
from the PS regime formalism and the measured poloidal velocities regardless of the
collisionality of the plasma. The agreement between the neoclassical predictions us-
ing the banana regime formalism and measured velocities is poorer. Additionally,
comparisons of measured velocities from the low- and high-field sides of the plasma
lead us to infer the strong possiblity of a poloidal asymmetry in the impurity density.
This asymmetry can be a factor of 2–3 for the region of the steepest gradients, with
the density at the high-field side being larger.
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Chapter 1
Introduction
The Alcator project was started at the Plasma Science and Fusion Center of the
Massachusetts Institute of Technology in 1972 with the initial operation of Alcator
A, a compact, wall-limited, high-field, high-density, fusion device [1]. The name is
derived from Italian, ALto CAmpo TORus, meaning “high field torus.” The current
incarnation of the project is Alcator C-Mod, a significantly larger and diverted fusion
device, which has been in operation since 1993 with the goal of studying plasma
physics and fusion technology [2]. Alcator has been funded by the United States
Department of Energy since the project’s inception and C-Mod is one of three large-
scale tokamaks currently in operation in the USA [2, 3, 4].
Alcator C-Mod is part of the larger fusion community which spans several con-
tinents and is working towards a sustainable source of energy to supply humanity’s
growing energy needs. The Alcator project is dedicated to understanding plasma
physics in order to provide future fusion devices with the knowledge of how to
create hotter, more dense, and better confined plasmas. The recent focus of the
magnetically-confined fusion community is the ITER project currently being con-
structed in Cadarache, France and expected to start operation in 2018 [5]. ITER is a
long-pulse fusion device, larger than any built yet, and is designed to produce a net
gain in energy, a state where the self-heating due to fusion produced alpha particles
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is the dominant heat source for the plasma [6]. Therefore, it is of utmost importance
to understand all aspects of plasma dynamics, and how they scale with size, as we
prepare for ITER and future fusion devices.
One particular aspect of plasma physics that has received significant attention in
the last few decades is particle velocity and its role in setting the energy transport.
Near the plasma edge, turbulent transport causes particle loss, reducing confinement
of energy and particles [7]. Increased velocity shear in this region is thought to break
up turbulent structures and increase energy confinement times [8, 9, 10]. However, the
mechanisms that drive particle flows are still poorly understood and models that seek
to explain them are not fully tested. The high densities of Alcator C-Mod provide
a unique opportunity to study both measured and predicted velocities in a strongly
collisional plasma.
1.1 Alcator C-Mod
Alcator C-Mod is a toroidal fusion device with a major radius of 66.5 cm and a
minor radius of ∼22 cm [11]. Figure 1-1 shows a cut-away view of the tokamak
and surrounding components. The surfaces facing and interacting with the plasma
are primarily molybdenum tiles which are designed to handle the high heat loads
typical during normal operation. To improve performance, those “first-wall” surfaces
are often coated with a thin layer of boron, which can quickly wear away during
operation [12]. Boron is preferable to molybdenum as a first surface because boron
has fewer bound electrons at the temperatures found in the plasma and thus radiates
less energy. As seen in Figure 1-2, a stainless steel cylinder and two 66 cm thick
stainless steel disks hold the machine together during the extreme forces generated by
the magnetic fields [11]. These structural components are held together by ninety-six
INCONEL R© bolts, which compress the plates together at all times. Liquid nitrogen
is pumped into the cryostat to cool the copper magnets which create the magnetic
22
Figure 1-1: Cut-away view of Alcator C-Mod.
fields to about −170◦C. 1.5 m thick concrete blocks, which absorb neutrons produced
during fusion, surround the cryostat and protect nearby equipment.
C-Mod discharges typically last for ∼2 s and 30–35 plasma discharges are created
per day. Most experiments use deuterium (D), an isotope of hydrogen (H), as the
primary ion species, though plasmas may be made from other gases such as hydrogen
or isotopes of helium (He3 and He4). Ramping current through a solenoid located in
the central column of the tokamak inductively drives an ohmic (OH) current toroidally
through the gas, inducing ionization [11]. Typical operation can generate currents
between 0.4–2.0 MA. The plasma is confined via a strong toroidal magnetic field
(TF) generated from a single 120-turn, toroidal solenoid, copper electromagnet. This
magnet is capable of producing fields up to 8 T in the center of the plasma. The
toroidal magnetic field has a 1/R dependence, being strongest next to the central
23
Figure 1-2: A cross section of C-Mod showing the last closed flux surface in lower
single null configuration. Also shown is the path of the diagnostic neutral beam
(DNB).
column and becoming weaker with increasing major radius. The toroidal current
flowing in the plasma creates a weak, poloidal magnetic field, giving the total field
a helical shape. Additionally, toroidally wound magnets are used to control the
elongation and the triangularity of the plasma. Electron densities in the core of the
plasma can range from 1019–1021 m−3. Core electron temperatures1 are typically
between 1.5–6.0 keV.
1Large temperatures, such as those found in C-Mod, are typically expressed in electron-Volts.
1 eV = 11,604 K.
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1.1.1 Plasma operations
In the plasma, magnetic field lines trace out nested flux surfaces as they loop toroidally
and poloidally around the tokamak. “Closed” flux surfaces are those that do not in-
tersect a material surface. The last closed flux surface (LCFS) separates the closed
surfaces from the scrape-off layer (SOL) where field lines terminate on machine sur-
faces. In a diverted plasma, such as those usually created by C-Mod, particles and
energy in the SOL will flow along field lines toward the divertors at the top and bot-
tom of the vessel [13]. Due to topological considerations in a diverted configuration,
there are two nulls, or x-points, where the poloidal magnetic field must disappear.
The flux surface containing the null point closest to the plasma axis is called the
primary “separatrix,” which is also the LCFS for diverted plasmas. If both x-points
are located inside the vessel structure, the plasma is considered to be “wall limited,”
similar to early tokamak operations. Standard C-Mod operation has a single null
near the bottom of the machine. Figure 1-2 shows the LCFS in this lower single null
(LSN) configuration. Often, experiments will call for discharges with upper single null
(USN) or even double null (DN, both upper and lower) topologies. Representations
of these magnetic topologies are shown in Figure 1-3.
Several operating regimes are available to C-Mod [14]. The simplest plasmas are
Ohmically driven with low confinement, or L-mode plasmas. High confinement op-
eration, or H-mode, is characterized by an edge transport barrier to particles and
energy [15]. It is possible to cause a low-to-high (L-H) transition [15] in an Ohmic
plasma, for example by lowering the magnetic field during the discharge, but these
Ohmic H-modes are often difficult to achieve and maintain. A more reliable method
of obtaining H-mode operation is to heat the plasma through the injection of auxillary
power, such as ion-cyclotron range of frequency (ICRF, see section 1.1.3) wave ab-
sorption [16]. Ohmic and RF-heated H-mode plasmas routinely develop edge modes,
which generally degrade particle or energy confinement through loss of plasma [17].
The most common of these modes for C-Mod is the quasi-coherent (QC) mode, which
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Figure 1-3: Sketches of the LCFS and a single SOL field line in LSN, DN, and USN
magnetic topologies.
continually expels small amounts of the plasma into the SOL, and is the defining char-
acteristic of the enhanced Dα (EDA) H-mode [18].
2 Although the QC mode reduces
particle confinement, it also allows the H-mode regime to persist in a stationary state
by removing impurities from the core. Figure 1-4 shows time traces of the various
plasma parameters, such as the density and magnetic oscillations, during an EDA
H-mode discharge. Another edge mode that may occur during H-mode operation is
the discrete (in time) Edge Localized Mode (ELM), wherein plasma is ejected into
the SOL causing a brief spike in the Dα emission [20]. These events are uncommon
in standard C-Mod operation, but it is possible to recreate ELMy plasmas for com-
parison to other tokamaks [21]. It is also possible for C-Mod plasmas to enter an
ELM-free H-mode, where impurities, with no loss mechanism from either ELMs or
the QC mode, accumulate in the core [14]. The build up of pressure and radiation
eventually collapses the edge transport barrier and the plasma returns to L-mode
confinement. Figure 1-5 shows relevant plasma parameters for an ELM-free H-mode
discharge.
2The steady ejection of plasma causes an elevated emission of Dα light as this plasma cools on
the machine wall.
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Figure 1-4: Time traces for the a) Dα brightness b) radiated power c) core electron
density d) core electron temperature e) H89 f) magnetic fluctuations and g) injected
ICRF power during an EDA H-mode discharge. [19]
1.1.2 Pedestal Region
The pedestal region is roughly defined as the plasma of several centimeters radial
width inside the LCFS where the density and temperature of the plasma increase
sharply (moving into the plasma) during H-mode operation [22]. Figure 1-6 displays
an example of the electron temperature profiles for both L-mode and RF-heated H-
mode operation. We see that the H-mode Te and ne profiles climb rapidly over the
∼1 cm inside the LCFS before assuming a much softer gradient. In the same region,
as will be shown in Chapter 4, the poloidal velocity profile develops a strong peak
during H-mode discharges [23]. Measured electron and B5+ temperatures range from
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Figure 1-5: Time traces of the a) Dα brightness b) radiated power c) core electron
density d) core electron temperature e) H89 f) magnetic fluctuations and g) injected
ICRF power during an ELM-free H-mode discharge. [19]
0.4–1.5 keV at the top of the H-mode pedestal. The temperature at the bottom of
the pedestal, which is roughly at the LCFS, is usually of order 70–100 eV, due to
rapid thermal transport on open field lines in the scrape-off layer. The total boron
density is generally 0.1–1% of the electron density, with the lowest fractions occurring
during L-mode and unboronized H-mode plasmas [12]. It has been found that these
profiles are “stiff” in that an increase in the pedestal height will cause a corresponding
increase in core values [24]. The steep gradients found in the pedestal region play a
key role in the neoclassical calculations presented in this thesis.
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Figure 1-6: The electron density and temperature profiles in the pedestal region.
Examples from L-mode and H-mode operation are shown.
1.1.3 Relevant diagnostics and systems
Charge-exchange recombination spectroscopy
Charge-exchange occurs when an electron is resonantly transferred between an atom
and an ion [25]. If the recipient ion is larger than the atom, the electron usually
becomes bound in an excited energy state and then radiates light as it relaxes down to
a lower state. The charge-exchange recombination spectroscopy (CXRS) diagnostic on
C-Mod collects the light emitted when fully-stripped boron, B5+, undergoes charge-
exchange with neutral deuterium. This diagnostic includes views of the midplane
with impact radii at both the low- and high-field sides (LFS and HFS) of the plasma.
The transition of interest is the n = 7→ 6 transition, which has a rest wavelength of
494.467 nm. Through the Doppler effect, the velocity and temperature of the emitting
particles are derived. Further discussion of the charge-exchange process and a more
detailed description of the diagnostic itself are given in Chapter 2.
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Figure 1-7: A view of C-Mod from above. Ten horizontal ports are indicated (A–
K, skipping I). These vacuum sealed ports along with twenty sealed vertical ports
provide access through the machine walls. The D, E, and J-port antennas are also
shown.
Thomson Scattering
The core and edge Thomson Scattering (TS) diagnostics measure the electron temper-
ature and density profiles through the injection, collection, and analysis of electromag-
netic radiation. Incident photons are injected into the plasma by two Nb:yttrium-
aluminum-garnet (YAG) lasers with 1.3 J pulse energy, 8 ns pulse duration, and
repetition rates of 30 Hz [26]. The spread in frequency (around the laser frequency)
of the collected radiation gives the temperature of the scattering particles. The to-
tal amount of light scattered is proportional to the electron density. Light from the
edge scattering volume near the LCFS is imaged onto twenty fibers which relay that
signal to an imaging filter polychromator. The views have a focused spot size of
1 mm, a nominal resolution of 1.3 mm, and cover a range of 0.85 < r/a < 1.05. The
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core diagnostic utilizes a similar setup but with a coarser spatial resolution (∼1 cm).
These diagnostics are critical to this study because there is no direct measure of the
majority ion density or temperature in the pedestal region. Thus, we must assume
quasi-neutrality and use the electron density in place of the majority ion density,
with the assumption that impurities make a negligible contribution to the ion charge
density.
ICRF
The ion cyclotron range of frequency (ICRF) heating system used on C-Mod is com-
prised of three antennas located at D, E, and J-ports (see Figure 1-7) and is capable of
delivering up to 6 MW of heating power to the plasma at 80 MHz [11, 16]. Typically,
the waves generated by these antennas transfer their energy to the plasma minor-
ity species, hydrogen, which in turn transfers this energy to the electrons and ions
through collisions. However, certain heating schemes heat electrons directly rather
than a minority species. ICRF heating is a controlled way of providing the energy
necessary to trigger the L-H transition, which is a key process as we wish to study the
pedestal region during H-mode operation. Also, during H-mode operation the CXRS
diagnostic has a higher signal to noise ratio due to the higher B5+ densities.
HiReX SR and Mach Probes
Though not directly related to this particular study, the high-resolution x-ray spec-
trometer with spatial resolution (HiReX SR) and the SOL probe diagnostics are
relevant to the overall picture of flow and transport. HiReX SR collects x-ray line
emission from partially-stripped argon (Ar16+, Ar17+) that had been seeded into the
plasma early in the discharge [27]. This spectrometer provides impurity velocity and
temperature measurements similar to the edge CXRS diagnostic, but these x-ray
measurements are from further into the core where the impurities are expected to be
well equilibrated with the majority species. The Mach probes at the low-field side
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and the wall-actuated scanning probe (WASP) located on the central column (HFS)
of C-Mod measure particle flow in the SOL through the comparison of upstream and
downstream ion saturation currents. This information is collected from electrodes in
a parallel Mach probe configuration atop each probe head [28, 29]. These diagnostics,
together with the edge CXRS diagnostic, provide the data needed to build a cohesive
picture of transport throughout the entire plasma.
DNB and NINJA
The diagnostic neutral beam (DNB), located at F-port, injects neutrals radially into
the plasma at the low-field side midplane [30]. Neutral hydrogen gas is stripped of
electrons and accelerated by a 50 kV potential difference. These ions are focused to a
beam of up to 7 A, with a 1/e-width of ∼12 cm and then neutralized before entering
the plasma. Although the neutral beam attenuates as it traverses the plasma, it
is still quite strong in the LFS pedestal region. Furthermore, the limited width of
the beam causes the line integrated spectrum collected by the LFS periscopes to
be dominated by charge-exchange emission from the plasma midplane. The Neutral
INJection Apparatus (NINJA) is a series of capillaries capable of injecting small
amounts of gas into the plasma at various locations around the vessel [31]. For the
purposes of CXRS, room-temperature deuterium may be injected at both the low-
and high-field sides of the plasma. Further information on the DNB and NINJA may
be found in Chapter 2.
EFIT
The relative radial location of the all the measured profiles is an important aspect
of the calculations and comparisons in this thesis. Because the edge TS diagnostic
images the top of the plasma and because the CXRS diagnostic has components that
focus at the midplane on both the low- and high-field sides of the plasma, we cannot
successfully compare these profiles without first mapping them along flux surfaces to
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the same poloidal location. For simplicity, we choose to map profiles to the plasma
midplane at the low-field side, where several CXRS periscopes are already located.
This mapping process is made possible by the magnetic reconstruction code, EFIT
[32]. This code calculates the shape of all the flux surfaces and provides (to within
a few millimeters) the corresponding location at the LFS midplane for any point in
the machine. The limitations of this mapping process will be examined in detail in
Chapters 5 and 6.
1.2 Thesis goals and outline
The goal of this research is to capitalize on the high densities in Alcator C-Mod
discharges by comparing measurements made with the charge-exchange recombina-
tion spectroscopy diagnostic with predictions from neoclassical theory. Specifically,
we compare CXRS velocity measurements in the pedestal region to predictions from
simplified neoclassical equations valid for the Pfirsch-Schlu¨ter and banana collision-
ality regimes [33, 34]. We also utilize the high-field side velocity measurements, in
conjunction with those from the low-field side, to infer poloidal impurity density
asymmetries on a flux surface.
Due to insufficient signal strength during L-mode operation, all the comparisons
are made with data obtained during H-mode operation. Furthermore, for most of this
thesis, we only use data from times that display a full radial profile of the poloidal
velocity. By “full radial profile” we mean that the peak, which is typically found in
the poloidal velocity profile during H-mode, is fully contained within the profile.
Chapter 2 presents the charge-exchange diagnostic in use on Alcator C-Mod during
the 2008 run campaign. The in-vessel and ex-vessel components are described, as is
the analysis procedure used to derive the temperature, velocity, and density of the
fully-stripped boron population, B5+.
Chapter 3 presents the analytic neoclassical model used in this thesis. This model
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predicts poloidal velocities through the pressure and temperature profiles of the im-
purity and majority species. We also present in this chapter the thermal equilibrium
considerations relevant to assumptions made in this study. Specifically, we support
the assumption that, in the pedestal region, the majority ion temperature, Ti, is es-
sentially the same as the impurity ion temperature, Tz . Thus we may use the Tz
profile in place of Ti in the calculation of the neoclassical velocities.
A review of boron temperatures and velocities derived from the HFS CXRS diag-
nostic is presented in Chapter 4. We show representative profiles from L-mode and
H-mode discharges. We also highlight some trends observed during the last several
campaigns.
The comparison of neoclassical predictions of poloidal velocity with measurements
is presented in Chapter 5. We find relatively good agreement between neoclassical
predictions using the Pfirsch-Schlu¨ter regime formulation and measured poloidal ve-
locities. Special consideration is given to the relative alignment of the temperature
and density profiles and how this alignment affects the shape of the neoclassical pro-
file. We then compare the measured parallel velocity at the high-field side to the
corresponding neoclassical prediction that utilizes the low-field side velocities to de-
termine flux surface constants. We find significant discrepancies between the two
parallel velocity profiles.
In Chapter 6, we revisit the derivation of the first-order neoclassical velocity and
allow a variation in the impurity density. Assuming the measured velocities are
neoclassical in their variation across a flux surface, we predict the impurity density
asymmetry between the high- and low-field sides of the plasma. We present this
asymmetry for a range of plasma parameters and examine its relation to the poloidal
velocity. We also utilize current neoclassical models to predict an expected asymmetry
for the same dataset.
In Chapter 7 we discuss the results of this thesis and propose ideas for follow-on
studies.
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Chapter 2
The Edge CXRS Diagnostic on
Alcator C-Mod
Charge-exchange recombination spectroscopy, often abbreviated as CXRS, CXS, or
CHERS, is a mature diagnostic in use on several tokamaks and fusion devices around
the world [23, 35, 36, 37]. Charge-exchange has a chance to occur when a fully
or partially ionized particle interacts with a particle with an attached electron. A
resonance will develop that will shift the wavefunction of the electron from the neutral
to the ion and the electron will become bound to the new nucleus, typically in an
excited state. Then, as the electron relaxes to a lower energy state, it radiates at
a wavelength specific to that transition. In general, when an impurity A of net
charge Z collides with an electron-bearing atom, in this example neutral hydrogen,
the exchange and relaxation process may be written as
H0 + AZ+ → H+ + A(Z−1)+∗ → H+ + A(Z−1)+ + γ, (2.1)
where the star denotes an excited state and γ is the emitted photon specific to the
relaxation. Charge-exchange is favored in situations where the particles have low
energies and are moving slowly and therefore have a longer time to interact.
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When a smaller atom donates an electron to a larger ion, the electron will prefer-
entially become bound to the larger ion in a excited state in order to preserve energy.
The interaction cross-sections for populating a given energy level (nl) have been found
to depend on the charge state of the receiving ion and the relative energy of the par-
ticles. [38, 39]. This work shows that the energy level with the largest cross-section
approximately depends on the charge of the impurity as
nmax ≈ Z3/4. (2.2)
There is also a preferred l level that best preserves the angular momentum of the
electron. For n > nmax, this level is roughly l ∼ n. However several plasma processes,
such as the Stark effect, will transfer the electron between nearby l levels before it
radiates down to a lower n. This mixing will couple all the l levels in the excited state
and the emission rates will reflect the relative statistical populations, (2l + 1)/n2.
The primary impurity used for CXRS on Alcator C-Mod is fully-stripped boron.
Boron is found naturally in the plasma due to boronization1 and typically accounts
for ∼1% of the ions in the plasma. CXRS with boron is preferable to that with an
injected impurity, such as helium or carbon, because boron will have had time to
equilibrate with the bulk ions before charge-exchanging with a neutral. For fully-
stripped boron Z3/4 = 3.3 indicating that the preferred excited states are n = 3 and
4. However, the primary relaxation emission from these levels (26.23, 74.97 nm) are
in the ultraviolet spectrum and are difficult to relay to appropriate detectors using
standard optics. Thus, for simplicity we focus on the n = 7 → 6 (494.467 nm)
transition. Although the n = 7 energy level is less populated than n = 3 or n = 4,
the transition from this level is in the visible spectrum and thus easier to observe and
relay to the spectrometer. Furthermore, at low interaction energies, such as those
occurring at the HFS, the cross-section for charge-exchange with H0 n = 2 is much
1To reduce impurity radiation the vessel walls are coated with a layer of boron, which radiates
less than molybdenum when in the plasma.
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larger than that for hydrogen in the ground state. Thus, the number of electrons
being bound to boron in the n = 7 charge state will be correspondingly higher due
to charge-exchange with the more energetic H0 n = 2 atoms.
To avoid the need for spatial inversions of line-of-sight measurements, it is im-
portant to localize the charge-exchange emission from boron to the region of interest.
Although charge-exchange reactions occur naturally in the plasma, this light is not lo-
calized. Thus to localize the measurement, we seed a limited region of the the plasma
with neutrals with which the boron ions will interact. This is achieved through the
use of either the diagnostic neutral beam (DNB) or the Neutral INJection Apparatus
(NINJA). For the purposes of this thesis, we denote “passive” CXRS measurements
to be those made without injected neutrals, while “active” analysis refers to the anal-
ysis of spectra enhanced by emission from localized charge-exchange interactions with
injected neutrals.
The DNB is located toroidally at F-port and poloidally at the midplane. This
system is capable of injecting hydrogen with a beam current of up to 7 A at 50 keV
[30]. Neutrals with various fractions of this total energy enter the plasma due to H+2 ,
H+3 , and H2O
+ being accelerated with the desired H+ ions. The beam attenuates as
it traverses the plasma and the enhancement to the charge-exchange signal degrades.
Recently, the DNB was tilted by 6.6◦ toroidally, which had repercussions on the
alignment of the CXRS diagnostic (discussed below). The NINJA is described below
in reference to the high-field side optics.
2.1 In-vessel components
The collection of the plasma light is performed via optical periscopes that are situated
inside the vacuum vessel in the shadow2 of the plasma limiters. The optics, which
are focused at the midplane, integrate light along a path that intersects the plasma
2Components located at larger radii than that of the plasma limiters are considered to be in the
“shadow” of the limiters and as such are protected from the plasma during normal operation.
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Figure 2-1: View of the outer wall of Alcator C-Mod showing both toroidal and
poloidal beam viewing periscopes. Also shown is the MSE diagnostic and the back-
ground poloidal periscope. [19]
midplane in the region of the pedestal (0.84 < R < 0.91 cm for C-Mod). At the
low-field side (LFS) of the tokamak there are two periscopes, one poloidal and one
mostly toroidal, each viewing perpendicular to the path of the diagnostic neutral
beam. There is also a poloidally viewing periscope offset toroidally away from the
beam to track the background plasma emission. Figure 2-1 shows the outer wall of
the tokamak near F-port and all the diagnostics located there. At the high-field side
(HFS) there is a single periscope housing several fiber arrays which view parallel to
the magnetic field in normal operation. All the periscopes use a single mirror and
two lenses (achromats) to focus light onto high-OH silica-clad silica (SCS) fibers with
diameters of 400/440/480 µm for the core, cladding, and buffer, respectively.
2.1.1 Low-field side imaging systems
The toroidally viewing periscope at the low-field side is positioned slightly off the
midplane to accommodate the MSE diagnostic. This forces the periscope to view
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roughly perpendicular to the path of the DNB from an angle of 7.6◦ below the mid-
plane. Due to the toroidal tilt of the DNB, the central ray of the views makes an
angle of ∼9◦ with the perpendicular of the path of the DNB when viewed from above.
A top-down sketch of F-port including the path of the beam and the lines-of-sight of
the toroidal periscope can be seen in Figure 2-2(a). For a plasma with a safety factor3
of q95 ∼ 4, the central ray of the periscope makes an angle with the magnetic field
of ∼17◦. The periscope optics are protected from all but the most direct particles
by a black-passivated cylinder, about 9 cm in length. The row of twenty fibers at
the image plane of the periscope optics corresponds to a 5 cm range at the midplane
with a spot size of 2.2 mm and a radial resolution of 2.7 mm. During typical plasma
operation, this provides an estimated radial coverage of 0.75 . r/a . 1.1 (impact
radii at the midplane), which includes all of the pedestal region and a portion of both
the core (r/a . 0.8) and scrape-off layer (SOL, r/a > 1). The periscope was designed
to have its central chord tangent to the flux surface at a major radius of R = 88.6 cm
and focus both vertically and toroidally4 in the middle of the DNB. It was determined
that several toroidal viewing chords terminated on one of the ICRF antennas, which
unfortunately allowed reflections to be collected and distorted the spectra on these
channels. This effect makes passive analysis unreliable and completely removes the
possibility that a background toroidal periscope could be used for comparison, at
least for those channels.
The second periscope is positioned above the beam to view the plasma in a purely
poloidal direction. The optics focus plasma light from the midplane onto 25 fibers
which have a corresponding spot size at the plasma focus of 2 mm and a radial
resolution of 2.4 mm. (Line-of-sight effects through the beam increase this to an
3The safety factor is the ratio of the number of toroidal rotations for a full poloidal rotation of
the magnetic field. q95 is this value at the flux surface which contains 95% of the normalized flux,
relative to that at the LCFS.
4It was found that the actual focus falls toroidally short of the center of the DNB by ∼5 mm.
However, this only affects brightness calculations through the assumed beam characteristics at the
focus location.
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effective resolution of 3.5 mm.) This periscope covers a 5.5 cm range of the plasma
corresponding to 0.7 . r/a . 1.05, similar to the toroidal periscope. The poloidal
periscope is aligned with the path of the DNB so that the central ray is vertical to
within a tenth of a degree both toroidally and radially. Thus, the line-of-sight from
either end of the array is displaced off the vertical by ∼4◦. Figure 2-2(b) shows how
the lines-of-sight for the poloidal periscope traverse the beam path. The lines-of-
sight terminate on a “viewing dump” of black passivated shimstock to avoid stray
reflections being collected and distorting the spectra. The toroidal tilt of the DNB in
2006 shifted the alignment of the beam away from the original periscope views, which
were aligned along a major radius. Even after a redesign of the mounting plate, it
was not possible to perfectly align the array of focal points with the new DNB path.
The locations of the views at the midplane deviate from the beam path by 5◦ on
either side of the central view and are thus no longer aligned with a major radius.
Figure 2-3 shows the relative angles between the DNB and the locations of the foci
from the toroidal and poloidal periscopes at the midplane. A glass shutter protects
the periscope optics from becoming coated with a signal-degrading boron layer during
boronization of the machine. This shutter can be manually opened or closed via an
external set of pistons.
The final periscope at the low-field side is displaced toroidally from the DNB to
provide a simultaneous measurement of the background plasma (i.e., not enhanced
by charge-exchange with the DNB). Though originally intended as a background
toroidal periscope it was found that reflections off a nearby antenna array invalidated
the bulk of measurements made while in this configuration. Before the 2008 run
campaign, this periscope was redesigned and repurposed as a background poloidal
periscope. Similar to the toroidal periscope, the background poloidal periscope has
twenty views, a viewing range of 5 cm, and a spot size of 2.2 mm at the midplane.
During normal operation, this covers a range of 0.8 < r/a < 1.03 which overlaps
most of the region seen by the poloidal beam-viewing periscope. A black-passivated
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Figure 2-2: Schematics of a) the toroidal periscope views with the 6.6◦ tilt to the
DNB shown and b) the poloidal periscope views with the 1/e vertical width of the
beam shown. [19]
steel plate provides a viewing dump for this periscope. There is no shutter for this
periscope, but a 9 cm long cylinder, similar to the one on the toroidal periscope,
protects it from potentially incident particles. As discussed further in section 2.3
below, this background periscope is intended to make it possible to run the DNB
continuously (not pulsed) during a discharge. However, it was still optimal to utilize
a pulsed beam for the entire 2008 campaign.
2.1.2 High-field side imaging system
At the high-field side of the plasma, the CXRS diagnostic utilizes a capillary tube to
inject a small amount of neutral gas into the region of interest. This alternate neutral
injection scheme is necessary because even at low densities, the DNB is almost fully
attenuated before it reaches the high-field side of the plasma. The magnitude of the
injection can be controlled via the pressure of D2 gas in the NINJA and the duration
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Figure 2-3: Closer view of the intersection of the DNB and the focal arrays of the
toroidal and poloidal periscopes. X = 0 corresponds to the toroidal center of F-port.
[19]
that the valve leading to the capillary is open. D2 gas is injected into a discharge
where it quickly disassociates into neutral deuterium atoms that charge-exchange
with the local B5+ population. Thus, there is an increased probability that fully-
stripped boron will charge-exchange in a region localized to the midplane near the
inner wall. The radial extent of the neutrals from this puff is much smaller than that
of the DNB at the LFS, making the range of intersection of fully stripped boron and
injected neutrals rather limited. The standard practice is to inject ∼4 torr-L of gas,
an amount which yields a density increment similar to the local pre-puff density at the
edge of the plasma. For most plasmas, this is not enough to significantly affect the line
average densities in the core. A precise measurement of the density of neutrals after
injection is not available to us, but a rough estimate can be made from the change
in pressure in the NINJA. The enhanced CXRS signal from the puff will persist over
several hundred milliseconds and a second puff can be triggered later in the shot to
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refresh the neutral population. Through visible imaging of the emission from injected
D2 (Dα, 656 nm) the vertical extent of the neutral cloud has been estimated to be
only a few centimeters.
There is a single periscope dedicated to the study of the high-field region near the
capillary that is located at the midplane in the inner wall across from B-port. The
periscope views down toward the midplane at an angle (10◦) designed to make the
lines-of-sight parallel with the magnetic field of a discharge with a safety factor of
q95 ∼ 4. Figure 2-4(a) provides a top-down view of the tokamak near K-port where
the HFS periscope views toward the gas puff injected at the inner wall near B-port.
Mounted on the outer wall of the tokamak, the periscope is designed to view tangent
to flux surfaces at the toroidal location of the HFS gas puff and perpendicular to
the gas puff direction. The lines-of-sight pass through the outer edge of the plasma,
intersect the gas puff at the HFS, and then travel through the outer edge again on
the other side. Thus, the passive (no puff) signal is composed of emissions from three
separate regions along the line-of-sight, but the active (with puff) signal is dominated
by the emission from the region near the inner wall.
Light collected by the HFS periscope is imaged onto three parallel arrays consisting
of seven fibers each. Figure 2-4(b) shows the relative positions of the three fiber arrays
included in the HFS periscope. The fibers have a corresponding spot size in the region
of the gas puff of 3.8 mm with ∼4 mm resolution (equivalent to ∼3 mm spacing at
the LFS when mapped along the flux surfaces). These arrays view 2.4 cm of the
plasma covering only 0.92 . r/a . 1.04 which is often, but not always, sufficient
to reach the top of the pedestal. Two fiber arrays collect light from the region at
the midplane where the capillary injects neutral gas. Of these two arrays, one is
used for CXRS measurements while the other is available to other diagnostics, such
as the gas puff imaging (GPI) system for turbulence studies [7]. The third array
is vertically displaced from the other two by nearly 4 cm in the plasma. It views
above the injected neutral cloud and serves as a measure of the background plasma
43
Outboard-viewing 
periscope
Gas puffs
Inboard-viewing periscope: 7x3-fiber array
Last closed
flux surface
K
B
C
A
J
H
(a) Top down view
CXRS Background Views
Capillary
In
n
er
 W
al
l
Broken fiber
GPI views
CXRS Signal views
(b) Cross-section
Figure 2-4: a) Schematic of the HFS periscope viewing path as it traverses the plasma
to intersect the puff. Also shown are the locations of nearby midplane capillaries and
a LFS periscope (primarily utilized in GPI turbulence studies). b) Cross-section near
the inner wall showing the poloidal separation of the viewing arrays.
light. These background views are also slightly shifted radially in to the plasma to
compensate for the curvature of the flux surfaces.
2.2 External components
The CXRS signal is collected by the periscope optics inside the vessel and then relayed
to the spectrometers via bundled 400 µm high-OH SCS fibers. The spectrometers
disperse the light by wavelength and focus the resulting spectra onto digital cameras.
After a complete integration time the collected signal is transferred for processing
while light is prevented from falling on the camera. Once the transfer completes the
light is again allowed to enter the camera and the new frame of data begins. At the
end of a discharge all the frames of data are stored for later analysis.
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2.2.1 Spectrometers
The spectrometers used in this research are compact high-throughput (f/1.8) devices
made by Kaiser Optical Systems [40]. A volume phase holographic GRISM (grating-
prism) disperses the incident light by wavelength, redirecting it by 90◦ in the process.
The fixed-wavelength high-density grating is constructed specifically for light near
494.3 nm and has a transmission of ∼80% at this wavelength. A schematic for the
spectrometer and camera system can be found in Figure 2-5. Before entering the
spectrometer, light passes through a fixed slit, the width of which determines the
spectral width of the instrumental response function. The smallest slit that still
allowed sufficient signal to be collected was found to be 100 µm. An 85 mm (f/1.8)
camera lens directs the signal into the dispersion grating and a 58 mm (f/1.2) lens
focuses it again onto the camera, reducing the fiber image size by a factor of 0.68.
A narrow bandpass filter constructed by Barr Associates, Inc. [41] limits the signal
to a 3 nm band around the wavelength of interest (494.467 nm). The transmission
of the filter is about 90% in the region of interest and quickly falls to less than 10−4
outside this region. This allows multiple spectra to be imaged on a single row of the
camera without overlap or interference. Light from fifty-four individual fibers enters
the spectrometer in an 18 row by 3 slit configuration. These columns are not vertical
but rather follow an arc as seen in Figure 2-5. This compensates for the off-axis
light-bending effect of the dispersion grating and allows the exiting spectra to align
vertically. A second spectrometer of identical construction allows for a total of 108
channels to be imaged simultaneously.
2.2.2 Cameras
The light from the spectrometers is collected with 16-bit, frame-transfer, Photon-
MAX:512B cameras from Princeton Instruments [42]. These cameras utilize a 512 ×
1048 16 µm pixel charge coupled device (CCD) which is kept at an optimal temper-
ature of -70◦C to reduce electronic noise. Figure 2-6 shows a photo of the camera,
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Figure 2-5: Schematic of the entrance slits, filter, spectrometer, and camera used to
disperse and then digitize the CXRS signal.
chopper housing (discussed below) and the spectrometer. In frame-transfer operation,
half of this CCD (512 × 512 pixels) is exposed to light for the prescribed integration
time. This “frame” of data is then rapidly transferred down to the other half of the
CCD, which is optically masked, at a rate of 600 ns/row. While the lower half of the
CCD digitizes the previous frame, the upper half collects new signal, minimizing the
time lost to the transfer and digitization process. However, this means that only 512
of the rows are available for imaging during normal operation.
A faster data-taking mode, “kinetics” mode, is also available, wherein all 1048
rows are utilized, but only a small portion of the CCD is illuminated. After a brief
integration period (on the order of 100–500 µs) the signal from the exposed region is
transferred down the CCD by only the number of rows needed to move that signal
out of the illuminated section. This process is repeated until the CCD is full and
the whole time history is digitized. Though able to provide much faster temporal
resolution of the plasma, the signal-to-noise ratio was prohibitively low when using
this alternate method.
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Figure 2-6: Photo of the camera and spectrometer housing. Also shown are the
chopper housing and the translational and rotational mounts used for alignment and
focus. [19]
The PhotonMAX camera is controlled by the WinSpec program (and related
computer hardware) available from Princeton Instruments. All relevant triggering
and data taking parameters can be set via the WinSpec interface and the resultant
spectra displayed. Furthermore, one may interface with the WinSpec program via any
programming language such as C++ or Visual Basic, allowing automation of data
taking processes. The WinSpec program has the capability to combine (or “bin”)
user defined sections (“regions of interest”) of the CCD before digitization. Each
digitization adds an amount of electronic noise to the signal and by combining all the
rows corresponding to a specific fiber before digitization we increase the signal-to-
noise ratio. Each camera / spectrometer has a dedicated computer to run WinSpec
and a custom Visual Basic program which recognizes the initiation of the discharge
process, prepares the WinSpec program to take data, and stores the data after it is
taken.
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2.2.3 Choppers and chopper control
The standard operating scheme for the CXRS diagnostic consists of 5 ms of signal
integration with another 1.4 ms “blocking window” in which the frame transfer, which
takes ∼0.3 ms, must occur. Even with the rapid shift time (600 ns/row) of the Pho-
tonMAX camera, it was decided that blocking the incident light during the transfer
was necessary to eliminate the stray light being collected as the data transferred past
continuously illuminated rows. To achieve this optical blocking, a chopper system,
based on the design by R. Bell of PPPL, was installed between the camera and the
spectrometer. This chopper system consists of a dual-tabbed wheel driven by Boston
Scientific 300M motor which prevents light from reaching the CCD while the tab is
in (or “chopping”) the beamline from the spectrometer. A Boston Scientific Model
300CD controller and synchronizer is used to provide small adjustments (using an
optical sensor for feedback) to the chopper motor to keep it blocking the light at
the exact time that the camera is transferring the frame. Because of jitter in the
chopper speed and thus in the chopper timing, the blocking time was chosen to be
substantially larger than the frame transfer time. Unfortunately, the addition of the
chopper system requires the design and manufacture of chopper wheels for every tim-
ing scheme desired. For example, three-tab chopper wheels that allowed for a 3 ms
integration time were manufactured and tested, but these wheels had unexpected
jitter problems at the required rotation speed. All the data presented in this thesis
was obtained using the standard timing described above.
2.2.4 CPLD system and the A/D Digitizer
To synchronize the two cameras and the two chopper systems with the discharge tim-
ing, a custom CPLD (complex programmable logic device) system was developed by
W. Burke of the Alcator engineering group. Its limited logic adjusts the chopper spin
frequency before the start of the plasma so that individual CXRS time frames may be
aligned with planned events during the discharge, such as RF heating or DNB pulses.
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This system also provides the cameras with the signals that trigger the frame-transfer
process. Output signals from the cameras, choppers, and timing/trigger clocks are
all digitized and recorded on a Data Translation (DT9816) A/D digitizer [43]. This
allows precise measurement of integration times and verification of chopper control.
The DT9816 is capable of digitizing six signals simultaneously and is externally-
clocked with a signal generated by the CPLD to prevent phasing between multiple
clock sources. Further information on the CPLD, A/D digitizer, and other chopper
considerations may be found in Appendix A.
2.3 Spectral Analysis
Once the data are stored, each of the eighteen bins from each time frame are split
into three individual spectra and analyzed. Included in these spectra are two emission
lines of interest from boron, B V and B II. These lines may be seen in Figure 2-7
which displays spectra from both the high- and low-field sides. The B II line at
494.038 nm is from simple excitation of singly-ionized boron found near the walls of
the tokamak. The B V emission (rest wavelength of 494.467 nm) is from the charge-
exchange dominated n = 7→ 6 transition of B4+. However, because charge-exchange
is a non-perturbative process and relaxation occurs faster than the ion can equilibrate,
the emitting ion still has the characteristics of the B5+ (fully-stripped) population.
The inherent charge-exchange and excitation of B4+ that occurs naturally in the
plasma without the addition of neutrals is not localized and must be accounted for as
“background” light when analyzing active CXRS spectra. Also found in the collected
spectra are weaker lines from various elements which, except for the n = 11→ 8 line
(also from B4+) near 495.0 nm [44], are ignored during analysis. Unless otherwise
noted, the term “width” will refer to the full width at half maximum (FWHM) of a
spectral line.
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Figure 2-7: Example spectra from a) the high-field side pedestal region and b) the
low-field side pedestal region. The Zeeman splitting can clearly be seen in the B II
line at the HFS. Additional emission lines from other impurities contaminate the LFS
spectrum.
2.3.1 Calibrations
Before analysis can begin, several calibrations must be made. These include the
calibrations of the wavelength and dispersion for each imaged fiber on the CCD, the
radial positions of the views in the plasma, and the transmissions of the collection
and relay optics.
Wavelength
The most important calibration necessary for the proper analysis of CXRS data is the
wavelength position and dispersion across the camera. Our calibration relies on neon
(Ne) lamps (we use those from Avantes, Inc.) which are found to have sufficient line
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Figure 2-8: Example fit to neon spectrum for wavelength calibration. The two spectral
lines are fit with the sum of three gaussians to generate an instrumental function for
this region of the camera. The wavelength dispersion is determined by the distance
between the centers-of-mass of the two lines.
strength to do a proper calibration. The relevant Ne spectrum is composed of two
lines of equal strength bounding the region of interest at 4939.04 and 494.499 nm. By
fitting these two lines, we simultaneously determine the instrumental function and
wavelength dispersion for that specific region of the CCD. An efficient method for
making instrumental functions is to fit both lines with three gaussians each. The fit-
ting routine forces the relative heights, positions, and widths of these three gaussians
to be the same for each spectral line. Using three gaussians allows enough flexibility
to fit a complex lineshape without becoming computationally intensive. The center of
mass of the three gaussians is then taken as the rest wavelength of the Ne line. This
process is illustrated in Figure 2-8. The dispersion for the spectrometer and camera
system is typically between 0.024–0.026 nm per pixel.
The accuracy of the focus of the image on the camera will also affect the wavelength
and brightness calibrations. In order to accurately position the center of the CCD in
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the focal plane of the spectrometer, the two components are mounted on translational
platforms. Specifically, the camera is on a vertical lift, while the spectrometer sits
on a platform that can move in the two perpendicular, horizontal dimensions. To
compensate for any misalignment in the spectrometer optics that would cause the
edges of the CCD to be out of focus, the camera support plate is also mounted on a
3-D rotational platform. In this manner, we may adjust the six degrees of freedom
until the width of the instrumental function (i.e. the widths of the lines in the neon
spectrum) across the entire CCD is sufficiently close to the theoretical FWHM of 4.26
pixels (see Figure 2-8) based on the width of the input slit. The mounting system
can be seen below the camera and spectrometer in Figure 2-6. Once a satisfactory
focus has been achieved, the mounting system is prevented from further motion with
several adjustable “locking” studs. However, even with these precautions, it has been
found that there is a loss of focus over time due to increases in the distance between
the camera and spectrometer.
Radial position
It is important to know precisely from where in the plasma the boron emission was
collected. Radial calibrations are performed in-vessel by backlighting the fiber optics
and recording where in the vessel the periscopes focus. This is a fairly straightfor-
ward procedure with an accuracy of ∼0.5 mm for all the periscopes. An example of
backlighting the fibers for this calibration method can be seen in Figure 2-4(b).
Brightness/Transmissions
For the density calculation discussed below, it is necessary to have a precise mea-
sure of the brightness of the line emission from the plasma. To this end, we perform
routine transmission and brightness calibrations for all the optics involved in the mea-
surement. The transmissions are performed using a steady broadband light source.
Unbroken relay fibers generally maintain a transmittance of roughly 80% while the
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periscope optics will transmit between 30% and 50% of the incident light depending on
age and use. To calculate an absolute brightness, we use a calibrated LabSphere white
light source with a known intensity versus wavelength to illuminate the spectrometer.
This provides a relationship between “counts” from digitization and “photons / (s
m2 str nm)”.
2.3.2 Background subtraction
The next step in active analysis is the subtraction of any background light that is
not from the region of interest. This includes any line emission along the line-of-
sight and any broadband, or continuum, light from the plasma. The continuum
is easily subtracted with a linear fit, but obtaining a reasonable estimate of the
background lines is a more difficult process, even with separate background views.
The magnitude of the nearby B II line (494.038 nm) will track with changes in the
plasma, but the correlation between the B II line and the background B V line is not
consistent enough to use the B II spectrum to estimate the magnitude of the B V
background. In addition, the B II line will at times be large enough to contaminate
the nearby B V line. This means that during analysis the B II line must either
be fit simultaneously with the B V line or the overlapping part of the spectrum
is ignored. For example, Figure 2-9 shows the total signal from the HFS periscope
and a corresponding background B V signal (scaled appropriately as discussed below).
Because the background B II line is not correlated between the signal and background
views, it is not subtracted during analysis. This is typical for HFS measurements.
Because there is no corresponding background periscope for the beam viewing
toroidal periscope, we estimate the magnitude of the B V background during a beam
pulse from frames when the beam was not active. By rapidly pulsing the DNB, we
generate a series of beam-enhanced frames with background frames before and after.
A typical pulsing scheme has the beam on for 40 ms and off for another 20 ms. We
interpolate the magnitude of the background B V line between background frames
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Figure 2-9: The total emission at the HFS from a puff-viewing chord (black dia-
monds). Also shown is the amount of B V emission that corresponds to background
light (red) and is subtracted during analysis. Brightness is measured in photons/(s
m2 ster nm).
from before and after a pulse and use that estimate when actively analyzing the
intervening signal frames.
As mentioned previously, the beam poloidal periscope has a corresponding back-
ground poloidal periscope which samples the background plasma while the beam is
active. Similarly, the periscope at the high-field side has background views for this
same purpose. Ignoring potential wavelength and radial misalignment or distorted
spectra from stray reflections, there is still an inherent variation between the spectra
from the background and signal periscopes, even when the beam or puff is inactive.
This is primarily due to the fact that the background views are at a different radial
or poloidal location than the signal views. To compensate for these offsets, the mag-
nitude of the background B V emission is analyzed for all background views and then
these brightnesses are interpolated in space to correspond with the exact radii of the
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beam or puff (signal) viewing fibers.
Besides interpolating in space, we must account for the relative brightnesses of the
background and signal views due to variations in the optics or in the plasma. Unfor-
tunately, this brightness ratio may vary as the plasma parameters change throughout
a discharge. For the LFS poloidal periscopes, a comparison between signal and back-
ground brightnesses can be made throughout a discharge due to the pulsed operation
of the beam. The proper determination of this brightness scaling factor is more dif-
ficult for the HFS periscope. The first issue is that the injected neutral puff lingers
in the plasma. This forces us to derive the scaling ratio from brightness profiles
(both signal and background) taken before the injection. Furthermore, as the plasma
changes state, such as at a transition to H-mode, this predetermined value may no
longer be valid. Due to possible changes in the plasma, the applicability of this pro-
cess to frames well after the neutral injection is sometimes questionable. Figure 2-10
shows the ratio of the brightnesses for the seven channels at the HFS (after interpo-
lation in space) for an LSN plasma. We see that even at the H-mode transition this
value is fairly constant and thus an average value of this ratio taken from early in the
discharge would still be valid for use late in the discharge. On the other hand, Figure
2-11 shows an USN discharge where the scale factor varies throughout. For a shot
such as this, the scale factor used during analysis must be determined for the same
plasma conditions that provide the active signal. Despite its complexity and associ-
ated concerns, this process provides reasonable estimates of the background plasma
for use during active analysis.
A final concern for background subtraction is the emission from molecular D2
that is injected at the HFS. This molecule will radiate over a very limited range
near the separatrix before disassociation. There are several molecular D2 lines in
the wavelength range allowed by the filter. The strongest of these are found at
493.51, 493.72, 494.55, 494.90, 495.40, and 496.20 nm [45]. They are relatively low
strength compared to emission from boron, but can easily disrupt continuum fitting
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Figure 2-10: The ratio of the integrated brightness of the B V lines from the signal
and background views during a LSN shot.
and the 494.55 nm line is under the B V line which affects temperature and position
measurements. When present, all these lines are fit with variable size but fixed
position during analysis.
2.3.3 Zeeman splitting
Lastly, we must consider the Zeeman effect, which is the effect of the magnetic field
on the atomic energy levels. The strong magnetic field causes spin-orbit interactions
which changes the good (or commuting) quantum numbers from (n, l, ml, ms) to (n,
l, J , mJ), where J is the total angular momentum quantum number of the whole
system and mJ = ml+ms its projection, typically along the magnetic field [46]. This
interaction splits the (2l + 1) degenerate energy levels of the fine spectrum, which,
in turn, alters the wavelengths of the emitted photons. The selection rules for these
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Figure 2-11: The ratio of the integrated brightness of the B V lines from the signal
and background views during an USN shot.
transitions are
∆l = ±1 (2.3)
and
∆J = ∆mJ = 0,±1. (2.4)
The one exception to these rules is that if ∆J = 0 then the probability for the
∆mJ = 0 transition is zero. Figure 2-12 shows a sum of the 366 lines that compose
the Zeeman split spectrum (including the effect of the fine structure) for perpendicular
emission from B4+ at rest in a magnetic field. Each component is represented by a
very thin guassian and in this calculation the strength of the magnetic field driving
the Zeeman splitting is 4 T. We see that the shifted wavelengths fall into either a
central band (π emission) or one of two equally probable side bands (σ± emission).
The shape of these bands, determined by the relative population of the energy states
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Figure 2-12: The 366 lines of the Zeeman split fine structure from emission perpen-
dicular to the magnetic field from a B4+ ion at rest.
and the Einstein transmission coefficients, is roughly gaussian. The width of this
gaussian shape must be accounted for during analysis. The separation of the side
bands also causes a further widening of the measured lineshape. Ignoring either of
these contributions to the width of a spectrum would lead to an over-estimation of
the temperature of the emitting particles.
The relative contributions to the intensity of the π and σ lines are governed by
the angle, θ, the emission makes with the magnetic field. For free atoms the ratio is
given by
Ipi
Iσ
=
2 sin2 θ
1 + cos2 θ
. (2.5)
We see that emission perpendicular to the magnetic field will have a central peak twice
as tall as either of the side peaks. The LFS poloidal views are roughly perpendicular
to the magnetic field and thus collect signal from all three peaks. Emission parallel
to the magnetic field has no central peak. The periscope at the high-field side views
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Figure 2-13: A representation of the Blom and Jupe´n parametrization of the Zeeman
effect. [19, 47]
roughly parallel to the magnetic field and the two Zeeman σ± bands are clearly visible
in the spectra. (See Figure 2-7.)
Accounting for every possible component in the Zeeman split spectrum greatly
complicates analysis and increases the required computing time, but work by Blom
and Jupe´n [47] has found that all these lines may be successfully grouped into three
gaussians. As mentioned above, each gaussian has a width that is part Doppler width
and part Zeeman width, WZeeman, which arises due to the relative wavelengths of the
emission lines. The total width, which will convolve with the instrumental function,
is then given by
W =
√
W 2Zeeman +W
2
Doppler. (2.6)
The positions and widths of these gaussians have simple dependencies on magnetic
field and temperature respectively. The separation between the σ± peaks, which was
found to have no dependence on temperature, is approximated as
∆λσ = αB, (2.7)
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where the parameter α (=0.0228379 nm/T for B V) is specific to the species and
transition. The π peak is centered at the central wavelength of the transition and is
located midway between the two σ peaks. Because the Zeeman width is an artifact
of the relative wavelengths of the Zeeman split lines, it is dependent on temperature
through the widths of the individual lines. The ratio between the Zeeman width and
the Doppler width may be approximately expressed as
WZeeman
WDoppler
= βT γ, (2.8)
where T is in eV and the fit parameters β and γ are are again transition specific
(1.6546 and -0.2941, respectively for B V). The parametrized components of a single
emission line can be seen in Figure 2-13.
2.3.4 Derivation of the velocity, temperature, and density
An example of a fit to the active signal is shown in Figure 2-14. This spectrum
corresponds to the total and background spectra in Figure 2-9. The B II line is fit
simultaneously and shows all three Zeeman components. The active B V signal is
composed of emission that is parallel to the magnetic field and thus has a negligible
central component. There are three plasma parameters that can be derived from a
single emission line - the velocity, temperature, and density of the emitting particles.
An emitting population with a non-zero temperature will have a Maxwellian distri-
bution of velocities about its mean, or bulk, velocity. If there is no bulk flow, then the
emitted spectra will consist of a gaussian centered at λ0, the rest wavelength of the
transition. The Doppler broadened width of the gaussian is related to its temperature
through the distribution of velocities. The line shape will have the form
I(λ) = I0e
− 1
2
»
(λ−λ0)
2
λ2
0
mzc
2
Tz
–
,
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Figure 2-14: Example of a fit to the remaining active signal (diamonds) after the
background has been subtracted (see Figure 2-9). Two of the three Zeeman compo-
nents are visible in the fit to the B V line (dark blue). All three components are used
to fit the B II line (green). Brightness is measured in photons/(s m2 ster nm).
where mz and Tz are the impurity mass and temperature. The wavelength where the
intensity is half the maximum (HM) is
λHM − λ0 = ±
√
λ20
2Tz
mzc2
ln(2).
Thus, the FWHM is given by
∆λFWHM
λ0
=
√
8Tz
mzc2
ln(2) = 2.43× 10−3
√
Tz
µz
, (2.9)
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where Tz is in keV and µz is the reduced atomic mass in amu. Reversing Equation
2.9 for the temperature we find
Tz =
(
∆λFWHM
λ0
)2
mzc
2
8ln(2)
= 1.7× 105µz
(
∆λFWHM
λ0
)2
. (2.10)
However, we must remember that ∆λFWHM is not the directly measured width but
the adjusted width after compensating for instrumental and Zeeman broadening.
If there is bulk flow present, the emitted spectra will shift away from the rest wave-
length by an amount ∆λv due to the Doppler effect. The change in mean wavelength
is given by the simple relation
∆λv
λ0
=
vz
c
(for vz ≪ c), (2.11)
where the speed of the ion is vz. At the wavelength of interest, a shift of 0.01 nm in
the emission line corresponds to vz ≃ 6 km/s.
The derivation of density is much more complicated, involving calculation of beam
attenuation, cross-section effects, and the brightness of the emission. As such the
density measurement is highly uncertain at the LFS and is not even possible at the
HFS. In the asymmetry calculation found in Chapter 6, the LFS density cancels and
is only used for reference. Thus, we do not consider the derivation further here; an
in-depth discussion may be found in Ref. [19] by R. McDermott.
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Chapter 3
Background
In this chapter, we present a brief review of plasma transport and the various transport
regimes that are possible, followed by a description of the neoclassical model used to
predict velocities in the pedestal region. As we shall see, transport in a torus is
different from that in a straight cylinder. Additionally, transport in a plasma where
the majority ions have short mean free paths is different from transport in a plasma
where particles experience relatively few collisions. To first-order, the neoclassical
flows are confined to a flux surfaces and are composed of components in the parallel
and toroidal directions. Also presented in this chapter are thermal equilibration
considerations that support several assumptions needed to perform the analyses in
Chapters 5 and 6.
3.1 Transport and collisionality regimes
3.1.1 Classical transport
Collisionally-driven, radial transport of particle density, without convection, can be
expressed through Fick’s Law and the continuity equation [33]. In cylindrical coordi-
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nates these are
Γ = nv⊥ = −D∂n
∂r
(3.1)
and
∂n
∂t
=
1
r
∂
∂r
(
Dr
∂n
∂r
)
+ S, (3.2)
where v⊥ is the perpendicular velocity, n is density, S is a source term, D is the
diffusion coefficient (which is assumed to be constant in both space and time), and
we assume a large aspect ratio so that we can employ cylindrical variables. In the
random-walk model for a magnetically-confined plasma, a collision between ions will
cause no net diffusion. However, electron-ion collisions will cause the center of a
particle’s gyro-orbit to take a step perpendicular to the magnetic field, which is ap-
proximately the size of the electron Larmor radius, ρe. For an average time between
electron-ion collisions, τei, the particle diffusivity is given by
D ∼ ρ
2
e
2τei
. (3.3)
Although Equation 3.3 includes electron parameters, the diffusion coefficient is the
same for ions, because the larger step size, ρi = (mi/me)
1/2ρe, is balanced by the
longer time between collisions, τie = (mi/me)τei.
An alternate derivation of classical diffusion begins with the magnetohydrody-
namic (MHD) equilibrium equations for a source free, isothermal, plasma [33]:
η⊥J⊥ = (E⊥ + v ×B) (3.4)
and
J×B = ∇⊥p, (3.5)
where η⊥ is the perpendicular plasma resistivity, p is pressure, and we neglect diamag-
netic effects. Assuming E = 0, we solve Equations 3.4 and 3.5 for the perpendicular
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velocity,
v⊥ = − 1
B2
η⊥∇⊥p. (3.6)
Continuing to assume a constant temperature we use this velocity in Equation 3.1 to
find the classical diffusion coefficient for a fully-ionized plasma:
Dc ≡ η⊥p
B2
. (3.7)
3.1.2 Neoclassical transport
In a torus, the curvature of the plasma enhances the main ion diffusion process,
splitting collisional-induced transport into one of three regimes depending on the col-
lisionality of the plasma [34]. The coordinates in a toroidal geometry are the radius
(r), the poloidal angle (θ), and the toroidal angle (φ). The equations describing the
transport in a torus are termed “neoclassical” to differentiate them from transport
in a straight cylinder. Unfortunately, the rate of diffusion perpendicular to the mag-
netic field in modern tokamaks is usually larger than neoclassical predictions due to
turbulent transport. However, certain situations, such as discharges with internal
transport barriers (ITBs), have exhibited transport rates closer to those predicted
by neoclassical theory [48]. Even though large diffusion rates have been observed on
all tokamaks during turbulent operation, the term “anomalous” has been adopted to
describe this transport because it does not follow any developed collisional models.
To properly classify the various transport regimes we must define what we mean
by collisionality. For this work we adopt as the definition of collisionality [33]
ν∗ =
νiiqR
ǫ3/2vth,i
, (3.8)
where νii is the ion-ion collision frequency, q is the safety factor, R is the major radius,
vth,i ≡
√
2T/m is the thermal velocity of the bulk ions, and ǫ is the inverse aspect ratio
of the plasma. This definition of the collisionality is applicable to both the electrons
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Figure 3-1: The classical and neoclassical diffusion coefficients by collisionality.
and ions due to the fact that νee/νii ∼ vth,e/vth,i. For C-Mod ǫ = a/R0 ∼ 0.3, where
a is the minor radius and R0 is the major radius at the center of the plasma. In this
formalism, the collisionality regimes are defined as
banana: ν∗ < 1
plateau: 1 < ν∗ < ǫ
−3/2 (3.9)
Pfirsch-Schlu¨ter: ν∗ > ǫ
−3/2
Figure 3-1 shows qualitatively how the classical and neoclassical diffusion coefficients
increase with collisionality. In more general terms, if the majority species of a plasma
has a large collision frequency then it is considered to have “high collisionality,”
whereas a “low collisionality” plasma has a majority species with a low collision
frequency and a relatively long mean free path.
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3.1.3 Collisionality Regimes
The analytic (first-order) neoclassical formalism described below relies on approxi-
mations based on the presumed transport regime. Here, we describe the physics gov-
erning each collisionality regime. These regimes refer specifically to the collisionality
of the majority ions. The impurities are assumed to always have high collisionality.
However, the collisionality regime still affects the magnitude of the impurity flow
through the interaction between the main ions and the impurities.
Pfirsch-Schlu¨ter regime
In a strongly collisional plasma, the motion of the ion gyro-centers are driven by drifts
and collisions. Thus, any parallel or perpendicular motion of the ions is diffusive in
nature. The time it takes an ion to complete a full circuit around the tokamak is
then determined by the parallel diffusion coefficient, D‖ [33].
∆t ∼ (qR)
2
D‖
(3.10)
Assuming the parallel diffusion coefficient is determined by the mean free path, λ,
which itself is determined by the thermal velocity of the ions, vth,i, we can write
D‖ ∼ λ2/τei ∼ v2th,iτei (3.11)
The perpendicular diffusion is driven by the cross-field drift (∇B plus curvature),
which may be either into or out of the plasma depending on whether the guiding
center of the particle is above or below the plasma midplane. Overall, this gives a
radial step size of
∆r ∼ vd∆t ∼ ρevth,i∆t
R
(3.12)
where vd is the drift velocity. Combining Equations 3.10–3.12, we arrive at an ap-
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proximate formula for the perpendicular diffusion coefficient.
DPS⊥ ∼
∆r2
∆t
∼ q
2ρe
τei
∼ q2D⊥. (3.13)
Thus, we see that the perpendicular drift in the Pfirsch-Schlu¨ter regime is larger than
classic diffusion by a factor of q2.
The PS regime is also characterized by the generation of a parallel current which
helps neutralize the charge imbalance created by the hoop or “tire tube” force, which
is caused by the toroidal geometry of the plasma [34]. The total parallel current in
the plasma is given by j|| = jPS + jOH, where
jPS = −2 1
Bθ
r
R
∂p
∂r
cos θ, (3.14)
θ is the poloidal angle, and jOH is the Ohmic current that consists of both the driven
and bootstrap components.
Banana regime
Particles in the banana (b) regime, which includes the bulk of the core plasma, have
time to complete several orbits before experiencing a collision. Particles with a low
parallel velocity compared to their perpendicular velocity will experience a magnetic
mirror effect from the poloidal variation in the magnetic field. Thus, they will become
trapped on the low-field side of the plasma. The path of the orbit, when projected onto
a cross-section of the plasma, traces out a banana shape as the particle is reflected at
the top and bottom of the machine. The width of this banana orbit is approximately
[33]
wb ∼ q
ǫ1/2
ρL. (3.15)
The fraction of trapped particles, ft may be evaluated by
ft ≈ 1.46
√
ǫ, (3.16)
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and the circulating fraction is simply fc = 1− ft [33]. These trapped particles drive
the diffusion, with a collisional step size roughly the size of the banana orbit width.
Given that the effective collision time is shorter than the classical collision time by
a factor of ǫ and that roughly ǫ1/2 particles participate in diffusion, we estimate the
diffusion coefficient as
Db ∼ ǫ1/2 w
2
b
(ǫτc)
∼ Dcq2ǫ−3/2. (3.17)
A more rigorous derivation of Db can be found in [34].
Plateau regime
The final regime is the intermediate, or plateau, regime where the transport is ap-
proximately independent of collisionality. This regime exists only for plasmas with
large aspect ratios (ǫ3/2 < 1). In this situation, the trapped particles experience
collisions before completing a banana orbit, while slowly circulating particles with
low parallel velocities are nearly collisionless and dominate the transport [34, 33].
These particles have a transit time of ∆t ∼ Rq/v‖ in which they will drift by an
amount ∆r ∼ vd∆t where vd ∼ (ρe/R)vth,e. Given that only a fraction (∼v‖/vth ) of
the particles are resonant to the conditions necessary for diffusion, the corresponding
coefficient is approximately
Dp ∼ v‖
vth,e
∆r2
∆t
∼ vth,eq
R
ρ2e, (3.18)
where vth,e is the thermal velocity of the electrons. The results in this thesis focus
only on the PS and banana regimes and further calculations will not consider the
plateau regime.
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3.2 Flow on a flux surface
Now that we have defined the pertinent collisionality regimes, we turn our attention
to the neoclassical description of flow within a flux surface. The analytic model of this
flow used in this thesis is derived from the work by Kim et al. [49]. This work uses the
moment approach developed by Hirshman and Sigmar [50] to solve the perpendicular
flow equations for a three species plasma (ion, electron, impurity). The resulting
first-order flow is described by two components: one in the parallel direction and one
in the toroidal direction. Each of these components has a corresponding coefficient
that is constant on a flux surface. These flux constants are labeled ua(ψ) and ωa(ψ)
for the parallel and toroidal flows, respectively. Thus, the total divergence-free flow
for a species, a, is given by
Va = ua(ψ)B+ ωa(ψ)R
2∇φ, (3.19)
where ψ denotes flux, R∇φ defines the toroidal direction (φˆ), R is major radius, and
B = I(ψ)∇φ + ∇φ × ∇ψ. The flux function ωa(ψ) is given by radial momentum
balance:
ωa(ψ) = −c[∂Φ
∂ψ
+
1
Zaena
∂pa
∂ψ
], (3.20)
where Φ is the electric potential. The value of ua(ψ) depends on both the species
and on the collisionality regime being considered. Analytic expressions for ua(ψ) in
the various regimes may be found in the appendix of Reference [51] by Catto and
Simakov. For the majority ions (i) and impurities (z) they find
uPSi = −1.8
cI
e〈B2〉
∂Ti
∂ψ
(3.21)
ubi =
1.18
1 + 0.46(ft/fc)
cI
e〈B2〉
∂Ti
∂ψ
(3.22)
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uPSz =
cI
e〈B2〉 [
1
Znz
∂pz
∂ψ
− 1
ni
∂pi
∂ψ
−
1.8
∂Ti
∂ψ
] (3.23)
ubz =
cI
e〈B2〉 [
1
Znz
∂pz
∂ψ
− 1
ni
∂pi
∂ψ
+
1.18 + 0.70(ft/fc)
1 + 0.46(ft/fc)
∂Ti
∂ψ
], (3.24)
where 〈B2〉 indicates a flux average, T is temperature, and p, ft, and fc are the
pressure, trapped particle fraction, and circulating particle fraction. These equations
are derived from an expansion in the scaling parameter δ ≡ ρθ/L⊥ ≪ 1 where ρθ ≡
(B/Bp)ρL is the poloidal Larmor radius and L⊥ is the perpendicular scale length.
3.3 Profile Alignment
As mentioned in section 1.1.3, there is an uncertainty of order ∼3 mm in the relative
radial position of the measured profiles that are mapped from other poloidal locations
to the LFS midplane. As we will see in Chapter 5, the neoclassical equations are fairly
sensitive to the relative positioning of the various temperature and pressure profiles.
Based on the considerations presented below, we apply small radial shifts to correct
the EFIT mapping. The size of this correction is roughly the size of the uncertainty of
that mapping. Figure 3-2 shows mapped temperature profiles from a single time slice
of an H-mode discharge both before and after correction. The profiles in Figure 3-2a
are similar in shape, yet radially separated by ∼3 mm. After forced alignment there
is very good agreement between the temperature profiles, as seen in Figure 3-2b.
3.3.1 Thermal equilibration
Here, we review the thermal equilibration times between the various species in order
to justify radially shifting the temperature profiles and the use of the approximation
that Ti ∼ Tz. Values for all the relevant time scales are collected in Figure 3-3 for a
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Figure 3-2: An example of the a) unshifted and b) shifted impurity and electron
temperature profiles. The Te and HFS Tz profiles are typically outside of the the LFS
Tz profiles and require an inward shift. The fit to the CXRS data after alignment is
also shown.
typical H-mode. The time it takes the boron impurity to thermally equilibrate to the
main ion species (in ms) is [52]
τzi = 5.56× 1027 (miTz +mzTi)
3/2
(mimz)1/2Z2niλzi
. (3.25)
Here, the units of temperature are eV, density is in m−3 and λzi is given by
λzi = ln(Λzi) ∼ 17.3− 1
2
ln(
ni
1020
) +
3
2
ln(
Ti
1000
). (3.26)
Similar estimates can be made of the boron-electron (τze) and ion-electron equilibra-
tion (τie) times.
Over much of the pedestal, the thermal equilibration between B5+ and the bulk
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ions is found to be much faster than the energy transport time, which we define as
τtrans ≡ L2p,i/χ, (3.27)
where χ is the thermal diffusivity and Lp,i is the perpendicular, ion pressure, scale
length. For this study, χ is approximated by
χ ≡ Pflux3
2
n∇(Ti + Te)
, (3.28)
where Pflux is the total power crossing the last closed flux surface. This power is
simply the difference between the input power and the power radiated by the plasma.
τze is slightly longer than τzi but still much shorter than the energy transport time.
We also find that τie is shorter than τtrans over much of the plasma but in the pedestal
the two become approximately equal. Although this might lead us to expect that
the ions and electrons are generally decoupled in this region, the full energy balance
equation should be considered to properly resolve that question.
Although not a rigorous proof, given that τzi is less than all other equilibrium
times and much less than τtrans over most of the pedestal, we conclude that Tz is
then a reasonable approximation for Ti in that region. We should point out that to
evaluate Equation 3.25 we must make the same assumption that we are trying to
validate, namely Ti ∼ Tz, however, even if we used Ti ∼ 1.5Tz the general results are
still the same. The relative magnitudes of the equilibrium times also provides good
evidence for the correlation found in Figures 3-2b and 3-6.
3.3.2 Alignment of HFS data
Here we address the forced alignment of the HFS CXRS Tz measurements to those
at the LFS. This alignment is based on the assumption that Tz is constant on a
flux surface. We can check this assumption by using the equation for the parallel
temperature gradient given in [53] by Fu¨lo¨p and Helander. Working in the Pfirsch-
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Figure 3-3: a) The various equilibration and diffusivity times for the pedestal region.
b) The corresponding collisionality for the same region.
Schlu¨ter regime and assuming that the impurity density is much smaller than the ion
density, they calculate the first order correction to the main ion temperature, which
is assumed nearly constant on a flux surface.
∇‖Ti = 16
25
ITi
Ωiτi
∂ ln Ti
∂ψ
(
1− B
2
〈B2〉
)
. (3.29)
Here, Ωi is the ion cyclotron frequency and τi is the ion collision time. We see that
the parallel gradient of Ti includes terms based on the gradient of Ti in flux space as
well as the strength of the magnetic field. Integrating along a field line from the low-
to high-field sides we find, for typical C-Mod parameters, that the variation of Tz is
only a few percent for flux surfaces outside the midpoint of the pedestal and that
this correction rapidly decreases as one moves into the plasma. However, we must
consider the fact that we are assuming Tz in place of Ti in the following analyses. The
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Figure 3-4: A graphical representation of the variables used to fit a hyperbolic tangent
to the pedestal data.
impurities have a slower parallel equilibration rate than do the majority ions and thus
would be expected to have a larger differential between LFS and HFS temperatures.
Nonetheless, because boron is relatively light, we feel confident aligning the LFS and
mapped HFS B5+ temperature profiles with radial shifts.
3.3.3 Te and Tz profiles
To further motivate shifting the mapped TS profiles to match those from the LFS
CXRS diagnostic, we examine several characteristics of the measured Te and LFS Tz
profiles. The method we employ for abstracting profile characteristics is to fit each
set of pedestal data with a hyperbolic tangent function that is connected at the top
of the pedestal to a linear fit of the core data [54]. The combined form of this fit (f)
depends on five parameters that are allowed to vary during the fitting process: the
slope of the linear portion (m) and the height (h), base level (b), midpoint (R0), and
half width (∆) of the pedestal. Figure 3-4 shows these variables and their relation to
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the fitting function.
f(r) =
h
2
(
tanh(R0 − r)
∆
+ 1
)
+ b+ (R0 −∆− r)mH(R0 −∆− r), (3.30)
where H(R0 − ∆ − r) is the Heaviside step function which turns on for values of
r < R0 − ∆. With these fits, we systematically derive pedestal heights and widths
as well as calculate smooth gradients. As an example, the tanh fit to the impurity
temperatures is shown for the data in Figure 3-2b.
The first profile characteristic we explore is the radial scale-length, LX ≡ X/∇X,
which may be determined for profile X from the smooth gradient of the tanh fit
to the data. This characteristic is of particular interest because it is a normalized
measure of the gradient and this fact enables comparisons of pedestals that may
otherwise have different magnitudes. Figure 3-5 shows the temperature and density
scale lengths measured in the pedestal region for our complete dataset of time slices.
They are plotted against the collisionality at the location of the maximum profile
gradient. We see that the scale lengths of the temperature and density profiles, both
for the electrons and the B5+ impurity, are fairly constant over the range of H-mode
discharges considered. Furthermore, they are all of the same order.
Next, we examine the magnitudes of the Te and Tz profiles and find they are
well correlated in C-Mod from the top of the pedestal through to the separatrix.
Figure 3-6a shows a comparison of Te and Tz at the top of the pedestal (based on
the tanh fits). The same strong correlation continues through the middle of the
pedestal as shown in Figure 3-6b. In contrast, tokamaks which typically run lower
density/collisionality discharges observe that the electron and ion temperatures are
less correlated in the edge region [55]; Ti drops more slowly than Te moving out
through the pedestal to the scrape-off layer. For those conditions, LT,z can be much
larger than LT,e. We note that the C-Mod data span a range that includes lower
collisionalities where we might not expect Te and Tz to be as closely correlated/coupled
as they are.
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Finally, we note that even in an otherwise constant discharge the difference be-
tween the locations of the pedestal midpoints (for Tz, Te) can swing from positive to
negative and back. The variation in radial difference tends to be in the range of 1–3
mm, but can be larger depending on the shape of the equilibrium.
Because the general profile characteristics are well matched and the variation
in relative location of the CXRS and TS profiles is similar to the expected EFIT
uncertainty, it seems reasonable to assume that the Te and Tz profiles should overlay
each other.
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Chapter 4
Measurements and trends from the
high-field side CXRS diagnostic
The CXRS diagnostic was designed in part to measure both the B5+ velocity and
temperature profiles at the high-field side (HFS) midplane of the plasma. The lines-of-
sight of this unique measurement are roughly parallel to the magnetic field, and shall
be considered parallel in the following discussions. In this chapter, we show profiles
of the inferred Tz and Vz,‖ for the various operating regimes routinely observed on
C-Mod. We also present some trends that are observed in the CXRS measurements.
In regards to the velocity measurement at the HFS, positive parallel flow is defined to
be “co-parallel” with the magnetic field in standard (forward field, LSN) operation.
In this configuration, the toroidal component of the magnetic field points clockwise
when viewed from above. Although in this chapter we refer to HFS views inside
the last closed flux surface (LCFS) as “core” views, it should be noted that these
views are at most a few centimeters inside the separatrix and well within the pedestal
region.
As before, “passive analysis” is the analysis of the line-of-sight integrated mea-
surement without any background subtraction. Figure 2-4 shows the passive analysis
sightlines, which lead to signal integration through both HFS and LFS portions of the
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plasma. Furthermore, the collected spectrum includes signal from both B5+ charge-
exchanging with the small fraction of neutrals inherently in the plasma and excitation
emission from the B4+ population. Active analysis, on the other hand, localizes the
measurement to the region of interest at the HFS of the plasma through the injection
of neutrals. The active spectrum is comprised of only charge-exchange emission from
the B5+ population, as the passive signal is subtracted during analysis. Thus, the
active and passive analyses may exhibit different trends for the same plasma.
Before we present the HFS measurements, we discuss the various plasma config-
urations from which these data are taken. These configurations are shown in Figure
4-1. The two primary factors defining the plasma configuration are the magnetic
topology and direction of the toroidal field and the current. The magnetic topology
of a plasma may be determined from the value of “ssep,” which is the distance, as
measured at the LFS midplane, between the two flux surfaces which contain the pri-
mary and secondary x-points (separatrices). Lower single null (LSN) operation has
ssep . −0.5 cm while upper single null (USN) operation has ssep & 0.5 cm. Plasmas
with ssep values of −0.5 cm < ssep < 0.5 cm are considered to have double null con-
figurations. In standard “forward field” operation, the current and toroidal magnetic
field point in the clockwise direction when viewed from above and B × ∇B points
toward the lower divertor. It is possible to reverse both the toroidal magnetic field
and the plasma current to create “reversed field” operation, where B × ∇B points
toward the upper divertor.
4.1 Low confinement
4.1.1 L-mode operation
In general, it is difficult to make trustworthy active measurements with our CXRS
diagnostics while the plasma is in L-mode. The signal is weak and the temperatures
and velocities that are being measured are small. Although the uncertainty associ-
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Figure 4-1: The four magnetic field configurations considered in this chapter. Shown
are the directions of the toroidal field (Bφ), the plasma current (Ip), B×∇B, and the
poloidal component of positive co-parallel flow (arrows) for each case. Also shown
are the primary and secondary separatrices and a visual representation of SSEP.
ated with active analysis may be prohibitively large at times, it is always possible to
perform a passive analysis on the spectrum. The plasma parameters for a steady,
L-mode, LSN discharge are shown in Figure 4-2. Figure 4-3 shows the HFS pedestal
velocities for both the passive and active analyses. The analysis of the passive signal
shows that the impurities have moderate rotation (7–15 km/s) that increases slightly
for impact radii that are farther into the plasma core. Although the plasma is pre-
sumably unchanged while the puff is active, the active analysis shows the B5+ ions
have slightly higher parallel velocities (13–22 km/s) across the entire profile. How-
ever, for r/a < 0.95 the active velocities are much closer to the passive values. This
may indicate that the injected puff is perturbing the plasma close to the separatrix,
though, a perturbation of this type would not be expected to increase the measured
parallel velocities. The uncertainties shown represent the average magnitude of the
uncertainties on the data points included in the velocity average. The radial uncer-
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Figure 4-2: Relevant plasma parameters for a LSN L-mode discharge in forward field
operation. a) The line-averaged density in the core of the plasma. b) Hα brightness
at the plasma midplane. c) Torr-L of neutral gas injected at the HFS midplane. d)
ssep (distance between the primary and secondary separatrices).
tainty is dominated by the uncertainty in the mapping process and the error bars
represent a ±1.5 mm uncertainty. Although this value is chosen as an absolute off-
set for the entire profile, due to interpolation across a finite grid during the EFIT
mapping process, the uncertainty in the distance between measurements is nearly as
large, of order ∼1 mm.
Figure 4-4 shows the inferred pedestal region temperatures for the same discharge
as Figure 4-3. The boron temperature rises steadily with radial distance into the
core, as expected. The temperatures determined from active analysis are lower than
those determined by the passive analysis. A possible cause of this difference is that
the line-of-sight integration collects emission from portions of the plasma with various
temperatures and velocities, which could widen the total emission line shape. The
uncertainties indicate that low temperatures have a lower uncertainty and that the
active data is more trustworthy than the passive data.
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Figure 4-3: The HFS parallel velocity profile during L-mode LSN operation. Shown
are both passive and active profiles. The uncertainties shown represent the average
of the uncertainties on the individual data points.
4.1.2 Trends in the CXRS data during L-mode operation
The CXRS diagnostic is in a position to bridge the gap between the scrape-off layer
(SOL) measurements from the Langmuir probes and the core measurements from the
HiReX SR spectrometer. For example, in the SOL the majority ion flows, as measured
by the Wall Scanning Probe (WASP) at the HFS, reverse direction when the topology
is changed from LSN to USN [56]. This phenomenon is understood to be due to the
majority ion flow in the SOL [56]. Once the majority ion species enters the SOL
(primarily through ballooning transport at the LFS midplane), most of these ions
will follow the SOL field lines around the plasma and then travel past the HFS probe
to the inner divertor. Thus, the SOL flows are dependent on topology. In contrast,
the core flows, as measured by the Doppler shift of Ar16+ and Ar17+, are typically
counter-parallel to the toroidal magnetic field in L-mode. This counter-current flow
is observed to vary in magnitude with magnetic topology and stored energy [36].
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Figure 4-4: The HFS impurity temperature profile during L-mode LSN operation.
Shown are both passive (squares) and active (circles) profiles. The uncertainties
shown represent the average of the uncertainties on the individual data points.
Field reversal
It is possible to probe flow symmetry through reversed field operation. For example, if
an impurity flow measured by the HFS diagnostic in LSN, forward field operation has
the same magnitude but opposite direction in USN, reversed field operation, then it is
symmetric. Figure 4-5 shows the HFS parallel velocity profiles inferred from passive
analysis for four possible combinations of magnetic topology and field direction. We
see that in either topology the passive velocities inside the LCFS are symmetric and
reverse direction with the change in field and current. In contrast, passive velocities
in the SOL do not appear to consistently change direction with field reversal. Some
possible reasons that the forward and reversed field core flows are not completely
symmetric about zero are the uncertainty from weak signals, a minor miscalibration
in the wavelength, or the density dependence discussed below. The active data, shown
in Figure 4-6 in a manner similar to Figure 4-5, also reverse direction for radii farthest
in the core, but remain roughly unchanged in the SOL. The failure of the active SOL
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Figure 4-5: The HFS parallel velocity profiles determined through passive analysis.
The data from both LSN and USN magnetic topologies and from both forward and
reversed discharges are represented. The uncertainties indicated are the standard
deviation of the data around the averages.
velocities to change direction, as would be expected for symmetric flows, is likely an
artifact of the very low signal-to-noise ratio in the region outside the LCFS. Thus,
the uncertainties in that region are quite large for the active data.
Topology effects
Topology reversal also has an effect on magnitude and direction of the HFS flow
profiles. As shown in Figure 4-5, the passive flows at high densities have switched
direction with the change in topology. This flow reversal is consistent with results
from the HFS Mach probes for the majority ion flow in the SOL. There is no change
in flow direction for core velocities between USN and LSN operation for either the
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Figure 4-6: The HFS parallel velocity profiles determined through active analysis.
The data from both LSN and USN magnetic topologies and from both forward and
reversed discharges are represented. The uncertainties indicated are the standard
deviation of the data around the averages.
passive or active data. Although there are no significant changes in the active data in
the SOL when the magnetic topology is changed, we reiterate that these points are
determined from very little signal and as such have very large uncertainties.
4.1.3 Density dependence of the parallel velocity
The effect of plasma density on flow has become a topic of interest in the last several
years [56, 57]. For example, core impurity flows on TCV have been observed to change
direction at low electron densities [57]. On C-Mod, the largest changes in velocity with
density are observed in the passive data during “unfavorable” plasma operation. In
this sense, unfavorable means that B×∇B points away from the equilibrium x-point,
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which raises the threshold power necessary to achieve H-mode operation [15]. Thus,
USN operation in forward field and LSN operation in reversed field are unfavorable
and show the largest velocity dependence on density. The trend in Figure 4-5 is that
higher densities correspond to flows that are more counter-current. This means that
core flows are reduced while those in the SOL, if they were already counter-current,
become larger in magnitude as density increases. Although the velocities in the SOL
during the highest density discharge in USN, forward field operation deviate from
the expected density dependence, it should be noted that this discharge included a
MARFE [58], which is a plasma phenomenon localized to the HFS near the inner wall
of the vessel. The density dependence is weaker for plasmas with favorable B ×∇B
directions, as well as less prevalent in the active data. Specifically, in the SOL active
data, there is a large scatter in the measured velocities and no clear trends between
the parallel velocity and electron density.
4.2 High confinement
The active CXRS data during H-mode operation is much more reliable due to in-
creased signal, temperatures, velocities, and impurity confinement. As described in
Chapter 1, there are two types of H-modes commonly experienced on C-Mod. Here,
we show HFS velocities and temperatures from both EDA and ELM-free H-mode
discharges. We also discuss the increased velocity shear in reversed field operation.
4.2.1 EDA H-mode operation
During an EDA H-mode the plasma achieves an equilibrium between the power being
injected and the power being lost through the edge transport barrier. This creates a
steady-state situation where there is little change in the pedestal profiles. Figure 4-7
shows the plasma parameters from such an EDA H-mode discharge in forward field
operation. The parallel velocity profile, derived from the active analysis and displayed
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Figure 4-7: Relevant plasma parameters for an EDA H-mode discharge in LSN topol-
ogy. a) The line-averaged density in the core of the plasma. b) Hα brightness at the
plasma midplane. c) Torr-L of neutral gas injected at the HFS midplane. d) ssep
(distance between the primary and secondary separatrices). e) The injected ICRF
power. The onset of the H-mode is denoted by the dashed line.
in Figure 4-8, shows a co-current flow that increases with larger HFS impact radii,
i.e. smaller values of r/a. Although the B5+ velocity appears to reach a steady
value of ∼37 km/s in the core, due to the limited radial extent of the diagnostic we
are unable to determine if the profile has assumed a plateau or a peaked structure.
On the other hand, the passive analysis, also shown in Figure 4-8, has a fairly flat
velocity profile. It is unlikely that the entire profile shape is representative of the B4+
population at the HFS, especially beyond the expected B4+ population peak. More
likely, the spectrum that leads to these velocities is an amalgamation of the excitation
and charge-exchange emissions from both the HFS and LFS. Although this plasma
is presumed to be essentially constant in time, the uncertainties indicate that there
may be small changes occurring in the plasma, especially near the middle of the radial
diagnostic range.
As seen in Figure 4-9, the core boron pedestal temperatures during an EDA H-
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Figure 4-8: The HFS parallel velocity during an EDA H-mode discharge in LSN
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Figure 4-10: Relevant plasma parameters for an ELM-free H-mode discharge in LSN
topology and reversed field operation. a) The line-averaged density in the core of
the plasma. b) Hα brightness at the plasma midplane. c) Torr-L of neutral gas
injected at the HFS midplane. d) ssep (distance between the primary and secondary
separatrices). e) The injected ICRF power. The onset times of the H-modes are
denoted by the dashed lines.
mode are higher than those found during a low-confinement discharge. This is due
to both heating from ICRF power injection and the formation of the edge energy
transport barrier. In this case, the HFS diagnostic does not cover the entire pedestal,
which has a full pedestal height of ∼600 eV as determined by the LFS CXRS di-
agnostic (not shown). Again, the passive temperatures are higher than the active
measurement; presumably an artifact of the line integrated emission. Again we see
that the hotter temperatures have a higher uncertainty for both the active and passive
signals.
4.2.2 ELM-free H-mode operation
The ELM-free H-mode is characterized by a continual build-up of impurity density
in the core until radiation causes a collapse of the energy transport barrier at the
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edge of the plasma. Figure 4-10 shows representative traces of the plasma parameters
during an ELM-free H-mode discharge in reversed field operation. Two distinct H-
modes are evidenced by the rise in the density trace and the sharp drop in the Hα
trace; the corresponding L-H transitions are marked by a dashed line. It should
be noted that this discharge has a LSN magnetic topology, which is unfavorable
for achieving H-mode operation in reversed field. Figures 4-11 and 4-12 show the
HFS active velocity and temperature profiles, respectively, from several times during
this ELM-free H-mode discharge. Of the six profiles presented, three are from times
before the L-H transition (t = 0.79 s) and three from after. ICRF heating of the
plasma begins at t = 0.7 s and is active for all time slices shown. In the core, the
speed of the B5+ ion flow increases quickly with heating and reaches a roughly steady
value that is maintained throughout the H-mode (∼-25 km/s). However, at the L-
H transition, the profile changes shape, becoming steeper and shifting the pedestal
midpoint toward the core. As expected, the boron temperature, shown in Figure
4-12, increases during ICRF heating. However, there is no associated change in
the temperature profile shape at the L-H transition. The impurity temperature is
observed to reach a maximum value part way through the H-mode period and then
begin decreasing before the end of the H-mode period.
It is illuminating to plot the boron temperature versus time. Figure 4-13 shows
time traces of the impurity temperature from the four views farthest into the plasma
center. The traces are gently smoothed through a boxcar average process. Also
shown (right axis) is a trace of the stored energy in the plasma. We see that the B5+
temperature time dependence roughly parallels that of the stored energy, which also
decreases before the end of the ELM-free H-mode.
4.2.3 Increased velocity shear in reversed field operation
Because the core and SOL velocities appear to respond differently to a change in
field direction, it is possible to have a significant velocity shear in the B5+ parallel
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Figure 4-11: The B5+ parallel velocity profiles from six times during an ELM-free
H-mode in LSN topology. The uncertainties are derived directly from the fitting
process.
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velocity profile during reversed field operation. As seen in the active data from L-
mode discharges (Figure 4-6), the SOL flows do not change direction with field reversal
while the core flows do. Note that this result is contrary to the expectation that the
tokamak as a whole should be completely symmetric with respect to a reversal in
field, current, and magnetic topology. However, there is no immediate justification
for dismissing the velocities inferred for the SOL, except that the signal in that region
is weaker than the signal inside the LCFS.
We have also observed that during H-mode operation parallel velocities in the
core become larger in magnitude in the co-parallel direction, whether the plasma is in
forward or reversed field. Similarly, the HiReX SR spectrometer observes argon flows
which become co-parallel during H-mode operation. For the CXRS measurements,
this co-parallel trend means that in reversed field, where the core is co-parallel and
the SOL is counter-parallel, the transition to H-mode causes significant velocity shear
near the LCFS. The transition to H-mode in forward field operation also causes some
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Figure 4-14: B5+ parallel velocity profiles from H-mode operation in both forward
and reversed field discharges. The uncertainties are derived directly from the fitting
process.
increase in velocity shear, but this shear is not nearly as large in magnitude as that for
reversed field. This effect is shown explicitly in Figure 4-14, where the active parallel
velocity profile is plotted for a single time slice from both a forward and reversed field
H-mode discharge. We see that in forward field operation the difference between the
two extremes of the diagnostic is ∼30 km/s, while in reversed field, the difference
between the core and SOL parallel velocities is ∼60 km/s.
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Chapter 5
Comparison of measured and
neoclassical LFS poloidal velocities
Since the discovery of a connection between edge velocity shear and confinement,
there has been a significant amount of effort devoted to predicting and measuring
the velocity profile in the pedestal region. Flows on a flux surface may be derived
from neoclassical transport equations, but the full matrix equations are difficult to
calculate and are computationally unmanageable. For example, NCLASS, a widely-
used computational code for calculating neoclassical flows, limits itself to eighth-order
approximations of the full equations when solving for the majority ion and impurity
velocities [59]. As seen in Chapter 3, it is also possible to derive first-order flows
from the linearized momentum balance equation for a plasma consisting of bulk ions
with a single trace impurity species. These simplified models, as well as all others
currently available, are limited by the simplifying assumptions on which they are
based. It is critical that theoretical predictions, whether from simple analytical models
or from complex codes, are checked against measurements to validate the models and
approximations they use.
Recently, neoclassical predictions of the poloidal velocity from NCLASS were com-
pared with experimental results on DIII-D, a large diverted tokamak located at Gen-
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eral Atomics in San Diego [35]. In initial calculations, little correlation between the
two profiles was found, with predicted flows being in the opposite direction of the
measured profiles. It was not until the effect of near-sonic toroidal velocities was
incorporated into a neoclassical model that solves the linearized drift kinetic equa-
tion for impurity and main ion flows by Wong [60], that some agreement was found
between theory and the measurements [61]. The plasmas included in these studies
were typically in the banana and intermediate (plateau) regimes (see Chapter 3 for a
discussion on the various collisionality regimes).
Similarly, predictions from the Newton and Helander neoclassical model [62] that
calculates the full neoclassical transport matrix for a single impurity in a strongly ro-
tating plasma were compared to other models and to experimental data from MAST,
a spherical tokamak located in Culham, Oxfordshire, England [63]. Results from both
NCLASS and the moment model by Kim et al [49] were used to benchmark the New-
ton and Helander model before it was compared to measurements from MAST. The
flows predicted by the various models agreed with each other to within a factor of ∼2
while measurements from MAST were found to be consistent with the predictions of
the model for both L-mode and H-mode operation.
For C-Mod, poloidal velocities provide the best comparison of neoclassical predic-
tion and measurement in the pedestal region and we will focus primarily on them.
The poloidal velocity measurement at the low-field side (LFS) midplane is a pure
measurement, in that the periscope views include no component in the toroidal direc-
tion. Additionally, the neoclassical calculation of Vz,θ is based only on independently
measured profiles, unlike the toroidal calculation that requires the (circular1) inclu-
sion of the local radial electric field. In order to provide a statistical analysis that
includes several discharges, we choose to compare the poloidal data with the analytic,
first-order model (see section 3.2) which does not require complex codes to evaluate
[49, 51].
1On C-Mod, the edge Er is derived from the same CXRS velocity measurements with which we
wish to compare neoclassical predictions.
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5.1 Predicting the low-field side poloidal velocity
As given in Chapter 3 and reproduced here an impurity (z), the first-order flow on a
flux surface may be written as
Vz = uz(ψ)B+ ωz(ψ)R
2∇φ. (5.1)
where R∇φ defines the toroidal direction (φˆ), R is major radius, and uz(ψ) and ωz(ψ)
are flux constants. Taking the poloidal component of Equation 5.1 and the definitions
of uz(ψ) (Equations 3.23 and 3.24) we construct explicit equations for the poloidal
impurity velocity assuming the majority ions are in either the Pfirsch-Schlu¨ter (PS)
or the banana collisionality regimes:
V PSz,θ =
cBθI
e〈B2〉
(
1
Znz
∂pz
∂ψ
− 1
ni
∂pi
∂ψ
− 1.8∂Ti
∂ψ
)
, (5.2)
V bz,θ =
cBθI
e〈B2〉
(
1
Znz
∂pz
∂ψ
− 1
ni
∂pi
∂ψ
+
1.18 + 0.70(ft/fc)
1 + 0.46(ft/fc)
∂Ti
∂ψ
)
, (5.3)
where ψ denotes flux, i refers to the majority ions, T is temperature, p is pressure,
and B = I(ψ)∇φ + ∇φ × ∇ψ. Unfortunately, no direct measurement of either Ti
or ni is available at the plasma edge, yet these values are necessary when evaluating
Equations 5.2 and 5.3. In order to proceed, we must make certain assumptions
about these parameters. Specifically, we assume Ti = Tz and ni = ne. We expect
that Tz and Ti are well correlated, based on the thermal equilibrium considerations
discussed in section 3.3. The use of ne in place of ni in the following calculations is
based on quasi-neutrality and the assumption that boron and other impurities do not
contribute significantly to the ion density. The measurement of ne (and Te) in the
pedestal region is performed by the edge Thomson Scattering (TS) diagnostic [26].
As we shall see, a significant fraction of the plasma in the pedestal region profile
corresponds to the plateau regime as defined in section 3.1.2. Analytic equations for
the impurity flow in the plateau regime were unavailable at the time that this analysis
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was performed. It was known however, that the form of the poloidal impurity flow
would be similar to that of Equation 5.2 with a different coefficient on the final term
[64]. Thus, one would expect that the prediction of the poloidal velocity from the PS
regime formalism would roughly approximate that from the plateau regime formalism.
Furthermore, the values of ν∗ that define the various regimes (see Equation 3.9) are
only valid for circular plasmas with ǫ1/2 ≪ 1. For ǫ ∼ 0.3 these regime boundaries are
approximate at best. Thus, we feel it is appropriate to compare measurements of the
poloidal velocity with predictions from both the banana and PS regime formalisms,
even though the majority ions may be in the intermediate plateau regime as defined
for small ǫ1/2.
5.2 Comparison of measured and predicted veloc-
ities at the LFS
5.2.1 Poloidal rotation in the steep gradient region
In general, we find several similarities between measured and predicted poloidal ve-
locity profiles in the pedestal region. In Figure 5-1, we present a comparison of typical
poloidal velocity profiles (measured and calculated) from one time slice of an H-mode
discharge. The prediction for both the PS (V PSz,θ ) and banana (V
b
z,θ) regime formalisms
are shown in Figure 5-1a. In Figure 5-1b, the various components of the PS regime
calculation and their sum are displayed. See Figure 5-9 for the components of the ba-
nana regime formalism. Figure 5-1c provides the collisionality over the same region.
For this example the peak in the poloidal velocity falls near the border between the
PS and plateau regimes. It should be noted that although the calculation extends
beyond the separatrix (r/a > 1) the theory is not valid in that region. However,
given the uncertainty in the separatrix location (±3 mm) we allow the neoclassical
predictions to extend into regions of the plasma that may be in the scrape-off layer
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Figure 5-1: a) Calculated and measured poloidal velocities. b) The three components
of the PS regime poloidal velocity calculation. c) The collisionality for the same
range. H-mode discharge.
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(SOL).
The V PSz,θ profile roughly reproduces the peaking seen in the measured velocity
profile. Although the V bz,θ profile also exhibits some peaking, it has a much smaller
peak due to the fact that the ∇Ti term is in the opposite direction from the ∇pi term
and thus reduces the overall peak magnitude. (Compare the final terms in Equations
5.2 and 5.3.) In section 5.2.5 we discuss the effect of and modification to the ∇Ti
term in the banana regime in more detail.
Comparing the various components of the PS regime calculation (Figure 5-1b and
Equation 5.2) we see that the peak is composed of two positive peaks, the ∇pi =
∇(neTz) and the ∇Ti terms, and the oppositely directed ∇pz = ∇(nzTz) term. It
should be noted that the ∇Ti term is determined by ∇Tz and thus the gradient
term might be slightly incorrect due to the limited spatial resolution of the CXRS
diagnostic and the large uncertainty of the CXRS temperatures due to weak signal
at the bottom of the pedestal.
Peak characteristics
In order to gain a more quantitative understanding of the differences between the mea-
sured and calculated Vz,θ profiles, we compare several characteristics of the peaked
region near the LCFS. First, we abstract a peak width and height from each of the
predicted and measured profiles. Then, we compare the position of the measured
poloidal velocity peak, ρpeak, to those from the predicted profiles. This dataset in-
cludes time slices from discharges that exhibit a range of collisionalities at ρpeak, from
the banana regime to the PS regime.
The width of a peak was determined by fitting a single Gaussian to the profile and
calculating the full width at half the peak maximum (FWHM). Figure 5-2 shows a
histogram of the measured and calculated widths. We see the dataset-averaged width
of the peak in V PSz,θ (3.9 ± 0.73 mm at FWHM) is larger than the dataset-averaged
width of the peak in Vz,θ (3.0±0.68 mm at FWHM). For individual time slices, there
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Figure 5-2: Histograms of the FWHMs of the gaussian fits to the peaks in the Vz,θ
(black) and V PSz,θ (red) profiles.
is no correlation between the various profile widths or between any of the profile
widths and collisionality.
The position of the profile peak was similarly determined by the single Gaussian
fit. On average, the peaks in both the V PSz,θ and V
b
z,θ profiles are slightly shifted radially
outward from ρpeak. Figure 5-3 shows the position of the peak in the V
PS
z,θ profile versus
the position of the peak in the Vz,θ profile. We see that the data are correlated, but
offset from the line of exact agreement. This result will be explored further in Section
5.2.2.
Figure 5-4 displays the comparison of the measured Vz,θ peak height to that of
both the PS and banana regime calculations for the entire dataset. The data are
grouped by the collisionality (banana, plateau, or PS regime) at ρpeak, the distance
from the peak in the poloidal velocity. The line representing complete agreement is
also shown. As we see in Figure 5-1, the two calculated velocity profiles have different
values farthest into the core and the measured profile is sloped in that region. Thus, to
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in the profile positions.
eliminate the effect of these offsets and only examine the peaked part of the profile,
the height of the peak was measured relative to a baseline velocity determined by
the fairly flat velocity profile in the range 0.88 < r/a < 0.93. This method also
eliminates the possibility of a miscalibration in the wavelength affecting the measured
peak value. We see from this plot that the magnitude of the peak in V PSz,θ roughly
correlates with the magnitude of the measured Vz,θ peak at all collisionalities. In
contrast, the correlation between the peak value of the measured Vz,θ and that of V
b
z,θ
is much poorer.
In summary, whether looking at the abstracted profile characteristics (peak height,
width, and position) or looking at example profiles, this neoclassical banana regime
calculation shows less agreement with the measured poloidal velocity profile in the
pedestal region than does the PS regime calculation. A modified banana regime
formalism is discussed below. Perhaps more surprising, V PSz,θ is a fairly good prediction
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Figure 5-4: Comparison of the peak height from the measured Vz,θ profile with those
from the profiles calculated using a) the PS regime formalism and b) the banana
regime formalism. Lines of unity slope are also shown. The representative uncer-
tainties shown reflect the uncertainties in the calculations and measurements and an
estimated uncertainty in the peak evaluation process.
of the measured Vz,θ profile independent of the collisionality.
5.2.2 Sensitivity to the position of the TS profiles
Although we compensate for the variation and uncertainty in the EFIT mapping
process by forcing the Tz and Te profiles to overlay one another (see section 3.3),
there is still an apparent radial offset between the peaks in the measured and neo-
classically calculated poloidal velocity profiles (see Figure 5-3). This offset leads to
the concern that the chosen alignment of the various measured profiles may be in-
correct. To address this possibility, we performed the same neoclassical calculations
while arbitrarily shifting the TS profiles ±2 mm in relation to the Tz profiles, for both
the PS and banana regimes. Figure 5-5 displays the effect of including these radial
shifts on the predicted neoclassical profiles. We see that +2 mm does not change the
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Figure 5-5: The effect on the neoclassically calculated Vz,θ of shifting the Thomson
Scattering profiles another ±2 mm with respect to the LFS CXRS measurements. a)
-2 mm. b) +0 mm. c) +2 mm. The symbols are the same as Figure 5-1a.
position of the peak of the PS regime calculation (within the resolution) but lowers
the magnitude. On the other hand, a shift of -2 mm better aligns the calculated and
measured peaks but makes their peak magnitudes noticeably different. In fact, the
increase in peak magnitude is often rather large, significantly decorrelating the peak
heights. The positions of the peaks in the banana regime calculations are shifted
similar to those of the PS regime calculations, but the overall peak magnitudes are
still much smaller than the magnitude of the measured peak in all cases. Performing
these arbitrary shifts for all the data does not improve the correlation shown in Figure
5-4.
In summary, it is sometimes possible to better align the neoclassical and measured
peaks in this manner, but doing so does not enhance, but rather can degrade, the
correlation in peak heights presented in Figure 5-4. It is likely that, for each time
slice, there is a shift value, similar to the one used, that better correlates all three
peak attributes from the measured and calculated profiles, but this would not lead to
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significant improvements in the correlations.
5.2.3 Comparison to NEO
Although the simplest to calculate, the analytic model given in Section 5.1 is not
the only model with which we can compare measured data. The computer code
NEO, developed by E. Belli and J. Candy at General Atomics, is an Eulerian nu-
merical discretization scheme for the solution of the first-order drift-kinetic equation
[65]. As described in [66], “NEO is based on a δf expansion of the fundamental drift
kinetic-Poisson equations and provides a first-principles calculation of the transport
coefficients in shaped tokamaks directly from the solution of the distribution func-
tion.” NEO also calculates the main ion and impurity poloidal velocity profiles, with
which we are most interested.
NEO uses certain plasma parameters and profiles to calculate ion and impurity
flows. As input, NEO accepts the modified2 output of TRANSP, a commonly used
code that calculates transport parameters and smooth profiles for a given plasma
[67]. However, TRANSP itself needs several inputs to make a proper determination
of the current state of the plasma. These inputs include, but are not limited to, the
electron temperature and density, ion temperature, the plasma current, neutron rate,
bolometry profiles, and the times of the sawtooth crashes. There are several programs
available for preparing these parameters as TRANSP inputs, however, not all of them
utilize a fine enough spatial resolution to properly describe the radial profiles in the
pedestal region. For example, the bulk ion temperature in the core of the plasma,
can usually be assumed from the electron temperature or left undetermined, but for
the pedestal region, the impurity measurements with a finer spatial resolution better
represent the bulk ion temperature.
A single time slice with valid profiles from all the relevant diagnostics was chosen
2R. Budny at PPPL has developed a tool that converts TRANSP output into a form usable by
other numerical codes such as NEO.
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Figure 5-6: The poloidal velocity predicted by NEO for the full plasma with self
determined flux surfaces (red) shown together with the measured profile. Also shown
are the poloidal velocity profiles from both, the Pfirsch-Schlu¨ter regime analytical
model (dotted), and the banana regime analytical model (dashed).
for analysis by TRANSP and NEO. By using the plasma state file, which is another
output of TRANSP, made available with help of D. McCune at PPPL, Belli deter-
mined an accurate equilibrium shape for the plasma edge and ran this through NEO.
The resulting impurity velocity profile is seen in Figure 5-6 for the full plasma and the
pedestal region, respectively. Also plotted are the poloidal velocity profiles predicted
by the simple analytic PS and banana regime formulations. For consistency, these
analytical predictions are made with the same pressure and temperature profiles that
are returned by TRANSP and used by NEO. It should be noted that these profiles
have been processed and smoothed by TRANSP and this results in wider peaks than
the ones found with the profiles used in this thesis. Also plotted in Figure 5-6 is
the poloidal velocity as measured by the LFS CXRS diagnostic. The peak in the
prediction from NEO is smaller and wider than the peak in the measured velocity.
Also, NEO does not predict the negative poloidal velocities in the region r/a < 0.9
which are typically seen in measured profiles.
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5.2.4 Rotation at the top of the pedestal
Shifting our focus further into the core (r/a < 0.88) where the collisionality is lower
by a factor of 10–15 relative to the collisionality near the separatrix we compare the
measured and predicted poloidal velocities in a region that is entirely in the banana
regime. Figure 5-7 shows a comparison of the measured poloidal velocity with the
predictions from the PS and banana regime formalisms. For this comparison, we aver-
aged the poloidal velocities in the region spanning 0.83 < r/a < 0.88 (see Figure 5-1)
and present the data as toward the upper or lower divertor at the LFS midplane. To-
ward the upper divertor is also toward the periscope and is the electron-diamagnetic
direction in forward field operation. There is no clear correlation between the exper-
imental data and predictions from either model for the current dataset. It should be
noted that the uncertainty in the measured poloidal velocities is ±2–3 km/s, while the
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uncertainties for the calculations are even larger. Unlike the height of the peak, which
was a relative measurement, the rotation in the core is an absolute measurement and
concerns about calibration of the diagnostic must be considered. For example, a
small positive change in the wavelength calibration (e.g. 0.005 nm), would shift all
the velocities a few km/s in the direction of “toward the upper divertor.”
5.2.5 Finite drift-orbit effect
Recent theoretical work has found that there is a modification to the coefficient of
the ion temperature gradient term in Equation 5.3 based on finite drift-orbit effects
[68]. When the width of the Er well becomes comparable to the poloidal Larmor
radius (which is roughly the size of the banana width), the ions trapped in banana
orbits will have a different energy than they would in the absence of an electric field.
This effectively changes the shape of their orbits resulting in a modification to the
neoclassical bulk ion flow. The impurities have a larger charge and mass and do not
experience an effect from the radial electric field directly, but their flow profile is
changed through their interaction with the modified bulk ions. Because the Er well
is rather narrow, this effect will significantly change the shape of the V bz,θ profile in a
very limited region. This effect may be described by a shaping function, J(u/vth,i),
which affects only the ∇Ti term in Equation 5.3. It turns out that J(u/vth,i) depends
on only even powers of u/vth,i, where u, which is a measure of the radial electric field,
and vth,i are given by
u =
cI
B
∂Φ
∂ψ
and vth,i =
√
2T
m
. (5.4)
Here Φ is the electric potential and vth,i is the thermal velocity of the majority ions.
The modified impurity velocity for bulk ions in the banana regime becomes
V bz,θ =
cBθI
e〈B2〉
(
1
Znz
∂pz
∂ψ
− 1
ni
∂pi
∂ψ
+ J(u/vth,i)
1.18 + 0.70(ft/fc)
1 + 0.46(ft/fc)
∂Ti
∂ψ
)
(5.5)
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Figure 5-8: The dependence of the shaping function, J , on the ratio of the radial
electric field to the thermal velocity of the bulk ions.
The full derivation of J(u/vth,i) may be found in Reference [68] by G. Kagan. Figure
5-8 shows how the shaping function quickly falls from a value of 1 as the value of
u/vth,i increases, becoming negative at u/vth,i ≃ 0.65. With radial electric field well
depths of 50–150 kV/m during EDA H-mode discharges (and larger in ELM-free),
values of u/vth,i > 0.65 are not difficult to obtain. Furthermore, a change in the sign
of the ∇Ti term is sufficient to make a strong peak in the calculated profile similar
to the one seen in the measured profile.
When the shaping function is applied to the banana regime calculations the effect
on the impurity velocity profile can be significant. Figure 5-9a shows an example
where the shaping effect successfully adjusts the banana regime calculation to match
the measured profile in a low collisionality plasma. Figure 5-9b shows the calculated
Er profile for the same plasma. The three components of Equation 5.5 are shown in
5-9c, along with their sum and the value of the ∇Ti term if the shaping is ignored.
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We see that the calculated velocity corresponding to the location of the deepest part
of the Er well changes significantly. On the other hand, data far from the Er well
remain essentially unchanged. Although in this example V bz,θ is well correlated with
Vz,θ, the peak heights of the shaped V
b
z,θ profiles are often still significantly different
(now both larger and smaller) from those from the measured profiles. Nonetheless,
including this effect, in general, improves the correlation between the measured and
predicted profiles. We note that this is another situation where the result is very
sensitive to the relative alignment of measured profiles.
5.3 Discussion
An unexpected discovery from this analysis is the strong correlation between the PS
regime predictions and the measured poloidal velocities near the separatrix for all
collisionalities. Also surprising was that the predicted profiles from the unmodified
banana regime formalism were poorly correlated with the measured profiles from the
lowest collisionality discharges. However, both these results may be explained by the
finite drift-orbit effect on the impurity velocity due to the presence of a strong radial
electric field. (see Section 5.2.5). Without the inclusion of this effect, the ∇Ti term in
the banana regime is of opposite sign and often the same magnitude as the ∇pi term
(recall Equation 5.3), resulting in fairly flat V bz,θ profiles. When the effect from a strong
Er well is included, the magnitude and sign of the ∇Ti term is modified, causing the
predicted profile to exhibit a peak similar to that in the measured Vz,θ. However, even
with the inclusion of this effect, the banana regime profiles are, in general, still poorly
correlated with the measured profiles. Nonetheless, the existence of a distinct peak
in the banana regime profile is at least a qualitative, if not quantitative, improvement
over the original banana regime prediction. It also should be noted that the strength
of the drift-orbit effect is very sensitive to the value of Er, which has an estimated
uncertainty of up to ±25 kV/m (10–20%) in the steep gradient region [19]. Finally,
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in regards to the PS regime correlation, the coefficient on a ∇Ti term that is modified
by a strong Er would have the same sign and roughly the same magnitude as the
coefficient of the PS regime ∇Ti term. Thus, it may be that the rough correlation
between the PS regime predictions and banana regime measurements is simply due
to this coincidence.
Most of the higher collisionality discharges examined here are actually in the
plateau regime at ρpeak. Furthermore, except for the lowest collisionality discharges,
a portion of every velocity profile is in the plateau regime. Although deriving simple
neoclassical equations for velocity in the plateau regime, similar to Equations 5.2 and
5.3, is beyond the scope of this research, progress is currently being made in this
area. Predictions from these equations would be better suited for comparison to a
large fraction of the measured velocity profiles used in this study. This process is
beyond the scope of this thesis, though it is recommended that comparisons with
such a set of equations be included in future studies.
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Chapter 6
Measured high-field side parallel
velocity and the poloidal
asymmetry in the impurity density
In this chapter we examine the high-field side (HFS) parallel velocity that can be
predicted from the poloidal and toroidal velocity measurements from the low-field
side (LFS) along with the assumption that uz(ψ) and ωz(ψ), as defined in Equations
3.20–3.24, are constant on a flux surface. We find significant disagreement between
this predicted velocity and the measured velocity from the HFS periscope. The most
likely explanation for this inconsistency between the HFS and LFS velocities is that
there is a poloidal asymmetry in the impurity density, nz. To allow for this asymmetry,
we re-formulate the basic equation for the neoclassical impurity flow (Equation 5.1)
to allow nz to vary on a flux surface. We find an asymmetry of 2–3 in the region
of the steep gradients, with higher density at the HFS and a strong correlation to
the corresponding LFS poloidal velocities. Farther into the plasma the asymmetry
drops and we find that, for the lowest poloidal velocities, the asymmetry . 1. (An
asymmetry value less than one implies a higher impurity density at the LFS.) We
also present a sensitivity study of the inferred asymmetry to variations in the poloidal
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velocity.
6.1 Comparison of the measured and predicted ve-
locities at the HFS
Without the ability to determine either the majority or impurity ion pressure at the
HFS, we cannot directly calculate the HFS velocities (poloidal or otherwise) as we did
for the LFS profiles in Chapter 5. However, by assuming the measured velocities are
neoclassical in their variation on a flux surface, we can still predict velocities at the
HFS through Equation 5.1. This is accomplished by determining uz(ψ) and ωz(ψ),
which are valid over the entire flux surface, from the LFS velocity measurements.
With those flux constants, the parallel component of Equation 5.1, Vz,‖, can then
be evaluated at the HFS and compared to measured velocity profiles. Figure 6-1
shows a typical set of measured velocities, averaged over a steady H-mode period
of 700 ms to reduce uncertainty, that would be used to evaluate the flux constants.
Also shown is the measured HFS parallel velocity, with which we will compare the
predicted velocity.
To determine uz(ψ) and ωz(ψ) from the LFS measurements, we rearrange the
poloidal and toroidal components of Equation 5.1 as follows:
uz(ψ) =
V measz,θ
Bθ
(6.1)
ωz(ψ) =
1
R
(
V measz,φ − uz(ψ)Bφ
)
. (6.2)
We plot the radial profiles of uz(ψ) and ωz(ψ) calculated in this manner in Figure
6-2. The data are from the same H-mode discharge as the velocities in Figure 6-1
and are similarly averaged. We see that the peaked poloidal velocity strongly affects
the shape of the uz(ψ) and ωz(ψ) profiles, as expected.
Having determined the flux constants, we are now in a position to calculate the
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Figure 6-1: Radial profiles of the poloidal (diamonds) and toroidal (squares) velocities
as measured at the LFS of the plasma. The parallel velocity measured at the HFS
and mapped to the LFS is also shown (triangles).
predicted HFS parallel velocity.
Vz,‖,H(ψ) ≡ Vz,H · bˆ
=
(
uz(ψ)BH + ωz(ψ)R
2
H∇φ
) · bˆ (6.3)
= uz(ψ)B‖,H + ωz(ψ)RH cos ζ
where the subscripts L and H indicate values from the LFS and HFS midplane,
bˆ is a unit vector in the magnetic field direction and ζ (∼10◦) is the angle that the
magnetic field makes with the toroidal midplane at the HFS (cos ζ ≡ Bφ,H/B‖,H). The
predicted Vz,‖ is plotted along with the directly measured velocity profile in Figure
6-3. For this study, positive parallel velocities are in the direction of the magnetic
field during forward field discharges (Bφ clockwise when viewed from above). The
predicted parallel velocity calculated in this manner has a peaked structure driven by
the LFS poloidal velocity contribution to uz(ψ). We see that the measured parallel
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Figure 6-3: The calculated HFS parallel velocity (circles) determined by the uz(ψ)
and ωz(ψ) that were derived from the LFS velocities. Also shown is the HFS CXRS
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velocity in the region within 1 cm inside the separatrix (x = 0) is lower than the
prediction by a factor of up to 6. On the other hand, the measured velocities farthest
into the confined plasma are slightly higher than the predicted velocities at the same
radii. Furthermore, the largest measured velocities are at a different radial location
than the peak of the calculated profile. Often the measured profile does not show a
complete peak (if it indeed peaks at all) in the region sampled by the diagnostic.
This disagreement between the measured and expected HFS parallel velocities ex-
ists for most of the current dataset. If we plot these two velocities against each other,
as shown in Figure 6-4a, we see that there is only rough agreement (as indicated
by the solid line) for points farthest into the plasma. Example plots of the poloidal
velocity are shown in Figure 6-4b. The region from which the LFS data was taken
is indicated. The points that show general agreement (region I) correspond to the
flux surfaces with the lowest poloidal velocities. Data associated with higher poloidal
velocities (region III) appear to deviate significantly from the line of complete agree-
ment. In fact, we see that
∣∣∣V meas‖,H ∣∣∣ < 50 km/s for the dataset presented here, while∣∣∣V expect‖,H ∣∣∣ < 200 km/s. (Recall that reversed field generally has V meas‖,H < 0 and larger
poloidal velocities.) This deviation at high poloidal velocities is significantly larger
than the uncertainty in either the expected or measured velocities.
6.2 Poloidal asymmetry in nz
The most likely explanation of the discrepancy between the measured and expected
parallel velocity at the high-field side of the plasma is that we have over-simplified
Equation 5.1 for the impurities. The first-order theory used to predict Vz is derived
in the small gyroradius limit where the size parameter δi ≡ ρθ/L⊥ ≪ 1. Here, ρθ is
the poloidal ion gyroradius and L⊥ is the perpendicular pressure scale length. For the
boron impurity, the equivalent size parameter is δz ≡ δiνˆiiZ2, where νˆii = L‖/λii, L‖
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is the connection length1, and λii is the mean free path for ion-ion collisions [53]. δz is
larger than δiνˆii by a factor of Z
2 implying that as δi becomes larger, collisional effects
will first cause flux surface variations in impurity characteristics before affecting bulk
ion characteristics. More specifically, as we relax the constraint that δi ≪ 1, a poloidal
variation in the impurity density, nz(r, θ), will develop.
Theoretical predictions indicate the potential for in-out and up-down asymmetries
on C-Mod. In 2001, Fu¨lo¨p and Helander extended the simple neoclassical model by
allowing for a poloidal asymmetry in the impurity density during high collisionality
discharges [53]. Focusing on the plasma near the LCFS, their model assumes an or-
dering where δi ≪ 1 and δz ∼ O(1), but allows for an arbitrary aspect ratio for the
plasma. The predicted asymmetries were estimated numerically for a few cases with
various impurity concentrations and edge pedestal gradients. For moderate radial
gradients, an up-down asymmetry was predicted for any impurity concentration. For
steep pedestals, an in-out asymmetry developed, which was consistent with the ana-
lytic (limiting) form of the model that assumed very strong gradients and a circular
aspect ratio. For the impurity concentrations considered, the impurity density at
the high-field side was found to be a factor of 1.6–2.0 larger than the density at the
low-field side.
Prior experimental work on C-Mod also identified an in-out asymmetry in the
fluorine density [69]. In 2002, Pedersen measured soft x-rays emitted by high-Z im-
purities during H-mode discharges to determine the edge fluorine emissivity at both
the LFS midplane and the top of C-Mod [69]. Previously, the structure of these
emissivity profiles had been found to depend more strongly on the impurity density
profile, rather than on the electron density or temperature profiles [70]. Comparing
measured fluorine emissivity profiles from poloidally distinct locations allowed Ped-
ersen to infer a poloidal variation in the impurity density. Typically, the emissivity
pedestal at the midplane was farther into the plasma than the pedestal at the top of
1The connection length inside the LCFS is considered to be the parallel length between the LFS
and HFS. L‖ = piqR.
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the machine. It was found that the radial difference in pedestal position increased
with q95. These results were unchanged when switching from forward to reversed field
operation, indicating an in-out asymmetry rather than an up-down asymmetry. The
inferred asymmetry in the fluorine density was significantly higher than both those
found theoretically and those inferred in this thesis for fully-stripped boron. Although
the large asymmetries in the fluorine density, which were inferred from the significant
difference in emissivity pedestal locations, qualitatively agrees with a scaling with the
charge state, Z, a proper comparison cannot be performed due to a lack of knowledge
of the actual fluorine densities or the location of the peak in the poloidal velocity
profile for those discharges.
In-out asymmetries in the impurity density have been inferred on other toka-
maks, as well. However, the inferred impurity densities are not always higher at
the high-field side of the plasma. For example, on the Joint European Tokamak
(JET, also in Culham, Oxfordshire, UK), supersonic toroidal flows (Mach number,
Mz ≡ Vz,φ/vth,z > 1) driven by unbalanced neutral beam injection cause an appar-
ent centrifugal force that pushes impurities to the low-field side of the tokamak [71].
When JET removed the neutral beam heating and only used RF sources to heat op-
timal shear (OS) plasmas, tomographic reconstruction of nickel emission indicated a
density build up at the high-field side of the plasma, similar to that seen on C-Mod.
Similar centrifugal effects also were observed for heavy impurities withMz & 2 on the
ASDEX Upgrade tokamak, located in Garching, Germany [72]. However, lighter im-
purities with Mz ∼ 1 did not exhibit any significant asymmetry. It should be noted
that these studies were more focused on the core plasma rather than the pedestal
region.
6.2.1 Modification of the neoclassical equations
Allowing poloidal variations of the impurity density has a simple but profound effect
on the first-order flow equation. Using a different flux constant kz for clarity, we
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return to the solution
nzVz = kzB+ nzωzR
2∇φ, (6.4)
which satisfies the continuity equation
∇ · (nzVz) = 0. (6.5)
Dividing Equation 6.4 by the impurity density leads directly to Equation 5.1 where
we had defined uz(ψ) ≡ kz(ψ)/nz(ψ) because the impurity density is also assumed to
be a flux constant. We see that allowing nz to vary poloidally will have no effect on
the last term in Equation 6.4, as the impurity density cancels out. In the first term
however, we must now consider the flux constant kz(ψ) and nz(r, θ) separately. The
modified equation for the impurity velocity becomes
Vz =
kz(ψ)
nz(r, θ)
B+ ωz(ψ)R
2∇φ. (6.6)
With this modification and the assumption that kz(ψ) and ωz(ψ) are constant on
a flux surface, we can now use the measured LFS velocities to calculate the impurity
density at the HFS of the plasma. First, we determine the impurity density profile
at the LFS midplane from the measured CXRS brightnesses [23] and then use the
density and velocity profiles to calculate kz(ψ) and ωz(ψ) for the flux surfaces in the
pedestal region. The flux constants are now given by
kz(ψ) =
nmeasz,L
Bθ,L
V measz,θ,L , (6.7)
ωz(ψ) =
1
RL
(
V measz,φ,L −
kz(ψ)
nmeasz,L
Bφ,L
)
. (6.8)
As before, we take the component of the velocity parallel to the total magnetic field
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Figure 6-5: a) The measured LFS impurity density (squares) and the calculated HFS
impurity density (diamonds, mapped to LFS). Also shown is the calculated HFS
impurity density if we arbitrarily increase the poloidal velocity by 2.5 km/s (circles).
b) The LFS poloidal velocity profile, reproduced for reference.
at the HFS and find
Vz,‖,H(ψ) =
kz(ψ)
nz,H
B‖,H + ωz(ψ)RH cos ζ. (6.9)
Assuming the measured HFS parallel velocity is the left hand side of Equation 6.9,
we solve Equations 6.7–6.9 for nz,H
nz,H =
nz,LVz,θ,L
B‖,H
Bθ,L
Vz,‖,H − RHRL (Vz,φ,L − Vz,θ,L
Bφ,L
Bθ,L
) cos ζ
. (6.10)
The resultant HFS and LFS impurity density profiles are plotted together (given the
mapping as determined by EFIT and the Tz profile considerations from Section 3.3)
versus normalized minor radius in Figure 6-5a. For reference, figure 6-5b shows a
the poloidal velocity profile from the same time slice. This plot is typical of H-mode
results for Alcator C-Mod. The HFS densities for the points farthest into the plasma
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(near the top of the pedestal) are close to, or lower than, the LFS density on the
same flux surface. For flux surfaces in the steep gradient pedestal region the HFS
densities are significantly higher than their LFS counterparts. The uncertainties on
the HFS densities shown in Figure 6-5 are only from the uncertainties in the measured
velocities and do not include the significant uncertainty of the LFS density calculation
(of order 20–35% of the inferred density).
6.2.2 Inferred asymmetry
The comparison of nz from the HFS and LFS can be simplified by solving Equation
6.10 for the density asymmetry,
A ≡ nz,H
nz,L
=
Vz,θ,L
B‖,H
Bθ,L
∆‖ + αVz,θ,L
Bφ,L
Bθ,L
cos ζ
, (6.11)
where α = RH/RL and
∆‖ ≡ Vz,‖,H − αVz,φ,L cos ζ. (6.12)
The asymmetry calculation is preferable to a direct calculation of nz,H because it is
only a function of the measured velocities and eliminates the dependence on the LFS
density, which has large uncertainties and may not always be available.
By presenting the asymmetry in this form a few limiting cases may easily be seen.
First, if the poloidal velocity term dominates the denominator of Equation 6.11, then
the poloidal velocity in the numerator and denominator cancel and A ∼ 4 (using
C-Mod dimensions and typical magnetic fields). Secondly, if Vz,θ → 0 (kz(ψ) = 0)
over the flux surface, then according to the first-order model, the impurity flows
are purely toroidal, meaning V‖,H = Vφ,H cos ζ . Because ωz is assumed constant,
Vφ,H/Vφ,L = α and ∆‖ = 0 (see Equations 6.8 and 6.12). In this “rigid-rotor” situation,
the calculation of A becomes undefined.
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An asymmetry factor is calculated at each radial location corresponding to a
valid HFS CXRS measurement, resulting in several values from a single time slice.
Figure 6-6 displays the derived asymmetries for the entire dataset as a function of
the distance from the peak in the poloidal velocity profile (x ≡ R − ρpeak), which is
a well defined coordinate being determined from the same CXRS diagnostic. Using
this coordinate is preferable to using the distance from the separatrix, because of the
higher uncertainty in the separatrix location. The separatrix is typically at x ∼ +2–
3 mm and is shown as a shaded region. Figure 6-6a shows the asymmetry from all
available data points. We see that although there is significant scatter in the data,
there is also a trend toward larger asymmetry in the region of the poloidal velocity
peak (x ∼ 0). Figures 6-6b and 6-6c are binned averages of the portions of the
dataset that are from forward and reversed field discharges, respectively. Note that
the uncertainties shown for binned data are the weighted standard deviation of data
about the mean for each averaged set of data (as opposed to the direct uncertainty
in the underlying measurement, which is generally smaller, especially near x = 0).
There are several interesting trends in Figure 6-6 that should be highlighted. We
generally find that the asymmetry is largest near ρpeak. Specifically, the in-out asym-
metry is consistently a factor of 2–3 in the region near x = 0. Farther into the
confined plasma (x < 0), the asymmetry factor drops to order unity supporting the
expectation that the asymmetry correlates with increased poloidal velocity. On the
other side of the peak toward the separatrix region (x > 0), both the collected CXRS
signal and the associated measured velocities drop significantly and the uncertain-
ties become large, making it difficult to determine the magnitude of the asymmetry.
Comparing the binned data of Figures 6-6b and 6-6c, we see that reversed field dis-
charges appear to have higher asymmetries than forward field ones, correlating with
the higher poloidal velocities found during those discharges.
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6.2.3 Uncertainty
Using uncertainty propagation, we may calculate the uncertainty in A for all the
points in our dataset to determine where the calculation is most trustworthy. Defining
an uncertainty, U(X), as the positive square root of the variance of variable X, D as
the denominator of Equation 6.11, and α = RH/RL we find
U(A) =
√
U(A)2
=
(∣∣∣∣ ∂ A∂Vz,θ
∣∣∣∣
2
U(Vz,θ)
2 +
∣∣∣∣ ∂ A∂Vz,φ
∣∣∣∣
2
U(Vz,φ)
2 +
∣∣∣∣ ∂ A∂Vz,‖
∣∣∣∣
2
U(Vz,‖)
2
)1/2
(6.13)
=
A
D
[(
D
Vz,θ
− αBφ,L
Bθ,L
cos ζ
)2
U(Vz,θ)
2 + (α cos ζ)2U(Vz,φ)
2 + U(Vz,‖)
2
]1/2
Assuming the other velocities remain essentially constant2, A/D goes roughly as
1/Vz,θ for large poloidal velocities. Because the terms in the square brackets in the
last line of Equation 6.13 are either constant or decreasing with increasing Vz,θ, we see
that the total uncertainty in the asymmetry calculation also decreases with increasing
poloidal velocity. This effect may be seen in Figure 6-6 where the uncertainty in A
decreases near ρpeak.
6.2.4 Correlation with the poloidal velocity
Because the data shows a strong correlation with the distance from the peak in the
poloidal velocity, it is likewise informative to plot A versus Vz,θ, which is highest at
ρpeak. Figure 6-7 shows this relation. As before, the data are separated by region
based on the distance from ρpeak (see Figure 6-4b). The data from Region III near
ρpeak have the lowest relative uncertainties and thus are the most trusted. Due to the
larger number of data points, we have deviated from the standard sign convention and
defined positive poloidal velocities as those flowing toward the upper divertor at the
2In fact, the toroidal and parallel velocities are not necessarily constant, but rather ∆‖ is roughly
constant, which is also sufficient for this assumption.
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Figure 6-7: The dependence of the asymmetry on measured LFS poloidal velocity in
the steep gradient region. Data from Region IV (see Fig. 6-4b) are not plotted due
to the large uncertainties associated with that data. A subset of the uncertainties are
shown for reference.
LFS, regardless of field direction. As expected, there is a strong correlation between
the asymmetry and the poloidal velocity. This trend is well described by the form of
Equation 6.11 if we assume that ∆‖ is a constant. This is not a natural assumption,
yet it is roughly true for a majority of the data (not shown). Furthermore, we see
in Figure 6-7 that there are a significant number of data points with A < 1 and
that these points have a strong correlation with Vz,θ. However, we remind the reader
that as Vz,θ → 0 the flow becomes purely toroidal and our technique for measuring
the asymmetry should fail if the flows were behaving as neoclassical theory predicts.
Additionally, the theoretical model for the asymmetry (explored further in section
6.3) does not provide any mechanism for obtaining values of A < 1.
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Figure 6-8: The effect on the inferred asymmetry of a small increase in the poloidal
velocity as compared to Figure 6-7. A subset of the uncertainties are shown for
reference.
6.2.5 Sensitivity to the poloidal velocity
Given the large variation in the derived density asymmetry shown in Figure 6-6 for
x < 0 (toward the center of the plasma) and the fact that we expect all inferred
asymmetry values to be A ≥ 1, we have investigated the sensitivity of the derived
asymmetry to possible errors in the magnitude of the poloidal velocity. For example,
we show in Figure 6-5a the response of the inferred HFS impurity density to an
artificial increase in Vz,θ of 2.5 km/s (dashed line). The magnitude of this shift
is approximately the level of uncertainty for the velocity measurement as well as a
reasonable estimate of a potential systematic error due to miscalibration. We see that
farthest from the separatrix, where the poloidal velocity is naturally near zero (see
Figure 6-5), such a small change in Vz,θ has a significant effect on the asymmetry—
where the asymmetry was originally less than one, it has now become greater than
one. On the other hand, there is little change in the inferred asymmetry at other
points in the profile due to the increased poloidal velocity, particularly near ρpeak.
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The effect on the asymmetry of a systematically low Vz,θ can also be evaluated
through Equation 6.11 and Figure 6-7. The largest effect will be where the poloidal
velocities are smallest, which correspond to the data points where A ≤ 1. Figure
6-8 shows the effect of a 2.5 km/s increase to the poloidal velocity for the entire
dataset. We see that a change of this magnitude will significantly increase the smallest
asymmetries, moving most points above the A = 1 line. We note that this is already
apparent by the fact that, for essentially all the points in this region, the upper bound
of the uncertainty estimate is above the A = 1 line. The change in A (of order 10–
20% of the asymmetry value) is less noticeable where Vz,θ is large and all the data
continues along the same trends shown in Figure 6-7.
6.3 Neoclassical prediction of asymmetry
For comparison, we return to the model developed by Fu¨lo¨p and Helander for high-
collisionality discharges on C-Mod and apply it to the present C-Mod dataset. We
find that the predicted asymmetries are of the same form (peaked at the HFS and
similar magnitude) as those found through the comparison of the measured impurity
velocities.
Using normalized values for the impurity density and the poloidal angle, n =
nz/〈nz〉 and dϑ/dθ ≡ 〈B · ∇θ〉/B · ∇θ, they express the poloidal distribution as
∂n
∂ϑ
= g
(
n− b2 + γ(n− 〈nb2〉)b2) , (6.14)
where
g ≡ − miniI
eτiznz〈B · ∇θ〉
(
d ln ni
dψ
)
(6.15)
measures the steepness of the majority ion density profile and
γ ≡ 2.8(ln Ti)′/(ln ni)′. (6.16)
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Here, prime denotes a derivative with respect to ψ, τiz is the ion-impurity collision
time, and b ≡ B/〈B2〉1/2. For large g, Equation 6.14 may be expanded in terms of g−1
giving a limiting form for the zeroth-order (n = n0 + n1 +O(g
−2)) impurity density,
n0 =
γ
1− 〈(1 + γb2)−1〉
b2
1 + γb2
. (6.17)
For C-Mod, g peaks sharply in the steep gradient region and is higher on average
in plasmas with higher collisionality. As seen in Figure 6-9, g ≫ 1 at ρpeak for much
of the dataset. Thus, Equation 6.17 is a valid approximation for most of the edge
region. Also shown in Figure 6-9, the value of γ varies significantly at the location
of the steepest gradients, with the majority of the data in the range of 1.0–6.0. By
evaluating Equation 6.17 at both sides of the plasma, we find that the impurity density
builds up near the inner wall, where the magnetic fields are higher. This gives an
expected asymmetry at ρpeak of A0 ≡ n0,H/n0,L = 1.5 ± 0.2 (for the corresponding
values of γ and g > 1), somewhat lower than that inferred from the velocity data.
6.4 Summary and discussion
We infer an asymmetry of 2–3 in nz at the flux location of the peak in the poloidal
velocity. These values are similar in magnitude to the asymmetries predicted by neo-
classical models for both the present and prior datasets. The asymmetry is strongly
correlated with the poloidal velocity at the LFS midplane, which is again consistent
with the models where strong in-out asymmetries are driven by large values of ∇pi
(equivalent to large Vz,θ). Values of A < 1 are found using this method of compar-
ing LFS and HFS impurity velocities. In particular, at Vz,θ = 0, the asymmetry is
also zero. This result is unphysical, implying a complete absence of impurity density
at the HFS. However, these notably low asymmetries are associated with the lowest
poloidal velocities and small changes to either the poloidal velocity profiles or the
EFIT mapping easily brings them, including the uncertainty, to values of A ∼ 1. In
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either case, the inferred asymmetry is not well-defined at Vz,θ = 0.
Although an asymmetry in the impurity density is the most reasonable explanation
for the inability of the simple neoclassical model to predict parallel velocities at the
high-field side of the plasma, we do not claim that it is the only possibility. However,
as seen in Figure 6-3, any potential effects that would explain the discrepancy through
a modification of the HFS parallel velocity would need to raise velocities near the
separatrix, while simultaneously lowering values farther into the plasma. For example,
the dependence of the charge-exchange cross-section on the relative energy between
the injected neutrals and the fully-stripped boron could potentially have caused a
distortion in the measured spectrum collected by the HFS periscope. This would
result in an apparent velocity which was either faster or slower than the true velocity
of the B5+ population but not both. Additionally, it was found that the H0 (n=2)
cross-section, which dominates at the energies considered [73], is fairly constant and
would not distort the measured HFS spectra to any noticeable degree. We also find
no evidence for any other sources of error, such as experimental miscalibrations, that
would significantly affect the inferred HFS parallel velocity.
The final possibility considered that could explain the discrepancy between the
measured and expected HFS parallel velocities, is that, for the impurities, uz and
ωz are not constant on flux surfaces. However, the validity of this possibility cannot
be properly examined without multiple periscopes with roughly orthogonal views at
both sides of the plasma.
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Chapter 7
Summary
In this thesis we have presented a comparison of the velocity measurements, made
using the CXRS edge pedestal diagnostic, to predictions from neoclassical theory. It
is important to understand the physics relevant to the edge pedestal region near the
last closed flux surface, where turbulence drives transport, steep gradients drive ion
and impurity flows, and the magnitudes of the temperature and density pedestals set
a boundary condition for core plasma performance. Experimental temperature and
velocity measurements of the B5+ population were determined from charge-exchange
spectra from both the low- and high-field side midplanes.
Original contributions
Neoclassical theory has provided predictions of majority ion and impurity flows for
several years, but generally these predictions have used complex computer codes to
solve for transport coefficients and flow profiles for a limited number of discharges [35].
Furthermore, flow profiles were typically predicted for the entire plasma during low
collisionality discharges with little or no focus on the H-mode pedestal region. Finally,
these studies observed relatively small gradients in Tz near the plasma edge due to
large Tz temperatures in the scrape-off layer (compared to electron temperatures
there). These small gradients would lead to small peaks in the predicted poloidal
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velocity through the ∇Ti terms in Equations 5.2 and 5.5. The work presented in
this thesis focuses only on the pedestal region where the high-collisionalities of C-
Mod are highest. Thus, our work includes comparisons of neoclassical predictions
with measured data in all collisionalities. Additionally, the CXRS diagnostic on C-
Mod has a high spatial resolution in the pedestal region (∼3 mm) as compared to
diagnostics on other tokamaks which tend to cover the majority of the confined plasma
and as such have coarser resolution. Finally, many time slices from several discharges
are utilized, giving a broad, statistical comparison of theory to experiment.
The ability to measure velocity and temperature profiles from both sides of the
C-Mod plasma give us the unique ability to measure in-out asymmetries, or poloidal
variations, on a flux surface in the pedestal region. Prior experiments, both on C-
Mod [69] and elsewhere [71, 72], have indicated a poloidal asymmetry in the impurity
density. The experiments on other tokamaks emphasized the asymmetry in the core
plasma and, for the most part, dealt with strongly rotating plasmas (driven by neutral
heating beams) where an apparent centrifugal force determines the poloidal impurity
profile and leads to the LFS impurity density being higher than that for the HFS (A
< 1). The earlier pedestal work on C-Mod inferred a variation in the fluorine density
between the LFS midplane and the top of the plasma. This asymmetry was inferred
from the relative positions and widths of the fluorine emissivity profiles. Although an
estimate of the value of this asymmetry was not possible, it was determined that it
was an in-out asymmetry with the fluorine density being higher at the HFS. Similarly,
neoclassical predictions also indicated the build-up of impurities at the high-field side
of the plasma [53]. The research in this thesis steps beyond the prior measurements
of the C-Mod pedestal and quantitatively infers the in-out asymmetry directly at the
high-field side midplane. This analysis also benefits from the few-millimeter spatial
resolution of the pedestal diagnostics.
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Results of the measurements and comparisons
Several interesting trends in the measured HFS temperature and velocity profiles have
been presented. We found that boron velocities in the core change direction with
a complete field reversal (magnetic field and current), while a change in magnetic
topology has only a small effect on the core velocities. In contrast, analysis of the
passive, line-of-sight integrated signal indicated flow reversal for boron velocities in
the scrape-off layer when the magnetic topology was changed. This analysis of the
passive signal also showed a strong density dependence for discharges where B×∇B
pointed away from the x-point and divertor. When the plasma was heated using
ICRF, we observed that both the HFS temperature and the co-current velocities in
the core increased in magnitude as the stored energy in the plasma increased. At the
L-H transition, we also observed that the boron velocity profile became steeper and
shifted slightly into the core. Finally, the velocity shear in reversed field operation
appeared to be larger than that in forward field operation, though it should be noted
that this result relied heavily on measurements obtained from SOL spectra with very
weak signal to noise.
By using first-order approximations of the neoclassical model that are valid in
specific collisionality regimes, we compared predicted LFS poloidal velocity profiles
in the pedestal region with measured profiles. Comparisons were made for several
discharges that cover a wide range of collisionalities. The model formulated for the
Pfirsch-Schlu¨ter (PS), or high-collisionality, regime best correlated with measured
profiles in all collisionalities. These PS regime predicted profiles clearly reproduced
the characteristic peaked structure (in terms of magnitude, position, and shape) that
is commonly observed in the measured poloidal velocity profiles within 1 cm of the
LCFS.
Although the profiles predicted by the simplest banana regime formalism (Equa-
tion 5.3) were poorly correlated with the measured profiles, recent theoretical work
has found that the majority species in low collisionality discharges experience a ki-
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netic drift effect, the magnitude of which is dependent on the radial electric field. The
resulting modification to the banana regime equations for the impurity species (Equa-
tion 5.5) affects the shape of the predicted impurity velocity profile. Specifically, a
large well in the Er profile results in large poloidal velocities in the steep gradient
region. Thus, the banana regime profiles, in the presence of a strong electric field,
have a more peaked structure and are at times well correlated with the measured pro-
files. The absence of Er profiles on certain discharges prevented us from performing
a complete study of modified banana regime predictions for the entire dataset.
Although the neoclassical predictions presented in this research are observed to be
dependent on the relative positions of the relevant temperature and density profiles,
the general correlations presented are not improved by further radial shifting of these
profiles.
We have inferred an impurity density asymmetry, A, from the comparison of boron
velocity profiles from both the low- and high-field sides of the plasma. Introducing
an impurity density asymmetry was necessary to make the measured velocities from
both sides of the plasma consistent with the neoclassical model. At the location of
the steepest pedestal gradients, this asymmetry is found to be a factor of A = 2–3,
indicating higher impurity densities at the HFS. These inferred asymmetry values are
slightly larger than those predicted by previous theoretical calculations [53] but also
indicate a similar build-up of impurity density at the high-field side of the plasma.
The inferred asymmetry is proportional to the poloidal velocity at the LFS and thus
is higher in the high shear region of the pedestal. Farther in toward the plasma center,
the LFS poloidal velocity is near zero, and there is generally no poloidal asymmetry
between the LFS and HFS impurity density (A ∼ 1). Cases where the density is
slightly higher at the LFS are also found in this region, but theoretical predictions
of the impurity density asymmetry do not provide any mechanisms for this feature.
However, small increases to the poloidal velocity, on the order of the uncertainty in
the measurement, raise the asymmetry factor to A ∼ 1.
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Future work
The work contained in this thesis has revealed some new results and some interest-
ing trends in HFS impurity parameters, but it also raises some questions that could
be addressed in follow-on studies. For example, further experiments at lower densi-
ties in unfavorable magnetic topologies (those where B ×∇B points away from the
active x-point) are required to understand the density dependence observed in the
analysis of the passive HFS data. Additionally, the field reversal trends observed in
the SOL velocities determined, from the active spectra, should be further explored
with matched forward and reversed field H-mode discharges in both USN and LSN
magnetic topologies.
There is still much work to be done with regard to the comparison of LFS measure-
ments with neoclassical predictions. The application of the drift kinetic effect to the
banana regime formalism, which requires the determination of the radial electric field,
should be performed and the resulting profiles statistically analyzed. Additionally,
much of the pedestal, for all but the lowest collisionality discharges, is in the plateau
regime. Only very recently has progress been made in simplifying the neoclassical
model to a first-order analytic form for this regime [74]. With these equations, it is
now possible to make comparisons of the full poloidal velocity profiles with predictions
from the appropriate formalism. Similar to the banana regime, trapped majority ions
in the plateau regime also experience an effect due to the radial electric field. For
Er = 0, the velocity predicted by the plateau regime formalism will be between that
predicted by the Pfirsch-Shlu¨ter and banana regime formalisms. Finally, if it is ever
possible to make an independent measure of the radial electric field in the region of
interest, we may then include toroidal velocity comparisons along with the poloidal
velocity comparisons presented here. At the moment, the calculation of the radial
electric field in the pedestal region is performed with the same CXRS LFS poloidal
and toroidal measurements and this creates a circular comparison.
In contrast to the largely theoretical work suggested for the LFS comparison, the
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best progress with respect to the asymmetry calculation can be made experimentally.
The recent addition of a periscope on C-Mod, which poloidally views the HFS gas puff,
allows the direct calculation of the asymmetry without including the LFS toroidal
or HFS parallel velocity measurements. By evaluating the poloidal component of
Equation 6.6 at both the LFS and HFS we obtain the simple relation
A =
nz,H
nz,L
=
Vz,θ,L
Vz,θ,H
Bθ,H
Bθ,L
. (7.1)
Although it is assumed that this impurity density asymmetry is due to impurity
transport processes, it is also possible that impurity sources at the HFS could lead to
this asymmetry. Experiments designed to modify the strength of the boron sources at
the HFS of the plasma, e.g. changing the inner wall gap, could address this potential
effect. Finally, follow-on work with the neutral puff modeling code, KN1D [75], may
make it possible to determine the HFS density directly through the CXRS emission
brightness.
138
Appendix A
Diagnostic Specifications
A.1 Overview
The CXRS data is collected on two PhotonMAX cameras [42] which are equipped
with a 512 × 1048 pixel CCD (charge coupled device) and frame transfer technology.
This means that one “frame” of data (i.e. the signal collected on the exposed region of
the CCD) can be digitized while the next frame is being collected. In this manner, the
exposed area of the camera available for collection is 512 × 512 pixels, while a similar
sized region is optically masked and performs the digitization. During digitization,
we combine, or “bin,” the signal over the vertical extent of each of the eighteen fiber
images. By utilizing a filter which allows three spectra per row, we are able to image
a total of 54 fibers per camera. Due to the non-zero transfer time per row (0.6 µs) and
the short integration times, it is important to cover the camera for the duration of
time that the frame is transferring into the second, or “digitization,” half of the CCD.
This prevents the smearing of light onto other rows during the transfer process. To
achieve this, we use a “chopper” system consisting of a tabbed wheel on a motor that
periodically covers, or “blanks,” the CCD. The timing of the choppers and the frame
transfers must be very well synchronized. We keep track of the frame and chopper
through a Data Translation USB A/D digitizer (referred to as the “DatX module”)
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[43]. The chopper motors have their own controllers, which are in turn driven by
synchronizers responding to an external clock.
The entire system receives discharge cycle timing from an MPB decoder on the
CAMAC highway. The particular decoder we use is the BES/FRC decoder in the di-
agnostic neutral beam (DNB) tree (\DNB::TOP.BES FRC.CAMAC.DECODER 01).
The MPB decodes the signals which are carried on a global, optical 1 MHz clock.
These signals indicate the beginning of a discharge cycle. Recently, an in-house con-
troller (CPLD board) was constructed by W. Burke to facilitate faster response of
the choppers to changes in the clocks that drive them. Specifically, the changes are
a re-phasing of the chopper driving clock to synchronize the CXRS timing with the
DNB pulses. This process is described in greater detail below. Thus, we are able to
place the start time of a frame at any point in time relative to the discharge cycle;
an ability not available to us without this secondary controller.
The PhotonMAX cameras output several TTL signals. Through these signals we
can keep track of the camera’s actions. The most useful of these signals is “FRAME
OUT” (blue wire) that is set to be high (+5 V) when the camera is digitizing a frame.
There is also “EXPOSE OUT” (grey wire) that is set to be high when the camera is
collecting data.
The cameras themselves run in several different modes depending on the experi-
mental need. In “Free Run,” the camera will take data at the rate prescribed in the
software for as many frames as desired. This mode is good for taking test discharges.
The mode utilized during plasma discharges is “External Sync.” In this mode, each
frame integrates signal until it receives a trigger. However, without a pre-frame clean-
ing (i.e. discarding the data on the CCD before taking more data) this mode will
actually have been integrating for the entire time since the last frame transfer. Upon
receiving a trigger, it will check to see if the required integration time has elapsed.
If it has been integrating longer than the integration time it will transfer the frame
immediately. If not, it will continue integrating until the full prescribed time has
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Figure A-1: Schematic of the CXRS system showing the A/D digitizer, choppers,
controllers, synchronizers, and PhotonMAX cameras.
elapsed and then transfer the frame. The trick to this mode is to set the integration
time to 0 s. Then the frames transfer immediately upon triggering and the length of
integration becomes time between triggers. This only works for times longer than the
digitization time. Triggers which occur before digitization is complete are ignored.
Thus the minimum time between triggers must be longer than the digitization time.
A.2 The MPB and A/D digitizer
Before the in-house CPLD (Complex Programmable Language Device) board was
developed, the DatX module and MPB performed the necessary triggering and clock
division. Although this setup is obsolete, we describe this setup here because many of
the components and connections remain the same with the new CPLD system. The
DatX module and MPB controlled setup is illustrated in Figure A-1, with the DatX
module in the center.
The MPB decoder is initialized at “Pulse” (-4s on the discharge cycle) and has five
outs (E0–E4) that can be set to either CLOCK (train of pulses) or GATE (single rise
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and fall). Very short gates (5 µs) are used to provide trigger pulses. For our purposes,
we set E3 to be a trigger for the initialization of the DatX module. The MPB is
directed to the \DNB::TOP.MIT CXRS.DATX:START node, where the time for this
trigger is set. E4 is set as a clock which drives the sample rate of DatX module analog
inputs. This external frequency is set by the \DNB::TOP.MIT CXRS.DATX:FREQ
node. The frequency was typically set to 10 kHz, but 100 kHz had been used for
better temporal resolution when necessary. E1 provides a gate signal which when
closed suppresses the train of trigger pulses to the cameras. This logic operation was
performed on an external “AND GATE” integrated circuit. The gate at E4 opens
(goes high) at \DNB::TOP.MIT CXRS.MPB START and closes again after 10 s.
The DatX module takes data simultaneously on all six analog inputs at a rate
defined by the clock at E4. This frequency can also be driven internally, however,
multiple high frequency clocks often have phasing issues. Data collection begins upon
initialization, i.e. receiving the trigger signal to “EXT TRIG.” In order to cover the
entire discharge, this trigger (E3) was typically set to -0.5 s on the discharge cycle.
The 1 MHz cycle clock was delivered to the module at “COUNTER IN 0.” From
there the clock is divided by 6400 resulting in a 156.26 Hz clock which is sent out
from “COUNTER OUT 0” to the synchronizers and (gated) to the cameras. The
cameras transfer frames on each rising edge of the gated 156 Hz clock.
The synchronizers drive the choppers via the controllers, with information return-
ing via an optical sensor and an LED that is covered at the same time the CCD
is covered. When the light path is broken by the chopper tab, the signal goes low.
Besides returning information to the synchronizers, these signals are sent as analog
inputs on the DatX module. Also digitized are the TTL signals from the cameras
indicating when the frames are digitizing (FRAME OUT). Because we are able to set
the phase between the chopper and the driving clock on the chopper controller, we
also digitize the driving clock for reference. One DatX analog input was unused.
The MPB clocks do not stop at the end of a shot. They continue until the next
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Figure A-2: Time traces of the driving clock, chopper, and digitization signals.
initialization of the MPB. Extra frames taken by the cameras while the E1 gate is
open are ignored by the WinSpec software and only the preset number of frames are
saved to the WinSpec file. Typical time traces are shown in the Figure A-2. The
top trace is the 156 Hz clock that drives the choppers as well as triggers the cameras
while the gate is open. The middle trace is the camera FRAME OUT, showing the
digitization time which is nearly 5 ms long, but has been reduced to ∼3 ms with a
better choice of binning regions. The bottom trace is the phase shifted signal from
the LED/optical sensor. The integration, transfer, and blanking times are inferred
from these traces. The chopper blanks the CCD at the first vertical dashed line and
then the 156 Hz clock from the DatX module triggers the frame transfer. The transfer
occurs in the time between rising edges of the trigger and digitization traces. Upon
completion of the transfer, the next frame begins integrating, but light only falls upon
the CCD after the blanking tab moves out of the beam path. This event is indicated
by the rising edge of the chopper trace at the second vertical line. The chopper tabs
are designed to be slightly larger than needed to account for “jitter” in the chopper
phase.
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A.3 The CPLD board
One of the major advantages of the CPLD board is the use of optical couplings to
eliminate ground loops. Previously, ground loops caused stray signals to the cameras
and choppers. This resulted in unintentional frame transfers and dephasing of the
choppers during a shot. The optical grounds eliminate these problems. The other
purpose of the board is to adjust, or “kick,” the phase of the 156 Hz clock so that the
start of the CXRS integration times align with the DNB pulses. The board controls
the clock sent to the synchronizers, and changes the frequency as necessary to adjust
the phase of the trigger clock. The board initializes when it receives a trigger from the
MPB (E4, \DNB::TOP.MIT CXRS:CPLD BOARD), and counts microseconds until
the next rising edge of the 156 Hz clock it is providing. Using this time as a reference,
the board then adjusts the driving clock, up or down depending on the phase, so
that the rising edge will eventually align with a specific time in the discharge cycle.
Adjusting the phase of the choppers is a two step process. The first kick is less than
the required adjustment, but rotational inertia causes some overshoot which brings
the actual phase into close alignment with the desired value. The final correction,
which occurs near the peak of the overshoot (∼1 s later), finalizes the adjustment.
Finally, the board returns the trigger clock to its original frequency. Figure A-3
demonstrates this action. The difference between the phase of the driving and target
clocks is shown, as are the response of the individual chopper wheels. Although there
is still some oscillation of the chopper timings after adjustment, this jitter has been
compensated for in the fabrication of the tabs.
The DatX module is actually contained in the housing for the CPLD board. This
setup is shown in Figure A-4. At the bottom of this photo are the 2-pin LEMO cables
that provide input and output signals to and from the CPLD board. The purpose
of each of these ports can be found in Table A.1. At the bottom right are one of
two BNC connectors that feed into the DatX module directly. These wires carry the
chopper output signals which do not require optical grounds. The signal that gates
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Connection Configuration Signal Pin/Jumper
1 INPUT 1 MHz Clock J4
2 INPUT CPLD Trigger J5
3 INPUT DatX Start Trigger J8
4 INPUT Unused J9
5 INPUT Camera Gate J15
6 INPUT PhotonMAX 1 Frame Out J16
7 INPUT PhotonMAX 2 Frame Out J20
8 OUTPUT Chopper 1 Drive Clock 156 Hz J21
9 OUTPUT Chopper 2 Drive Clock 156 Hz J24
10 OUTPUT PhotonMAX 1 Trigger Train J25
11 OUTPUT PhotonMAX 2 Trigger Train J27
12 OUTPUT Phase Reference J28
Table A.1: CPLD 2-Pin LEMO external connections.
the clock for the cameras still comes from E1 but the gating logic is performed by
the CPLD board. There is a separate trigger clock for each camera and also separate
clocks driving the synchronizers. The ribbon cable seen near the top of the photo
goes from the CPLD board to the DatX module. This cable carries a copy of the
DatX start trigger (from E3 on the MPB), the external clock provided by the CPLD
board, and copies of the 156 Hz clocks driving the choppers. Further information on
the ribbon cable can be found in Table A.2. The external clock that drives sampling
rate of DatX module A/D inputs is now an even division of the 1 MHz discharge
clock, and is generated by the CPLD program itself. Thus, the A/D sample rate was
typically set is 31.25 kHz with higher resolution available at 125 kHz. Table A.3 gives
the jumpers necessary for proper operation of the the CPLD board.
Initial phase correction values are determined empirically and programmed into
a 32-element “Look-up Table”. This corresponds to an 11.25◦ phase resolution of a
single frame cycle. The two Look-up Tables consume nearly the full logic resources
of the CPLD system. Due to the small differences in the rotational inertia of the
individual chopper systems, it is necessary to adjust the strength of the phase kick
(i.e. the values in the Look-up Table) for each chopper system. This means that if
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Connection Configuration Signal Pin/Jumper
1 OUTPUT DatX Start Trigger J64
2 OUTPUT DatX External Clock J65
3 OUTPUT PhotonMAX 1 Frame Out J67
4 OUTPUT PhotonMAX 2 Frame Out J68
5 OUTPUT Chopper 1 Drive Clock 156 Hz J69
6 OUTPUT Chopper 2 Drive Clock 156 Hz J70
Table A.2: CPLD ribbon cable signals to the DatX module.
J4 J5 J8 J9 J15 J16 J20 J21 J24
J25 J27 J28 J64 J65 J67 J68 J69 J70
J74 J75 J76 J77 J79 J80 J83 JCLK3 JCLK4
Table A.3: Necessary CPLD jumpers.
new chopper blades are desired, the rotational inertia of the new system must be
characterized and all the corresponding logic modified. The size of the Look-up table
puts a restriction on operational scenarios. New timing schemes must have total
times (integration plus blanking) that are evenly divisible by 32 (in microseconds).
For example, the current scheme has a total time of 6.4 ms which is 32 × 200µs. This
also puts a constraint on the fabrication of new chopper blades as well.
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