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We present a novel approach to obtaining the basic facts (including Lidskii’s 
theorem on the equality of the matrix and spectral traces) about determinants 
and traces of trace class operators on a separable Hilbert space. We also discuss 
Fredholm theory, “regularized” determinants and Fredholm theory on the trace 
ideals, V’,(p < CO). 
1. INTRODUCTION 
This note represents an approach to the abstract Fredholm theory of trace class 
(and more generally 9?, = {A 1 Tr(j A 1”) < co)) operators on a separable 
Hilbert space, 8. There are few new results here but there are a set of new 
proofs which we feel sheds considerable light on the theory discussed. In parti- 
cular, we would emphasize our proof of Lidskii’s theorem (see Sect. 4): It was 
this new proof that motivated our more general discussion here. 
To help emphasize the differences between our approach and others, we remark 
on the differences in the definition of the infinite determinant det(1 + A) for 
trace class A. First, some notations (formal definitions of algebraic multiplicity, 
etc., appear later): Given a compact operator, A, {&(A)}zf’ (N(A) = 1, 2 ,..., 
or cc) is a listing of all the nonzero eigenvalues of A, counted up to algebraic 
multiplicity and (pi(A)}~cl , th e singular values of A, i.e., eigenvalues of 1 A 1 = 
(A*A)1/2 listed so that pl(A) > p2(A) > ... > 0. Throughout, the trace of an 
operator in the trace class is defined by 
TrW = f  (6 T A&J, 
n=1 
(1.1) 
for any orthonormal basis {q&}~=, . 
The only two systematic analytic treatments of det(1 + A) for abstract 
A E %Yi of which we are aware are those of Gohberg and Krein [7] and Dunford 
and Schwartz [4] who rely on the basic definitions (respectively) 
N(A) 
de@ + PA) = n (1 + A(A)>, 
i=l 
(1.2) 
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Wl + 14 = ~dWog(l + ~41 U-3) 
We use instead the definition (also used by Grothendiek [8] in his algebraic 
discussion of infinite determinants) 
det(1 + pLA) = f pn Tr(h”(A)) 
7&==0 
Q-4) 
where h”(A) is defined in terms of alternating algebra. Of course, any full 
treatment must, in the end, establish the equality of all three definitions. This 
equality is a consequence of the theorem of Lidskii [ 15] : 
N(A) 
Tr(A) = 1 &(A) 
i-l 
V-5) 
(and, as we shall see, the equality of the Definitions (1.4) and (1.2) implies 
(1.5)!). At first sight (1.5) seems trivial, but to appreciate its depth, the reader 
should consider trying to prove it for a quasinilpotent trace class operator (i.e., 
one with (0) as spectrum). The formula (1.2) is very natural but it is quite difficult 
to work with analytically. For example, even after one proves absolute conver- 
gence of the product (and so analyticity of det(1 + 4) in CL), the analyticity of 
det(1 + A + @) in p is not easy to prove. We find the formula (1.3) quite un- 
natural as a general definition since tr(log(1 + PA)) is singular for those ~1 with 
(1 + @) noninvertible and is only determined modulo 2ti. The main advantage 
of (1.3)‘is the small ~1 expansion which leads to the formula of Plemelj [22] : 
det(1 + A) = exp (Fl (-l)“-’ Tr(A”)ln) 
which converges if Tr(l A I) < 1 ( or more generally, if Tr(l A 1”) < 1 for 
some p). While (1.6) is often called Plemelj’s formula, we note that it occurs in 
Fredholm’s original paper [5l I Equation (1.6) is a useful motivation in the theory 
of regularixed determinants (see Sect. 6). 
In distinction, the formula (1.4) has the following advantages: 
(i) Once one has the basic bound 1 Tr(h$4)] < (Tr(l A I))“/n!, the 
analytic properties of det(l + A) are easy to establish; e.g., det(1 + A + @) is 
obviously analytic as a uniformly convergent sum of polynomials. 
(ii) The algebraic properties of the determinant, in particular, det(l + A) 
det(1 + B) = det(1 + A + B + AB) follow from the functional nature of An. 
In the finite dimensional case, this is well known (see e.g., Lang [13]). This 
formula occurs in Fredholm’s original paper [5] proven via computation of 
various derivatives. Grothendieck [8] proves our Theorem 3.9 by the algebraic 
method we discuss. 
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(iii) I f  A is an integral operator (which is trace class) with a continuous 
kernel, (1.4) reduces to the definition of Fredholm [5]. This fact, which is useful 
for an abstract Fredholm theory (!) is far from evident from (1.2) or (1.3). 
While Eq. (1.4) is essentially Fredholm’s definition, it is analytically simpler 
because of the possibility of using invariance of the trace; in particular one 
avoids Hadamard’s inequality in proving the convergence of (1.4). 
To distinguish our proof of Lidskii’s theorem, (1.5), from those in [4, 71 we 
might compare them in the finite-dimensional case. In that case, there are two 
says of seeing (1.5): One can pass to a Jordan normal form, whence (1.5) follows 
by inspection (and the invariance of trace), or one can consider the characteristic 
polynomial, whence Eq. (1.5) follows by using the fact that the sum of the roots of 
a manic polynomial P(X) is the coefficient of its next to leading term. In essence, 
the proofs in [4,7] are analogs of the Jordan normal form proof while ours is via 
a “characteristic polynomial”: In brief, we prove Eq. (1.5) by “applying 
Hadamard factorization to Fredholm’s determinant.” A primary complication 
in the “normal form” proof of (1.5) is the lack of a normal form for quasinilpotent 
operators. This must be gotten around by a limiting argument [7] or by an 
argument that is essentially our proof in the special case where A is quasi- 
nilpotent [4]!. (In this case Hadamard’s factorization theorem can be replaced 
by Liouville’s theorem.) The only place that we need to appeal to a limiting 
argument from a finite rank approximation is in our proof that det(l + A) 
det(l + B) = det(1 + A + B + AB). 
We should mention that Carleman [3](and also Hille and Tamarkin [lo]) 
establish a Hadamard factorization of det,(l + A)(see Sect. 6). In particular, had 
they choosen to look at the second term of the Taylor series in their equalities 
they would have for A Hilbert-Schmidt that 
N(A) 
Tr(A2) = 2 hi(A)2 
i=l 
(but they did not choose to do this). Hille and Tamarkin [lo] have similar 
formulas in the trace class case and one can easily prove Lidskii’s theorem from 
their results (essentially by the method shown in Sect. 4). 
The material we present here is “foundational” and so it is important to have 
some care in how one proves the basic facts about trace class operators and 
trace ideals, lest one introduce a circularity. Thus, let us sketch the basic 
definitions and facts, primarily following the discussion in Reed and Simon 
[24, 25, 261: 
(1) [24, Sect. VI.51. The closure in the norm topology of the finite rank 
operators on Z is called the compact operators, V, . Any operator A E V, has a 
spectrum which is countable with only zero being a possible accumulation point. 
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Any A E u(A) which is nonzero is an eigenvalue. Any A E %‘, has a canonical 
expansion : 
A = 2 /&Wn , *I Aa (1.7) 
V&=1 
where p*(A) are the singular values (eigenvalues of 1 A 1 = (A*A)liZ) and 
NJEl (rev. +&XL) are orthonormal sets (the & are eigenvectors for A*A and 
the y& for AA*). We order the pa(A) by pl(A) > &A) > ... > 0. 
(2) ([26, Sect. X11.1, 21; see also [19]). Given h E a(A) with A E %fa and 
X # 0, one defines the spectralprojection PA by 
Ph = (2+-l f,,,, dE(E - A)-1 tw 
for all small c. Then PA is a finite-dimensional (nonorthogonal) projection so that 
A leaves P,+? and (1 - PA) &’ invariant. Moreover, a(A p P,,S’ = {A}, a(A p 
(1 - P,J&‘) = u(A)\(h) and Ran Ph = {# 1 (A - ii)” t,b = 0 for some n}. We 
call dim (Ran PA) the algebraic multiplicity of h. A list of all nonzero eigenvalues 
counting algebraic multiplicity of A is denoted by (&(A))zy=‘:‘. 
Remwk. To define Eq. (1.8) all that is required is that X be an isolated point 
of u(A) and the further properties of Pn all hold whenever P,, is finite-dimensional. 
Both conditions automatically hold if A E ‘;s, and h $1 0. 
(3) [24, Sect. VI.6]. For any positive self-adjoint operator, A, the sum 
CL, (+,, , A+,) is independent of orthonormal basis and denoted Tr(A). The 
trace class $?r (called Yr in [24]) is those operators with Tr(I A I) < CCL One 
shows that A E %‘i if and only if A is compact withCr=‘=, p%(A) < co. Tr( 1 A I) = 
Czzl m(A) is called the trace norm, 11 *II1 . VI is a *-ideal in L?(H) and one has 
and 
II A + B II1 G II A IL + II B 111 9 II A* IL = II A 111 
(1.9) 
II AB III < II A /II II B Ilm 
For A E %‘r and any orthonormal basis {#t-r, the sum CL, (&, A$,) is 
absolutely convergent and defines a number Tr(A), the trace of A, independent 
of basis 4, . Tr(*) is a *-linear functional on S, with 
I T@)I G II A IL . (1.10) 
For any unitary U, jl UAU-l II1 = 11 A II1 and Tr(UAU-l) = Tr(A). 
(4) [24, Sect. VI.6; 25, Appendix to Sect. 1X.41. The trace ideal, %?P 
(1 <p < co)isdefinedasthoseAwith/AI~~%71.ThenA~%’,ifandonlyif 
A is compact and CL, p,(A)p = Tr(l A 1”) = II AlI; < co. From Eqs. 
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(1.9) and (1.10) and a simple complex interpolation argument, one easily finds 
that (p-l + 4-r = 1). 
(Holder’s inequality for operators), from which it follows that 
II A /le = 2: (I Tr(z’WIIII B lIZI. 
B&Z* 
(1.12) 
(Take B = / A Ip--lU* if A = U 1 A I to get equality.) From (1.12), the triangle 
inequality for I/ . &, follows. V, is a *-ideal in Y(9). 
(5) [30]. In one place we need the existence of a Schur “basis,” i.e., for 
any A E %m , an orthonormal set (not necessarily complete), (7,)::;) so that 
b&w = (%a t A%). (1.13) 
One obtains (1.13) by writting a Jordan normal form for A on each PA (X an 
eigenvalue which is nonzero) and then applying a Gram-Schmidt procedure. 
Remark. It is with some reluctance that we use this device since it requires a 
“Jordan normal form” for A. We emphasize it enters in our proof of Lidskii’s 
theorem only in the proof that Cri<’ hi(A) < co, something that can be proven 
by other means [7]. 
(6) ([24, Sects. II.4 and VIII.lO]; see also [IS]). Given Z, a separable 
Hilbert space, the n-fold antisymmetric product A”&’ is defined. If  {&}Ei is an 
orthonormal basis for 2, then &, A . .. A &, (ii < is < ..* i,,) is a basis for 
A”X. Given A: Z+&‘, one defines An(A): An&’ --+ An&’ so that A”(A) 
(dl A -- A &) = A& A -- A A & for any +i ,..., & E &‘. A”(.) is a functor, i.e., 
An(AB) = A”(A) A”(B) and A”(A*) = An(A)*. Thus, e.g., / A”(A)1 = 
A”(1 A I). I f  % is finite-dimensional, with dim(&) = m then dim A”(&) = (z), 
and A”(A) on the one-dimensional space Am% is just multiplication by det (A). 
An& is a natural subspace of 0” &, the n-fold tensor product. 
We conclude this introduction with a sketch of the contents of these notes. 
In our proof of Lidskii’s theorem, we need to know that for A E VI, 
Cc:’ j X,(A)1 < co (so that the definition (1.2) converges). As noted in [7], 
this follows easily from Eq. (1 .I) and the existence of a Schur basis, but we give 
an alternate proof of the more general Weyl [36] inequalities: 
N(A) 
C I W)I” e II A II,” 
i=l 
(1.14) 
in Section 2. (For p = 1, these inequalities are associated with work of Lalesco 
[12], Gheorghiu [6], and Hille and Tamarkin [IO] and forp = 2 with Schur [29].) 
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This proof depends less on intricate convex function arguments than do the usual 
ones [4,7]. In Section 3, we define (by Eq. (1.4)) the determinant for operators of 
the form 1 + A with A E %?r, and in Section 4 we prove Lid&ii’s theorem. In 
Section 5, we illustrate the usefulness of the definition (1.4) by proving a 
determinant inequality (essentially found already in [33]). In Section 6, we define 
det,(l + A) by: 
n-1 
det,(l + A) = det (1 + A) exp - c (- l)n+l Ak/k 11 , (1.15) X.-l 
and show it is defined for A E %?= for p > n. Finally, in Section 7, we recover the 
usual Fredholm theory in abstract form. 
We remark that it is an interesting open question to establish the theorem of 
Lidskii in the Banach space setting (see [8, 14,27,28]). Even Weyl’s inequality, 
Eq. (1.14) forp = 1 appears to be open in this case. See added note (3). 
2. SOME INEQUALITIES 0~ WB~ 
Our goal here is to prove the inequality (1.14) and some related facts. We first 
note the following: 
LEMMA 2.1. Let A be a compact operator. Let {fm}L1 und{g,}~ml be odumurmal 
sets. Then 
(fn 9 Agn) = f sn/44 (2.1) 
m-l 
where (a) is a doubly substochastic matrix, i.e., 
2 
aen, I Q 1; It = 1, 2,... 
Fl 1 anm 1 < 1; m = 1,2,... 
(2.2a) 
(2.2b) 
Proof. By the canonical form (1.7), (2.1) holds with 
% m = (fn 9 APxlJJm 9 gm). 
Since (fn> and {g,) are orthonormal families, we have by Bessel’s inequality and 
the Schwarz inequality: 
250 BARRY SIMON 
since the {&} and (&} are normalized. Similarly (2.2a) holds since the {+,I 
and (&} are orthonormal. 1 
The following is so basic to our proof of (1.14), that we overkill it with three 
proofs, each of which illustrates different aspects of the result. 
LEMMA 2.2. Let 01 be a doubly substochastic matrix (i.e., let (2.2) hold). Let pin 
be a sequence with (xG=, 1 CC,,, lP)l/p < CO for some 1 < p < co. Then the sums 
are convergent and 
A,= f ffnmPm (2.3) 
rn=l 
(2.4) 
First Proof. By (2.2a) the result clearly holds ifp = co. By duality and (2.2b), 
we get the case p = 1. The general case now holds by the Reisz-Thorin inter- 
polation theorem on Z, (see, e.g., [24, Sect. 1X.41). m 
Second Proof. The sum (2.3) is clearly convergent p = 00, so let p < co. 
If q is the dual index of p, then: 
= ,z 
. - 
1 [I hz P-l I %m l”“l[l %m P I Pm II 
from which (2.4) follows. In the above we have used Holder’s inequality (on 
sequences indexed by pairs (n, m)) in the second inequality and (2.2) in the last 
inequality. 1 
Third Proof (suggested by E. Seiler). Let + be an arbitrary convex function on 
[0, co) with $(O) = 0 and $(x) > 0. It is then automatic that + is monotone. 
We claim that 
(2.5) 
INFINITE DETERMINANTS 251 
from which (2.4) follows taking &) = xp. Now, since 4 is monotone: 
The second inequality follows by convexity and (2.2a) writing 
:, I a,, I I pm I = 2 I anm I I th I m-0 
with 01,s = 1 - x:f, ) CX,,, I and cl0 = 0. Summing over tl, (2.5) follows from 
(2.2b) and (2.6). i 
THEOREM 2.3. ([29]forp = 2, [12] forp = 1, [36] forgemdp). For any 
compactoperatorAand1 <p < 00, 
zl I U4I” G II A II; - (2.7) 
More generah’y, fw any orthotwrma z sets If,,>, lg,J we he 
Proof. The general result follows immediately from the last two lemmas. 
Equation (2.7) then follows from the existence of a Schur ‘basis” (~,,}~~<) (see 
(5) in Sect. 1) taking fn = gn = rln. 1 
These are the only inequalities from this section we will need later. However, 
we wish to make a few remarks about extending the method above by using a 
few additional “tricks.” First we note that, by using the third proof of Lemma 
2.2, we can conclude that 
for any convex # with NO) = 0, +(x) > 0. Equation (2.8) is not quite as strong 
as Weyl’s theorem which only requires t -+ +(et) to be convex. For example, the 
function 4(x) = In(1 + x) is such that (2.8) holds (by Weyl’s theorem) but it is 
not of the form we have treated so far. Second, there is a general principle illus- 
trated by the following: 
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THEOREM 2.4. If A is compact and {fn}~cl and {gn}zEI are wthonormal sets, 
thenforany Nandp > 1: 
In particular, for any N ezgenvalues h,(A),..., AN(A): 
(2.10) 
Proof. Let P be the orthogonal projection onto the space spanned by 
{ga}~==, . Let B = AP. Then, by Theorem 2.3: 
il l(frz , &,)P = iI I(fn 9 &,)P’ 
Now, since B has rank N, pJB) = 0 for n > N + 1 and by a simple min-max 
principle argument, pR(B) < pn(A) f or all n and, in particular, for n = l,..., N. 
Equation (2.9) thus follows. By using a Schur basis, (2.10) follows. m 
The third principle, following Weyl [36], systematically exploits the anti- 
symmetric tensor products. For example, we have Weyl’s original inequality: 
I h,(A) .a* &v(A)1 < 44 ... PNW (2.11) 
For pl(A) a.* pN(A) is the norm of AN(A) on AN&’ (as the largest eigenvalue of 
I AN( = AN(I A I)) and h,(A) ... X,(A) is an eigenvalue of AN(A). By com- 
bining this idea and the second principle above we can, for example, prove the 
following theorem of Ostrowski [21] : 
THEOREM 2.5. Let X,(A) ,..., h,(A) be N eigenvalues of a compact operator A. 
FOY k < N, let Ck(a, ,..., aN) be the elementary symmetric function given by: 
Thenforanyp a 1: 
&(I A, IP,..., IAN I”) < &(/&W’~-~ ~~(49 (2.12) 
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Inpart2idar,for~r >O: 
(2.13) 
Roof. As in the construction of a Schur basis, we can find an orthonormal 
Set eij ,..., eN with 
Ae, = &ei + C ajiej . 
j<i 
It follows, that if P is a the orthogonal projection onto the span of {e+,}~~r, then 
the nonzero eigenvalues of B = AP are A1 ,..., hN . Thus the noruero eigenvahres 
of AYB) are /L1(A) *a* A&4)(1 < ir < * ** < ik < N). Therefore (2.12) follows 
from Eq. (2.7) and the method of proof of Theorem 2.4 (2.13) follows from 
Remark. In particular, (2.13) with r = 1 is the +(x) = ln(1 + x) result of 
Weyl mentioned above. 
3. DEFINITION AND PROPERTIES OF THE DETERMINANT 
The basic estimate we need to define det(1 + A) is 
LEMMA 3.1. For uny A E Vi(#) we kuwe that Ak(A) E Wl(Ak).@) for all k. 
Moreover 
II Ak(4 IL G II A It/k! (3-l) 
Proof. The eigenvalues of ( A”(A)1 = Ak( 1 A I) are 
(J+) - pikW)(jl ( - < jk). 
Thus: 
II A”(A) 111 = C rt,(A) .** /+(A) 
i,<*<r, 
(3.2) 
607124/3-4 
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DEFINITION. For A E %‘r , we define det(1 + A) by 
det(1 + A) = f Tr(Ak(A)). 
k=O 
THEOREM 3.2. The sum (3.3) convergesfm any A E %?I and 
I det(l + 41 < ew(ll A Ill)- 
I Wl + 41 < fi (1 + P,(A)). 
n=1 
(3.3) 
(3.4) 
(3.5) 
Proof. Equation (3.4) follows from (3.1) and (3.5) from (3.2). 1 
THEOREM 3.3. Fix A, ,..., A, E %I . Then 
is an entire function of m complex variables. More generally, if F(h) is an analytic 
function with values in %?I , then det(l + F(h)) is analytic where F is analytic. 
Proof. By definition 
and by (3.1) the sum converges absolutely and uniformly on compact subsets of 
P. Since each term Tr(hkE,“_, &A$)) is a o p ly nomial, F is an entire function. 1 
THEOREM 3.4. Fix A E VI . Then, for any l , there is a constant C(E) with 
I det(l + WI < C(E) exp(r I h I). (3.6) 
Proof. Since j 1 + x I < exp(l x I), we have, by (3.5) 
< fi (1 + I A I ~~(4) exp f 
W&=1 nZ-A4+1 
I X l~,,dA)). 
Choose M so that Cz+lp-L,(A) < c/2. Now, we can choose C(c) so that 
KI,“=, (1 + I X I ~~(41 G W expW)l X I>- I 
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Rem&. On account6f the inequality [31]: 
1 det(l + A + 3)I C det(l + I A I) det(1 + I B I) 
one can conclude: , 
THEOREM 3.5. The map A + det(1 + A) from VI to C is continuous, i.e., if 
11 A,, - A /I1 + 0, then det(1 + A,):+ ,det(l + A). 
Remmk. By using Cauchy estimates on the analytic function det(l + A + 
p(B - A)) and the bound (3.4), one can prove [32]: 
I de@ + 4 -d&U + WI ..G II A - B IL exp(ll A II1 + II B II1 + 1) (3.7) 
(see also Theorem 6.5 below). 
Proof. Let C = sup- 11 A,, II1 . Given E, choose M with C,,,>M+I Cm/m! < e/3. 
Then by (3.1): 
.’ 
I det(1 + A,) - det(1 + A)] < F + f Tr(lAm(A,) - Am(A)/). 
VI-1 
Now, let Pm be the orthogonal projection from 0” .%’ to Am.%‘. Then 
Tr(l hm(A,) - Am(A = Tr (I Pm (6 A,, - 6 A) Pm I) 
<Tr(IGA,,---Al) 
G mC”-l II A - A, /II , 
so choosing Nso that (1 A - A, l/r < (~/3)(~~=r mC+l)-l we see that for n > N: 
) .det(l + A,) - det( 1 + A)] < E. 4 
LEMMA 3.6.. Let A be a jinite rank operator with PAP = A f~ some jinite 
rank orthogonalprvjection P. Let A:(A) be the operator A*(PAP) as an operator on 
Am(PS’). Then, if dim(PS), = k: 
det(1 + A) = tr(Ag(1 + A)). 
Proof. Clearly .tr(Am(A)) = tr(Am(PAP)) = tr(Ay(A)), so det(l + A) = 
XL=,, tr(AXA)) = tr(Ai(l +..A)). I 
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LEMMA 3.7. Let A and B be finite rank operators. Then 
det(1 + A) det(1 + B) = det(1 + A + B + AB). (3.8) 
Proof. Let P be a finite-dimensional orthogonal projection with ran A, 
ran A*, ran B and ran B* all in ran P. Then, if dim P = m: 
det(1 + A) det(1 + B) = tr(A;(l + A)) tr(A!(l + B)) 
= tr(h;(l + A) A;(1 + B)) 
= det(1 + A + B + AB), 
where we have used the fact that A”(P&@) is one-dimensional so that for operators 
C, D, on it, Tr(C) Tr(D) = Tr(CD). 1 
THEOREM 3.8. [8]. For any A, BE%?~ : 
det(1 + A) det( 1 + B) = det(1 + A + B + AB). (3.9) 
Proof. Let P, be a family of finite rank orthogonal projections converging 
strongly to 1. Then, by Lemma 3.7, (3.9) holds if A, B are replaced by A, = 
P,AP, and B, = PnBP,. As n + co, /I A,, - A /II - 0, jl B, - B II1 -+ 0, and 
I/ A,B, - AB /II + 0 so, by Theorem 3.5, the determinants converge. Thus 
(3.9) holds. 1 
THEOREM 3.9. Let A E V, . Then det(l + A) # 0 if and only ;f  1 + A is 
invertible. 
Proof. Suppose 1 + A is invertible. Then B = -A(1 + A)-l is in @?r and 
A + B + AB = (1 + A)(1 + B) - 1 = 0. Then 
det(1 + A) det(1 + B) = det(1) = 1 
so det(1 + A) # 0. On the other hand, if 1 + A is not invertible, then - 1 is an 
eigenvalue of A. Let P be the corresponding spectral projection. Then 1 + A = 
(1 + AP)[l + A( 1 - P)], so it suffices to prove det(1 + AP) = 0. Now, by 
Lemma 3.6, det(1 + AP) is the finite-dimensional determinant of an operator 
with eigenvalue - 1 and is thus zero. 1 
THEOREM 3.10. If --CL;’ is an et&nvalue of multiplicity k, then F(p) = 
det( 1 + pA) has a zero of order precisely k at p = IL,, . 
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Proof. Let P be the spectral projection for -&. Then 
det(1 + PA) = det(1 + +4P) det[l + @(I - R)]. 
Now det [l + +4(1 - P)] # 0 by Theorem 3.9. Also B = AP is zero on 
(1 - P) 2’ and has only spectrum -r;’ on P.W. Thus Tr(hm(AP)) = 
(- l)+$J p-m so that 
det(l + P@) = 5 (E ) (--P/Po)~ = (1 - wi?)“‘- 1 
97%-O 
4. LIDSKII’S THEOREM 
The key to Lid&ii’s theorem is: 
THEOREM 4.1. Let F(a) be an entire fun&m with zeros at zl , z8 ,... (counting 
multiplicity) so that 
F(2) = fi (1 - 223. (4.1) 
l-1 
Remark. This is not quite the same as Hadamard’s theorem. For, in general 
(2) only implies that Cz-‘-, 1 .a;, I--l+ < co, and F(2) = eM nz-, (1 - 22;') 
@I=- with a = --CIxl r;l (conditional convergence with 121 1 < I2,I < ? -); 
this is a theorem of Lindeliif [17], see [I]). However, our proof is essentially a 
piece of a standard proof of Hadamard’s theorem (see, e.g., [351). 
Proof. Let G(2) = nzw-, (1 - 22;l) which is convergent to an entire 
function by (3). Since F(2)/G(2) is an entire nonzero function, 
F(2) = G(2) eh(*). 
Now for fixed R, let ..a1 ,..., sn be the zeros of F with I 2< 1 < R/2. Then for 
1 2 1 = R, 11 - 22c1 1 > 1, so F(x)(n;c, 1 - 223-l = ffR(2) has supI,I<R 1 
H,(r)1 < C(c) eR. It follows by the Borel-Caratheodory theorem [35, pp. 174- 
175JthatforIaI < 1 
1 ln HR(a))I < 2(f R - 1)-i[sR + ln C(E)], 
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where we have used the fact that Ha(O) = 1. Moreover, ifaR 3 4 and ] z I < 1 
where C is choosen so that ] In(l - z)/ < C 1 x 1 if ] z ] < i . It follows by 
taking R -+ 03 that h(z) = In HR(z) + ln[nz+, ...I obeys 1 h(x)] < 4~. Since E is 
arbitrary, h is identically zero for 1 z I < 1 and so for all x. g 
THEOREM 4.2. For any A E ?Zl and p E @: 
N(A) 
det(l + p-4 = JJ (1 +&(A)). 
j=l 
(4.2) 
Proof. Let F(p) = det(1 + PA). By Theorems 3.9 and’3.10 the zeros of F 
are precisely (counting multiplicities) at ---/\,(A)-‘. By Theorems 3.4 and 2.3, 
F(p) obeys the hypothesis of Theorem 4.1. 1 
COROLLARY 4.3. (Lidskii’s Theorem [15]). Tr(A) = CiN_(f) Xj(A)for A E %?I .
Proof. The term linear in p in the Taylor expansion of det(1 + PA)’ is 
Tr(A). The term linear in TV on the right of (4.2) is Czf’h,(A). [ 
Remarks. 1. Equation (4.2) of course also implies that 
Tr(h”(A)) = c Ail(A) *.. X,,(A), 
il<’ * ‘3, 
but this is just Lidskii’s theorem for h”(A)! 
2. From Remark 1 Lidskii’s theorem implies (4.2)! 
5. DETERMINANT INEQUALITIES 
We want to illustrate the use of (1.4) as a tool in proving inequalities on 
determinants. Seiler and Simon [3 l] have already used (1.4) to prove: 
det(l + I A + B I) d det(l + I A I> det(l + I B I) (5.1) 
although alternate proofs avoiding (1.4) have been found by Lieb [16] and Kato 
(unpublished; see [32]). Seiler and Simon [33] have proven a variety of 
complicated inequalities tailor made for their study of the Yukawa, quantum 
field theory. By using their method, we can prove an inequality of some general 
interest that illustrates the applicability of (1.4): 
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THEOREM 5.1. For A E VI , define 
deta(l + A) = det(1 + A) e-*cA). 
Then, for any A, B E %‘l : 
(5.2) 
I d%(l + A + WI 4 exp(U2 II B*B III + 0~ II A 111) (5.3) 
where a = 1 + &/a = 2.6487.... 
Remark. The point is that det,(l + A + B) extends from V, to a continuous 
function Ws with 
I det,(l + A + B)I < exp(lP II A + B Ifi) (5.4) 
(see Sect. 6 below). Of course, since I det(1 + A)/ < exp(ll Al,), we have 
I deb(l + A + WI < exp[W A III + II B IIJI~ 
However, if A E WI and B E V2 , we cannot use this to bound I deta( 1 + pA + B)I 
as I p I + co and (5.4) would only give us 1 dets(l + pA + B)I < Cl exp(Cs 1~1”). 
Equation (5.3) gives I dets(l + pA + B)I < C, exp(C, I /.J I). 
Proof. 
I det(1 + A + B)I = I det(1 + B) det[l + (1 + B)-l AlI 
= 1 i. det(l + B) Tr(AW + BY Al)l 
< f II det(l + B) AW + W-‘Ill ‘W A”(4) 
n=-ll 
< $ II det(l + B) A”[(1 + B>-‘Ill II A Ili’ln! 
n-0 
(5.5) 
Now, we chum that 
Ildet(1 + B) A”[(1 + B)-1]l12 < en exp(2 Re(Tr(B)) + )I B*B Ill). (5.6) 
Temporarily deferring the proof of (5.6), we note that (5.2) and (5.5) together 
with (5.6) imply 
1 dets(1 + A + B)I < exp(-Re Tr(A) - Re Tr(B)) 5 (19’~ I) A Ih)“/n! 
x exp(Re Tr(B) + l/2 II B*Biy 
< exp(a II A III + l/2 II B*B II)- 
260 BARRY SIMON 
We compute 
II Wl + B) An[(l + B)-1]112 
= II det(l + B + B* + B*B) A”(1 + B + B* + B*B)II, 
so (5.6) is implied by 
II det(l + C) A”((1 + C>Hll G en eq-Vr(C)) (5.7) 
for all self-adjoint C with -1 < C. Now, let Xi(C) be the eigenvalues of C 
ordered by X,(C) 2 ... 3 - 1. Then: 
II det(l + C) A”((1 + C)-VI < fi (1 + L(C)) 
m--n+1 
G exp (,$+,x-(C)) 
< en exp(Tr(C)) 
since --CE-i A,(C) G n. I 
6. REGULARIZED DETERMINANTS 
It was realized quite early that Fredholm’s original 1903 theory was not 
applicable to a wide class of integral operators of interest. In 1904 Hilbert [9] 
showed how to extend the class of operators which could be treated by replacing 
K(x, X) by zero in all formulas and Carleman [3] later showed that this definition 
worked for all operators which are now called Hilbert-Schmidt. Contributions 
to this line of development were made by Lalesco [ll] who, in particular, 
realized when Tr(K) was finite, Hilbert’s determinant “deta” and Fredholm’s 
determinant, “deti” were related by 
det,(l + A) = det,(l + A) exp(-Tr(A)), 
and by Hille and Tamarkin [lo] and Smithies [34]. 
In a 1910 paper that has been widely ignored, Poincart [23], apparently 
unaware of Hilbert’s work, studied integral equations f = (I + K)g where 
some power of K, say K”, is an operator to which Fredholm’s theory can be 
applied. By using this theory for Kn, he was able to show that 
det,(l + pK) z exp 5 (-l)j+l $Kj/j 
j=n 
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is well defined by the series for ] ~1 small and defined by analytic continuation an 
entire function. The interesting feature of PoincarC’s work is his abiity to reduce 
the estimates to those of Fredholm except for K”. 
Motivated by the Hilbert-Carleman-Smithies line of development, det, has 
been systematically developed by Gohberg and Krien [7] and Dunford and 
Schwartz [4]. The theory of det, was independently developed by Brascamp [2]. 
In this section, we wish to establish the main properties of detJ1 + A). 
Unlike most of the treatments discussed above, we avoid the need for any new 
estimates in defining det, by reducing the analysis (following Seiler [30]) to what 
we have already discussed in defining det, (see Lemma 6.1 below). In philosophy 
(but not techniques), we thus follow PoincarC. Our approach partly follows the 
appendix of [32]. In particular, we follow the proof of (3.7) in proving that 
det,(l + A) is Lipschits on tip,-a continuity statement that appears to be new. 
LEMMA 6.1 (essentially in [30, 321). For any bounded operator A, define 
Then: 
(a) If AEV,, tken R&4)EW1. 
@) If f (2) is an analyticfunction with values in V,, (analytic as a V,,-valued 
function), tken Kdf ( 1) * I 1s a fu t nc ion analytic as a %‘l-valuedfunctbn. 
Proof. Let h(a) = ~-~([(l + a) expEi:i (--s)k/k] - I}. By an elementary 
computation, h is an entire function. Clearly 
&&(A) = A”k(A). 
Hence, 1) R,(A)& < II A 11: 11 &4)ljoo < cc by Hijlder’s inequality for operators. 
Now, let f (2) be a function analytic as a v--valued function. Then, it is clearly 
analytic as a V,-valued function, so h( f (2)) is a B(&‘)-valued analytic function. 
It follows that Tr(BR,,( f (2))) is analytic for any finite rank B. Moreover, by 
the above, II &if (#I~ is uniformly bounded on compact subsets of the domain 
of definition off. Now under the duality (A, B) + Tr(AB), %?I is the dual of V, 
and B(Z’) is the dual of gJ24, Sect. VI.6]. Since the finite rank operators are 
dense in WI , it follows that given any B E B(S), we can find B, a net of finite 
rank operators with 11 B, Ilop < II B Ilop so that Tr(AB,) -+ Tr(AB) for any A E ‘Zr . 
Thus ‘WC4 f (4) R) converges pointwise to Tr(R,,( f (z))B) so by the Vitali 
theorem, Tr(&( f (z))B) is analytic for each B E A?(#‘). It follows that R,( f (2)) 
is analytic as a ‘Z1-valued function. 4 
DEFINITION. For A E Vti , det,,(l + A) = det(l 4- &(A)). 
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THEOREM 6.2. Let X,(A),... be the eigenvalues of A E SC’%. Then: 
d&(1 + PA) = fi [Cl + &L(A)) exp ( n$l P~~-L(AN~/~)] 
m=l k=l 
Moreover, for A E V,-, : 
det,(l + A) = det,-,(l + A) exp[(- 1)%-l Tr(A”-l)/n] 
and, in particular, for A E ‘gl : 
n-1 
det,(l + A) = det(1 + A) exp 1 (- 1)” Tr(A”)/K . 
k=l 
(6.2) 
(6.3) 
(6.4) 
Remark. Equation (6.2) is natural from the point of Hademard’s theorem 
which we have been emphasizing. For if we only know that Cz=, ] h,(A)ln < 00 
and we want a function “det” (1 + pA) with zeros precisely at p = --h,(A)-I, 
we need a canonical product of genus (n - 1). 
Proof. By the spectral mapping theorem, the eigenvalues (including algebraic 
multiplicity) of R&A) are (1 + ph,(A)) exp(CLi: pk(--h,(A))lc/k) - 1, so 
(6.2) follows from Theorem 4.2, Equation (6.3) follows from 
(1 + R,(A)) = (1 + R,&A)) exp((-l)n-rAn-l/n - l), 
Theorem 3.8 and the fact that for A E V, : 
det(eA) = eTrtA) 
(which follows from Theorem 4.2 and Lidskii’s theorem). 1 
COROLLARY 6.3. Let A E V, . Then (1 + A) is invertible if and only if 
det,(l + A) # 0. 
For later purposes we note that there exists a constant I’,, with 
10 + 4 exp r%’ (-4”ik)l B exp(r, I x I”). (6.5) 
k=l 
Equation (6.5) is obvious, since it clearly holds for 1 z 1 > E (for any l ) and 
for 1 z I small since the left side is 1 + O(.P) for z small. We remark that I’, = 1, 
r, = 4, and for any n r, > l/n (by using z small) r, < e(2 + In n) [20], 
also r, < 3 [2]. 
THEOREM 6.4. 
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Proof. By (6.2) and (6.5): 
by Theorem 2.3. [ 
THEOREM 6.5. dek(1 + A) is Lipschitz as a futtction on V,, uniformly on 
balls, explicitly: 
I det,(l + 4 - det.0 + WI G II A - B IIn exp[~,dll A IIn + II B II,, + 1Yl. 
Proof. This clearly follows from (6.6), the lemma following (which is an 
abstraction of an agreement in [32]), and the fact that if f (z) is an analytic g-- 
valued function, det,(l + f (2)) is analytic by combining Lemma 6.1 and 
Theorem 3.3. 1 
LEMMA 6.6. Let f be a complex-valued function on a complex Banach space X so 
that 
(a) f (A + xB) is an entire function of x for all A, B, EX. 
(b) There is a fin&m G on [0, co) which is monotone nom&creasing, so 
that for all A E X: 
If (4 < WI A lb 
Then: 
If(A) -f WI G II A - BII WI A II + II B II + 1) (6.7) 
forallA, BEX. 
Proof. Letg(a) = f (&(A + B) + a(A - B)). Theng is entire in 2 and 
for any k. In the last step we use the Cauchy estimate 
I g’(t)l G k-’ ,sypk I & + 41. UJ- 
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Take k = I/ A - B 11-l. For j z 1 < K + 4,’ 
I &)I < WV + BP) + 44 - B)ll) 
< G(I/ A + B/2 II + (k + 31 A - B II) 
G G(ll A II + II B II + 1). 
Thus (6.8) implies (6.7). 1 
Since det,(l + PA) is an entire function of CL, it clearly has a convergent 
power series expansion det,( 1 + +4) = C a:‘(A) pm/m! The form of this series 
(essentially found by Plemelj [22](n = 1) and Smithies [34](n = 2)) illuminates 
the choice of det,( 1 + A) so we derive the formulas: 
LEMMA 6.7. Letf(z) be analyticfor z small withf(z) = cf, (-1)1L+lb,z”/n. 
Let 
g(z) 3 exp(f(z)) = f  B,z”/m! 
m-0 
Then B, = 1 and B, is giwn by the mxm determinant: 
B, = 
b, m-l 0 . . . 0 
b, b, m-2 ‘*. 0 
b, b, 6, -0. 0 
. . . . 
. . . . 
. . . . 
(6.9) 
b,-, b,-, b,-2 ... 1 
b, b,-, b,-, *.’ by 
Proof. Since g’(z) = f’(z) g(z), we find that 
or 
n&, = n!(b,B,-,/(n - 1) ! - b,B,-,l(n - 2)! + .**)y 
B, = El hcL-B(-l)k+l [ ;; 1 $1. (6.10) 
Now (6.9) clearly holds for B, so suppose inductively, that it holds for B, ,..., 
B,,+, . Then (6.10) corresponds to the expansion in minors in the first column in 
(6.9) and so it holds for B, . 1 
THEOREM 6.8. (Plemelj-Smithies formula). Let A E V, . Then 
det,(l + pA) = $ p’%$)(A)/m! 
??I=0 
(6.11) 
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where the series convetges for all p E Q= and u:‘(A) is given by the mxm determinant: 
with 
op’ = Tr(A”) k>n 
= 0 k<n-1. 
(6.13) 
Proof. Since det(1 + pA) is an entire function, it clearly has an expansion 
(6.11) converging for all p. The coefficients need only be found for small CL. 
By Lemma 6.7, (6.12) and (6.13) are equivalent to 
det,(l + pA) = exp 
( 
f (-l)“+l a$’ A 
7W-1 
( Y) 
for small ~1. This follows by using Lidskii’s theorem and the product expansion 
for det,(l + PA). 1 
Remark. The beauty of (6.12) is that det(l + A) has an expression in terms 
of Tr(Ap) and when Tr(A), Tr(A*),..., Tr(A+l) are set equal to zero in this 
expression, we just get det,(l + A). 
7. FRRDHOLM THEORY 
The basic result of the Fredholm theory is the ability to write (1 + pA)-l 
as a quotient of explicit entire functions of p. The “higher minors” of Fredholm 
will not be discussed here but we note they are essentially the functions [h”A(l + 
PA)-‘] det(1 + PA): See [32] f or methods of estimating these. objects. We begin 
by deriving formulas due to Plemelj [22] and Smithies [34] for the numerator in 
this quotient and then we discuss Fredholm’s original formula. 
THROREM7.1. IfAE%‘*, then 
(1 + 4-l det,(l + 14 (7.1) 
is an entire operator-valuedfunction of p. 
Proof. (1 + fl)-l is analytic in C/{--h,(A)-l}~~$ . Since the spectral 
projection at each X,(A) is finite rank, one can show by an explicit analysis of the 
Laurent series about -q’ [19] that at 1-1 = --X,(A)-l, (1 + PA)-’ has a pole of 
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order at most dim PAi (alternatively, one can write (1 + +4)-l = (1 - Pi) 
[I + pA(l - Pi)]-l + [1 + pAP+]-r Pi and note that the first factor is analytic 
at p = --A;’ and that the second factor has a pole of order at worst dim E’,,, by 
the analysis of finite-dimensional operators). Thus, since det,(l + PA) has a zero 
of order dim P,,i at TV = --X;i, the product is entire. 1 
DEFINITION. DI;“‘(A) = -det,(l + AA)[(l + XA)-l - II/h. 
COROLLARY 7.2. For A E ?Zn , D?‘(A) is an entire gn-valued function. 
Proof. D?:(A) = A[det,(l + hA)(l + /\A)-l]. i 
We can now use the method of the last section to find explicit formulas for the 
coefficients of the power series expansion of D?‘(A): 
THEOREM 7.3 (Plemelj-Smithies formulas for OF’). 
D?)(A) = 5 8?‘(A) h”/m! 
WI=0 
where 8:’ isgiven by the (m + 1) x (m + 1) determinant: 
(7.2) 
,@,$(A) = 
A m 0 ..* 0 
A2 ,$) m- 1 . . . 0 
. . . . 
. . . . (7.3) 
. . . . 
A VI+1 &' bd bd um-1 ... u, 
where a:“’ is given by (6.13) and (7.3) is to be interpreted in the sense that (4, 
/l:‘(A)+) is of the sameform as (7.3) with Aj replaced by (4, A+%). 1 
Proof. In terms of the determinants cyg’(A), we can evaluate j?:‘(A) by 
expanding in the first column: 
so that 
B!?(A) ay (n) -= 
m. I A x - A2 (map-;)! + ... . 
It follows, that for p small (where all series converge): 
c * p@!&m =(A-@+#+ .-.)($o$p-) 
VZ=O 
= A( 1 + pA)-l det,(l + PA). I 
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COROLLARY 7.4. If A E Vm and --p-l is not an e&nvalue of A, then 
’ (1 + pA)-1 = 1 - /@;‘(A)/det,(l + ,uA)] (7.4) 
where det,,(l + pA) = Cz=,-, 0~:’ pm/m! and D:‘(A) = cf, ,3:‘(A) pm/m! with 
a$), ,f3:,“’ given by Eqs. (6.12) and (7.3). 
Proof. Equation (7.4) follows by definition of D:‘(A). 1 
In practical computations, one would like to estimate the error made by 
dropping the tail of the power series defining det,(l + pA) and D:‘(A). Such 
estimates follow from Cauchy estimates and bounds on the growth of the func- 
tions as cc-+ co. Our approach here is patterned after that of Dunford and 
Schwartz [4]. We have already seen that 1 det,(l + pA)I < exp(F, 1 /J IR ]I A 11:). 
We now prove such estimates on D?‘(A). We first note the following estimate 
from the appendix to [32] (see also [4]): 
II @)V)II, G II A II9 exp(l TV I II A IIJ. (7.5) 
Proof. It suffices to prove that 
IIU + 4-l Wl + AIL G exp(ll A 111) (7.6) 
and this can be proven for finite rank operators with (1 + A) invertible. Now: 
]I(1 + A)-l det(1 + A)ll = /I I 1 + A 1-l WI 1 + A III 
= IAl + 4-l ii 14 + 4 
5-l 
where N = rank(A) and we have used p,(l + A) < 1 + pi(A), which follows 
min-max characterization of ~$([4]): 
pj(B) = min ( max 
91, .. . . ,j-1 w41, . . . . b,-Jl II w II). I 11*11=1 
COROLLARY 7.6. 
(7.7) 
(7.8) 
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Remark. We emphasize that the power series for det(1 + PA) and D:‘(A) 
have (m!)-l in their definition. This (m!)-l control of convergence is an improve- 
ment over the celebrated (m!)-l/a bound Fredholm obtains from Hadamard’s 
inequality. In special cases, Fredholm [5] obtains better than (m!)-1/2 or even 
(m!)-l; see also Hille-Tamarkin [lo]. 
Proof. By a Cauchy estimate: 
II k’(A)Ill G m! II A /I1 R-” exp(R II A IId 
for any R. Choosing R = m 11 A II;‘, Eq. (7.7) results. The proof of (7.8) is 
similar. 1 
Remark. The idea used in these estimates is similar to that by Smithies [34] 
in his convergence estimates. 
COROLLARY 7.7 (essentially in [32]). 
II D?(A) - D%)II, 
G II A - B /II {[II A 111 + II B 111 + 11) exp[l P I (II A 111 + II B IL + l)l>. 
Proof. Follows from Lemma 6.6. l 
The basic input in the estimates we prove for D, W) is a formula which will also 
be basic to our development of Fredholm’s formulas for /32’, namely: for 
A, B E ‘Z1 with (1 + A) invertible 
$log[det(l + A + pB)]l,,=,, = Tr((1 + A)-l B). (7.9) 
To prove (7.9), we write 
det(1 + A + pB) = det( 1 + A) det(1 + p(A + 1))‘B) 
= det(l + A)[1 + p Tr((l + A)-lB) + O(P”)], 
from which (7.9) follows. 
Now let A, B E %?i . Then 
bddet,(l + A + $)I 
n-1 
= log[det(l + A + pB)] + c (-l)k+l Tr[(A + pB)k]/k 
P=l 
so that, for (1 + A) invertible 
-$- log[det,(l + A + @>]lrr=a = Tr(( 1 + A)-l B) + 
n-1 
& (- l)k-kl Tr(BAk-l). 
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If B = (4, a)$, then 
det,(l + A)(+, (1 + 4-l $1 
= 2 det,(l + A + pB)I,, + mfl (-l)* det,(l + A)(+, AX-‘+). 
k-1 
Now 1 det,(l + A)/ < exp(r, 11 A 11:) so that, using 
for f analytic: 
ll(1 + 4-l det,(l + 4ll < G exp(r, II A II3 (7.10) 
for C,, sufficiently large. Once we have (7.10) we can take limits to conclude 
Eq. (7.10) first when A E %‘,, with (1 + A) invertible and then even for (1 + A)-1 
noninvertible if (1 + A)-l detm(l + A) is interpreted as det,(l + A) - 
xDy’(A). 1 
Remark. Equation (7.10) appears in Dunford and Schwartz [4] with C, = 1. 
The estimate in this form is wrong! For take A = -p(+ * 4) with ]I 4 II = 1. Then 
ll(1 + 4-l II = 1 + CL + O(c12), det,(l + 4 = 1 + OW>, ad exp(r,, II A II3 = 
1 + O(@) whence (7.10) with C,, = 1 would imply (1 + CL) < 1 + O(pn)! 
As above in Corollaries 7.6 and 7.7 we immediately obtain: 
THEOREM 7.8. For A E %,, 
(4 FO~P 2 n, II ~?“Wlp G G II A IID expFn I h In II A II3 
(b) II %%4) - @‘W>lln < Cm II A, - B ll,{(ll A Iln + II B Iln + 1) 
exp(r, I h IYII A IIn + II B, II + 1)V. 
(4 I 42 1 Q (v~!)~-(l/~) e-(11 A II,)“. 
(d) /I ,t?E’(A)lln < C,(~Z!)~-(~/~) @-~([I A II,$‘+“. 
Remark. To bound the higher Fredholm minors, we would use the fact that 
they are higher derivatives of det(1 + A + pB)(see [32]). 
As a final topic in the Fredholm theory, we obtain abstract formula for the 
coefficients of IIf) which agree with Fredholm’s formulae [5j for concrete 
integral operators. Let .%’ be a Hilbert space and 0, X’ its n-fold tensor 
product. We define the “partial” trace from ‘Zr(@, .%?) to %‘r(&‘) by (for C 
compact) : 
Td?‘r(,-ld4 cl = Tr~,,d4?J 0 10 --- 0 II). (7.11) 
607124/3-s 
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(7.11) defines an operator in 9?&@‘) since, for C compact 
(7.11) can then be shown to hold for any C E 3’(Y). Now given B: 
An% - An&‘, we can extend B to Q, & by setting B to zero on 
(A”z@‘)~ and then form Tr,-,(B) E %r(X). 
THEOREM 7.9. D:‘(A) = Cc=,, /32’(A) pm/m! Then 
B:)(A) = Tr,(A”+‘(A)) (m + l)! (7.12) 
In particular, Tr(/IE’(A)) = & . 
Remark. The last statement is obvious also from the Plemelj-Smithies 
formulas. 
Proof. By (7.10), for C finite rank: 
Tr(CDp)(A)) 
= -Tr{[(l + pLA)-l det(1 + @I) - det(l + 41 C/CL} 
= - 1; [det(l + PFLA + hC)]I,=, - dct(1 + cc4 Tr(C)//p 
Suppose that A is a finite rank operator 
A = f  a,(e, , .) fi 
e=1 
with {ei}rX, and {fi}Tzl orthonormal and 
c = (en,)fk 
Then 
-$ Tr(A”++A + AC’)) 
==PL” c “il “. Ori,(ei, A “- A Q,,, A e, , fi, A *.- A fi, A fk). (7.13) 
zj<...<i, 
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[In (7.13), it isn’t necessary to takt: i,,, < n, since the terms with i, = n are 0.1 
= pm [Tr(C) Tr(h”(A)) - m Tr(C Tr,,&Am(A)))] 
since 
(C*OIO...Ol)(e,,n...ne,)=~~l(egn -*a h Cei, A --- h esm). 
Thus, for A and C of the type above: 
Tr(C@(A)) = $ (m + 1) pllz Tr(C TrJA”+‘(A))). 
m=O 
(7.14) 
Since we can always take 0~~ or 01, = 0, Eq. (7.12) holds for any finite rank 
operator, so 
D!)(A) = f (m + 1) pm Tr,(Am+l(A)) 
m-0 
for A finite rank and, so, by a limiting argument for any A. This proves Eq. 
(7.12). i 
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Added Notes. (1) Another systematic presentation of infinite determinants can be 
found in J. R. Ringrose, “Compact Non-Self-Adjoint Operators,” Van Nostrand, 1971. 
Ringrose proves the Hadamard factorization of the determinant but uses Lid&ii’s 
theorem to prove it rather than vice versa. 
(2) The determinant inequality (5.1) appears prior to [31] in S. J. Rotfel’d, Prob. 
Math. Phys., No. 3, 81 (1968). 
(3) Rather strong results on the status of Weyl’s inequality on a general Banach 
space will appear in a paper of W. Johnson, B. Maurey, H. Kiinig and J. R. Retherford. 
I should like to thank E. B. Davies, S. J. Rotfel’d, and J. R. Retherford for bringing 
these references to my attention. 
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