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Multivariate Location: Robust Estimators And Inference
Rand R. Wilcox
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The sample mean can have poor efficiency relative to various alternative estimators under arbitrarily small
departures from normality. In the multivariate case, (affine equivariant) estimators have been proposed for
dealing with this problem, but a comparison of various estimators by Massé and Plante (2003) indicated that
the small-sample efficiency of some recently derived methods is rather poor. This article reports that a
skipped mean, where outliers are removed via a projection-type outlier detection method, is found to be more
satisfactory. The more obvious method for computing a confidence region based on the skipped estimator
(using a slight modification of the method in Liu & Singh, 1997) is found to be unsatisfactory except in the
bivariate case, at least when the sample size is small. A much more effective method is to use the Bonferroni
inequality in conjunction with a standard percentile bootstrap technique applied to the marginal distributions.
Keywords: Outlier detection; Tukey’s halfspace depth, skipped estimators, outlier-projection estimator

work, and modern outlier detection methods
indicate that this is indeed the case (outlier
detection rules based on the mean and usual
covariance matrix, in conjunction with a
Mahalanobis distance, are well known to be
unsatisfactory; see for example, Rousseeuw &
Leroy, 1987).
Moreover, arbitrarily small departures
from normality (based on any of several metrics
for comparing distributions) can result in
outliers commonly appearing in a random
sample which in turn can mean poor efficiency
when using the sample mean. Another concern
is that when sampling from an asymmetric
distribution, the population mean can poorly
reflect what is typical.
In the univarate case, many alternatives
to the sample mean have been proposed (e.g,
Andrews et al., 1972). Several maintain
relatively high accuracy under normality relative
to the sample mean and have high efficiency in
situations where the sample mean performs
poorly. Simultaneously, inferential (hypothesis
testing) methods have been found that perform

Introduction
A fundamental problem is estimating a measure
of location associated with some multivariate
distribution and then computing a confidence
region based on the estimator used. Of course,
the sample mean performs well under normality
based on various well-known criteria. However,
from an applied point of view, there are
compelling reasons to consider alternative
measures of location. One has to do with the
effects of outliers on efficiency. Tukey (1960)
predicted that outliers are common in applied
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well over a broad range of situations, including
general conditions where methods based on
means perform in an unsatisfactory manner (e.g.,
Wilcox, 1997; 2003).
As for the multivariate case, one could
of course simply apply univariate estimators to
the marginal distributions, but it is known that
usually this does not satisfy a criterion that is
frequently imposed. To elaborate, first consider
the univariate case, let X be any random variable
having distribution F, let T ( X 1 ,…, X n ) be some
statistic based on the random sample X 1 ,…, X n ,
and let a and b be any two constants. Then for
T ( X 1 ,…, X n ) to qualify as a measure of
location, a minimum requirement typically
imposed is that

T [a ( X 1 ,..., X n ) + b] = aT ( X 1 ,..., X n ) + b
(e.g., Staudte & Sheather, 1990). The usual
population mean and median satisfy this
requirement as do many other robust measures
of location. This requirement says, for example,
that given a typical measure of temperature in
Fahrenheit, if converted to Celsius, the typical
measure should be transformed in the obvious
way.
Now consider the case where X is any pvariate random variable, A is any nonsingular
square matrix, and B is a vector having length p.
Then T ( X 1 ,…, X n ) is said to be an affine
equivariant measure of location if

T ( X 1 A,..., X n A + B) = T ( X 1 ,..., X n ) A + B. (1)
So the measure of location is transformed
properly under rotations as well as changes in
scale and shifts in the possible values of X.
There are many robust affine equivariant
measures of location in the univariate case, but
typically, if they are applied to the marginal
distributions in the multivariate case, they are no
longer affine equivariant. For example, the
marginal medians are not affine equivariant as
noted by Donoho and Gasko (1992). So a
general goal has been to search for affine
equivariant location estimators in the
multivariate case that guard against the
deleterious effects of outliers.

One of the earliest affine equivariant
estimators that guards against outliers was
proposed by Rousseeuw and Leroy (1987) and is
known as the minimum volume ellipsoid (MVE)
estimator. It begins by searching for the ellipsoid
containing half of the data that has the smallest
volume. If the sample mean is computed based
on this half of the data, ignoring the other half, it
is evident that it guards against outliers, but
efficiency is poor compared to the usual sample
mean when sampling from a normal distribution.
More recently, Rousseeuw and van Driesen
(1999) argued that the MVE estimator be
replaced by the minimum covariance
determinant (MCD) estimator which searches
for a subset of half of the data having the
smallest generalized variance. But like the MVE
estimator, efficiency is low when sampling from
a multivariate normal distribution.
Donoho and Gasko (1992) studied a
multivariate location estimator that is based in
part on Tukey’s notion of halfspace depth. Their
approach is of direct interest in this article and
details are given later in the paper. But before
continuing, a rough outline of their strategy
helps. The basic idea is to quantify how deeply
each point X i is nested within the cloud of data,
and then eliminate a fixed proportion of those
points that are not deeply nested.
That is, use the centrally located data to
estimate a measure of location and ignore the
data on the edges of the data cloud. In the
univariate case, their estimator reduces to a
trimmed mean which is known to have many
practical advantages. In particular, a 20%
trimmed mean (where the largest 20% and the
smallest 20% of the observed values are
trimmed, and the average of the remaining data
is used) maintains reasonably high efficiency
under normality (e.g., Rosenberger & Gasko,
1987). This raises the issue of whether a similar
amount of trimming performs well when
working with multivariate data, and it is found
that this is not the case.
Yet another approach was recently
proposed by Liu, Parelius and Singh (1999) and
represents a generalization of the method studied
by Donoho and Gasko (1992). One difference is
that Liu et al. consider a wider choice of
methods for measuring the depth of a point
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within a data cloud. The particular
generalization of a univariate trimmed mean
described by Liu et al. (1999, pp. 795-796) was
considered in this study, but it did not correct the
problems with the Donoho and Gasko trimmed
mean described later in this article. So for
brevity, the complex computational details of
their method are not described here.
One more general approach is to first
search for outliers using some affine equivariant
method, roughly meaning that if the data are
transformed as indicated by the left side of
equation 1, outliers before transforming the data
remain outliers after transformation. Next,
eliminate any outliers that are found and simply
compute the mean of the remaining data. In the
univariate case, this general strategy yields what
is known as a skipped estimator, so the term is
used here.
The focus here is on one particular
outlier detection method for reasons discussed
later in the paper. The choice of method is not
arbitrary, but it is stressed that alternative outlier
detection techniques might be found to have
practical value in future studies. It is noted that
Massé and Plante (2003) compared the
efficiency of several multivariate estimators and
found all of the affine equivariant estimators to
have relatively poor efficiency under normality.
The skipped estimator studied here corrects that
problem.
The Estimators Studied
This section provides a formal
description of the six estimators considered.
Four of the estimators belong to the class of
generalized trimmed means studied by Donoho
and Gasko (1992); four different amounts of
trimming are considered. Results in Massé and
Plante (2003) indicate that these estimators can
be unsatisfactory, and previous results, based on
other distributions and criteria, support their
conclusions. The fifth estimator is based on
removing outliers with a projection-type method
and averaging the values that remain, and the
sixth is the usual median of the marginal
distributions. Although this last estimator is not
affine equivariant, it is included with the goal of
adding perspective on the expected accuracy of
the other estimators considered.

4

The Donoho-Gasko Trimmed Mean
The Donoho and Gasko (1992)
estimator is based on Tukey’s notion of
halfspace depth, which represents an approach to
generalizing the notion of ranks to multivariate
data. An important feature of Tukey’s depth is
that no assumptions are made about the
distribution from which observations are
randomly sampled. In particular, it is not
assumed that the distribution is elliptical.
A formal definition of Tukey’s depth is
relegated to an appendix. To provide some
intuitive sense of Tukey’s strategy we duplicate
a description found in Wilcox (in press). Look at
Figure 1 which shows a scatterplot of
electroencephalographic (EEG) measures taken
at two sites in the brain. These data are from
Raine, Buchsbaum and LaCasse (1997) where
the general goal was to investigate brain
abnormalities among murderers.
Consider the left most point indicated by
a circle and imagine any line going through this
point. Any line forms what are called two
halfspaces. The points on or above a line form a
closed halfspace, and the same is true for all of
the points on or below the line. Because the left
point indicated by the circle is located on the
edge of the scatterplot, it is evident that a line
can be drawn through this point so that it is the
only point in one of the closed halfspaces. Now
consider the right circle. Because it is more
deeply nested within the scatterplot, a relatively
large proportion of the scatterplot will be on or
above any line drawn through this point, and a
relatively large proportion will be on or below
the line as well.
For any line L drawn through a point,
consider the proportion of points on or above
this line, as well as on or below this line, and let
PL be the smaller of these two proportions. Then
Tukey’s depth is the smallest PL value among all
lines L. For p-variate data (where L becomes a
plane), the maximum depth among a scatterplot
of points can be as high as 1/2 or as low as
1/( p + 1) (Donoho & Gasko, 1992). So for
bivariate data ( p = 2) , if the depth for every
point were computed, it is possible that the
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Figure 1. EEG measures used to illustrate Tukey’s notion of depth.

largest depth would not exceed 1/3, but it could
be as high as .5.
Tukey’s notion of depth can be
computed exactly in the bivariate case
(Rousseeuw & Ruts, 1996). In Figure 1, there
are n = 14 points, and the halfspace depth for the
left circle is 1/14. For the right circle, the
halfspace depth is 5/14. For p-variate data,
p > 2 , Rousseeuw and Struyf (1998) describe
an approximation of Tukey’s depth which is
used here.
The Donoho-Gasko analog of the γtrimmed mean, ξˆγ , is the average of all points

which are at least γ deep in the sample. That is,
points having depth less than γ are trimmed and
the mean of the remaining points is computed.
For example, suppose γ = .1 and consider again
the data in Figure 1. There are four points that
have a depth less than .1 so the .1 trimmed mean

is the mean after these four points are
eliminated. Because the maximum depth is not
necessarily .5, a generalization of the median,
often called Tukey’s median, is taken to be the
mean of the points having the maximum depth.
In Figure 1, the maximum depth is .357 which
corresponds to only one point: (.58, −.65) .
A Skipped Estimator
As previously indicated, a skipped
estimator is the sample mean of the data after
outliers have been removed. A practical problem
is not finding a reasonable outlier detection
method for multivariate data, but rather choosing
a method from among the many that have been
proposed. Rousseeuw, Ruts and Tukey (1999)
suggest a method based on the notion of
halfspace depth. They focus mainly on the
bivariate case, but in principle the method can be
used when p > 2 ; also see Liu et al. (1999) as
well as Romanazzi (1997).

WILCOX & KESELMAN
An approach based on convex hull
peeling is discussed by Zani, Riani and
Corbellini (1998) but is known to be somewhat
less robust than halfspace depth as shown by
Donoho and Gasko (1992). Another approach,
that has been studied extensively, is related to
the strategy behind the MVE and MCD
estimators previously described. That is, find the
ellipsoid with the smallest volume or smallest
covariance determinant that encompasses at least
half of the data, and use the corresponding mean
and covariance matrix to detect outliers. (See,
for example, Davies, 1987; Fung, 1993; Hampel,
Ronchetti, Rousseeuw & Stahel, 1986;
Rousseeuw & Leroy, 1987; Rousseeuw & van
Zomeren, 1990; Rousseeuw & van Driesen,
1999; Tyler, 1991; For additional references, see
Peña & Prieto, 2001; cf. Woodruff & Rocke,
1994.)
The main article for detecting outliers
based on the minimum volume ellipsoid (MVE)
estimator is Rousseeuw and van Zomeren
(1990). Rocke and Woodruff (1996) describe a
method that uses the MVE and MCD estimators
as starting values for computing estimators of
location and scatter. Poon, Lew and Poon (2000)
suggest a method based in part on a
Mahalanobis distance, and yet another approach
was recently proposed by Viljoen and Venter
(2002).
One more strategy, as suggested by
Stahel (1981) and Donoho (1982), is motivated
by the fact that each outlier among a
multivariate sample must be an extreme point
based on some projection of the data. Adopting
this view, Peña and Prieto (2001) focus on how
far points are from the usual sample mean, and
they suggest how to choose interesting
projections based on the estimated kurtosis
coefficient of the projected observations.
This study uses a projection-type
method for detecting outliers for reasons to be
described and because software is easily written
to perform the calculations. To reduce the
number of projections considered, the strategy
used by Peña and Prieto (2001) is used where
attention is focused on how far a point is from
the center of the data. The idea is that by
projecting points onto a line that passes through
the center of the data, the distances between
points on the projected line can be combined

6

with known properties of univariate outlier
detection methods in a manner that are
advantageous for the problem at hand.
But rather than use the sample mean, as
was done by Peña and Prieto, the Donoho and
Gasko (1992) multivariate median estimator ξˆm ,
is used instead. Another difference is that n
projections are considered. In contrast, with pvariate data, Peña and Prieto search for 2p
projections instead.
To briefly elaborate, it is noted that the
so-called outside rate per observation for an
outlier detection method refers to the proportion
of points declared outliers based on a sample of
size n. When searching for an estimator that
performs nearly as well as the sample mean
under normality, it seems clear that the outside
rate per observation should be reasonably low
when sampling is from a multivariate normal
distribution. Known results on univariate outlier
detection methods, suggest how to control the
outside rate per observation when considering
projections, so this strategy is used in the current
study.
The details of the method used here are
as follows. Fix i and for the point X i , project all
n points onto the line connecting ξˆ and X and
m

i

let D j be the distance between ξˆm and X j based
on this projection. More formally, let
Ai = X i − ξˆm ,
B j = X j − ξˆm ,
where both Ai and B j are column vectors
having length p, and let

Cj =

Ai′Bj
Bj ,
B′j Bj

j = 1,… , n . Then when projecting the points
onto the line between X and ξˆ , the distance of
i

m

the jth point from ξˆm is
Dj =

Cj ,
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where C j

is the Euclidean norm of the vector

the median of the values

Cj .
Next, a boxplot rule for detecting
outliers is applied to the D j values, but rather
than the standard rule, a modification that has
close similarities to one used by Carling (2000)
is employed. Let l = [n / 4 + 5 /12] , where [.] is
the greatest integer function, and let

h=
Let D(1) ≤

scale based on the D j values. So here, MAD is

n 5
+ − l.
4 12

≤ D( n ) be the n distances written in

ascending order. The so-called ideal fourths
associated with the D j values are

q1 = (1 − h) D( j ) + hD( j +1)
and

q2 = (1 − h) X ( k ) + hX ( k −1) .
Then the jth point is declared an outlier if
2
D j > M D + χ .95,
p ( q2 − q1 ),

(2)

where M D is the usual sample median based on
2
the D j values and χ .95,
p is the .95 quantile of a

chi-squared distribution with p degrees of
freedom (cf. Rousseeuw & van Zomeren, 1999).
The process just described is for a single
projection; for fixed i, points are projected onto
the line connecting X i to ξˆm . Repeating this
process for each i, i = 1,… , n , a point is declared
an outlier if for any of these projections, it
satisfies equation (2). Removing any outliers
found by equation (2), and averaging the values
that remain, will be called the OP (outlierprojection) estimator and denoted by ξˆop .
A simple and seemingly desirable
modification of the method just described is to
replace the interquartile range (q2 − q1 ) with the
median absolute deviation (MAD) measure of

| D1 − M D |,… ,| Dn − M D | .
Then the jth point is declared an outlier if

⎛ MAD ⎞
2
D j > M D + χ .95,
p ⎜
⎟,
⎝ .6745 ⎠

(3)

where the constant .6745 is typically used
because under normality, MAD/.6745 estimates
the standard deviation. (Equation 3 represents an
approximation of the method given by equation
1.3 in Donoho & Gasko, 1992.) One appealing
feature of MAD is that it has a higher finite
sample breakdown point versus the interquartile
range, where the finite sample breakdown point
of an estimator refers to the minimum proportion
of points that must be altered to make the value
of a statistic arbitrarily small or large. MAD has
a finite sample breakdown point of
approximately .5, while for the interquartile
range it is only .25.
In this study, however, the focus is on
using a projection-type method in conjunction
with the interquartile range, rather than MAD.
The reason stems from the outside rate per
observation, pn . As previously suggested, to
maintain relatively high accuracy under
normality when using a skipped estimator, the
outside rate per observation should be
reasonably close to zero.
It is common to search for a method
with a rate approximately equal to .05; this
usually provides good efficiency under
normality. A negative feature of equation (3) is
that pn appears to be considerably less stable as
a function of n. In the bivariate case, for
example, it is approximately .09 with n = 10 and
drops below .02 as n increases. So the relative
accuracy of the corresponding skipped estimator
varies with n. For the same situations, pn based
on equation 2 ranged between .043 and .038. So
the approached based on equation 3 is not
pursued here.
To further elaborate on why the MVE
outlier detection method was discarded, it is

WILCOX & KESELMAN
noted that under normality, and when all
variables are independent, its outside rate per
observation is approximately .05, but when there
is dependence, the rate can be considerably
higher (Wilcox, 2003). The result is that if
points declared outliers are removed, and the
sample mean of the remaining points is
computed, efficiency remains relatively high
under independence, but it can be relatively low
otherwise, so this approach was abandoned. If
the MVE measures of location and scatter are
replaced by the MCD estimators previously
mentioned, again general situations were found
where efficiency is poor under normality, which
was not surprising because in these situations the
outside rate per observation was even higher
than was found for the MVE method.
The outside rate per observation for
many outlier detection methods has not been
studied and addressing this issue goes beyond
the scope of this article. So, of course, some
variation of the skipped estimator studied here
might give improved results in some sense, but
this remains to be determined.

8

Repeat this process B times and let ξˆ∗jb be the
estimate of ξ based on the bth bootstrap sample,
j
b = 1,… , B . Then from basic principles (e.g.,
Efron & Tibshirani, 1993), an approximate
1 − α confidence interval for ξ j is given by
(ξˆ∗j ( l +1) , ξˆ∗j ( u ) ) , where for fixed j ξˆ∗j (1) ≤

≤ ξˆ∗j ( B )

are the ξˆ∗jb values written in ascending order,

l = α B / 2 , rounded to the nearest integer, and
u = B − l . So, to obtain an approximate
1 − α confidence region for ξ, a simple strategy
is to apply the Bonferroni inequality and
compute an α/p confidence interval for ξ j using
the method just described.
Said another way, to test H 0 : ξ j = ξ 0 j ,

ξ 0 j given, let p∗j be the probability that ξˆ∗j is
less than ξ 0 j . From Liu and Singh (1997), for
fixed j,

p∗j has, asymptotically, a uniform

distribution. Although p∗j is not known, it is
readily estimated from the data with

Confidence Region
Given that location is estimated using
ˆ
ξ op , how should a confidence region for ξ, the
parameter estimated by ξˆop , be computed? The
initial strategy was to use the bootstrap method
in Liu and Singh (1997). A direct application of
their method, or some slight variation of it, has
been found to perform well for a wide range of
problems (Wilcox, 2003). Here, however, this
approach was found to be unsatisfactory and was
eventually abandoned. A much more satisfactory
approach, in simulations, is to proceed as
follows.
Let ξ j represent the jth element of the
vector

ξ,

j = 1,… , p .

Let

X ij ,

i = 1,… , n; j = 1,… , p , represent a random
sample from some p-variate distribution.
Generate a bootstrap sample by resampling with
replacement n rows from the n by p matrix
corresponding to X ij , and denote this bootstrap
sample by X ij∗ . Let ξˆ∗ = (ξˆ1∗ ,… ,ξˆp∗ ) represent the
OP estimate of ξ based on this bootstrap sample.

pˆ ∗ =

Α
,
Β

(4)

where A is the number of bootstrap samples with
ξˆ∗jb < ξ 0 j . Then 2 pˆ m∗ is the estimated p-value,
where
pˆ m∗ = min ( pˆ ∗ ,1 − pˆ ∗ ).

(5)

So for fixed j, reject at the α level if 2 pˆ m∗ ≤ α .
To control the familywise error rate (the
probability of at least one Type I error) via the
Bonferroni inequality when testing all p
hypotheses, reject if 2 pˆ m∗ ≤ α / p.
Methodology
Simulations were used to check both the
accuracy of the estimators considered, plus the
actual probability coverage when using the
method just discussed. Accuracy was measured
using the sum of the squared standard errors
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associated with the p estimators used to estimate
the p parameters. For the OP estimator, again let
ξˆj be the OP estimate of ξ j , and let X j be the
usual sample mean corresponding to the jth
marginal distribution. Then the accuracy of the
OP estimator, relative to the sample mean, is
measured by R 2 , the sum of the squared
standard errors of the estimators associated with
ξˆj , j = 1,… , p , divided by the sum of the
squared standard errors associated with the
sample means, X j . When dealing with other
estimators, the ξˆj were replaced with the
relevant estimator.
Observations were generated where the
marginal distributions have a g-and-h
distribution (Hoaglin, 1985) which includes
normal distributions as a special case. When
dealing with accuracy, the focus was on
p = 4 (but when computing a confidence region,
both p = 2 and 4 were considered). More
precisely, observations Z ij = 1,… , n; j = 1,… , p
were initially generated from a multivariate
normal distribution having correlation ρ, then
the marginal distributions were transformed to
X ij =

(

)

exp g Zij − 1
g

⎛ h Zij2 ⎞
⎟
exp ⎜
⎜ 2 ⎟
⎝
⎠

when both g and h were non-zero. When g was
zero
⎛ h Z ij2 ⎞
⎟,
X ij = Z ij exp ⎜
⎜ 2 ⎟
⎝
⎠
where g and h are parameters that determine the
third and fourth moments. Here, ρ = 0 and .7 are
considered. The four (marginal) g-and-h
distributions used here were the standard normal
( g = h = 0) ,
a
symmetric
heavy-tailed
distribution ( g = 0, h = .5) , an asymmetric
distribution with relatively light tails
( g = .5, h = 0) , and an asymmetric distribution
with heavy tails ( g = h = .5) . Also, when
dealing with accuracy, simulations were run
with h = 1 . This latter case might be viewed as

an extreme departure from normality, but it was
considered anyway to see whether any of the
estimators performs poorly when sampling from
a sufficiently heavy-tailed distribution.
Table 1 shows the theoretical skewness
(κ ) and kurtosis (κ ) values for each
1
2
distribution considered. When
g > 0 and
h > 1/ k , E ( X k ) is not defined and the
corresponding entry in Table 1 is left blank.
Additional properties of the g-and-h distribution
are summarized by Hoaglin (1985).
Table 1. Some properties of the g-and-h
distribution.

g
0.0
0.0
0.5
0.5

h
0.0
0.5
0.0
0.5

κ1

κ2

κˆ1

κˆ 2

0.00
0.00
1.75
—

3.0
—
8.9
—

0.00
0.00
1.81
120.10

3.0
11,896.2
9.7
18,393.6

A possible objection to Table 1 when
performing simulations is that the distribution of
observations generated on a computer does not
always have the theoretical skewness and
kurtosis values shown. The reason is that
computer observations come from a bounded
interval, so the skewness and kurtosis of the
distribution will be finite, even when in theory it
should be infinite. Accordingly, Table 1 also
reports the estimated skewness (κˆ1 ) and kurtosis
(κˆ 2 ) values based on simulations with 10,000
replications.
Table 2 shows estimates of R based on
5,000 replications, where the first three
estimators are the Donoho-Gasko trimmed mean
with 10%, 15% and 20% trimming, DGM is the
Donoho-Gasko median, OP is the outlierprojection estimator, and M is the usual median.
Note that with 20% trimming, accuracy is
relatively poor when sampling from a normal
distribution ( g = h = 0) .

WILCOX & KESELMAN
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Table 2. Values of R (Accuracy), n = 40
g
0.0
0.0
0.0
0.0
0.0
0.0
0.5
0.5
0.5
0.5
0.5
0.5

h
0.0
0.5
1.0
0.0
0.5
1.0
0.0
0.5
1.0
0.0
0.5
1.0

ρ

γ = .10

γ = .15

γ = .20

0.0
0.0
0.0
0.7
0.7
0.7
0.0
0.0
0.0
0.7
0.7
0.7

0.73
5.99
4660.21
0.80
4.74
1082.56
0.79
13.01
1908.75
0.94
17.79
3005.56

0.62
5.92
5764.79
0.71
4.76
1300.44
0.69
12.78
2413.39
0.86
18.05
3652.36

0.50
5.40
5911.29
0.61
4.50
1336.63
0.54
11.82
2472.07
0.69
17.22
3660.06

This is in sharp contrast with the
univariate case where a 20% trimmed mean
performs reasonably well (e.g., Rosenberger &
Gasko, 1983; Wilcox, 1997). Under normality,
with ρ = .7 , the median performs rather poorly,
but with sufficiently heavy-tailed distributions,
the median performs well. So, if one is willing to
sacrifice affine equivariance, applied situations
might arise where the usual median has practical
advantages. In general, however, the OP
estimator seems best for general use. It was
found to be the most accurate alternative to the
mean under normality, and it remains
competitive under fairly extreme kurtosis.
As for probability coverage, when using
method OP, Table 3 contains α̂ , the estimated
probability that the confidence region based on
the Bonferroni method does not contain the
population value when n = 20 for p = 2 and 4.
For this portion of the study, 1,000 replications
were used with B = 1,000 . For asymmetric
distributions, the actual value of the parameter
was determined by taking the mean of 5,000
estimates based on a sample size of n = 100 .
Bradley (1978) argues that when testing at the
.05 level, at a minimum the actual probability of
a Type I error should be between .025 and .075.
This criterion is satisfied in all cases except
when p = 2 , ( g , h) = (.5,0) and ρ = 0 , in which
case αˆ = .079 . Increasing n to 30, the estimate
equals .069.

DGM
0.45
4.11
4643.16
0.48
3.20
1005.24
0.49
8.91
1852.97
0.53
11.34
29996.40

OP
0.92
6.25
5452.35
0.95
4.64
1091.68
0.99
14.95
2519.04
1.05
17.42
4887.42

M
0.81
8.48
10820.14
0.44
5.44
1760.98
0.99
20.66
4887.50
0.99
20.66
4887.40

Table 3: Estimated Type I Error Probabilities
Using the OP Estimator, α = .05, n = 20 .
g
0.0
0.0
0.0
0.0
0.5
0.5
0.5
0.5
0.0
0.0
0.0
0.0
0.5
0.5
0.5
0.5

h
0.0
0.0
0.5
0.5
0.0
0.0
0.5
0.5
0.0
0.0
0.5
0.5
0.0
0.0
0.5
0.5

ρ
0.0
0.7
0.0
0.7
0.0
0.7
0.0
0.7
0.0
0.7
0.0
0.7
0.0
0.7
0.0
0.7

p
2
2
2
2
2
2
2
2
4
4
4
4
4
4
4
4

α̂
.071
.071
.040
.040
.079
.040
.056
.047
.065
.069
.040
.036
.063
.061
.044
.040

Conclusion
A criticism of the OP estimator is that it is based
on an outlier detection method that has a finite
sample breakdown point of at most .25, because
when using the interquartile range, the finite
sample breakdown point is .25 for any
projection. However, this would seem to suffice
for many situations, and its efficiency is quite
good compared to the mean even when sampling
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from a very heavy-tailed distribution. If there are
indications that more than 25% of the points are
outliers, then one possibility is to use the
variation of the OP estimator based on equation
(3). The main point is that good efficiency is
achieved under normality and a method for
computing a confidence region was found that
performs reasonably well in simulations.
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Appendix
Following Liu and Singh (1993), Tukey’s depth
is defined as follows. Let F be a p-variate
distribution. Tukey’s depth at the point x is
TD ( x; F ) =
inf H {P ( H ) : H is a closed space containing x}.
The sample version is obtained by replacing F
with the usual empirical distribution. More
precisely, the sample version of TD ( x; F ) is the
smallest proportion of X i contained in any
closed halfplane with boundary line through x.
For p = 1 , TD( x; F ) = min{F ( x),1 − F ( x − )}.

