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1 Introduction
Ordinal optimisation (OO) is an approach introduced in [1] for softening difficult problems in stochastic search
and optimisation [2], and offered as a complementary approach to conventional optimisation techniques when
there is ‘little hope’ of finding the global optimum solution. The outcome provided by OO is a high-probability
guarantee that one or more out of a selected subset of candidate solutions is an acceptable sub-optimal
solution, and its operation rests on two underlying principles: 1) by selecting the subset according to order,
the selection is more ‘robust’ to noise; and 2) by ‘goal softening’ (i.e. increasing the degree of sub-optimality),
chances of success can be improved.
OO was primarily introduced to the control theory community for the simulation-based optimisation of
discrete-event dynamic systems [1], and has seen numerous successful applications in design/search problems
across different disciplines. It was applied to stochastic optimal control in [3], where OO was used to find a
heuristic solution to the Witsenhausen problem [4]. A proposed solution 50% better than Witsenhausen’s own
proposed solution was found in terms of performance cost. In [5], OO was applied to rare event simulation
of overflow probabilities in queuing systems. By embracing goal softening, computational requirements for
simulation were reduced by approximately 3 orders of magnitude. An improvement by a factor of 100 was
also reported by [6] in the time taken to generate optimal cloud computing schedules by an OO method,
compared to a Monte-Carlo approach.
A research area with roots from OO is the optimal computing budget allocation (OCBA) framework,
which addresses the problem of efficient allocation of simulation resources [7]. In the literature, the OCBA
framework has also been referred to as ranking and selection [8], as well as ‘ordinal optimisation’ [9]. The
early results from the OCBA framework may also be regarded as a precursor of a pure exploration objective
from the vast multi-armed bandit literature [10]. In this paper, we refer to OO as the traditional, non-
sequential setting as found in [11, Chapter II], in which the ‘horse-race’ selection rule is provably optimal
[12]. To date, OO has been formulated as a search problem over a finite search space. That is, the variables
which encode all the possible solutions take on values from a finite set. There are of course problems where
the search space will be infinite and possibly also uncountable (e.g. optimisation over the cone of positive
semi-definite matrices for controller tuning [13], [14]). For these problems, OO can still be informally applied
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in practice by conditioning on the expected number of acceptable solutions in the sample, accompanied with
the assurance that a large enough sample from the search space becomes ‘representative’ of the search space
itself [15], and thus can be used as a good heuristic. In this paper, we present a reformulation of the original
OO problem which is motivated by formally extending OO to search over uncountable sets.
Our contributions provide theoretical results under particular specialisations to our ordinal optimisation
formulation, namely an additive noise and Gaussian copula model introduced in Section 2. Copula models
see a host of applications in engineering, e.g. [16] for simulating communications channels, and finance, e.g.
[17] for modelling returns. The usefulness of copulae stem from Sklar’s theorem, which informally, says that
any continuous multivariate distribution can be equivalently represented by its marginal distributions and
a copula [18, Theorem 2.3.3]. In Section 3, we focus on the additive noise model, and state results for both
cases when the distributions are known and unknown. In Section 4, we show that the success probability
under a Gaussian copula model can be computed by assuming a special case of additive noise. We develop
a lower bound for the success probability, and numerically compare the bound to other approximations. In
Section 5, we demonstrate some of our results for guaranteeing high probabilities of success with ordinal
optimisation.
2 Preliminaries
2.1 Notation
Throughout this paper, the symbols ≤ and < refer to element-wise inequalities between vectors. The set R
denotes the real numbers, R≥0 denotes the non-negative reals, and N denotes the set of natural numbers.
Random vectors are written in bold capital (e.g. X). Non-random vectors are denoted in bold lowercase (e.g.
v). The symbol ⊤ is used as superscript to indicate the matrix transpose. Following the notation of [19],
stochastic dominance is denoted by 
st
and the symbol =
st
between random elements denotes equality in law.
The standard Gaussian probability density function (PDF), cumulative distribution function (CDF), inverse
CDF (i.e. quantile function) and Q-function (complementary CDF) are canonically represented using φ (·),
Φ (·), Φ−1 (·), Q (·) respectively. We write X ∼ N (µ, C) to denote that X is Gaussian distributed with mean
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µ and covariance C. The probability of an event is measured by Pr (·) with respect to a probability space that
is clear from context. The abbreviation i.i.d. stands for mutually independent and identically distributed.
The symbol E denotes mathematical expectation, the variance of a random variable X is written as Var (X)
and the covariance between X and Y is Cov (X,Y ). The notation [X|Y = y] is understood to mean a random
vector that is equal in law to the conditional distribution of X given Y = y. The kth order statistic of a i.i.d.
sample of size n from parent distribution Z will be denoted by Zk:n. The binomial coefficient is denoted
(
n
k
)
.
The symbols 1 and I denote a vector of ones and the identity matrix respectively (with dimensions clear
from context). The logarithm log (·) is taken to mean the natural logarithm, while cot (·) is the cotangent
function.
2.2 Formulation of Ordinal Optimisation
We introduce the following class of problem.
Problem 2.1 (Ordinal optimisation) Consider n i.i.d. copies of (Zi, Xi) drawn from some bivariate dis-
tribution of (Z,X). We observe Z1, . . . , Zn, and order these observations from best to worst, denoted by
Z1:n ≤ · · · ≤ Zn:n. The best m are selected, given by Z1:n ≤ · · · ≤ Zm:n, with respective X-values denoted as
X〈1〉, . . . , X〈m〉, which are initially unobserved. More explicitly, we have selected the pairs
(
Z1:n, X〈1〉
)
, . . . ,
(
Zm:n, X〈m〉
)
.
The success probability is defined as
psuccess (n,m, α) := Pr
(
m⋃
i=1
{
X〈i〉 ≤ x∗α
})
= Pr
(
min
i∈{1,...,m}
{
X〈i〉
} ≤ x∗α) . (2.1)
where x∗α is the 100α percentile of the distribution of X . That is, what is the probability that at least one
of the selected m is within the best 100α percentile?
If we distill the above problem into its key elements, the overall theme is that of uncertain optimal selection,
whereby X represents the true value trying to be optimised, while Z represents the actual observations
(which may be noisy versions of the X-values). There is also a notion of soft optimisation for the selected
candidates, defined in this paper as probability of performance within best 100α percentile, where α plays
the role of goal softening (although our framework can be adapted to work with other types of goal softening,
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such as probability of performance below some nominal level). We suggest some applications where Problem
2.1 could be a suitable model, and having the ability to quantify the probability of success would be useful.
– In job hiring, the Zi are job applicants’ evaluations in an initial screening process, and the Xi are
evaluations of hired or interviewed applicants.
– In robotic control, the Zi are the performances of tuned/trained robotic controllers in an offline simulation,
and the Xi are tested performances of controllers on the physical robot.
– In vaccine discovery, the Zi are the effectiveness of vaccine candidates in computational experiments, and
the Xi are the effectiveness of the vaccine candidates in clinical trials.
The original OO formulation in [11, Chapter II] is related to Problem 2.1 in the sense that the (Zi, Xi)
are not i.i.d.; rather the Xi are sampled without replacement from a finite population, and Zi is related to
Xi via additive noise. To arrive at Problem 2.1 under an additive noise model, we can take the support of
X to be a continuum, where the distributions of Xi and Zi themselves are induced by an arbitrary/black-
box i.i.d. sampling mechanism from an uncountably large population (thus transforming the problem into
search over an uncountable set). Interestingly, if Problem 2.1 is then conditioned on the cardinality of{
i : X〈i〉 ≤ x∗α, 1 ≤ i ≤ n
}
, i.e. the number of ideal/acceptable candidates in the initial sample, the condi-
tional success probability then coincides with the ‘alignment probability’ in original OO. These alignment
probabilities have typically been approximated via Monte-Carlo simulation [20]. In this paper, we discuss
other approaches for computing/estimating the unconditional success probabilities.
2.3 Problem Statement
In this subsection, we introduce two problem statements, which are subsumed by Problem 2.1. The first is
an additive noise model. Under this refinement, we denote the success probability as pAsuccess, followed by
dependencies in parentheses as required. The specialised problem is formally stated as follows.
Problem 2.2 (Additive noise OO) In addendum to Problem 2.1, the causal mechanism for Zi is given
by
Zi = Xi + Yi (2.2)
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whereXi and Yi are independent, and Yi may be viewed as a noise term. Moreover, both Xi, Yi are continuous
random variables. Denote fX (x) and FX (x) as the PDF and CDF respectively of each Xi, and fY (x) and
FY (y) as the PDF and CDF respectively of each Yi. We seek to:
(a) evaluate pAsuccess (n,m, α) if the distributions of Xi and Yi are known,
(b) as a special case of (a), evaluate pAsuccess (n,m, α, ξ) when it is known in particular that Xi ∼ N (0, 1) and
Yi ∼ N
(
0, ξ2
)
, where we refer to ξ2 = Var (Yi) /Var (Xi) as the noise-to-signal ratio,
(c) provide bounds for pAsuccess (n,m, α) if the distributions of Xi and Yi are not known.
Note that a solution to (a) of course implies a solution to (b), however we list (b) separately due to its
connection with the upcoming problem, which is the focus of the main results in this paper. The second
model considered is a Gaussian copula for (Xi, Zi), which imposes a particular class of copulae on the joint
distribution.
Definition 2.1 (Gaussian copula model) The Gaussian copula is a family of copulae, parametrised by
a correlation matrix Σ, and given by the joint CDF
C (u1, . . . , ud;Σ) = Φ0,Σ
(
Φ−1 (u1) , . . . , Φ
−1 (ud)
)
(2.3)
where Φ0,Σ is the CDF of the multivariate Gaussian with zero mean and covariance matrix equal to corre-
lation matrix Σ.
Under this refinement, we denote the success probability as pGsuccess, followed by dependencies in paren-
theses as required. The specialised problem is formally stated as follows.
Problem 2.3 (Gaussian copula OO) In addendum to Problem 2.1, the (Zi, Xi) are i.i.d. copies from a
bivariate distribution with a Gaussian copula with correlation of ρ > 0. We seek to:
(a) evaluate pGsuccess (n,m, α, ρ) directly,
(b) bound pGsuccess (n,m, α, ρ) with estimates.
In the literature, the class of multivariate distributions with Gaussian copulae are known as ‘non-
paranormal’ distributions [21], and alternatively as ‘meta-Gaussian’ distributions [22]. Thus Problem 2.3
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asserts that (Z,X) are non-paranormal/meta-Gaussian with positive correlation. Compared to the additive
noise model, the Gaussian copula model allows for a generally non-additive noise representation. This is
a justifiable model in many settings, as one only needs to look at the abundance of applications for the
Gaussian copula in literature.
Although the Gaussian copula can model non-additive noise, it is later demonstrated in Theorem 4.1
that Problem 2.3(a) can be addressed by considering a special case of the additive noise model by Problem
2.2(b). Hence we devote attention to both Problems 2.2 and 2.3 in this paper.
3 Ordinal Optimisation Under Additive Noise
In this section, we seek to establish a solution to Problem 2.2. The distribution-free case (c) is considered
first, followed by case (a) when the distribution of X and Y are known.
3.1 Distribution-Free Bounds
Proposition 3.1 (Distribution-free bounds) The success probability from Problem 2.2 is bounded by
1− (1− α)m ≤ pAsuccess (n,m, α) ≤ 1− (1− α)n (3.1)
for any n ∈ N, m ∈ {1, . . . , n}, α ∈ [0, 1].
Proof See Appendix A.1.
Remark 3.1 The lower bound depends only on α and m, while the upper bound only depends on α and n.
The upper and lower bounds will be equal if n = m, or if α = 0 or α = 1.
Note that the lower bound may be interpreted as the ‘blind-pick’ success probability [11], which is the
probability of success if the selected m were uniformly randomly selected without replacement from the
sample of n. The upper bound is also equal to the probability that there is any acceptable X-value in the
sample at all (via the binomial distribution).
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3.2 Distribution-Known Success Probability
To address Problem 2.2(a), an exact formula for the success probability is available, if the full distribution
functions of X and Y are known.
Proposition 3.2 (Exact success probability) The success probability from Problem 2.2 is given by the
expression
pAsuccess (n,m, α) = 1− (1− α)n −
n−m∑
g=1
(
n
g
)
αg (1− α)n−g
(∫ ∞
−∞
FZ{g+m} (z) fZ{1} (z)dz
)
(3.2)
where
FZ{g+m} (z) :=
n−g−m∑
j=0
(
n− g
j
)
[1− FZ (z)]j [FZ (z)]n−g−j , (3.3)
FZ (z) :=
∫ ∞
x∗α
FY (z − x) fX (x) dx, (3.4)
fX (x) :=

fX (x)
1− α , x ≥ x
∗
α
0, x < x∗α
, (3.5)
and
fZ{1} (z) := g
[
1− FZ (z)
]g−1
fZ (z) , (3.6)
FZ (z) :=
∫ x∗α
−∞
FY (z − x) fX (x) dx, (3.7)
fZ (z) :=
∫ x∗α
−∞
fY (z − x) fX (x) dx, (3.8)
fX (x) :=

fX (x)
α
, x ≤ x∗α
0, x > x∗α
. (3.9)
Proof See Appendix A.2.
While it may seem useful to have an exact expression, direct evaluation of psuccess involves the nested eval-
uation of multiple integrals (which may not have any analytical form), hence even numerical evaluation of
psuccess can result in a ‘hefty’ computation. Performing straightforward numerical integration using quadra-
ture methods with Proposition 3.2 is of time complexity O (n), due to the main outer sum of (3.2). Binomial
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probabilities can be computed in O (1) time using the log-gamma function [23, Section 4.12], and we have
assumed that numerical integration in one dimension can be performed in O (1) time for a given error tol-
erance. Note that as the CDF of an order statistic, (3.3) can also be evaluated in O (1) time by rewriting it
as an integral involving the PDF, which resembles a binomial probability [24, Equation 2.2.2]. Hence it can
subsequently be evaluated in O (1) using the aforementioned log-gamma approach.
However, the O (n) time complexity can be misleading because the integral in (3.2) involves multiple
nested O (1) computations. There will also be the approximation error associated with numerical integration.
4 Ordinal Optimisation Under Gaussian Copula Model
This section contains our main results, as we study Problem 2.3. Case (a) is first addressed via a connection
to Problem 2.2(b). Then motivated by an approximation formula for psuccess, we address case (b) using a
stochastic dominance argument.
4.1 Connection to Additive Noise
The following result shows that under the Gaussian copula model, the psuccess can be found via a special
case of the additive noise problem.
Theorem 4.1 (Connection between Gaussian copula model and additive noise) Consider Problem
2.3(a). Then pGsuccess can be computed by instead solving Problem 2.2(b), with noise-to-signal ratio ξ
2 =
1/ρ2 − 1. Explicitly,
pGsuccess (n,m, α, ρ) = p
A
success
(
n,m, α,
1
ρ2
− 1
)
(4.1)
Proof Firstly, note that a bivariate Gaussian distribution clearly has a Gaussian copula. Secondly, due to the
specification from Problem 2.1, performing separate univariate monotone transformations on each of Zi and
Xi will not affect psuccess, since the definition of the success probability only relies on ordinal selection of the
Zi, and the percentiles of Xi. Under a Gaussian copula model, we can assume without loss of generality that
(Zi, Xi) are bivariate standard Gaussian with correlation ρ. Then we just need to show that additive noise
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Problem 2.2(b) also admits a Gaussian copula representation with ξ2 = 1/ρ2−1. Since the sum Zi = Xi+Yi
will also be Gaussian, then (Zi, Xi) are bivariate Gaussian with correlation that can be computed by
ρ =
Cov (Zi, Xi)√
Var (Zi)Var (Xi)
(4.2)
=
Cov (Xi + Yi, Xi)√
1 + ξ2
(4.3)
=
1√
1 + ξ2
. (4.4)
After inverting, we get ξ2 = 1/ρ2 − 1. ⊓⊔
Due to the equality in (4.1), Problem 2.3 immediately enjoys the results from Section 3. Under the
Gaussian copula model, we do not explicitly require the marginal distributions Xi and Zi to be known, but
we can also assume without loss of generality that Xi ∼ N (0, 1) and that Zi is obtained via independent
additive Gaussian noise Yi ∼ N
(
0, ξ2
)
, hence we have the trivariate Gaussian representation
Xi
Yi
Zi
 ∼ N


0
0
0
 ,

1 0 1
0 ξ2 ξ2
1 ξ2 1 + ξ2

 . (4.5)
Recognise that the covariance matrix in (4.5) is not full rank, primarily because of the relation Zi = Xi+Yi.
A reduced-dimension equivalent representation (with respect to computing psuccess) is the bivariate GaussianXi
Zi
 ∼ N

0
0
 ,
1 ρ
ρ 1

 (4.6)
that arises from the bivariate Gaussian copula model.
4.2 Approximation Formula
Motivated by the difficulty in evaluating psuccess using Proposition 3.2, we develop a computationally tractable
approximation for psuccess under the Gaussian copula model. From Theorem 4.1 and the representation (4.6),
the success probability may be written as
pGsuccess = Pr
(
min
{
X〈1〉, . . . , X〈m〉
} ≤ Φ−1 (α)) . (4.7)
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Note the symmetry properties of the zero-mean Gaussian and its order statistics, i.e. we can relate the lower
and upper extreme order statistics by
(Z1:n, . . . , Zm:n) =
st
(−Zn:n, . . . ,−Z(n−m+1):n) . (4.8)
Then it follows that Problem 2.3(b) is symmetric, in the sense
Pr
(
min
{
X〈1〉, . . . , X(m〉
} ≤ Φ−1 (α)) = Pr (max{X〈n−m+1〉, . . . , X〈n〉} ≥ Φ−1 (1− α)) . (4.9)
Hence, we develop the approximation of psuccess using the upper variables X〈n−m+1〉, . . . , X〈n〉 instead of the
lower variablesX〈1〉, . . . , X〈m〉 (analogous to considering a maximisation problem rather than a minimisation
problem). As will be clear, the resulting approximation involves the usual multivariate Gaussian CDF rather
than the complementary CDF, for which software implementations of the former are more prevalent. Our
approach is to approximate the joint extreme order statistics of the standard Gaussian Z from representation
(4.6) with a multivariate Gaussian. The distribution of the random vector Z′ =
(
Z(n−m+1):n, . . . , Zn:n
)
is
chosen to be approximated with the distribution of
Ẑ′ ∼ N (µ
Ẑ′
, C
Ẑ′
)
. (4.10)
with mean vector
µ
Ẑ′
=
[
Φ−1 (p1) . . . Φ
−1 (pm)
]⊤
(4.11)
and covariance structure
[
C
Ẑ′
]
ij
=
pi (1− pj)
nφξ
(
Φ−1ξ (pi)
)
φ (Φ−1 (pj))
, i ≤ j, (4.12)
where p1 =
n−m
n , . . . , pm =
n−1
n . This approximation is justified by the asymptotic normality of joint central
order statistics [24, Theorem 8.5.2], with which we subsequently approximate the extreme order statistics.
Note that the practice of approximating order statistics using asymptotic theory is not uncommon [25]. From
(4.6), the conditional distribution of X′ =
(
X〈n−m+1〉, . . . , X〈n〉
)
given Z′ can be computed using well-known
Gaussian conditioning formulae [26, Equation A.6] to be the Gaussian
[X′|Z′ = z] ∼ N (ρz, (1− ρ2) I) . (4.13)
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With a Gaussian approximation for Z′ and a Gaussian form for X′ conditioned on Z′, one can analytically
marginalise out Z′ with well-known formulae [27, Equation 1.11] and obtain a Gaussian approximation for
X′ . Hence X′ is approximated with a multivariate Gaussian vector X̂′ ∼ N (µ
X̂′
, C
X̂′
)
, where
µ
X̂′
= ρµ
Ẑ′
(4.14)
C
X̂′
= ρ2C
Ẑ′
+
(
1− ρ2) I. (4.15)
We denote the CDF of this multivariate Gaussian by Φµ
X̂′
,C
X̂′
(·). The success probability is given by
pGsuccess (n,m, α, ρ) = Pr
(
max
{
X〈n−m+1〉, . . . , X〈n〉
} ≥ Φ−1 (1− α)) (4.16)
= 1− Pr (X′ ≤ Φ−1 (1− α)1) (4.17)
Using the Gaussian approximation X̂′ ∼ N (µ
X̂′
, C
X̂′
)
for X′, the right-hand side of the above equation is
approximated as
p̂success (n,m, α, ρ) := 1− Pr
(
X̂′ ≤ Φ−1 (1− α) 1
)
= 1−Φµ
X̂′
,C
X̂′
(
Φ−1 (1− α)1) (4.18)
Computing this approximation formula is of time complexity O
(
m2
)
. This is due to the construction of the
m×m covariance matrix C
Ẑ′
, and marginalisation of Gaussians in (4.14) and (4.15) will take only O
(
m2
)
operations. Then, evaluation of the multivariate Gaussian CDF using the algorithms from [28] are at most
O
(
m2
)
. We later illustrate that this formula yields a reasonable approximation.
4.3 Success Probability Lower Bound
Motivated by our approximation formula, we rigorously study Gaussian approximations of the form (4.10),
which allow us to analytically marginalise when approximating the success probability. The following lemma
provides a sufficient condition for such an approximation to yield a lower bound on psuccess in Problem 2.3(b).
The result uses the following notion of stochastic dominance.
Definition 4.1 (Multivariate stochastic dominance [19]) We say that random vector X1 ∈ Rn is
stochastically dominated by random vector X2 ∈ Rn and denote X1 
st
X2 if and only if E [u (X1)] ≤
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E [u (X2)] for all weakly increasing (i.e. non-decreasing) functions u : R
n → R. Equivalently, we can say
X1 
st
X2 if and only if Pr (X1 ∈ U) ≤ Pr (X2 ∈ U) for all upper sets U (an upper set may be defined as a
set which satisfies x2 ∈ U for all x2 ≥ x1 ∈ U).
Lemma 4.1 (Sufficient condition for lower bound) Consider Problem 2.3(b). Let Z be a random vector
for the first m order statistics of Z1, . . . , Zn. Let Ẑ be an arbitrary Gaussian approximation to Z, of the form
(4.10). Suppose we have that Z 
st
Ẑ. Then the approximation computed in the same way as (4.18), using Ẑ′
constructed symmetrically to Ẑ as per (4.8), yields a lower bound
p̂success (n,m, α, ρ) ≤ pGsuccess (n,m, α, ρ) . (4.19)
Proof Using the necessary and sufficient conditions for stochastic dominance of multivariate Gaussians [19,
Example 6.B.29], and combined with Lemma B.1 applied to the conditional distribution (4.13), since Z 
st
Ẑ
it follows that X 
st
X̂. Thus
p̂success (n,m, α, ρ) = Pr
(
min
{
X̂
}
≤ x∗α
)
(4.20)
= 1− Pr
(
X̂ > x∗α1
)
(4.21)
≤ 1− Pr (X > x∗α1) (4.22)
= Pr (min {X} ≤ x∗α) (4.23)
= pGsuccess (n,m, α, ρ) . (4.24)
⊓⊔
It is an open problem whether the proposed approximation formula in Section 4.2 with (4.11) and (4.12)
satisfies the stochastic dominance condition of Lemma 4.1. This is owing to the CDF of Z taking on a
complicated form (see (A.1)), while the CDF of Ẑ is a multidimensional integral of a multivariate Gaussian
density which has no analytical form. This makes it challenging to directly verify stochastic dominance.
However, in the case of m = 1, it is possible to construct a Gaussian approximation for the first order
statistic that is stochastically dominating. The following result presents a class of such approximations.
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Lemma 4.2 Let Z1:n denote the first order statistic of an i.i.d. standard Gaussian sample of size n. For
any θ ∈ (0, pi2 ), let
c1 =
1
2
− θ
pi
, (4.25)
c2 =
cot θ
pi − 2θ . (4.26)
Consider Ẑ1:n ∼ N
(
µn, σ
2
n
)
where
µn = −
√
log (nc1)
c2
(4.27)
σ2n =
− log log 2
2c2 (log (nc1)− log log 2) . (4.28)
Then there exists some integer n∗ (θ) such that for all n ≥ n∗ (θ), we have Z1:n 
st
Ẑ1:n.
Proof See Appendix B.1.
We also reveal the following property, which expresses monotonicity in the success probability with
respect to m. This property intuitively says that having a larger selection size lends itself to ‘more chances’
at success.
Lemma 4.3 (Monotonicity with respect to selection size) Given Problem 2.3 and the triplet (n¯, α¯, ρ¯) ∈
N× (0, 1)× (0, 1), then
pGsuccess (n¯,m, α¯, ρ¯) ≤ pGsuccess (n¯,m′, α¯, ρ¯) (4.29)
for all m ∈ [1, n) and m′ ∈ [m,n].
Proof The result follows from applying (2.1), yielding
pGsuccess (n¯,m, α¯, ρ¯) = Pr
(
m⋃
i=1
{
X〈i〉 ≤ x∗α
})
(4.30)
≤ Pr
m′⋃
i=1
{
X〈i〉 ≤ x∗α
} (4.31)
= pGsuccess (n¯,m
′, α¯, ρ¯) , (4.32)
where the inequality follows from m ≤ m′. ⊓⊔
Combining Lemmas 4.1-4.3, we arrive at the following lower bound on the success probability under the
Gaussian copula model.
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Theorem 4.2 (Success probability lower bound) Consider Problem 2.3(b). Given θ ∈ (0, pi2 ), there
exists some integer n∗ (θ) such that for all n ≥ n∗ (θ), m ∈ [1, n], ρ ∈ (0, 1], α ∈ (0, 1]
pGsuccess (n,m, α, ρ) ≥ pGsuccess (n, 1, α, ρ) ≥ Φ
 Φ−1 (α)− ρµn (θ)√
1− ρ2 + ρ2 [σn (θ)]2
 . (4.33)
Morever, given any n ∈ N, m ∈ [1, n], ρ ∈ (0, 1], α ∈ (0, 1]:
pGsuccess (n,m, α, ρ) ≥ pGsuccess (n, 1, α, ρ) ≥ sup
θ∈Θn
Φ
 Φ−1 (α)− ρµn (θ)√
1− ρ2 + ρ2 [σn (θ)]2
 (4.34)
where Θn ⊂
(
0, pi2
)
is the set of all θ such that n ≥ n∗ (θ), while µn (θ), [σn (θ)]2 are (4.27), (4.28) respectively
but with dependence on θ explicitly denoted.
Proof The right inequality in (4.33) occurs as a univariate special case of the approximation scheme (4.18),
in conjunction with the constructed stochastically dominating approximation in Lemma 4.2 satisfying the
conditions of Lemma 4.1. The left inequality in (4.33) is a result of monotonicity in m from Lemma 4.3. The
inequalities in (4.34) follow naturally from the class of inequalities in (4.33), by directly taking the supremum
with respect to θ. ⊓⊔
Remark 4.1 It is worthwhile to consider the smallest integer n∗ (θ) such that (4.33) is valid. It is clear that
we must have n∗ (θ) > 1/c1, otherwise it possibly allows for log (nc1) < 0 in (4.27) and (4.28). Given n
and θ, one can numerically confirm whether n ≥ n∗ (θ), using conditions from the proof of Lemma 4.2. We
have empirically observed that n∗ (θ) can be quite small, i.e. we can usually accept n∗ (θ) = ⌈1/c1⌉. Using
this numerical test, the optimised lower bound (4.34) can also be implemented via a numerical optimisation
algorithm, noting that we need only conduct search over a univariate bounded region. Further discussion
and pseudocode for these implementations can be found in Appendix C.
We are now also equipped to state a characterisation on the monotonicity and convergence of psuccess
with respect to n.
Theorem 4.3 (Monotonicity and convergence with respect to sample size) Consider Problem
2.3(b). Given the triplet (m¯, α¯, ρ¯) ∈ N× (0, 1]× (0, 1], then:
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(a) for all n ≤ n′ such that n′ ≥ m¯ and n ∈ [m¯, n′], we have
pGsuccess (n, m¯, α¯, ρ¯) ≤ pGsuccess (n′, m¯, α¯, ρ¯) , (4.35)
(b) moreover,
lim
n→∞
pGsuccess (n, m¯, α¯, ρ¯) = 1. (4.36)
Proof To prove part (a), it suffices to show that
pGsuccess (n,m, α, ρ) ≤ pGsuccess (n+ 1,m, α, ρ) . (4.37)
Let Z denote the first m order statistics of Z with sample size n, and let Z˜ denote the first m order statistics
of Z with sample size n + 1 instead. From Lemma B.2, we have Z˜ 
st
Z. Let X =
(
X〈1〉, . . . , X〈m〉
)
be
corresponding X-values with sample size n, and let X˜ be the analogous random vector with sample size
n+ 1 instead. Using analogous arguments as in the proof of Lemma 4.1, it follows that X˜ 
st
X. Thus
pGsuccess (n,m, α, ρ) = 1− Pr (X > x∗α1) (4.38)
≤ 1− Pr
(
X˜ > x∗α1
)
(4.39)
= pGsuccess (n+ 1,m, α, ρ) . (4.40)
Part (b) is evident from the lower bound in (4.33), since
lim
n→∞
Φ
(
Φ−1 (α)− ρµn√
1− ρ2 + ρ2σ2n
)
= 1. (4.41)
⊓⊔
In light of Theorem 4.3, we can also guarantee that we can attain an arbitrarily high probability of success,
by letting n become sufficiently large.
Corollary 4.1 Given the triplet (m¯, α¯, ρ¯) ∈ N × (0, 1] × (0, 1], and for any δ ∈ (0, 1], there exists an
n¯ (α¯, ρ¯, δ) <∞ such that
pGsuccess (n, m¯, α¯, ρ¯) ≥ 1− δ (4.42)
for all n ≥ n¯.
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4.4 Numerical Results for Approximation Formula
In Figures 1a-1d, we depict primarily the approximation formula from Section 4.2, when (4.11) and (4.12)
are used in (4.18). This is compared against a Monte-Carlo estimate of the success probability (with 2× 104
simulation replications used to generate each point), as well as the distribution-free bounds from Proposition
3.1. In each figure, the nominal values n = 100, m = 5, α = 0.05, ρ = 0.6 are used as a baseline, and one
variable is varied at a time, keeping the others fixed. These figures validate the distribution-free bounds from
Proposition 3.1, but also show that they are not very useful in this example. The approximation formula is
also exhibited to be reasonably close to the true probability, whilst still being conservative (in the sense of
being an underestimate) of the success probability.
4.5 Numerical Results for Lower Bound
Throughout Figures 2a-2b, we plot the optimised lower bound (4.34) from Theorem 4.2, with m = 1,
α = 0.05, ρ = 0.5 fixed, and n varied. In Figure 2a, this is compared against a Monte-Carlo estimate of
the success probability (with 2× 104 replications used to generate each point), and also the approximation
formula from Section 4.2, when (4.11) and (4.12) are used in (4.18). In Figure 2b, we instead plot the lower
bound over a semi-log horizontal axis scale for n, to illustrate the convergence of the success probability
to one. These plots demonstrate that the lower bound is quite close to the approximation formula, which
itself is reasonably close to the actual probability. As the lower bound has been derived with m = 1 while
the bound itself does not change with m, this means the bound is least conservative for m = 1, and will
generally become more conservative as m grows. For instance with α = 0.05 and m = 20, the lower bound
from Proposition 3.1 yields psuccess ≥ 0.64, surpassing the lower bounds from Figure 2a.
4.6 Computational Complexity Comparison
Recall from Section 3.2 that evaluation of psuccess via numerical quadrature integration is of time complexity
O (n). Estimation of psuccess via Monte-Carlo simulation is unbiased (via the law of large numbers) and
also of time complexity O (n), for a fixed number of simulation replications. This is because each replication
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when n is varied. In particular, this figure demonstrates mono-
tonicity and convergence in n from Theorem 4.3.
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monotonicity in m from Lemma 4.3, and 2) tightness of the
bounds when m = n from Remark 3.1.
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The success probability appears to be increasing in α, which is
intuitive (by goal softening, we can improve our odds of suc-
cess).
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(d) Comparison of psuccess under the Gaussian copula model
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creasing in ρ, or alternatively decreasing in ξ, which is intuitive
(there is a higher price to be paid for more noise).
Fig. 1: Numerical results for the approximation formula.
requires O (n) time to find the lowestm samples using the introselect algorithm [29], and subsequently O (m)
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Fig. 2: Numerical results for the lower bound.
time (noting m ≤ n) to determine if any of the lowest m are smaller than x∗α. The corresponding standard
deviation of the Monte-Carlo estimate is of O
(
T−1/2
)
, with T being the number of simulation replications.
Recall from Section 4.2 that the approximation formula is of time complexity O
(
m2
)
. Thus, the approx-
imation formula carries the advantage of being computationally more efficient for small m and large n. Even
for moderate m, the approximation method may still be the preferred approach due to the nested O (1)
computation via numerical integration, as well as the imprecision of the Monte-Carlo approach. Using the
baseline values n = 100, m = 5, α = 0.05, ρ = 1/
√
2 (equivalent to ξ2 = 1), we implemented the three
different computation procedures in Matlab and compare the relative computation time. A Monte-Carlo
simulation with 2× 108 replications yielded a 95% confidence interval of psuccess ∈ (0.90308, 0.90316). Using
numerical quadrature integration, it took 0.9336 of the time taken performing the Monte-Carlo simulation
to compute psuccess = 0.9031. Using the approximation formula, it took 6 × 10−6 of the time taken for the
Monte-Carlo simulation to compute p̂success = 0.8765.
In addition, implementation of the optimised lower bound (4.34) is of O (1), since it is akin to the
approximation formula with m = 1. The form of the lower bound from (4.33) also admits an O (1) approach
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to invert the lower bound for guaranteeing high probabilities of success; the advantage of this is exhibited in
the following section.
5 High Probability Guarantees of Success
The purpose of this section is to numerically investigate the efficacy of Corollary 4.1 in the large n scenario,
by considering the problem of guaranteeing a desired high probability.
Problem 5.1 (High probability guarantees of success) Given the triple (m,α, ρ) ∈ N× (0, 1]× (0, 1],
how large should n be, such that
pGsuccess (n,m, α, ρ) ≥ 1− δ (5.1)
for any given δ ∈ (0, 1]?
Having high probability guarantees would be useful in a situation where the sample size n can be increased
relatively cheaply (hence large n would not be unreasonable), whereas increasing the selection sizem in order
to increase psuccess may be prohibitively expensive and/or non-negotiable. To address Problem 5.1 (while
avoiding the trivial solution of n =∞), take the lower bound in (4.33) of Theorem 4.2, which given α, ρ and
δ, we aim to invert for n in terms of θ with the expression
Φ
(
Φ−1 (α)− ρµn√
1− ρ2 + ρ2σ2n
)
= 1− δ. (5.2)
Putting the definitions of µn and σn from (4.27) and (4.28) respectively, this equation can be rearranged
into a quartic equation in
√
log (nc1), of the form
a4 log (nc1)
2
+ a3 log (nc1)
3/2
+ a2 log (nc1) + a1 log (nc1)
1/2
+ a0 = 0, (5.3)
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where
a4 = − 2ρ
2
log log 2
, (5.4)
a3 = −4Φ
−1 (α) ρ
√
c2
log log 2
, (5.5)
a2 = 2ρ
2 −
2c2
([
Φ−1 (α)
]2 − [Φ−1 (1− δ)]2 + ρ2 [Φ−1 (1− δ)]2)
log log 2
, (5.6)
a1 = 4
√
c2Φ
−1 (α) ρ, (5.7)
a0 = 2c2
([
Φ−1 (α)
]2 − [Φ−1 (1− δ)]2 + ρ2 [Φ−1 (1− δ)]2)− ρ2 [Φ−1 (1− δ)]2 . (5.8)
Therefore we take the solution for n corresponding to the greatest real root of the quartic equation. Let this
solution for n in terms of θ be denoted n¯ (θ). According to the monotonicity and convergence properties from
Theorem 4.3 manifested in Corollary 4.1, then provided n¯ (θ) ≥ n∗ (θ), we guarantee
pGsuccess (n¯ (θ) ,m, α, ρ) ≥ 1− δ. (5.9)
since n¯ (θ) upper bounds the smallest n needed such that psuccess ≥ 1 − δ. Moreover, one can numerically
optimise with respect to θ to find the smallest n¯ (θ) that guarantees a high probability of success.
δ = 0.01 δ = 0.05 δ = 0.1
ρ = 0.01 8.144 × 1047007 5.427× 1034246 8.943 × 1028267
ρ = 0.3 3.289× 1051 1.619 × 1038 8.775× 1031
ρ = 0.6 8.703× 1011 1.988× 109 1.078 × 108
ρ = 0.9 16744 4338 2188
ρ = 0.99 893 505 372
Table 1: Computed values of n which guarantees pGsuccess (n,m, α, ρ) ≥ 1 − δ, with α = 0.01 fixed and valid
for any m ≥ 1.
Table 1 lists computed values of n¯ numerically optimised with respect to θ, taking into account the
requirement n¯ (θ) ≥ n∗ (θ), using the aforementioned approach. The table is valid for m ≥ 1 (least conserva-
tive when m = 1), for α = 0.01 and a variety of values for ρ and δ. The values for n trend downwards as ρ
increases, which is intuitive (as fewer samples might be required if noisy observations are strongly correlated
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with the actual values). Of particular note, the case with extremely small correlation ρ = 0.01 (interpreted
as a noise-to-signal ratio of ξ2 ≈ 104, by the equivalence in Theorem 4.1) requires n to be at an impractical
order of magnitude, namely 1047007 when δ = 0.01. This highlights the utility of the lower bound in Theorem
4.2, which allows for an O (1) inversion to find a sufficiently high n. If Problem 5.1 were attempted be solved
with an O (n) Monte-Carlo simulation or the O (n) expression from Proposition 3.2, then large n such as in
the order of 1047007 would have rendered the evaluation of such probabilities to be intractable.
6 Conclusion
Supported by results applicable to an additive noise model, we have proposed various approaches for com-
puting success probabilities under a general Gaussian copula model. Numerical experiments illustrate that
our bounds and approximations reasonably follow the actual success probabilities. Furthermore, we used our
lower bound to guarantee high probabilities of success, for situations which would have been computationally
intractable by other means.
We pinpoint directions for further investigation. In practice, the correlation ρ may not be known, but
instead replaced by heuristic guesses. Also, a practitioner may prefer to not choose α directly, but rather
let it be based on x∗α corresponding to some concrete performance specification. Future work will focus
on statistical uncertainty quantification techniques for obtaining reliable estimates of α and ρ for use in
computing success probabilities. Another research direction involves extending the stochastic dominance
construction in Lemma 4.2 to a multivariate version, or establishing that the approximation formula in
Section 4.2 satisfies the stochastic dominance condition in Lemma 4.1. Either may pave the way for improved
lower bounds over Theorem 4.2, for the case m > 1.
Acknowledgements The first author is supported by the Elizabeth and Vernon Puzey Scholarship, and the Priestley Schol-
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Appendices
A Proofs of Section 3 Results
Lemma A.1 (Joint CDF of order statistics) Denote ranks 1 ≤ n1 < · · · < nk ≤ n. Then the joint CDF
of the order statistics Xn1:n, . . . , Xnk:n for continuous X with parent CDF denoted F (·) is
Fn1,...,nk (x1, . . . , xk) =
n∑
ik=nk
ik∑
ik−1=nk−1
· · ·
i2∑
i1=n1
n!
i1! (i2 − i1)!× · · · × (n− ik)! [F (x1)]
i1
× [F (x2)− F (x1)]i2−i1 × · · · × [1− F (xk)]n−ik (A.1)
for the case x1 ≤ · · · ≤ xk. For the case we do not have x1 ≤ · · · ≤ xk, then it holds that
Fn1,...,nk (x1, . . . , xk) = Fn1,...,nk (x
∗
1, . . . , x
∗
k) (A.2)
where
x∗k := xk, (A.3)
x∗k−1 = min {xk−1, x∗k} , (A.4)
...
x∗1 := min {x1, x∗2} . (A.5)
Proof The expression (A.1) generalises naturally based on arguments provided in [30, Section 2.2]. The result
(A.2) is obtained by noting that by construction x∗1 ≤ · · · ≤ x∗k, and the joint density in the region bounded
between (x∗1, . . . , x
∗
k) and (x1, . . . , xk) is zero. ⊓⊔
A.1 Proof of Proposition 3.1
We prove the lower bound first. Let G be the binomial random variable for the number of acceptable
candidates of size n. Conditional on G = g acceptable candidates, let psuccess|g denote the conditional success
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probability. This can be interpreted as the the alignment probability (with alignment level one) from [11,
Section 4.3.2], where it is shown that
psuccess|g ≥ 1−
(
n− g
m
)
÷
(
n
m
)
(A.6)
The unconditional success probability may be obtained by using the law of total probability with the binomial
distribution
psuccess ≥ 1−
n∑
g=0
(
n
g
)
αg (1− α)n−g
(
n− g
m
)
÷
(
n
m
)
(A.7)
= 1− (1− α)m (A.8)
after simplication. For the upper bound, we can write
psuccess = Pr
(
min
{
X〈1〉, . . . , X〈m〉
} ≤ x∗α) (A.9)
and use the fact mini∈{1,...,n}Xi ≤ min
{
X〈1〉, . . . , X〈m〉
}
to bound
psuccess ≤ Pr
(
min
i∈{1,...,n}
{Xi} ≤ x∗α
)
(A.10)
= 1− Pr (X1 > x∗α, . . . , Xn > x∗α) (A.11)
= 1− (1− α)n . (A.12)
⊓⊔
A.2 Proof of Proposition 3.2
Let G be the binomial random variable for the number of acceptable candidates of size n. We rely on the
characterisation of the conditional failure probability given G = g, and denoted pfail|g, as being equal to the
alignment probability in [11, Equation (2.19)]. This says that
pfail|g = Pr
(
Z{g+m} < Z{1}
∣∣G = g) , (A.13)
where Z{g+m} and Z{1} are to be explained as follows. The random variable Z{g+m} is the m
th order statistic
from a sample of size n− g, with parent distribution being the distribution of
Z = Y +X, (A.14)
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where X is the left-truncated version of X , truncated at x∗α. The PDF of X is fX (x) and given in (3.5). The
PDF of Z can be obtained via convolution [31, Section 4.8]; its CDF is FZ (z) and given in (3.4). Then the
CDF of Z{g+m} is FZ{g+m} (z) and given in (3.3), from which the expression can be obtained as a special
case of Lemma A.1. Similarly, Z{1} is the first order statistic of a sample of size g, with parent distribution
being the distribution of
Z = Y +X, (A.15)
where X is the right-truncated version of X , truncated at x∗α. The PDF of X is fX (x) and given in (3.9).
The PDF of Z is fZ (z) and can be obtained via convolution, given in (3.8). The CDF of Z is FZ (z) and
given in (3.7). Then the PDF of Z{1} is given by (3.6), which can be obtained by differentiating a special
case of the CDF in Lemma A.1, or by directly using well-known expressions for densities of order statistics
[30, Equation (2.1.6)]. Then from the characterisation of the conditional failure probability pfail|g, along with
the law of total probability, we get
psuccess = 1−
n∑
g=0
(
n
g
)
αg (1− α)n−g pfail|g (A.16)
= 1− (1− α)n −
n−m∑
g=1
(
n
g
)
αg (1− α)n−g Pr (Z{g+m} < Z{1}∣∣G = g) (A.17)
because pfail|0 = 1 and pfail|g = 0 for g > n −m. Then (3.2) follows from (A.17) because Z{g+m} and Z{1}
are conditionally independent given G. ⊓⊔
B Proofs of Section 4 Results
Lemma B.1 (Stochastic dominance of parametrised random vectors) For random vectors X, Θ,
consider the conditional distribution [X|Θ]. Suppose that [X|Θ = θ1] 
st
[X|Θ = θ2] whenever θ1 ≤ θ2. Let
X1 denote the variable for X that arises from chaining the random vector Θ1 with [X|Θ1], and similarly
let X2 denote the variable for X that arises from chaining the random vector Θ2 with [X|Θ2]. If Θ1 
st
Θ2,
then
X1 
st
X2. (B.1)
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Proof For all upper sets U, we may write using indicator variables (denoted by I)
Pr (X1 ∈ U) = E
[
I{X1∈U}
]
(B.2)
= EΘ1
[
E
[
I{X∈U}
∣∣Θ1]] (B.3)
= EΘ1 [Pr (X ∈ U|Θ1)] (B.4)
≤ EΘ2 [Pr (X ∈ U|Θ2)] (B.5)
= Pr (X2 ∈ U) (B.6)
where the inequality follows by definition of stochastic dominance, since Pr (X ∈ U|θ) is a weakly increasing
function of θ for all upper sets U. ⊓⊔
Lemma B.2 Let Z[m]:n := (Z1:n, . . . , Zm:n) denote the joint first m order statistics of an i.i.d. sample of
size n from parent distribution Z. Then
Z[m]:(n+1) 
st
Z[m]:n. (B.7)
Proof Consider the following construction of a probability space. Form an i.i.d. sample of size n+ 1 from Z
and take the firstm order statistics. This will be equal in law to Z[m]:(n+1). Now delete one element uniformly
at random, and re-compute the first m order statistics. This will be equal in law to Z[m]:n. Moreover, for
every realisation (denoted in lowercase) from this probability space, we have
(
z1:(n+1), . . . , zm:(n+1)
) ≤ (z1:n, . . . , zm:n) . (B.8)
Therefore from the characterisation of stochastic dominance in [19, Theorem 6.B.1], (B.7) holds. ⊓⊔
Lemma B.3 For all p ∈ [0, 12].
− p log 4 ≤ log (1− p) ≤ −p. (B.9)
Proof The lower bound can be established over p ∈ [0, 12] via concavity of log (1− p), i.e. line secants lie
below the graph. The upper bound can also be established over p ≥ 0 via concavity. ⊓⊔
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Lemma B.4 For the Gaussian Q-function given by Q (x) = 1− Φ (x)
c1 exp
(−c2x2) ≤ Q (x) ≤ 1
2
exp
(
−x
2
2
)
(B.10)
over x ≥ 0, with
c1 =
1
2
− θ
pi
(B.11)
c2 =
cot θ
pi − 2θ (B.12)
for any θ ∈ (0, pi2 ).
Proof The lower bound is due to [32, Equation (2)] and the upper bound is found in [33, Equation (5)]. ⊓⊔
B.1 Proof of Lemma 4.2
If Ẑ1:n stochastically dominates Z1:n, then Pr
(
Ẑ1:n ≥ z
)
≥ Pr (Z1:n ≥ z) for all z ∈ R. Or in terms of the
Gaussian Q-function Q (z) = 1− Φ (z), we require
Q (z)
n ≤ Q
(
z − µn
σn
)
(B.13)
for all z ∈ R, where the left-hand side can be derived with a special case of Lemma A.1. The idea is to show
that this bound holds over three different intervals whose union is R, being (−∞, µn], [µn, 0] and [0,∞). We
begin with z ∈ (−∞, µn]. Since µn ≤ 0, then via the lower bound in Lemma B.4
Q (z)
n ≤ (1− c1 exp (−c2z2))n . (B.14)
Since 0 ≤ c1 exp
(−c2z2) ≤ 1/2, then putting p = c1 exp (−c2z2) in the upper bound from Lemma B.3, we
get
Q (z)n ≤ exp (−nc1 exp (−c2z2)) (B.15)
= exp
(− exp (− (c2z2 − log (nc1)))) . (B.16)
Now using the upper bound in Lemma B.4, we have for z ≤ µn:
1− 1
2
exp
(
− (z − µn)
2
2σ2n
)
≤ Q
(
z − µn
σn
)
. (B.17)
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The lower bound in Lemma B.3 implies exp (−p log 4) ≤ 1 − p. Applying this with p = 12 exp
(
− (z−µn)22σ2n
)
and after some manipulation, we arrive at
Q
(
z − µn
σn
)
≥ exp
(
− exp
(
−
(
(z − µn)2
2σ2n
− log log 2
)))
. (B.18)
Thus a sufficient condition for Q (z)
n ≤ Q
(
z−µn
σn
)
over z ∈ (−∞, µn] is
exp
(− exp (− (c2z2 − log (nc1)))) ≤ exp
(
− exp
(
−
(
(z − µn)2
2σ2n
− log log 2
)))
(B.19)
or equivalently, (
1
σ2n
− 2c2
)
z2 − 2µn
σ2n
z +
µ2n
σ2n
+ 2 log (nc1)− 2 log log 2 ≥ 0. (B.20)
The roots of this quadratic are at
z =
µn ±
√
µ2n − (1− 2c2σ2n) (µ2n + 2σ2n log (nc1)− 2σ2n log log 2)
1− 2c2σ2n
(B.21)
with discriminant ∆ calculated by
∆ = σ4n (4c2 log (nc1)− 4c2 log log 2) + σ2n
(
2c2µ
2
n − 2 log (nc1) + 2 log log 2
)
. (B.22)
Under the same choice of θ, note 2c2µ
2
n = 2 log (nc1) and the discriminant becomes
∆ = σ4n (4c2 log (nc1)− 4c2 log log 2) + σ2n (2 log log 2) . (B.23)
The quadratic inequality is satisfied everywhere if the discriminant is non-positive, so put ∆ = 0 and taking
the positive solution for σ2n, giving
σ2n =
− log log 2
2c2 (log (nc1)− log log 2) . (B.24)
Therefore the inequality is satisfied provided nc1 > 1, which occurs for sufficiently large n, since c1 > 0.
Next we show that the stochastic dominance condition is satisfied for z ∈ [µn, 0], under the proposed choice
of µn and σn above. Over this interval, we can use the same upper bound on Q (z)
n
as before, and now we
have the lower bound
Q
(
z − µn
σn
)
≥ exp
(
−
(
c2
(
z − µn
σn
)2
− log c1
))
. (B.25)
Thus we want to show that
nc1 exp
(−c2z2) ≥ c2(z − µn
σn
)2
− log c1. (B.26)
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Fix z, and recognise that
µ2n
σ2n
= O
(
(logn)2
)
in the right-hand side, while the left-hand side is O (n). Therefore
O (n) ≥
(
(logn)
2
)
(B.27)
since O (en) ≥ O (n2). Lastly for the interval z ∈ [0,∞), we use the upper bound in Lemma B.4 to give
Q (z)
n ≤ 1
2n
exp
(
−nz
2
2
)
(B.28)
and we can use the same lower bound as in the preceding interval. In the same vein as above, we want to
show
(
n
2
− c2
σ2n
)
z2 − 2c2µn
σ2n
+ n log 2 +
µ2n
σ2n
− log c1 ≥ 0. (B.29)
The discriminant of the quadratic is non-positive when
(
n
2
− c2
σ2n
)(
n log 2 +
µ2n
σ2n
− log c1
)
≥ c
2
2µ
2
n
σ4n
. (B.30)
The left-hand side is O
(
n2
)
and the right-hand side is O
(
(logn)
3
)
, thus this inequality is also satisfied for
sufficiently large n. ⊓⊔
C Implementation of Lower Bounds in Theorem 4.2
In continuation of the discussion from Remark 4.1, the lower bounds in Theorem 4.2 can be implemented
numerically. This is done by using sufficient conditions found in the proof of Lemma 4.2 to check whether
n ≥ n∗ (θ) for a given n and θ. We are required to check whether the inequality (B.13) is satisfied over
each of the intervals (∞, µn], [µn, 0] and [0,∞). The inequality is satisfied over (∞, µn] by construction
provided nc1 > 1, whereas (B.30) contains the sufficient condition for the interval [0,∞). As for the bounded
interval [µn, 0], we can directly evaluate (up to the available numerical precision) whether (B.13) is satisfied.
Pseudocode to implement this numerical test is provided in Algorithm 1. Using this test, we can implement
the optimised lower bound (4.34) in Theorem 4.2. Pseudocode for this is found in Algorithm 2.
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Algorithm 1 Numerical test of sufficient conditions for n ≥ n∗ (θ) in Theorem 4.2
1: function NumericalTest(n, θ)
2: c1 ←
1
2
−
θ
π
, c2 ←
cot θ
π − 2θ
3: µn ← −
√
log (nc1)
c2
, σ2n ←
− log log 2
2c2 (log (nc1)− log log 2)
4: if nc1 ≤ 1 then ⊲ Check sufficient condition for the interval (∞, µn]
5: return False
6: else if (B.13) fails over [µn, 0] then ⊲ Check sufficient condition for the interval [µn, 0]
7: return False
8: else if (B.30) fails then ⊲ Check sufficient condition for the interval [0,∞)
9: return False
10: else
11: return True
Algorithm 2 Implementation of lower bounds in Theorem 4.2
1: function LowerBound(n, α, ρ, θ) ⊲ Lower bound in (4.33)
2: if NumericalTest(n, θ) then
3: return Right-hand side of (4.33)
4: else
5: return 0
6: function OptimisedLowerBound(n, α, ρ) ⊲ Optimised lower bound in (4.34)
7: return maxθ∈(0,pi/2)LowerBound(n, α, ρ, θ)
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