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Flooding is a severe natural hazard which regularly causes destruction of life, property, and the
environment. Better understanding of flood generating processes can improve flood mitigation
and protection. However, little research has been conducted about flood generating processes
outside some northern hemisphere regions. Although global flood studies are increasing, they
either do not consider flood generating processes, or base their assumptions about them on re-
search results from humid regions only. The aim of this thesis is to increase knowledge about
flood generating processes globally, understand which catchment and climate attributes influ-
ence mix of flood generating processes and evaluate how process knowledge can improve our
understanding of future floods.
To address these issues we developed a location-independent global flood event classification
that allows consistent classification of processes in space and time. With this we were able to
produce the first global map of flood generating processes and their diversity within and across
catchments. We used this classification to analyse which climate and catchment attributes in-
fluence the distribution of flood generating processes within and across catchments. We found
that climatic attributes control the mix of flood generating processes, though which attributes
are most influential varies with processes. This led us to the hypothesis that flood trend studies
need to take climatic differences into account as they indicate differences in flood generating pro-
cesses. We demonstrate that flood trends could be misinterpreted if flood generating processes
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1.1 Background and overview
There is no denying the profound impact floods have on the physical environment and on hu-
manity. On the one hand, floods can reshape landscapes, leading to new river paths and valleys.
They can bring much needed water and nutrients, seasonally reviving landscapes, sustaining
agriculture, and providing water reserves for the dry season. On the other hand, floods can be
a destructive force destroying settlements, infrastructure, posing a risk to health, life, and the
environment. Between 1998 and 2017, floods affected two billion people, more than any other
disaster in that period. During the same time period, floods were responsible for 11% of all
disaster related deaths and caused US$656 billion in damages (CRED, 2018).
Historically, there has always been a considerable interest in flooding. To better understand
the phenomenon of flooding, people have early on started to take note of flood water levels. In
Egypt, flood records offer information as far back as 3000 B.C. (Bell, 1970) (Figure 1.1a). Sim-
ilarly, in Europe historic flood markers on buildings and bridges indicate past high flow levels
(Kiss, 2019) sometimes for the past centuries (Figure 1.1b and c). The study of palaeofloods,
ancient flood events, via sediment deposits and other indicators of water level, allow the recon-
struction of flood events even further back in time (Baker, 1987). These records usually offer in-
formation about the most extreme flood events and do not record other water levels. Widespread
measurement of daily or sub-daily streamflow began in the 20th century (Do et al., 2018b). The
aim of collecting daily streamflow data in regard to flood research is to gain knowledge about
future flooding. Broadly speaking, flood research tries to answer the following questions: How
severe can floods be? When is the next one coming? How widespread is the impact? How can
we protect people, buildings, infrastructure and environment? How will changes in climate and
land use affect flood hazard and flood risk?
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Figure 1.1: a: Nilometer on Elephantine Island to measure Nile flood level; b: Historic flood level
marker in Münden, Germany; c: Historic flood level marker in Bristol, UK. Sources: a: Olaf
Tausch, CC BY 3.0 https://creativecommons.org/licenses/by/3.0, via Wikimedia Com-
mons; b: Axel Hindemith, Public domain, via Wikimedia Commons; c: Francesca Pianosi.
The following sections serve to provide a background to the research problems addressed
in this thesis. To begin with, Section 1.2 defines flooding. Section 1.3 introduces current flood
research problems. Before detailing how including knowledge about flood generating processes
can support and improve flood research (Section 1.6), I first explain what I mean with flood
generating processes (Section 1.4). Section 1.5 then details common approaches to determine
flood generating processes. Finally, Section 1.7 sets forth the research problems addressed in
the following chapters.
1.2 What is considered a flood?
The European Flood Directive defines floods as "the temporary covering by water of land not
normally covered by water" (2007/60/EC, 2007). For insurance purposes one definition of flood is
"temporary covering of land by water as a result of surface waters escaping from their normal
confines or as a result of heavy precipitation" (Kron, 2005). Both definitions include river floods,
storm surges, and flash floods (Kron, 2005). Since the focus of this thesis is river floods, the term
"flood" from now on refers to river floods unless otherwise specified.
River floods typically occur when a river reaches levels higher than its embankments and
overtops them. The water depth associated with this event varies along a river and varies be-
tween rivers, but it is an important threshold determining inundation of the floodplain (Jones,
1997). However, using channel water depth to estimate inundation levels requires additional
modelling steps. Therefore, instead of using inundation as flood threshold, water depth is trans-
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formed into flow using rating curves. High flow rates are then used as a proxy for flooding.
There are different definitions which high flow level is considered a flood. Floods are defined as
either the annual maximum flow or all flow events over a certain discharge threshold (peak-over-
threshold events) (Langbein, 1949). For the latter the threshold can either be set by frequency,
i.e. a flow rate chosen to give a specified number of events per year (Cunnane, 1979), or a per-
centile threshold, i.e. all events higher than the 90th, 95th, 99th or 99.9th percentile (Slater et al.,
2020). Depending on the intended application or available data different thresholds are used.
In this thesis, I adopt the hydrological point of view that high flow rate is a proxy for flooding
instead of inundation. The specific metrics used include annual maximum flooding and peaks-
over-threshold. Both a frequency threshold and a quantile threshold are used. A high flow proxy
for flooding is beneficial, since it allows the automated identification of flood events. This is an
important criterion for large-sample flood hydrology.
1.3 Overview of flood research topics
1.3.1 Flood frequency analysis - How severe can a flood be?
The identified flood events can be used to investigate the flood research questions. One of the
most commonly asked questions is the one of flood severity. How severe can the floods in a catch-
ment be? For engineering purposes this question is often rephrased into: what is the magnitude
of a rare flood? Rare flood events are indicated by the annual probability of exceedance whose
reciprocal is commonly termed return period (Langbein, 1949). As such, a flood with a return
period of 100 years has an annual probability of 1% of being exceeded in any given year (Milly
et al., 2002). The associated magnitude of a flood event with that probability is calculated with a
flood frequency curve. By fitting a distribution to recorded annual maximum events, flood mag-
nitude can be extrapolated for very rare events. However, there is a high uncertainty associated
in estimating rare flood magnitudes, such as a 1 in 100 or 1 in a 1000 year flood (Merz and
Thieken, 2005; Parajka et al., 2013). This uncertainty impacts planning for structural flood mit-
igation measures. Regulatory institutions and insurance companies often use the 1 in 100 year
flood as a design standard for flood management plans (Parkes and Demeritt, 2016). It is thus
of high interest to estimate extreme flood events as accurately as possible.
A particular challenge is the estimation of possible flood magnitudes for ungauged catch-
ments. The uncertainty in more widely applied statistical methods to estimate floods in un-
gauged catchments remains high (Smith et al., 2015). The results are often unsuitable for reli-
able flood protection plans. For example, Kjeldsen (2015) found the 100-year flood estimate for




1.3.2 Flood forecasting - When is the next flood coming?
Due to the uncertainty of flood frequency estimates and associated design uncertainty, flood
management is often combined with flood forecasting as an added level of protection (Jain et al.,
2018). Flood forecasting tries to answer the question of if and where a flood will occur in the next
few hours or days. This information is relevant for flood early warning systems. Flood forecast-
ing often relies on the combination of hydrological models with rainfall forecasts. Hydrological
models can be deterministic, aiming to model the underlying processes, or stochastic, thus rely-
ing on gaining the statistical relationships of the system from the data. Process-based models
are more common in flood forecasting (Jain et al., 2018), though the growing use and capabili-
ties of machine learning models will likely lead to an increased use of data-based models in flood
forecasting and other areas of model application (Jain et al., 2018; Nearing et al., 2020).
1.3.3 Flood modelling and impact - How widespread is flood impact?
Hydraulic models are paramount when it comes to estimating flood impact and flood risk, since
they are needed to calculate inundation extent and depth (Teng et al., 2017). The combination
of flood probability, associated inundation levels, and vulnerability of exposed population and
property can be used to calculate flood risk. In its simplest form flood risk is equal to probability
times consequences (Kron, 2005; Solín and Skubinčan, 2013). Flood damage can be multidimen-
sional, from loss of life, health or well-being, to damaged or destroyed infrastructure, property
or environment. By knowing who and what is at risk of flooding, strategic flood protection mea-
sures can be developed.
1.3.4 Flood mitigation - How can we protect people, buildings,
infrastructure and environment?
The aim of flood mitigation measures is to either reduce or divert flood flows, or to reduce the
impact. Flood mitigation measures can be divided into structural and non-structural measures.
Structural measures include, for example, dams, retention basins, reservoirs, and flood ways
(Thampapillai and Musgrave, 1985). Non-structural measures include flood forecasting, early
warning systems, flood appropriate land use planning, natural flood management, and flood
resilience training for the population (Kron, 2005; Thampapillai and Musgrave, 1985).
1.3.5 Flood trends - How will changes in climate and land use affect flood
hazard and flood risk?
For flood mitigation measures to work, one piece of information is particularly relevant: How
do system changes, especially climate change, affect flood hazard and flood risk? The reason
climate change might affect flooding is that it intensifies the water cycle (Allan et al., 2020;
Huntington, 2006). In the warming atmosphere, some regions will experience more frequent
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and more extreme precipitation events (Allan and Soden, 2008; Fowler et al., 2021a; OGorman,
2015; Papalexiou and Montanari, 2019). The changing atmospheric conditions can impact floods
in four aspects: magnitude, frequency, duration, and seasonality.
Currently observed trends in flood magnitude are not conclusive and show both positive
and negative trends (Do et al., 2017; Gudmundsson et al., 2019; Hall et al., 2014; Mallakpour
and Villarini, 2015; Sharma et al., 2018). Figure 1.2 demonstrates this distribution. It gives an
overview of percent change per decade in flood magnitude indicated by 90th percentile flow and
annual maximum flow. Although extreme precipitation is increasing in most regions of the world
(Papalexiou and Montanari, 2019), Figure 1.2 shows several stations and regions experience
negative trends in flooding. Antecedent moisture and snowmelt are two reason the connection
between trends in precipitation and flooding remains complex (Allan et al., 2020; Wasko and
Nathan, 2019). Climate forcing datasets in combination with global hydrological models can
be used to model floods under future climate (Hirabayashi et al., 2013). However the models
underperform in predicting all aspects of flood magnitude trends, such as trend mean, standard
deviation, and spatial distribution (Do et al., 2020b). An explanation for the poor performance of
models is the lack of data for small catchments and a missing representation of many climatic
regions (Do et al., 2020b; Trigg et al., 2016).
Observations of increases in flood frequency are more common than decreases (e.g. for the
United States Mallakpour and Villarini, 2015; Slater and Villarini, 2016; Wright et al., 2019).
A global analysis by Najibi and Devineni (2018) found increasing flood frequency of large floods
since 1985 with a peak in flood frequency in 2003. However, several local and regional stud-
ies have found that these trends might be due to flood-rich periods and might disappear when
longer records are considered (Blöschl et al., 2020; Schmocker-Fackel and Naef, 2010). This can
be the case for trends in flood magnitudes as well (Do et al., 2017; Hall et al., 2014). Never-
theless, Blöschl et al. (2020) note that the current flood-rich period in Europe is exceptional in
comparison to the last 500 years and could be due to a warming atmosphere (Blöschl et al., 2020;
Gudmundsson et al., 2021).
In contrast, flood risk has increased widely in the past twenty years with increasing numbers
of affected people and financial damages, though fortunately decreasing fatalities (Jha et al.,
2012; Kundzewicz et al., 2014). Increasing population and increased urbanisation means that
more people live in cities, which are at higher risk of flooding (Jha et al., 2012). The increase
in impervious areas leads to more runoff and thus higher river levels. In combination with
construction in flood prone areas, it can explain some of the rise in flood risk (Jha et al., 2012;
Salman and Li, 2018).
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Figure 1.2: Global distribution of trends in annual 90th percentile (P90) and annual maximum
(MAX) flow between 1971 and 2010. Distribution of points demonstrates the extent of one of
the most extensive global streamflow datasets to date, the Global Streamflow and Metadata
Archive (GSIM) (Do et al., 2018a; Gudmundsson et al., 2018b). Black boxes indicate subcon-
tinental regions considered for further analysis by Gudmundsson et al. (2019). Adapted from
Gudmundsson et al. (2019) with kind permission from Lukas Gudmundsson.
1.4 Flood generating processes
In the literature, the terms "flood generating process", "flood mechanism" and "flood type" are all
in use (Berghuijs et al., 2016, 2019; Merz and Blöschl, 2003; Tarasova et al., 2019, 2020a,b; Whit-
field, 2012). "Flood generating process" and "flood mechanism" seem to be used interchangeably,
though process is the more commonly used term to describe how flows are generated (Blöschl
and Sivapalan, 1995; Merz and Blöschl, 2003). "Flood type" is sometimes used in a similar fash-
ion to flood process or mechanism (Sikorska et al., 2015; Sikorska-Senoner and Seibert, 2020;
Tarasova et al., 2019), or it is used to separate origin of the water, i.e. indicating river floods,
coastal floods, urban floods, landslide or glacial lake outburst floods (Blöschl et al., 2015; Viglione
and Rogger, 2015). In this thesis, the term "flood generating process" will be used. For clarifica-
tion, this section will give detailed explanations of the different processes considered for river
flood generation.
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Flood generating processes can be separated into two categories: blockages and hydrome-
teorological inputs (rainfall, snowmelt). Blockages occur when an obstacle such as ice, logs or
landslides obstructs normal river flow leading to a rise in water level. Potentially catastrophic
floods occur when the blockage creates a temporary lake and then breaks. Glacier lake or land-
slide lake outburst floods are among the biggest known floods of the quaternary period (O’Connor
and Costa, 2004). Although blockages cause extreme events, the overwhelming majority of floods
is caused by hydrometeorological drivers (Blöschl et al., 2015; Whitfield, 2012). Similarly, storm
surges, coastal flooding, dam breaks, or high groundwater levels can lead to flooding but are
not further discussed here as they are outside the scope of this thesis. Instead, the focus is on
hydrometeorological floods. Originally, these types of floods would have been referred to as hy-
droclimatologic floods (Hirschboeck, 1987). Since climatology refers to the time-averaged flow of
water and energy, hydrometerologic flooding is the more accurate term (Shuttleworth, 2012).
There are six hydrometeorological flood generating processes. They can be separated into
two groups: ice- or snow-related flood generating processes and rainfall-related flood generating
processes. The next sections give a short overview of each process.
1.4.1 Ice/snow related floods
When air temperature is below critical temperature (Jennings et al., 2018) pre-
cipitation can fall as snow and accumulate. The snowpack then releases the
stored water when the energy input increases. Snowmelt can contribute to flood
generation by saturating the soil; leading to high runoff rates during the next
rainfall (Parajka et al., 2010). A large snowpack can melt rapidly and cause
flooding if the necessary energy is received from rising temperatures or ther-
mal radiation (Baker, 1987).
Rainfall may also provide a source of energy influx, in addition to tempera-
ture increase and radiation. Rain water can either be temporarily stored in the
snowpack and/or can lead to rapid snowmelt due to the heat energy in the liq-
uid water (Ward, 1978). Depending on the local climate, these so-called rain-on-
snow events occur during different times of the year. For example, in Germany
rain-on-snow floods are prevalent in December, where temperature fluctuates around freezing
leading to precipitation falling at times as rain, at times as snow (McCabe et al., 2007; Mussel-
man et al., 2018; Sui and Koehler, 2001). In the Alps, rain-on-snow events occur more towards
the end of the winter when warmer rain falls on an existing snowpack accumulated during the
winter (Merz and Blöschl, 2003; Sui, 1998; Sui and Koehler, 2001). The colder the region, the
later in the spring or summer can rain-on-snow floods occur (Merz and Blöschl, 2003; Pomeroy
et al., 2016). Rain-on-snow events can lead to a sudden onset of high flows if the rainfall is
first stored in the snowpack and then suddenly released. The formation of drainage channels
in the snow accelerate the movement of snowmelt (Kattelmann, 1985; Singh et al., 1997, 1998).
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These specific storage-release relationships can contribute more towards flood generation than
the melting energy input provided by the liquid precipitation (Singh et al., 1997).
Glacier melt floods can be considered a special case of snowmelt floods. They only occur in
catchments with glaciers. The driver in the case of glacier melt floods is not snowfall/melt or
rainfall but an increase in temperature in glaciated catchments. Therefore, most glacier melt
floods have a strong summer seasonality (Merz and Blöschl, 2003; Sikorska et al., 2015). Yet, in
glaciarised catchments, melt water from the glacier rarely causes flood events (Sikorska et al.,
2015; Sikorska-Senoner and Seibert, 2020). However, it can cause high levels of river flow which,
in combination with other inputs, can cause flood events. One example are glacier melt-induced
high flow events in British Columbia, which in combination with summer rainfall events, create
flooding (Loukas et al., 2002).
1.4.2 Rainfall related floods
Rainfall-induced flood events occur due to heavy rainfall, or when rain falls on
frozen or saturated soils. Heavy rainfall can either describe rainfall events of
short duration with high intensity, or long duration events with either high or
low intensities and large rainfall depths. Short duration, high intensity rain-
falls can cause peak flows with steep hydrographs within minutes or hours of
the rainfall event. The high intensity of the rainfall exceeds soil infiltration
capacity leading to quick surface flow (Merz and Blöschl, 2003).
Long duration rainfalls with low or a mix of low and high intensities can
last for several days or weeks, and cover a wide area. The event, or series of
events, generates large amounts of rainfall leading to runoff generation through
saturation excess overland flow and an exceedance of storage capacities in the
catchment (Berghuijs et al., 2016; Dunne, 1978). The soils are saturated by the
event rainfall and any excess precipitation contributes to flood generation. Globally, different
weather and circulation patterns generate long duration rainfall including monsoons, tropical
cyclone, tropical storm, extra-tropical storm, and atmospheric rivers (Whitfield, 2012).
Under saturated conditions, even a small amount of rainfall on a wet catch-
ment can generate flooding (Saffarpour et al., 2016). Wet antecedent condi-
tions can occur due to snowmelt (Parajka et al., 2010), seasonality of precipita-
tion and evapotranspiration (Sivapalan, 2005), or antecedent precipitation. The
time frame of antecedent precipitation, which best represents antecedent condi-
tions in flood generation, varies (Parajka et al., 2010). For MOPEX catchments
in the United States, Berghuijs et al. (2016) found rainfall of the previous 7 days
to be suitable, whereas in Alpine catchments the previous 3 days of rainfall were most relevant
in flood generation (Froidevaux et al., 2015). On the island of Crete, Greece, annual maximum
flood lags behind annual maximum precipitation by a month (Koutroulis et al., 2010).
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The saturation through rain or other factors leads to higher runoff coefficients (Ghajarnia
et al., 2020; Merz and Blöschl, 2009; Ries et al., 2017), which then turns into higher flood magni-
tudes (Hirschboeck, 1991). While some studies make no distinction between long rain floods and
excess rain floods (Sikorska-Senoner and Seibert, 2020), others consider them as two separate
flood generating processes (Berghuijs et al., 2016; Tarasova et al., 2019, 2020b). For a saturation
excess rain flood the catchment saturation occurs prior to the flood causing rainfall (Kemter
et al., 2020).
1.5 Flood process classification
The task of a flood process classification is to identify which process or processes generated
a flood event. Flood process knowledge provides valuable information supporting flood estima-
tion, modelling, trend analysis, etc. A detailed overview in that regard is given in Section 1.6.
However, distinguishing different flood generating processes can be challenging. While some
flood events have a clear dominant process, the distinction between processes can be fluid (Merz
and Blöschl, 2003). For example, the difference between a snowmelt flood and a rain-on-snow
flood is the warming contribution of rainfall. But how much rainfall is needed in comparison
to snowmelt to classify the event as a rain-on-snow flood versus a snowmelt flood? Different
processes might also contribute at different times of the event (Pomeroy et al., 2016). Some
flood classification approaches take this mix of processes for each event into account (e.g. Siko-
rska et al., 2015; Sikorska-Senoner and Seibert, 2020); others classify one process per event (e.g.
Diezig, 2006; Elliott et al., 1982; Hirschboeck, 1987; Kemter et al., 2020; Merz and Blöschl, 2003;
Nied et al., 2014; Tarasova et al., 2020b; Waylen and Woo, 1982; Yang et al., 2020b), the relative
contribution of each process per catchment (e.g. Berghuijs et al., 2019), or one dominant process
per catchment (e.g. Berghuijs et al., 2016). An alternative to the catchment based classification
is to determine flood process per region (Parajka et al., 2010). The advantage of classifying a
mix of processes per event is the detection of gradual changes in flood generating processes
(Sikorska-Senoner and Seibert, 2020). Despite the fluidity of flood generating processes, flood
classification methods identifying one process per event are most common and used by several
recent studies. The reason, as described by Kemter et al. (2020), is "simplicity and clarity", since
only one process per event is identified.
Different classifications may arise from different perspectives. These were categorised by
Tarasova et al. (2019) as hydroclimatic, hydrograph-based, and hydrological. The following non-
exhaustive overview outlines the different approaches.
1.5.1 Hydroclimatic perspective
Hydroclimatic flood classification considers atmospheric conditions during or before the flood
event. For example, Hirschboeck (1987) separates floods by synoptic atmospheric circulation
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patterns to identify mixed distributions for a flood frequency analysis in the United States. Dif-
ferent weather patterns in combination with seasonality can provide information about flood
generating processes and areas of similar flood generating processes (Parajka et al., 2010). Since
they can cover large areas, the patterns can be associated with clusters of extreme flood in space
or time (Schlef et al., 2019).
1.5.2 Hydrograph perspective
Hydrograph-based flood classifications evaluate differences in the hydrograph for the different
generating processes (Tarasova et al., 2019). The information used can be peak shape (Elliott
et al., 1982), dependence between event peak and volume (Gaál et al., 2015; Fischer et al., 2016)
or a combination of hydrograph statistics (Keller et al., 2018; Ternynck et al., 2016). The use
of only hydrographs for the classification of flood generating processes is rare. However, hydro-
graph similarity can be used to evaluate classified flood generating processes in absence of other
evaluation data (Sikorska et al., 2015; Tarasova et al., 2020b).
1.5.3 Hydrological perspective
Most common in recently published flood classification approaches, is the hydrological perspec-
tive. The classification by date of occurrence or seasonality can be used to separate flood events
into floods of different seasons, often with the underlying mechanisms being associated to rain-
fall in the summer and snowmelt in the winter/spring (Elliott et al., 1982; Waylen and Woo,
1982). Merz et al. (1999) extend the connection between flood seasonality and generating mech-
anisms by comparing peak flow seasonality to seasonality of mean monthly precipitation and
annual maximum daily precipitation. They do not classify floods on an event level but instead
infer general flood generating mechanisms for one area. For some catchments of their study
area this association with one mechanism is clear, whereas others showed the need for a more
in-depth analysis. Berghuijs et al. (2016) apply a similar methodology to determine dominant
flood generating mechanism in the continental United States. They compare mean date of oc-
currence of annual maximum peak flow to date of occurrence of annual maximum hypothesised
process, which are daily or multi-day precipitation events, precipitation excess, snowmelt or
rain-on-snow.
Some flood classifications add further information about catchment state by combining in-
put time series, such as snowmelt or precipitation, with soil moisture and existing snow cover.
For example, Merz and Blöschl (2003) use a combination of indicators to describe seasonality,
climatic inputs (duration and amount of precipitation), catchment state, hydrograph response
and spatial coherence of events. The resulting diagnostic maps allow a manual classification of
flood generating processes. These types of classifications have since been extended and the man-
ual classification automated using decision trees (Diezig, 2006; Kemter et al., 2020; Sikorska
et al., 2015; Sikorska-Senoner and Seibert, 2020; Tarasova et al., 2020b; Yang et al., 2020b). An
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example of such a decision tree is given in Figure 1.3. Sikorska et al. (2015) use flood indices
and pre-set thresholds to classify flood events into one of six flood generating processes. Tarasova
et al. (2020b) go beyond lumped catchment indices by using a decision tree that takes the spatial
and temporal distribution of rainfall in relation to catchment state into account.
Figure 1.3: Decision tree for flood process classification by Sikorska et al. (2015). Decision nodes
are flood indices indicating flood timing (Td), snowmelt (SM), precipitation amount, duration,
and intensity (P, D, I, respectively). Catchment state is indicated by antecedent wetness (CW),
antecedent snow cover (SC), and glacier cover (GC). Decision nodes are possible flood processes:
Flash Flood (FF), Short Rainfall Flood (SRF), Long Rainfall Flood (LRF), Rainfall on Snow Flood
(RoSF), Snow Melt Flood (SMF), and Glacier Melt Flood (GMF) (Sikorska et al., 2015). Adapted
from Sikorska et al. (2015) with kind permission from Anna Senoner (Sikorska-Senoner).
The method of decision trees is more objective in its rules for classifying flood generating
processes than a manual classification. It can also be used for an automated classification, mak-
ing it suitable for large-sample studies. Regions and countries where a decision tree was used to
classify flood events include Austria (Diezig, 2006), China (Yang et al., 2020b), Europe (Kemter
et al., 2020), Germany (Tarasova et al., 2020b), and Switzerland (Sikorska et al., 2015; Sikorska-
Senoner and Seibert, 2020). However, the selection of process indicators, the order of the deci-
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sion nodes, and the selected thresholds remain subjective, regional, and strongly influence the
classification results.
One approach to make process selection more objective is to use hydrometeorologic "story-
lines" of input and catchment state leading into a flood event. The storylines are then clustered
and labelled (Keller et al., 2018). Tarasova et al. (2019) criticise this approach as the same pro-
cess might be sorted into different clusters depending on the catchment. A more in-depth discus-
sion of different flood classification approaches including necessary evaluation and sensitivity
analysis as well as current limitations has been included in Chapter 2.
1.6 How process knowledge can improve flood research
A common problem in flood research is the continued reliance on statistical approaches (Klemeš,
1989; Institute of Hydrology (IoH), 1999; Shaw et al., 2017) or "distribution fitting" instead of
including hydrological process knowledge. The benefit of a statistical approach is the simplifi-
cation of heterogeneous hydrological processes encountered in the catchment. The drawback of
this approach is that it might overlook important parts of the hydrologic system by reducing it
to simple equations and parameters (Dunne, 1998).
Some might say machine learning and deep learning approaches in hydrology fall in the
same category of "distribution fitting" (Blöschl et al., 2019a; Nearing et al., 2020). Others argue
that especially deep learning models have increased the capacity to extract hydrological pro-
cesses from the available data (Kratzert et al., 2019a). Either way, knowledge of flood generating
processes is needed to either constrain machine learning models or be used to evaluate their pro-
cess representation (Ganguly et al., 2014; Nearing et al., 2020). Yet, not only machine learning
would benefit from increased process knowledge. There are several areas of flood research, as
introduced in Section 1.3, that have improved or could improve by including knowledge about
flood generating processes. Some of them are introduced in this Section.
1.6.1 Flood frequency analysis and flood generating processes
Flood process classification has a long history. The main interest of early flood classification
approaches was to improve flood frequency analysis (Elliott et al., 1982; Hirschboeck, 1987;
Potter, 1958; Waylen and Woo, 1982). However, the inclusion of flood process knowledge into
flood research, as well as its translation into applied flood solutions, occurred only recently. In
fact, the guideline for flood frequency analysis in the United States have only recently been
updated in that regard (Barth et al., 2019; England Jr. et al., 2018). A possible reason for this is
that the split of flood events by process leads to a sample size too small for distribution fitting.
For flood frequency analysis, flood classification is used as a tool to identify separate dis-
tribution samples according to flood generating process (Elliott et al., 1982; Hirschboeck, 1987;
Potter, 1958; Waylen and Woo, 1982). Or flood classification can be used to indicate catchments
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which are at higher risk of uncertain flood frequency curves due to mixed distributions (Alila
and Mtiraoui, 2002; Collins et al., 2014; Diezig and Weingartner, 2007; Fischer et al., 2016;
Merz and Blöschl, 2003). Especially for the prediction of hydrological extremes through statisti-
cal analysis, the underlying processes are better at providing information than simply trying to
improve the fit of the distribution with mathematical methods (Castellarin et al., 2001; Klemeš,
1993; Rosbjerg et al., 2013). This can be explained by the fact that in some catchments flood
generating processes change with flood magnitude (Merz and Blöschl, 2003; Rogger et al., 2012;
Smith et al., 2018; Tarasova et al., 2020a). An example is give in Figure 1.4. In the Rodach
catchment (A, C), the most common process, rain-on-snow, becomes more common with magni-
tude. There is no change of the dominant process with increasing magnitude. In contrast, in the
Müglitz catchment (B, D), the largest events are caused by a different process than the average
flood event. For these catchments the use of mixed distributions is particularly important for
accurate extreme flow estimation (Barth et al., 2019; England Jr. et al., 2018).
Flood process knowledge could improve flood estimates in ungauged catchments (Rosbjerg
et al., 2013). Flood estimates in ungauged catchments rely on the transfer of information from
hydrologic similar catchments. Hydrologic similarity could be indicated by similarity of flood
generating processes (Castellarin et al., 2001; Parajka et al., 2010; Rosbjerg et al., 2013). An-
other option is to model floods in ungauged catchments. Process knowledge can then support
the choice of hydrologic model structure (Knoben et al., 2020; Wagener et al., 2007). However,
an approach to predict flood processes occurring in ungauged catchments is currently missing.
1.6.2 Flood forecasting and flood generating processes
The accuracy of flood forecasting is directly linked to the predictability of the flood generating
process. Glacier or landslide lake outburst floods are challenging to predict and usually offer
little warning time (Jain et al., 2018). Floods caused by long periods of rainfall either on dry or
saturated ground can usually be predicted with a longer warning period depending on weather
forecast accuracy and catchment area. The data and modelling requirements vary by process.
Plate (2009) describes this as "[...]the model should reflect the dominating processes for the type
of landscape for which the model is to be applied". This partially refers to differences in flood ve-
locities and inundation levels. However, even within one catchment, multiple different processes
can occur (Tarasova et al., 2020b). Forecasting snowmelt or rain-on-snow floods depends on ac-
curate information about snow cover and predicted temperature increase. In contrast, rainfall-
induced floods depend on accurate rainfall predictions and information about the wetness state
of the catchment. Knowing the mix of flood generating process in a catchment can help reduce
the process-specific uncertainty of model and input data (Jain et al., 2018).
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Figure 1.4: Normalised frequency of flood generating processes (A, B) and associated flood fre-
quency curves (C, D) for two example catchments in Germany classified using an approach by
Tarasova et al. (2020b). Normalised frequency is given for four samples in increasing event mag-
nitude: for all events, peaks-over-threshold (POT), mean annual flood (MAF), and 1 in 10 year
flood (HQ10). The flood frequency curves use observed annual maxima. Adapted from Tarasova
et al. (2020a) with kind permission from Larisa Tarasova.
1.6.3 Flood impact and flood generating processes
Flood duration is one of the deciding factors for flood impact. The longer a flood lasts, the more
damage is likely to occur to buildings (Thieken et al., 2005), and the higher the financial losses
(Najibi and Devineni, 2018). Short duration floods pose a risk due to high velocity flood water
while long duration floods pose a risk of slowly increasing inundation areas that might cut off
escape paths (Plate, 2009). Since the different flood generating processes have different event
durations even though they occur in the same catchment (Gaál et al., 2012; Viglione et al., 2010),
it is important to evaluate impact and risk based on process. Floods generated by short rain
events have a shorter duration than a long rain event or a snowmelt event (Gaál et al., 2012;
Viglione et al., 2010).
Floods can impact streamwater chemistry as well, although the impact varies between flood
generating processes (Siwek et al., 2011). Depending on the process, different sources of nutri-
ent or pollutant export are activated (Minaudo et al., 2019). Zhu et al. (2012) highlight that
snowmelt as opposed to rainfall floods are an under-researched factor in pollution risk due to
floods.
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1.6.4 Flood mitigation and flood generating processes
Including flood generating processes into flood frequency analysis can help decision makers plan
flood mitigation measures. It improves the estimate for the 100 year design flood common for
structural mitigation measures. Increasing the reliability of theses estimates can help decision
makers during the planning process for new structural flood protection measures. The decision
process usually involves a cost-benefit analysis. If the costs outweigh the benefits, a project is
unlikely to be realised. Yet, the higher the estimated flood, the higher the costs (Jonkman et al.,
2004). While underestimating the potential flood level can have serious consequences, overesti-
mating it can lead to flood protection measures not being build. This is particularly important
for ungauged catchments that lack statistical evidence for reliable estimates (Kjeldsen, 2015;
Smith et al., 2015). Including flood generating processes in the analysis can improve flood esti-
mates in ungauged catchments (Rosbjerg et al., 2013). Similarly, flood process analysis can help
estimate future flood risk, thus future-proofing the planning of mitigation measures (Hundecha
et al., 2020).
1.6.5 Flood trends and flood generating processes
The attribution of trends in flooding to drivers of change remains difficult (Allan et al., 2020;
Di Baldassarre et al., 2010; Kundzewicz et al., 2016; Merz et al., 2012). Changes can be due
to natural climatic fluctuations (Blöschl et al., 2020), anthropogenic climate change, land use
change, water abstraction, urbanisation or changes to the river bed (Hall et al., 2014; Park et al.,
2020; Redmond et al., 2002; Slater and Villarini, 2016). Some of the complexity in attributing
trends is due to the diverse processes that generate floods. If floods were only dependent on
rainfall, then the recorded increases in extreme rainfall (Allan and Soden, 2008; Fowler et al.,
2021a; OGorman, 2015; Papalexiou and Montanari, 2019) should have increased flood magni-
tude and frequency. However, that is not the case (Kundzewicz et al., 2014; Sharma et al., 2018).
Instead, changes in flood drivers related to flood generating processes can better explain changes
in flooding. For example, soil moisture has been shown to buffer, or accelerate, changes in flood
magnitude in combination with changes in precipitation in Australia (Wasko and Nathan, 2019),
China (Yang et al., 2020b), some regions of Europe (Blöschl et al., 2019b) and the United States
(Ivancic and Shaw, 2015; Slater et al., 2015).
Regional differences in flood generating processes lead to regional differences in drivers of
flood change. Blöschl et al. (2019b) found that depending on the region, either changes in precip-
itation, soil moisture, snowmelt or spring temperature, or a combination, drive changes in flood
magnitude. Which changing process leads to changes in magnitude depends on the dominant
flood generating process in a region. For example, floods in the United Kingdom occur mostly in
winter during times of high soil moisture (Institute of Hydrology (IoH), 1999). Changes in win-




Changes in magnitude or frequency can also be driven by changing contribution from each
process. In a process-based analysis, Kemter et al. (2020) found flood generating processes to
increase and decrease in relevance depending on the region and process. For example, soil
moisture excess floods increase in relevance in central and northern Europe but decreased in
southern Spain. The flood magnitude closely follows these increases and decreases, due to the
importance of soil moisture in flood generation in these regions (Blöschl et al., 2019b; Mediero
et al., 2014). In Switzerland, a decreasing contribution in rain-on-snow floods is likely caused
by rising temperatures which lead to a decrease in snowpack volume and duration. At the same
time, contributions of short-rain floods are increasing (Sikorska-Senoner and Seibert, 2020). If
the same holds true in Germany, the Rodach catchment (Figure 1.4C) could potentially expect
less frequent extreme floods, whereas the Müglitz catchment might experience more extreme
floods (Figure 1.4D).
Changes from snowmelt dominated flood events to rainfall dominated flood events can have
a large impact on flood magnitude. Davenport et al. (2020) found for the western United States
that rainfall peak floods are 2.5 times larger than snowmelt floods. Lastly, not considering flood
generating processes in trend studies can lead to a misconception of trend direction. Considering
rainfall and snowmelt floods as one sample can lead to opposing trends that negate each other
(Vormoor et al., 2016).
1.7 Problem statement
1.7.1 Research questions
The previous section demonstrates the value of process-specific analyses for important questions
in flood research. However, there are some key problems and knowledge gaps that prohibit the
inclusion of flood process knowledge on a global scale. With large-sample and large-scale flood
research on rise (Addor et al., 2018; Cloke and Hannah, 2011), it is important to address these
problems. The following section summarises the research problems and how I aim to address
them. The first two problems focus on our knowledge gaps regarding flood generating processes
on a global scale. The third problem concentrates on the issue of including flood process knowl-
edge in flood trend studies.
The depth of our knowledge about regional flood generating processes is highly dependant on
the location. Current classifications are either limited to one country, or, in the case of Europe,
to one continent. The classifications in the United States (i.e. Berghuijs et al., 2016), Europe
(Berghuijs et al., 2019; Kemter et al., 2020; Sikorska et al., 2015; Tarasova et al., 2020b) and
China (Yang et al., 2020b) together cover a wide range of climatic regions. Yet, tropical and arid
climates are not well covered. Due to the different classification schemes, results from different
studies are not easily comparable. A systematic analysis of flood generating processes on a global
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scale is currently missing. Therefore, the first research question is:
1. What hydrometeorological processes generate floods around the world?
This is a question that current flood classification methodologies can not answer. To address
this question, the first aim is to develop a globally applicable flood generating process classi-
fication. The classification should be transferable and comparable between different climatic
regions. Since the diversity of processes within a catchment offers valuable information for flood
frequency analysis and flood trend studies in particular (Tarasova et al., 2020a), individual
events should be classified. In order for the classification to work for as many catchments as pos-
sible, the data requirements should be low. Thus, the task is to develop a novel flood generating
process classification. The classification will be applied on a global streamflow dataset (Do et al.,
2018a). The classification is tested using sensitivity analysis and compared against available
flood process information (Tarasova et al., 2019).
What about areas where no streamflow data are available for a flood classification? Although
process knowledge improves flood estimates in ungauged catchments (Rosbjerg et al., 2013)
there is currently no approach to determine flood generating processes in ungauged catchments
to the best of my knowledge. In fact, our knowledge about which catchment and climate at-
tributes influence flood generating processes is mostly limited to humid-temperate catchments
(i.e. Merz and Blöschl, 2003; Tarasova et al., 2020b) and non-exhaustive case studies. However,
they do not explain which attributes are hydrologically relevant. Comparing flood generating
processes in different climates and with different catchment attributes, can allow us to learn
more about the interaction between climate, catchment and flood generation (Andréassian et al.,
2006; Sivapalan, 2009). This leads to the following research question:
2. Which catchment and climate attributes determine flood generating processes?
The aim in answering this question is twofold, namely to (1) improve our knowledge about
flood generating processes by systematically testing our current assumptions, and (ii) to evalu-
ate if the information content given in climate and catchment attributes is sufficient to make a
prediction about what flood generating processes to expect in a ungauged catchment. Based on
literature information, current hypotheses about influential attributes are formulated and then
tested. Ideally, this analysis would be performed with the same global dataset used to answer
Question 1. However, it lacks reliable catchment attributes. Instead, the flood generating pro-
cess classification developed to answer Question 1 is applied to a catchment dataset from the
United States (Addor et al., 2018). It still covers a wide range of climatic regions necessary for
the analysis. In addition to evaluating the influence of catchment and climate attributes on flood
generating process distribution in space, it was tested if it is possible to predict the contribution
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of flood generating processes for ungauged catchments.
The knowledge gained about which climate and catchment attributes are influential for flood
generating processes is particularly important regarding future changes of floods. Different at-
tributes are likely relevant for different flood generating processes. A change in one climate
attribute can therefore affect all or only some flood events. Since the mix of processes occurring
within a catchment varies in space and between different climates (Berghuijs et al., 2016), it
is likely impact of climate change will vary between different regions, depending on the flood
generating processes that occur. Yet, global studies do not take potential regional differences
in flood generating processes into account when trying to attribute changes in flooding. This
is particularly visible when it comes to the role of soil moisture in flood generation. Although
there are indications that the interaction between initial soil moisture, precipitation, and high
flows changes with aridity (Brocca et al., 2013, and Chapter 2 and Chapter 3 of this thesis), a
large-sample study quantifying this change is missing. Not considering soil moisture, and thus
excess rainfall as flood generating process, can lead to a misinterpretation of flood trends. Some
studies tend to only select flood events generated by one process, extreme rainfall (Swain et al.,
2020; Wasko and Nathan, 2019) thus ignoring floods caused by other processes.
3. How influential are flood generating processes for flood trend studies?
The aim in answering this question is to raise awareness of the lack of process represen-
tation in large-sample flood trend studies and give recommendations for the design of future
trend studies. The problem is approached from two directions using a large-sample of catch-
ments across different climates. (i) Detecting the impact of aridity on the interaction between
soil moisture, precipitation and high flows. If there is a change in interaction with aridity, it
means future flood trend attribution studies should consider stratifying their analysis by arid-
ity as an indication of flood generating process. (ii) Compare calculated flood trends using two
different sampling approaches: sampling by extreme precipitation in comparison to sampling by
extreme flow.
1.7.2 Rationale for a large-sample flood generating process study
Why should these three problems be addressed now? In order to compare flood generating pro-
cesses across different climates and regions, a large and diverse sample of catchments is nec-
essary (Andréassian et al., 2006; Addor et al., 2020). It is a challenge to collect a dataset of
sufficient quality and spatial and temporal resolution. Flood analysis and flood trend studies
require long time series of data. Some mention a minimum of 20 years (Berghuijs et al., 2016;
Kjeldsen, 2015), others 50 years (Kundzewicz et al., 2005; Slater et al., 2020; Wilby et al., 2008).
Especially global climate datasets that rely partially on remote sensing information struggle to
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cover time periods this long. Global daily precipitation data products begin between 1979 and
2007 (Beck et al., 2017c; Lindersson et al., 2020). Therefore, only few climate products satisfy
the required temporal extent so far, but availability of global datasets relevant for flood research
is increasing rapidly (Lindersson et al., 2020). Not only global climate data is becoming avail-
able at daily or sub-daily resolution, but also global streamflow datasets are increasing (Addor
et al., 2017; Do et al., 2018a) and overcoming past data quality issues (Kauffeldt et al., 2013).
Examples for recently published large-sample streamflow datasets are the Global Streamflow
and Metadata Archive (Figure 1.2)(Do et al., 2018a; Gudmundsson et al., 2018b) and several
new CAMELS (Catchment Attributes and MEteorology for Large-sample Studies) datasets (e.g.
Addor et al., 2017; Alvarez-Garreton et al., 2018; Chagas et al., 2020; Coxon et al., 2020; Fowler
et al., 2021c). The combined availability of these resources are a unique opportunity for a global
analysis of flood generating processes.
Why should these problems be addressed together? The increasing availability of data leads
to more and more large-sample studies (Addor et al., 2020). In a small sample study the ex-
perience of the hydrologist analysing catchment and hydrograph usually leads to a perceptual
understanding of how a catchment works (Beven, 2011). For large-sample studies this individ-
ual analysis of each catchment is not possible due to the sheer size of datasets. There is an added
danger that either process knowledge is not sufficiently included in the analysis (Gupta et al.,
2014) or that the subjectivity of the hydrologist can lead to misinterpretation of the results. This
thesis therefore aims to educate about the diversity of flood generating processes, the testing of
common assumptions, and the pitfalls of ignoring process knowledge during study design.
1.8 Thesis outline
This section outlines the content of the individual chapters of this thesis. Figure 1.5 gives an
overview how the different chapter relate to each other.
Chapter 2 describes the development, testing, and results of a global flood generating process
classification. The flood generating processes for 4,155 catchments and 113,635 annual maxi-
mum flood events are presented.
In Chapter 3 the new flood classification is used to evaluate the connection between flood gen-
erating processes and climate and catchment attributes. Collected hypotheses from the litera-
ture are tested with two approaches, a statistics-based approach, and an interpretable machine
learning approach. In a proof of concept, flood generating processes are predicted in space for
ungauged catchments. A dataset with 671 catchments across various climates in the contiguous




Chapter 2:  What 
hydrometeorological processes 
generate floods around the world?
Chapter 3:  Which catchment and 
climate attributes determine flood 
processes?
Chapter 4:  How influential are 
flood generating processes for 
flood trend studies?
Aridity decides dominant process Climate attributes have strongest
influence on process mix
Difference in process with climatic
region needs to be considered for
flood trend studies
Chapter 5: Conclusion
Appendix D:  Flood trend
attribution and precipitation
sampling strategies
Figure 1.5: Summary of the thesis structure and the connection between the different research
chapters.
The research direction of Chapter 4 is inspired by the results of Chapter 2 and 3 (see Figure
1.5). It evaluates the changing interaction between soil moisture, precipitation and high flow
with aridity. Additionally, the difference in flood trends sampled by extreme precipitation is com-
pared to flood trends sampled by extreme flow. For both analyses, streamflow datasets from five
countries with varying climate are combined, creating a dataset with 2308 catchments.
Chapter 5 summarises the research findings and main contributions of this thesis. It concludes
with possible directions of future research.
Appendix A offers supplementary figures and explanations for Chapter 2.
Appendix B offers an introduction to interpretable machine learning and supplementary figures
for Chapter 3.
Appendix C offers supplementary figures for Chapter 4.
Appendix D aims to answer a follow-up question that arose from Chapter 4. The difference in
precipitation trends sampled by extreme precipitation is compared to precipitation trends sam-
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pled by extreme flow.











EVENT-BASED CLASSIFICATION FOR GLOBAL STUDY OF RIVER
FLOOD GENERATING PROCESSES
This chapter has been published as a research article in Hydrological Processes. Slight
modifications have been made to better fit the general layout of this thesis.
Citation: Stein, L., Pianosi, F. and Woods, R., 2020. Event-based classification for global
study of river flood generating processes. Hydrological Processes, 34(7), pp.1514-1529.
2.1 Abstract
Better understanding of which processes generate floods in a catchment can improve flood fre-
quency analysis and potentially climate change impact assessment. However, current flood clas-
sification methods are either not transferable across locations or do not provide event-based
information. We therefore developed a location-independent, event-based flood classification
methodology that is applicable in different climates and returns a classification of all flood
events, including extreme ones. We use precipitation time series and very simply modelled soil
moisture and snowmelt as inputs for a decision tree. A total of 113,635 events in 4155 catch-
ments worldwide were classified into one of five hydrometeorological flood generating processes:
short rain, long rain, excess rainfall, snowmelt and a combination of rain and snow. The new
classification was tested for its robustness and evaluated against available information; these
two tests are often lacking in current flood classification approaches. According to the evalua-
tion, the classification is mostly successful and indicates excess rainfall as the most common
dominant process. However, the dominant process is not very informative in most catchments,
as there is a high at-site variability in flood generating processes. This is particularly relevant
23
CHAPTER 2. EVENT-BASED CLASSIFICATION FOR GLOBAL STUDY OF RIVER FLOOD
GENERATING PROCESSES
for the estimation of extreme floods which diverge from their usual flood generation pattern,
especially in the United Kingdom, Northern France, Southeastern United States, and India.
2.2 Introduction
River flooding is a globally occurring natural hazard that takes many lives and causes extensive
damage to property and infrastructure each year. Flood risk is predicted to increase in future
years in several areas, particularly in Asia, Africa, and South America (Arnell and Gosling, 2016;
Hirabayashi et al., 2013). Climate change, population growth, and urbanisation all increase flood
hazard and exposure (Hirabayashi et al., 2013). Large-sample catchment studies already reveal
historic trends in magnitude and frequency of floods over the past five to six decades in several
areas around the world (Blöschl et al., 2019b; Gudmundsson et al., 2019; Mallakpour and Villar-
ini, 2015; Petrow and Merz, 2009). However, these trends in flood magnitude are not ubiquitous
(Petrow and Merz, 2009) and cannot simply be connected to changes in precipitation (Sharma
et al., 2018). Soil moisture or catchment wetness state often play an important role in flood gen-
eration (Berghuijs et al., 2019; Ivancic and Shaw, 2015; Sharma et al., 2018; Slater and Villarini,
2016). For example, Blöschl et al. (2017) showed that changes in the seasonal timing of extreme
precipitation are not always the clearest explanatory factor for changes in the timing of floods,
as in large areas of Europe flood occurrences are more influenced by timing of snowmelt or soil
moisture maxima. This shows that rainfall alone is not the only driver of floods. Instead, river
peak flow events can occur for multiple reasons. In addition to hydrometeorological processes
(rainfall, snowmelt, rainfall excess on saturated ground, rain-on-snow), floods can be generated
through blockages (e.g. ice jam, dam break) or tidal surges as well (Whitfield, 2012).
Information about flood generating processes can be used in a number of different ways.
It can be used to explain detected trends in flood magnitude or timing (Gudmundsson et al.,
2019; Mallakpour and Villarini, 2015; Petrow and Merz, 2009; Villarini and Slater, 2017) or to
improve flood frequency analysis. In fact, the commonly used approach to flood frequency anal-
ysis assumes the flood sample to stem from a uniform distribution of flood events (England Jr.
et al., 2018). However, it has been shown early on in several local studies that different flood pro-
cesses generate different distributions, and that using mixed distributions can improve flood fre-
quency estimates (Elliott et al., 1982; Hirschboeck, 1987; Merz and Blöschl, 2008; Potter, 1958;
Tarasova et al., 2019; Waylen and Woo, 1982). Furthermore, information about flood processes
can contribute to improved flood modelling and forecasting (Viglione et al., 2010) and to flood
risk management, as different flood processes might generate different inundation behaviour
(Sikorska et al., 2015).
For an in-depth overview of studies addressing the classification of flood events, see Tarasova
et al. (2019). Here, we focus on various studies that have identified flood generating processes
based on hydrometeorological information within a catchment. Merz and Blöschl (2003) devel-
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oped a widely used (e.g. Nied et al., 2014, 2017; Sikorska et al., 2015) framework that uses
combinations of catchment state (water stored in soil and snow) and climatic inputs to produce
diagnostic maps at the regional and national scale for Austria. These maps show all process indi-
cators for simultaneous events and allow the analyst to individually choose between one of five
types: long rain floods, short rain floods, flash floods, rain-on-snow floods, and snowmelt floods
(Merz and Blöschl, 2003). This approach allows an accurate description of flood events; however,
one of the drawbacks is that the final flood process classification is determined automatically
but the decision is left to the user. This is a subjective and time-consuming process that limits
the number of events that can be considered. The other disadvantage is that the person inter-
preting the map has to be familiar with what constitutes, for example, a large rainfall amount
for certain regions, since extreme rainfall amounts vary across Austria (Merz and Blöschl, 2003)
and even more across larger regions (Boers et al., 2019).
Diezig and Weingartner (2007) advanced flood-type classification by introducing a decision
tree to replace the user centred decisions. This concept was applied and extended also by Siko-
rska et al. (2015). The decision rules are still based on expert knowledge and the decision thresh-
olds are based on literature values. Hydrograph information (Diezig and Weingartner, 2007) and
process indicators based on weather (Diezig and Weingartner, 2007; Sikorska et al., 2015) and
storage state (Sikorska et al., 2015) are inputs for the decision tree. Excluding discharge infor-
mation can make this analysis available to catchments with limited data availability. Although
the use of a decision tree makes this classification applicable to large samples and computation-
ally efficient, the drawback of using regional thresholds based on literature values remains. It
limits the applicability of their decision tree to regional studies, in this case in Switzerland, as
set thresholds (e.g. event rainfall needs to be greater than 12 mm; Sikorska et al., 2015) are only
valid in the intended region.
Larger scale studies that assess flood generating processes across different climates use dif-
ferent approaches. Berghuijs et al. (2016) determine dominant flood generating processes for
the MOPEX catchments in the continental United States by comparing the mean occurrence
date of the annual maximum peak flow to the occurrence date of the annual maximum of the
hypothesised causal processes, which are: daily or multi-day precipitation events, precipitation
excess or a combination of snowmelt and rain. Berghuijs et al. (2019) extend the seasonality
statistics to Europe and additionally infer the relative distribution of different flood generating
processes within one catchment by using circular statistics. Blöschl et al. (2017) analysed how
flood timing in Europe changes based on observed changes in flood generating processes, thus
allowing a conclusion about which processes are most influential in certain regions. Blöschl et al.
(2019b) similarly found trends in flood magnitude to be closely related to changes both in precipi-
tation and soil moisture for several areas in Europe. All these methods are based on the average
timing of flood generating process versus average timing of flood event occurrence. This type
of analysis determines dominant flood generating process; however, it cannot classify flood gen-
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erating processes for individual events. While averaged results are still valuable, for example,
for climate change impact assessment (Blöschl et al., 2017), it still assumes homogeneous flood
processes within a catchment, which rarely is the case (Hirschboeck, 1987; Sikorska et al., 2015).
The benefit of individual event process information is lost in such approaches. Any information
pertaining particularly to extreme events, which might have a different generating process than
the average annual maximum (Rogger et al., 2012; Smith et al., 2018), would not be available.
Additionally, there are no studies that extend the analysis beyond the continental to the global
scale, thus showing a lack of standardised flood process classification both for the dominant and
the event scale analyses.
In this article, we present a widely transferable methodology to identify both the dominant
flood generating process and the single-event generating process for catchments with different
climates. The only streamflow information necessary for the analysis is the date of the annual
maximum flow, thus reducing reliance on uncertain peak flow measurements. Other input data
were kept to a minimum as well, so that a large number of stations could be included in the analy-
sis, and the method is potentially transferable to data-scarce regions. This is especially valuable,
as any prior studies of flood generating processes have been focused on Europe or North Amer-
ica (Berghuijs et al., 2016, 2019; Blöschl et al., 2017). Our study extends the knowledge of flood
generating processes to other continents and climates as well. The new classification is tested
for its robustness and evaluated with available information, two steps that are often lacking in
current flood classification approaches (Tarasova et al., 2019).
2.3 Methodology for a global flood classification
This section describes how we infer flood generating processes at a global scale. Section 2.3.1
describes the flood event data source and how for each of the study catchments’ daily rainfall,
temperature, and evaporation data is calculated. These variables are then used as input to
simple conceptual models producing daily snowmelt and soil moisture estimates (Section 2.3.2).
Section 2.3.3 explains how flood process indicators are used in a conceptual decision tree to
identify the flood generating process for a flood event. Section 2.3.5 then presents the methods
applied to evaluate the robustness of the new classification.
2.3.1 Data
The Global Streamflow Indices and Metadata Archive (GSIM) (Do et al., 2018a,b; Gudmundsson
et al., 2018a,b) provides streamflow station metadata, catchment delineation, catchment char-
acteristics, and selected hydrological indices for more than 30,000 stations. While daily time
series data are not made available, the date and magnitude of annual maximum flow are pub-
lished. A value is supplied if at least 350 days of reliable daily flow data are available for that
station (Gudmundsson et al., 2018b). For more information about the quality control both for the
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catchment delineation procedure and time series inhomogeneities refer to Gudmundsson et al.
(2018b). Only stations which have a high quality in regard to both aspects, determined through
the provided quality flags, are kept for the analysis. No Australian metadata were available
to Do et al. (2018a) to quality check Australian catchments, we therefore used the catchment
outlines delineated by Fowler et al. (2016) to quality check the catchment delineation ourselves
according to the criteria given by Do et al. (2018a). Out of 221 catchments in Fowler et al. (2016),
187 had a match in the GSIM database. In 62 catchments, the area between the catchment de-
lineation by Do et al. (2018a) differed less than 10% from the catchments by Fowler et al. (2016)
and were thus included in the analysis.
For the climate variables, global gridded climate data sets were chosen to make the analysis
transferable across locations. Although global gridded data sets have location-specific uncertain-
ties as well, the aim was to reduce uncertainty due to varying interpolation methods and to make
the method potentially transferable into areas where precipitation gauge data are not available.
A challenge in the selection of the data products was to find high-resolution data sets of global
extent that cover several decades. For flood analysis, it is recommended to have at least 20 years
of data available (Kjeldsen, 2015). Daily data are needed since a flood generating rainfall might
just last for a few hours or days and would not be recognised in a coarser temporal resolution.
This limits the choice of data sets available. For some data sets (e.g. temperature), a coarser
resolution had to be accepted to be able to cover a longer time period.
The precipitation product used in the analysis is the Multi-Source Weighted-Ensemble Pre-
cipitation (MSWEP) Version 2.1 (Beck et al., 2017b). It is a daily gridded precipitation product
available at 0.1° x 0.1° resolution from 1979 to 2015 that merges satellite, reanalysis, precipita-
tion gauge, and streamflow gauge data. Even without precipitation gauge correction, MSWEP
V1.1. is among the most accurate gridded precipitation products as evaluation with rainfall
station data and hydrological modelling shows (Beck et al., 2017a). MSWEP 2.1 additionally
includes gauge correction. This means for some areas (snow-affected and/or complex topogra-
phy; Beck et al., 2017b), streamflow station data are used to avoid underestimation of long-term
precipitation estimates.
Martens et al. (2017) use the MSWEP data as forcing data for the Global Land Evapora-
tion Amsterdam Model (GLEAM) (Martens et al., 2017; Miralles et al., 2011a,b). The current
version GLEAM v3.2a is used as source for global actual evapotranspiration information in this
study. The model includes satellite, reanalysis, and merged products for various variables and
provides daily evapotranspiration data between 1980 and 2015 at 0.25° x 0.25° resolution. Al-
though GLEAM has a tendency in some places to overestimate evapotranspiration (Khan et al.,
2018; Miralles et al., 2016), this fault is common among other evapotranspiration products as
well. GLEAM is still more successful than comparable data products at closing the water balance
(Miralles et al., 2016).
For air temperature, the Berkeley Earth Surface Temperature daily gridded product was
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used (Rohde et al., 2013). It is available at 1° x 1° resolution from 1970 to 2013. It utilises the
Global Historical Climatology Network stations to interpolate a global grid of surface temper-
ature. The large station network and interpolation algorithm by Rohde et al. (2013) produce
a temperature product with lower uncertainties than comparable data (Menne et al., 2018).
Although the daily gridded temperature product used here is not yet peer-reviewed, multiple
sources assess it as comparable in accuracy to temperature products of similar extent and tem-
poral resolution and it is used in multiple analyses (e.g. Levi Goss, 2013; Osborn et al., 2017;
Wasko and Sharma, 2017). The different time extents of the above three data sources limit our
analysis to the period 1980-2013.
2.3.2 Snow and soil moisture accounting routine
For each climate variable, a catchment average daily value was produced using the GSIM delin-
eated catchments. Each grid cell that is covered by a catchment was assigned a weight based on
the percentage of the catchment area that covers this cell. With these weights, a weighted av-
erage value was calculated for each catchment. The catchment daily values were used as input
into a simple coupled soil-snow routine to calculate snowmelt and soil saturation.
These simple models were adapted from the soil and snow routines used by Berghuijs et al.
(2016). Snowmelt output was based on a degree-day snow model. Snow is accumulated if the
temperature is below a critical temperature and melts if temperature is above. The daily time
steps used did require some updates to the soil and snow routines applied by Berghuijs et al.
(2016). One update was that rainfall input can only occur when the temperature is higher than
the critical temperature thus separating rainfall and snowfall. The other was that the soil rou-
tine is only active if there is no snowpack, which is justified by the fact that soil moisture under
a snowpack is not directly affected by precipitation and very little by evaporation. The bucket







Pmelt(t)= min( fdd ∗ (T(t)−Tcrit),Ssnow(t−1))
Ssnow(t)= Ssnow(t−1)−Pmelt(t)(2.2)
where at time t Ssnow is snow storage (mm), P precipitation input (mm), Prain is liquid pre-
cipitation, T is air temperature (°C), Tcrit is the temperature threshold where rainfall turns to
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snow (◦C), fdd is a melt factor (mm day-1 K-1), and Pmelt is snowmelt rate (mm). fdd is set to 2 mm
day-1 K-1 (Berghuijs et al., 2019, 2016). For critical temperature, the data product by Jennings
et al. (2018) was used, which provides global gridded critical temperature for the Northern hemi-
sphere. With no gridded data available for the Southern Hemisphere, critical temperature is set
to 1◦C, the mean critical temperature of the Northern hemisphere (Jennings et al., 2018). Un-
like Berghuijs et al. (2016) the snow routine calculated only snowmelt and not rain-on-snow to
separate these two processes. Although degree-day models are simplifications of snow processes,
they work well at low resolution such as catchment averages (Hock, 2003) and are often used for
flood classification (Tarasova et al., 2019). Snow storage was set to zero at the end of the annual
average warmest month to include only annual snow and not accumulated snow over several
years (Freudiger et al., 2014). The information about snow storage (Ssnow) was used as input for
the soil routine, which assumed that soil filling, evaporation, and overflow only happens when
there is no snow cover and when T > Tcrit. Soil storage and soil saturation equation were adapted










Pe f f = 0(2.6)
where Su is the soil storage (mm), Su,max is the maximum soil storage (mm), Ssat is the soil
saturation (%), Peff is the excess rainfall (mm), Prain is the liquid precipitation input (mm), and
Ea is the actual evapotranspiration (mm). Maximum soil storage was set to the available water
storage capacity (AWC) taken from the Harmonized World Soil Database averaged for each
catchment (Nachtergaele et al., 2009). More detail, including an evaluation of the combined
soil-snow routine, is given in the Appendix Section A.1.
2.3.3 Decision tree
A decision tree (Diezig and Weingartner, 2007; Sikorska et al., 2015) was used to decide which
process generated each annual maximum flow event. While blockages (e.g. ice-jams, glacial out-
burst floods) can also cause extremely large floods, this article will only focus on hydrometeo-
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rological flood generating processes as they cause the overwhelming majority of floods (Whit-
field, 2012). The structure of the tree was based on our domain knowledge. This means that the
shape of the tree and the decision nodes are based on our understanding of flood generating
processes, instead of being inferred from data through an automatic algorithm (Witten et al.,
2016). Specifically, several process indicators were calculated from the daily time series of pre-
cipitation, snowmelt, and soil moisture, which were then used by the tree to decide between five
different flood generating processes: short rain flood, long rain flood, excess rainfall flood, rain-
fall/snowmelt flood, or snowmelt flood (Berghuijs et al., 2016; Merz and Blöschl, 2003; Sikorska
et al., 2015). If none of these flood processes can be assigned, the flood event was described as
’other’. Flash floods and glacier melt floods are currently not included in the analysis.
The tree was used for classifying individual flood events whose dates of peak flow are known.
The tree makes the classification decision based on information about potential causal factors
(rain, snowmelt, soil moisture) that occur during a short time frame before the recorded flood
peak. Since there is no daily discharge data available in GSIM for event separation as used
by Sikorska et al. (2015), the time frame needs to be fixed. For alpine catchments, Froidevaux
et al. (2015) found the time period relevant for flood generation is 3 days prior to a flood event.
Berghuijs et al. (2016) found for the MOPEX catchments in the United States that it varies be-
tween 3 and 10 days. We decided to set the threshold to 7 days in order to cover multi-day rain or
snowmelt events even in large catchments. Without daily discharge time series, a more accurate
delimitation was not possible. We evaluated the 7-day threshold by checking the relationship
between catchment area and mean event response time (Figure A.4). Based on the results, the
time period of 7 days was considered applicable for both small and large catchments. With the
flood relevant time period set to 7 days, the process indicators are each calculated for the 7-day
period.
Each process indicator was used as a node in the decision tree. The decision tree with the
process indicators is presented in Figure 2.1. Process indicators and associated thresholds are
given in Table 2.1. A pseudocode description of the decision tree is given in Appendix Section
A.2. The thresholds of the tree were inferred from the input time series itself by using either
percentile thresholds (heavy rainfall, heavy snowmelt) or ratios (rainfall/snowmelt). This makes
the tree transferable across different locations. The only exception is the threshold for soil sat-
uration, which was set to >90% (Sikorska et al., 2015), thus representing a near-saturated soil.
Since this analysis focuses on annual maxima and not extreme floods, the 90th percentile was
assumed to be a good indicator for finding large enough events to cause annual maximum flow.
Without using the Julian date of the flood occurrence, as was done by Sikorska et al. (2015),
the other process indicators needed to be structured more strongly on hydrological reasoning.
Hence, for our classification, any involvement of snow needed to be evaluated before all other
processes, as it would be missed if soil moisture conditions or rainfall amount was evaluated first.
Similarly, antecedent soil moisture conditions were evaluated before heavy rainfall events. Ivan-
30
2.3. METHODOLOGY FOR A GLOBAL FLOOD CLASSIFICATION
Figure 2.1: Conceptual decision tree for location independent (global) flood classification. Thresh-
olds are given in Table 2.1.
Table 2.1: Table of process indicators (rows) and their threshold values that lead to the different
flood generating processes (columns).
Snow/Rain Snowmelt Excess Rain Short Rain Long Rain
Pmelt(t7) Multi-day snowmelt > 13 Ptotal > p90
P(t7) Multi-day rainfall > 13 Ptotal > P̄7 > p90 > p90
P(t) Single-day rainfall > p90 OR > 23 P(t7)
Ssat Soil moisture state > 90%
Note: p90 refers to the 90th percentile of the respective process indicator distribution. The snow/rain indicator
is taken from Vormoor et al. (2015), the soil moisture state threshold from Sikorska et al. (2015). Pmelt(t7) is
the snowmelt sum over 7 days before the flood event. P(t7) is the rainfall sum over 7 days before the flood event.
Ptotal = P(t7)+Pmelt(t7). P̄7 is the mean 7-day rainfall.
cic and Shaw (2015) demonstrated for the United States that extreme rainfall events are much
more likely to cause an extreme streamflow event under wet antecedent conditions. Testing for
heavy rainfall conditions before excess rainfall conditions would therefore miss this important
flood generating process. Nevertheless, the tree recognised that wet conditions still require rain-
fall for flood generation (Berghuijs et al., 2019) by using an additional decision node, which tests
if an above-average amount of rainfall fell in addition to wet antecedent conditions.
If none of these conditions are met, the category ’other’ was selected, which describes a
flood event that is either misclassified or caused by something other than hydrometeorological
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processes (e.g. dam break, ice jam, groundwater flood, storm surge, etc.).
A visual demonstration of the inputs of the decision tree is given in Figure 2.2 for the 2008
and 2011 maxima in the Aschauer Ache catchment in Austria. In April 2008 (left), a melting
event and a day of strong rainfall occurred right before the annual maximum flow, thus allowing
the conclusion that the combination of snowmelt and rainfall generated the flood. The peak flow
event in October 2011 (right) was instead preceded by several days of strong rainfall, falling on
not yet wet soils. This would therefore be classified as a long rainfall flood.
Figure 2.2: Visual demonstration of input into the decision tree with rainfall, snowmelt and
soil moisture distribution before a flood event (flood event occurred on the last day shown). The
maximum peak flow for GSIM station number AT 0000032 (river Aschauer Ache in Austria) in
2008 (left) would be interpreted as a combination of rain and snow, the event in 2011 (right) as
a long rainfall flood.
2.3.4 Dominant process and measure of process variability
A dominant flood generating process here was defined as the flood process occurring most of-
ten in the time series; however, in some catchments, this information is not as meaningful if
flood generation varies evenly between two or more processes. The dominant process for each
catchment can be identified if at least 20 years of events are classified in order to have a repre-
sentative sample (Berghuijs et al., 2016; Kjeldsen, 2015).
The inter-annual variability of the flood generating process was calculated using a variability
measure for categorical data taken from Allaj (2018):
(2.7) vk = 1− ∥ f ∥k= 1−
√
f 20 + f 21 + ...+ f 2k−1
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where vk is the variability value, k is the number of categories (flood generating processes)
and f are the relative frequencies for each category. When one process dominates, the value of
vk is near 0; when several processes are equally dominant, the value of vk increases. If there are
k categories then the upper bound on vk is 1−1/
p
k (Allaj, 2018). The calculated variability was
normalised to make the information easily accessible.
2.3.5 Evaluation of the proposed global flood classification
2.3.5.1 Evaluation by sensitivity analysis
A sensitivity analysis was used to determine the effect that changes in the inputs of the classi-
fication system may have on the output. It provides an insight into which input factors lead to
a high variability of the output, thus evaluating robustness of the classification (Pianosi et al.,
2016; Tarasova et al., 2019). In particular, the influence of the chosen model routine parame-
ters and input data uncertainty (melt rate, AWC, critical temperature), as well as of the tree
parameters and thresholds, was determined using a regional sensitivity analysis method (Spear
and Hornberger, 1980; Young et al., 1978). The tree structure was not evaluated with a sensi-
tivity analysis as it was based on our hydrological understanding of flood processes. Changing
the structure of the tree would have produced outcomes not agreeing with our flood process
definitions.
The flood classification was run with 1,000 parameter samples that are generated using a
Latin hypercube sampling scheme over a uniform distribution. The range of parameters tested
in the sensitivity analysis is displayed in Table 2.2. The parameter ranges were set to cover a
plausible range of values. In particular, the catchment-averaged values of critical temperature
and of maximum soil storage were varied by adding ±1◦C and ±50% to the original value. Since
the definition of excess rainfall floods requires saturated conditions, the saturation threshold
was varied between 90 and 99%.
Following the rationale of the regional sensitivity analysis approach (Pianosi et al., 2016;
Spear and Hornberger, 1980), the sensitivity to each parameter was determined by comparing
the cumulative distributions of that parameter for each flood process to the uniform distribution
of the entire parameter sample. The deviations from the uniform distribution were measured
using the Kolmogorov-Smirnov statistic (D statistic). The lower these deviations, the less influ-
ence the parameter has on the classification outcome. Regional sensitivity analysis was applied
using the SAFE toolbox (Pianosi et al., 2015).
2.3.5.2 Evaluation by comparison with available data
The accuracy of the event classification based on observed data is difficult to establish as flood
processes cannot be measured but depend on some other form of classification (Sikorska et al.,
2015; Tarasova et al., 2019). (Tarasova et al., 2019) state this as a disadvantage of current classi-
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Table 2.2: Table of initial parameter values of the model routine/decision nodes and the upper
and lower parameter limits for the sensitivity analysis.
Initial value Lower limit Upper limit
Melt rate (mm d-1K-1 2 1 8
Uncertainty critical temperature [°C] Tcrit Tcrit-1°C Tcrit+1°C
Uncertainty soil storage [%] Su,max Su,max-50% Su,max+50%
Time period [days] 7 3 14





Percentile heavy snow [-] p90 p80 p99
Percentile heavy rain [-] p90 p80 p99
Saturation threshold [%] 90 90 99
Note: Tcrit values taken from Jennings et al. (2018), averaged by catchment. Su,max values taken from
Nachtergaele et al. (2009), averaged by catchment.
fication methods. For this reason, we evaluated our results with the only global scale data avail-
able for comparison, the Dartmouth Flood Observatory (DFO) Global Active Archive of Large
Flood Events (Brakenridge, 2018) (http://floodobservatory.colorado.edu/Archives/index.
html). A large flood as defined by the archive can be any event that received extensive media cov-
erage, caused considerable damage, or resulted in fatalities (Brakenridge, 2018). The database
provides event dates, an outline of the affected area, and cause of flood. The cause of flood in-
cluded in the database is based on newspaper reports. We simplified and grouped flood causes
into one of eight classes (Table A.1) If any of the analysed events in our study matched both in
location and event date with the database entry, flood cause was compared to the output of our
decision tree to evaluate the classification results. Since our study looked at annual maxima and
not only at extreme events, a large percentage (96%) of the events we classified cannot be evalu-
ated this way. Therefore, we additionally compare the results to various studies in the literature
that describe flood generating processes for specific catchments and regions.
2.4 Results
2.4.1 Dominant flood generating processes
Figure 2.3 shows the calculated dominant flood generating process, which is the process occur-
ring most often in the time series. It also gives an overview of the distribution of the GSIM
station locations used in this study. Although the station density varies, with the majority of
stations in Northern America and Europe, many different regions and climates are covered so
that a global analysis can be performed. In total, 4,155 catchments fulfilled the quality criteria
specified by Do et al. (2018b) and Gudmundsson et al. (2018b) and had at least 20 years of data
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available for the analysis of the dominant process. In total, 113,635 events in total were clas-
sified. The prevalent dominant flood generating process in Brazil, Southeast Asia, India, most
parts of Europe, the southeast of the United States, and New Zealand were classified as excess
rainfall.
Figure 2.3: Global map of dominant flood generating process for the 4,155 catchments of the
study.
A region with distinctly different dominant process is South Africa and Namibia. There,
most flood events were classified to occur during dry soil conditions, either due to short or long
rainfall events. Similarly, the south of Switzerland has a mix of short rain and long rain floods,
whereas further to the north, the Southeast of Germany is mainly classified as rainfall/snowmelt
floods. Higher latitudes in Europe have more catchments with snowmelt and rainfall/snowmelt
influenced floods, an exception being the coastline of Norway which is again dominated by excess
rainfall. Dominance of excess rainfall floods decreases with decreasing storage capacity (Figure
A.5a).
The United States have a diverse landscape of dominant flood generating processes. While
the Southeast has widespread areas of floods generated by excess rainfall, there is a sharp lon-
gitudinal transition in the southern United States towards short rain floods. The northeastern
United States is dominated by rainfall/snowmelt combinations. The western United States do
not have any clear patterns of a prevalent dominant flood generating process but are a mix
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between all four processes. Particularly in the South (New Mexico) and North (North Dakota,
South Dakota), several catchments are dominantly classified as ’other’.
2.4.2 Event-based flood generating processes
Figure 2.4 demonstrates the variability in flood generating processes in each catchment between
different years. Within Europe, the United Kingdom and France have predominantly low vari-
ability in flood processes. India and Central/Northern Brazil are additional areas with low vari-
ability. The majority of catchments across different climates show a high variability (median
normalised variability 0.59, mean 0.55), with some of the highest variability (normalised vari-
ability close to 1) reached in the Northern United States, Canada, and Central and Northern
Europe. This demonstrates the need for more detailed information besides the dominant flood
generating processes in these areas, as there might not be one dominant process but two or three
processes combined.
Figure 2.4: Normalised year-to-year variability (Eqn. 2.7) of the flood generating process identi-
fied by our decision tree. A value of zero indicates the flood process is constant over the years,
while high values (up to a maximum of one) indicate that different processes are identified in
different years (Allaj, 2018).
For South Africa, the variability is high (mean 0.65) as in most catchments short rain and
long rain are almost equally often selected as the flood generating process. The exact distribu-
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tion of flood generating processes for each catchment is shown in several detailed maps in the
supplement (Figures A.6, A.7, A.8, A.9, A.10). Figure 2.5 provides an example of the annual flood
generating processes time series for seven example catchments, for which detailed information
in the literature is available.
The high variability in flood generating processes makes it quite likely that the flood gen-
erating process of the most extreme event in the time series is different from the dominant
process. However, there are some areas, displayed in Figure 2.6, and some single catchments,
where the process of the extreme flood is different, despite the usual flood generating process be-
ing very regular. The majority of the very stable catchments (variability < first quantile), where
the dominant flood process and extreme flood process are not the same, have excess rainfall as
dominant process (796 out of 1,640 catchments compared to 212 for long rainfall, 209 for rain-
fall/snowmelt, 179 for ’other’, 152 for short rainfall, and 92 for snowmelt). The largest flood, in
contrast, is caused by long rainfall (501 catchments), followed by short rainfall (246 catchments),
or it remains unclear (class ’other’, 87 catchments).
Figure 2.5: Time series of annual flood generating process for seven example stations around
the world illustrating the variability beyond dominant (i.e. most frequent) process. In brackets
is the normalised inter-annual variability. The Ping river variability is missing as less than 20
years of data were available for calculation.
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Figure 2.6: Four regions where some catchments have an extreme flood generating process that
does not match the dominant process (marked by a square), despite an overall low variability
(marked in blue) in flood generating processes
2.4.3 Evaluation of the proposed global flood classification
2.4.3.1 Evaluation by sensitivity analysis
Figure 2.7 shows the results of the sensitivity analysis. A high value of the Kolmogorov-Smirnov
D statistic for a given parameter (horizontal axis) and flood process (colours) indicates strong
sensitivity (Pianosi et al., 2016), that is, a change in that parameter has a strong effect on
the number of times that the process is classified. For the parameters of the soil-snow routine
(melt rate, critical temperature, and maximum soil storage), the statistic is less than 0.1 for
all processes. This indicates that a change in those values will not have a strong impact on
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the overall distribution of the classified processes. The parameters for the simple model routine
therefore have a low influence.
However, the classification of some flood processes is very sensitive to changes in the thresh-
olds of the classification tree. The long rainfall and the ’other’ outcomes are particularly sensi-
tive to the time period threshold. The rainfall/snowmelt outcome is strongly influenced by the
rainfall/snowmelt overlap threshold. The snowmelt classification is most strongly influenced by
choosing a different percentile threshold for heavy snowmelt. A change in the heavy rain thresh-
old affects the classification of the outcomes long rainfall and ’other’. A change in the saturated
condition threshold affects events classified as excess rainfall. The higher the threshold, the
fewer events of that process are classified (Figures 2.7 and A.11). Figure A.11 additionally in-
forms us that a decrease of a threshold leads to an increase in the respective process. For the
heavy rainfall threshold, this increase in classified long rainfall floods leads to a decrease in
events classified as ’other’.
Figure 2.7: D statistic for the Kolmogorov-Smirnov test for the regional sensitivity analysis.
The higher the D statistic value, the more sensitive is the respective process to changes in the
parameter/threshold. The theoretical range of D is between 0 and 1 (Pianosi and Wagener, 2015).
The parameters of the model routine are melt rate, critical temperature, and soil storage. A more
detailed figure with the cumulative distribution functions can be found in Figure A.11.
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2.4.4 Evaluation by comparison with available data
Figure 2.8 shows the comparison of the classified flood processes with the flood causes reported
by the Dartmouth Flood Observatory. About 4% of all classified events in our study have a
match with an entry in the DFO database, both in timing and spatial overlap, as the database
only includes, by their definition, large floods. Of those events, 5,101 events in total (84% of all
matched events) are consistent with the global flood classification. The global flood classifica-
tion detects the rainfall component in flood generation well (87% of all excess rainfall events
classified as consistent, 93% of all short rainfall events classified as consistent, 90% of all long
rainfall events classified as consistent). As newspaper reports do not take hydrological processes
such as soil moisture into account, a classification as excess rainfall can be considered consis-
tent with the DFO classes Heavy rain, Storm, Rainy Season, and Short rain. Large flood events
with a snowmelt component seem to be less well classified (64% of all rainfall/snowmelt events
classified as consistent, 16% of all snowmelt events classified as consistent), as the very sim-
ple snowmelt routine in some cases will not accurately represent magnitude or timing of the
snowmelt peak. This can cause rainfall/snowmelt floods to be mistakenly classified only as rain
floods.
2.5 Discussion
2.5.1 Dominant flood generating processes
In some regions, the distribution of the dominant flood generating processes can be clearly linked
to climate. For example, the distinct boundary between long/short rain and soil moisture floods
in the Central-Southern United States (Figures 2.4 and A.5b) is well mirrored in the aridity
distribution in that area (e.g. Knoben et al., 2018). Arid and semi-arid regions rarely experience
excess rainfall floods, and short rainfall and long rainfall are the prevalent generating processes
there (Figure A.5b). Examples for this are the more arid regions in South Africa, Namibia, and
Australia. The only exception are seasonally arid catchments. We find excess rainfall to be a
common flood process in seasonally arid catchments (Figure A.5b).
In humid areas, especially in the humid tropics, we find excess rainfall to be the most com-
mon process. For the Ping catchment in Thailand (Figure 2.5), Lim and Boochabun (2012) de-
scribe that floods are not only due to tropical storms or monsoon rainfall but also require wet
antecedent conditions. This demonstrates the benefit of focusing on flood processes instead of
storm types (cyclone, monsoon, storm). Outside the tropics, many studies describe soil moisture
as a relevant factor in flood generation for several areas and river basins as well (Berghuijs
et al., 2019; Institute of Hydrology (IoH), 1999; Lim and Boochabun, 2012). Our distribution
of excess rainfall as dominant flood generating process matches previous studies in the United
States (Berghuijs et al., 2016) and Europe (Berghuijs et al., 2019). However, Berghuijs et al.
(2016) find no excess rainfall dominance in the Northeastern United States, whereas our classi-
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Figure 2.8: Comparison of Dartmouth Flood Observatory flood causes with output of the global
flood classification. Events are considered consistent if reported flood causes are plausible for
news reports of the classified flood process (e.g. a DFO event where the cause is listed as rain
is consistent with both soil moisture and rainfall floods). Yellow symbols indicate consistency
between this study and DFO, and symbol size indicates number of flood events. An empty spot
indicates zero flood events.
fication does. We also find that the dominant process is not very informative in that region due to
the high inter-annual variability of flood processes. This might also explain why Berghuijs et al.
(2016) could not find any dominant process for some of the catchments in that area. In Germany,
there is a similar disagreement between Berghuijs et al. (2019) and our classification. Berghuijs
et al. (2019) find most catchments in Western and Northern Germany to have no influence of
snowmelt on flood generation. Our classification, however, finds that a small fraction of events
in each catchment is caused by a combination of rain and snowmelt. Our findings are supported
by Freudiger et al. (2014), who found several rain-on-snow events in the Rhine, Elbe, Weser, and
Ems catchments, which cover most of Western and Northern Germany.
2.5.2 Event-based flood generating processes
One key finding of this study is the widespread year-to-year variability in flood generating pro-
cesses. Although some areas like Central Europe, India, and Central Brazil show low variability,
the overwhelming majority of catchments are classified as regularly experiencing annual max-
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ima generated by two or more different processes. This is essential for flood frequency analysis.
Although it has long been known that frequency analysis, particularly of extreme floods, has
higher accuracy if the flood distribution is split by flood process (Elliott et al., 1982; Hirschboeck,
1987; Potter, 1958; Waylen and Woo, 1982), such distinction is still not standard procedure. For
example, the Bulletin 17-C for the United States does recommend separation of the flood fre-
quency curve into different processes; however, it does not supply guidance on how to do this
(England Jr. et al., 2018; Villarini and Slater, 2017), although there are recent approaches to
rectify this (Barth et al., 2019).
Especially in areas where the extreme flood process might deviate from the regular annual
maxima, any flood estimation procedure might likely underestimate that extreme (Rogger et al.,
2012; Smith et al., 2018). Areas where this may happen are, for example, the United Kingdom,
the northwest of France, the southeast of the United States and Central India, as Figure 2.6
demonstrates. The classification shows that the shift in flood process mostly moves away from
soil moisture towards long rainfall and short rainfall. This agrees with findings by Smith et al.
(2018), who found unusually large floods in the United States are caused by a shift towards thun-
derstorms and tropical cyclones. The detected generating processes for extreme events depend
on the analysed time period (1980-2013). Although it is reasonable to expect that flood processes
change with time, questions about trends in flood process are beyond the scope of this paper. For
some catchments, the most extreme flood events might have happened outside that period and
are therefore not included in this analysis.
The benefit of an event-based classification is that it allows an event-based evaluation of the
results. Events described as short rainfall in the Dartmouth Flood Observatory are classified
by our global classification as either excess rainfall (possibly because wet antecedent conditions
are not recorded in the Dartmouth Flood Observatory) or as long rainfall, which might be due
to the limitation of using daily data. In fact, any overnight rainfall event would be registered as
a 2-day event even if it only lasted a few hours.
Most catchments in higher latitudes experience rainfall/snowmelt or snowmelt as flood gen-
erating processes. It rarely is the dominant process with a few exceptions in mountainous areas
or very high latitudes. According to the comparison with the Dartmouth Flood Observatory, not
all snowmelt floods are classified correctly by our global flood classification. Rain and snow floods
might get classified as snowmelt or vice versa. This is the case for the Southwest Margaree River
(Figure 2.5) in Atlantic Canada, where a previous study by Collins et al. (2014) found that sev-
eral catchments experience more rain floods than snowmelt floods. However, their methodology
takes into account only the last 3 days prior to the flood event. Snowmelt and rain-on-snow floods
can lead to a slow reaction of the catchment, with snowmelt contributing to increased streamflow
levels or a high wetness state (Merz and Blöschl, 2003). Therefore, 3 days might be too short to
recognise the influence of snowmelt on flood generation. In contrast to Collins et al. (2014), But-
tle et al. (2016) report that snow accumulation in the Maritime Provinces of Canada has a major
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impact on flood timing and magnitude, thus agreeing with the results reached by the global
classification presented here. For comparison, in the Mezen catchment (Figure 2.5) our findings
agree with the literature. In this catchment, Tockner et al. (2009) report snowmelt floods occur
during the spring thaw, with additional occasional summer flash floods. In the Nordelva catch-
ment (Figure 2.5), Vormoor et al. (2015) found 14% of flood events associated with rain-on-snow,
with a dominance of 80% associated with rainfall. These proportions are similar to those found
by our global flood classification.
An evaluation of the outputs of the soil-snow routine (Figure A.3) demonstrates that overall
the storage simulations (snow accumulation and melt as well as water stored in the soil) work
as expected. However, a possible reason why snowmelt processes could still not be perfectly
represented in the classification is the potentially inaccurate timing of the snowmelt simulations.
Catchment specific aspects and elevation variations cannot be taken into account with a fixed
melt rate. A catchment with a wide range of elevations might have a mean temperature above
the critical temperature, thus leading to melt conditions in the model routine, while in reality the
snow pack is still present at higher elevations. This could lead to the model routine predicting
a melt peak earlier or later than the actual peak, which means the snowmelt event is missed
by the classification. One solution for this problem could be to define the model routine on a
gridded basis instead of as lumped for each catchment. This would require downscaling the
gridded temperature to smaller grid cells which take topographic differences such as elevation
into account.
2.5.3 Classification tree method
A regional classification tree method (Diezig and Weingartner, 2007; Sikorska et al., 2015) was
adapted and extended here to be transferable to several climates by using thresholds based on
simulated time series, instead of literature values. These climate independent thresholds make
the tree applicable at global scale. As opposed to other flood classification methods (Merz and
Blöschl, 2003; Nied et al., 2014; Sikorska et al., 2015), the classification tree does not require
local knowledge of seasonality or weather patterns of the analysed catchments. The order of the
decision nodes is based on hydrological process knowledge. An extension of the tree is possible, if
further information is of interest. This could include glacier melt floods or a more detailed split
of flood producing conditions.
The global extent of the application limits the temporal and spatial distribution of the data
used as input to the classification. However, the methodology can easily be adapted to higher
resolution data. This might be a higher temporal resolution of the climate input data or, if daily
flow data is available, the classification of multiple flood events per year (Chapter 3).
An important part of the decision tree is the last node ’other’. Including the class ’other’
enables an evaluation of the original hypothesis of which flood generating processes should be
included in the decision tree, and the identification of areas where that hypothesis fails. A re-
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gion where most events are classified as ’other’ is the Central United States. In North and South
Dakota, this could be explained by ice jams, which are common during spring break up floods
(McCabe and Crosby, 1959). Another location where this class occurs is further to the south of
the United States, towards New Mexico. A closer inspection of the rainfall distribution before
flood events reveals that the flood generating rainfall is spread over 2 or 3 days. As the classifica-
tion tree looks for either short (1 day) or long (7 days) extremes, these in-between storms might
not reach the thresholds set. A more exact delimitation of the event time period, and thus a more
exact delimitation of flood generating rainfall, might solve that problem. However, without daily
streamflow data, a more accurate flood event delineation is difficult.
In their review, Tarasova et al. (2019) recommend to apply sensitivity analysis to test the
robustness of the flood classification. With the exception of Sikorska et al. (2015), this is rarely
done. Our sensitivity analysis revealed that the classification outcome is not very sensitive to the
parameters of the soil-snow routine, but instead to the choice of thresholds in the decision tree.
This result is consistent with what Sikorska et al. (2015) experienced with their crisp decision
tree. A fuzzy decision tree might be considered a more robust approach; however, Sikorska et al.
(2015) and Brunner et al. (2017) found that a fuzzy tree reached the same dominant process per
event as a crisp tree. An advantage of using a crisp tree is that it enabled the comparison with
(crisp) flood cause data from the Dartmouth Flood Observatory.
This study extends river flood classification to a larger scale than has been done before. The
focus of previous studies has been on continental (Europe), national (United States, Switzerland,
Austria), or regional scale. One motivation to extend the analysis of flood generating processes
to the global scale was to make the classification of flood generating processes comparable across
more climates (Gupta et al., 2014; Linsley, 1982). Testing the classification across multiple cli-
mates and many catchments also highlights strengths and limitations of the methodology (An-
dréassian et al., 2006). For example, the events/catchments classified as ’other’ are of interest.
They reveal limitations of the classification method (as discussed above), but also point out loca-
tions where hydrometeorology is less influential for flood generation. This might be interesting
in the context of ungauged catchment studies, because it can indicate either catchments that
might not be suitable to be included in regionalisation, or catchments having specific character-
istics particularly interesting for regionalisation (Boldetti et al., 2010; Wagener and Wheater,
2006).
2.5.4 Outlook
The widespread relevance of soil moisture in flood generation shown by this study can be applica-
ble in climate change impact studies. Wasko and Sharma (2017) found changes in soil moisture
with warming temperatures to be more relevant for streamflow response than extreme rain-
fall variation. The results presented here would support these findings, as extreme rainfall was
not identified as the dominant process in most catchments. Nevertheless, it has to be taken
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into account that most catchments experience mixed processes and in some catchments where
soil moisture is usually influential, a very extreme rainfall can still lead to extreme flooding.
Therefore, if a catchment experiences occasional long rainfall/short rainfall floods, these might
increase in frequency or magnitude, whereas excess rainfall floods might be less affected by
changes in extreme rainfall. These different processes should be taken into account when flood
risk changes are predicted. Further studies regarding flood trends should focus on how floods of
different processes might change differently. Additionally, the impact of climate change on flood
generating processes will need to be examined in further studies. A first step in that direction
could be a better understanding which catchment and climate characteristics are relevant in
shaping the flood process mix. This is addressed in Chapter 3 of this thesis.
2.6 Conclusions
A new global methodology to analyse flood generating processes has been proposed and applied
to 4,155 catchments of the GSIM database. Flood process indicators were queried in a decision
tree to identify these processes for each annual maximum flood event. The structure of the clas-
sification tree depends on the flood process definition and is sensitive to changes in the threshold
parameters. Nevertheless, the evaluation showed that most extreme flood events were classified
consistent with reports from the Dartmouth Flood Observatory, with snowmelt influenced floods
occasionally misclassified.
The analysis revealed that excess rainfall, that is, rainfall on wet soils, is a common flood
generating process across several climates and continents. It also demonstrated the need for an
event-based analysis, with a high variability of flood generating processes being the norm rather
than the exception in most catchments. This should raise awareness of possible uncertainties
in the common practice of using one distribution during flood frequency analysis to estimate
extreme floods. This is especially relevant since the most extreme and damaging floods might
be generated by a process different from the dominant flood process (Rogger et al., 2012; Smith
et al., 2018). The results found by the global flood classification are furthermore important for
any future work analysing the impact of system changes on flood events. Given the primary role
of soil moisture in flood generation, the impact of predicted increases in extreme precipitation
must be considered in the context of soil moisture, including future changes in soil moisture.
This is further discussed in Chapter 4 of this thesis.
2.7 Data Availability Statement
The data that support the findings of this study are available in ’global flood classification’
at https://github.com/lshydro/global_flood_classification, Version 1. These data were
derived from the following resources available in the public domain:
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• Global Streamflow Indices and Metadata Archive (GSIM) https://doi.pangaea.de/10.
1594/PANGAEA.887477.
• Multi-Source Weighted-Ensemble Precipitation http://www.gloh2o.org/.
• Global Land Evaporation Amsterdam Model https://www.gleam.eu/.
• Berkeley Earth Surface Temperature http://berkeleyearth.org/.
• Harmonized World Soil Database v 1.2 http://www.fao.org/soils-portal/soil-survey/
soil-maps-and-databases/harmonized-world-soil-database-v12/en/.











HOW DO CLIMATE AND CATCHMENT ATTRIBUTES INFLUENCE
FLOOD GENERATING PROCESSES?
This chapter has been published as a research article in Water Resources Research. Slight
modifications have been made to better fit the general layout of this thesis. The work pre-
sented is part of a collaboration with Martyn Clark and Wouter Knoben, who co-supervised
Lina Stein during her research visit to the Canmore Coldwater Laboratory (University of
Saskatchewan).
Citation: Stein, L., Clark, M.P., Knoben, W.J.M., Pianosi, F. and Woods, R., How do climate
and catchment attributes influence flood generating processes? A large-sample study for 671
catchments across the contiguous USA. Water Resources Research, 57(4), e2020WR028300,
https://doi.org/10.1029/2020WR028300.
3.1 Abstract
Hydrometeorological flood generating processes (excess rain, short rain, long rain, snowmelt,
and rain-on-snow) underpin our understanding of flood behaviour. Knowledge about flood gen-
erating processes improves hydrological models, flood frequency analysis, estimation of climate
change impact on floods, etc. Yet, not much is known about how climate and catchment attributes
influence the spatial distribution of flood generating processes. This study aims to offer a com-
prehensive and structured approach to close this knowledge gap. We employ a large sample
approach (671 catchments across the contiguous United States) and evaluate how catchment
attributes and climate attributes influence the distribution of flood processes. We use two com-
plementary approaches: A statistics-based approach which compares attribute frequency distri-
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butions of different flood processes; and a random forest model in combination with an inter-
pretable machine learning approach (accumulated local effects). The accumulated local effects
method has not been used often in hydrology, and it overcomes a significant obstacle in many sta-
tistical methods, the confounding effect of correlated catchment attributes. As expected, we find
climate attributes (fraction of snow, aridity, precipitation seasonality and mean precipitation) to
be most influential on flood process distribution. However, the influence of catchment attributes
varies both with flood generating process and climate type. We also find flood processes can be
predicted for ungauged catchments with relatively high accuracy (R2 between 0.45 and 0.9). The
implication of these findings is flood processes should be considered for future climate change
impact studies, as the effect of changes in climate on flood characteristics varies between flood
processes.
3.2 Introduction
Flood processes influence flood behaviour (Gaál et al., 2012; Fischer et al., 2016; Keller et al.,
2018; Merz and Blöschl, 2005; Tarasova et al., 2019). Thus, the need to classify these processes
has long been recognised and several studies have developed flood classification approaches
(e.g. Berghuijs et al., 2016, 2019; Blöschl et al., 2017; Diezig and Weingartner, 2007; Merz and
Blöschl, 2003; Sikorska et al., 2015; Tarasova et al., 2020b, Chapter 2 of this thesis). However,
very few of those studies evaluate how catchment and climate attributes influence flood gener-
ating processes (Merz and Blöschl, 2003, Chapter 2 of this thesis).
Being able to estimate which flood generating processes can be expected in a catchment is
relevant for many applications. For hydrological model development it is important to know
which process representations must be included (Clark et al., 2016); for model evaluation it can
help to evaluate model outputs in the sense of getting the right results for the right reasons
(Kirchner, 2006). Moreover, knowing which catchment attributes are relevant for processes in
various areas might improve the choice of donor catchments for flood predictions in ungauged
catchments through regionalisation (Rosbjerg et al., 2013). Furthermore, climate change can
drive changes in flood process, which may affect flood magnitude (Blöschl et al., 2017, 2019b).
Knowing the temporal and spatial distribution of processes can potentially inform or explain
changes in flood characteristics.
Based on the existing literature, we can formulate several hypotheses regarding which cli-
mate and catchment attributes we expect to influence the mix of flood generating processes.
In the following section, we will describe the studies that inform the hypotheses which are sum-
marised in Table 3.1. Specifically, we will detail influencing factors for the five hydrometeorologic
processes described in Chapter 2 : excess rainfall, which is saturation excess flow, short intense




3.2.1 Flood hypotheses - What do we expect?
Which processes in a catchment generate flood events depends on two factors: the availability of
the flood producing input, and how the catchment stores and transmits water. Here we briefly
outline some of the possible effects of climate and catchment attributes on flood generation.
While we look at a single catchment or climate attribute (or grouped attributes), each attribute
usually does not exist independently in space. Climate, topography, soils, vegetation, and geology
are tightly interwoven and lead to a myriad of highly correlated attributes. However, describing
all possible interactions between attributes would be out of the scope of this paper. Interaction
between aridity and snow fraction with all other attributes are included as they have been
shown to be influential for flood process distribution (Berghuijs et al., 2016, Chapter 2, Figure
A.5b).
3.2.1.1 Climate and Weather
The flood generating forcing conditions depend on both climate and weather. The spatial and
temporal distribution of precipitation and temperature influence snowpack accumulation. Loca-
tions with winter precipitation and winter temperatures continuously below zero can accumu-
late a snowpack that will not melt until the spring or summer. In these regions rain-on-snow
events occur early in the season (September) or in spring/early summer when precipitation
changes to rain again. In catchments with winter temperatures fluctuating around freezing,
rain-on-snow events can also occur during the winter (McCabe et al., 2007; Musselman et al.,
2018). Southern Germany, for example, often experiences floods in late December caused by rain-
on-snow (Sui and Koehler, 2001). In glacierised catchments, glacier melt can be a substantial
contribution to streamflow in the summer (Merz and Blöschl, 2003; Sikorska et al., 2015).
For floods generated by short rain, long rain, or excess rainfall, the availability of forcing
condition is dependent on rainfall and evapotranspiration distribution. As the name implies,
short rainfall floods occur after short intense periods of rainfall that exceed infiltration capacity
or quickly saturate the catchment (Merz and Blöschl, 2003). In arid regions this flood type occurs
often. Convective thunderstorms that exceed infiltration capacity are a common precipitation
input (French and Miller, 2011). At the same time, a lack of snow and high evaporation leading
to dry soils can make other flood processes less likely.
One distinction between excess rainfall and long rainfall is based on antecedent conditions
(Chapter 2). Antecedent conditions are influenced by the seasonality of precipitation and evapo-
transpiration. If the precipitation maximum is in the cold season, then precipitation and evapo-
transpiration are out of phase. This means that the precipitation maximum falls during a time
when the drying of the soil is at a minimum, leading to saturated conditions. This increases the
chances of excess rainfall floods. With in-phase seasonality, precipitation maximum and evap-
otranspiration maximum align, leading to drier conditions. Heavy multi-day rainfall is then
needed to saturate catchment storage before runoff can increase.
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In catchments with steady forcing conditions, for example, under continuously saturated con-
ditions with no snow, flood generating process is independent of catchment attributes because of
the five possible processes only one can occur. Catchment attributes might influence the runoff
coefficient or flood magnitude but not flood generating process. However, this is rare. Most catch-
ments experience multiple flood generating processes (Merz and Blöschl, 2003; Sikorska et al.,
2015; Tarasova et al., 2020b, Chapter 2). In catchments with variable forcing conditions, catch-
ment storage and transmission behaviour will heavily influence which process generates runoff
high enough for a flood event. For example, Viglione and Blöschl (2009) find that the largest
flood magnitudes are reached when storm duration is similar to catchment response time. A
catchment with a short response time and therefore attributes that can indicate a short re-
sponse time (steep slope, round shape, small area) would likely have higher magnitude floods
after short rain events, thus making high magnitude short rain floods more likely than long
rain floods. However, a short time of concentration can also be reached through prior saturation
of the catchment (Acreman and Holden, 2013; Ward, 1978). If this is the case, it will mean the
catchment is more prone to excess rainfall floods.
Snowmelt and the interaction of rainfall and snowmelt is dependent on snowpack conditions.
These depend both on climate conditions as well as weather conditions during snowpack accu-
mulation and melting season. Rainfall retention capacity of a catchment varies depending on
the snowpack conditions (Singh et al., 1998; Würzer et al., 2016). This influences the reaction of
the snowpack to rainfall, thus increasing or decreasing the chance of a rain-on-snow flood. This
kind of flood is strongly dependent both on antecedent condition of the snowpack and the rainfall
producing weather system (Marks et al., 1998, 2001; Musselman et al., 2018; Sui and Koehler,
2001; Würzer et al., 2016). Li et al. (2019) note for the United States that the rainfall amount
received by a region is relevant for the frequency of rainfall/snowmelt events. Windward slopes
receive more rainfall than leeward slopes due to rain shadow effect. Consequently, these regions
have a higher occurrence rate of rainfall/snowmelt events.
3.2.1.2 Slope
The influence of catchment average slope varies between different flood processes. Chang et al.
(2014) find that steep catchments transport meltwater more quickly to the stream, especially
in combination with thin soils. In regard to rainfall-induced floods, slope can influence transit
time, with steeper catchments transporting water more quickly to the outlet (Tetzlaff et al.,
2009). Longer transit times in flatter terrain only occurred in areas with permeable soils. Slope
can also be an influential attribute as a proxy for soil thickness, where steeper slopes may also
have thinner soils and therefore less storage and quicker transmission (Pitlick, 1994). Quicker
transmission leads to more erosion, which leads to more efficient drainage systems, which leads
to more short rain floods (Gaál et al., 2012; Weingartner et al., 2003). Despite these findings, in
a global flood frequency study Smith et al. (2015) did not find slope to be a good predictor for the
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shape of the flood frequency curve. Similarly, Pitlick (1994) demonstrates that flood magnitude
does not vary with catchment slope in their study region. The effect of slope on flood generating
processes is therefore still under debate.
3.2.1.3 Area
It is plausible that catchment area may affect the flood process in some environments. While
absolute flood magnitude increases with area (Murthy, 2002; Smith et al., 2015), specific magni-
tude (normalised by area) sees a decrease with area (Eaton et al., 2002; Padi et al., 2011). These
relationships differ between different climates (Padi et al., 2011) and flood generating processes
(Eaton et al., 2002; Merz and Blöschl, 2003). Rainfall variability in arid regions means area is
not a good predictor of flood magnitude (Smith et al., 2015; Tooth, 2000).
Area affects time of concentration, with smaller catchments having a shorter time of con-
centration. Small catchments can be covered in its entirety by high intensity convective storms.
A larger catchment might only be partially covered by a convective storm, leading to rainfall
amounts too small to cause a flood (Merz and Blöschl, 2003; Weingartner et al., 2003). Therefore,
in humid areas short rainfall flood events might be more common in smaller catchments due to
these two effects. Merz and Blöschl (2003) found only minor change in specific flood magnitude
of snowmelt floods with catchment area.
3.2.1.4 Shape
Catchment shape influences flood peak shape (Murthy, 2002; Ward, 1978). In a round catchment
with simultaneous input everywhere, the flood waves from different parts of the catchment will
concentrate quickly. This effect will be strongest when storm duration is the same as catchment
time of concentration (Viglione and Blöschl, 2009; Blöschl et al., 2013). There are exceptions
though. Elongated catchments can receive very high peak flow if a storm cells moves along the
catchment toward the outlet. The flood wave from upstream will overlap with runoff generation
downstream causing high peak flow (Murthy, 2002). David and Davidova (2014) did not find a
relationship between catchment shape and flood magnitude.
3.2.1.5 Soils
Soil development is influenced by a range of factors. Soil properties like storage and infiltration
capacity and soil depth, amongst others, are therefore closely tied to the climate, geology, topog-
raphy, flora and fauna of a catchment. Those properties, in turn, influence runoff and storage
behaviour within the catchment. A high storage capacity in combination with a high infiltration
capacity requires larger input volumes before runoff occurs (Merz and Blöschl, 2003). Once stor-
age capacity is exceeded, floods can reach larger magnitudes which is visible as a step-change in
the flood frequency curve (Rogger et al., 2012). In arid and semi-arid regions both types of runoff
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generation, saturation excess and infiltration excess, can occur. In areas with low infiltration ca-
pacity, for example, due to crusting or bare rock surfaces, infiltration excess is prevalent (Cantón
et al., 2002; Ries et al., 2017; Sohrt et al., 2014). Wood et al. (1990) found that soil properties are
most relevant for floods of small magnitude while rainfall properties are more relevant for larger
magnitude floods. For the same catchment, varying temporal distribution of rainfall volume or
intensity can elicit a different reaction or runoff process (Cantón et al., 2002; Ries et al., 2017).
3.2.1.6 Open-water storage
Wetlands, lakes and reservoirs contribute to the storage capacity of a catchment. A wetland’s
effect on downstream flood characteristics depends largely on the saturation state. Once satu-
rated, most rainfall contributes immediately to runoff (Acreman and Holden, 2013; Bullock and
Acreman, 2003; McCartney et al., 1998). Catchments with larger storage capacity would there-
fore be more likely to flood after saturated conditions (excess rainfall floods). If a reservoir adds
storage capacity to the catchment depends on the local water resources management plan.
3.2.1.7 Elevation
Merz and Blöschl (2003) found that in Austria flood processes and time of occurrence changes
with elevation. The higher the elevation, the later in the spring snowmelt floods occur. Eleva-
tion is directly related to temperature and precipitation. For the United States, McCabe et al.
(2007) and Li et al. (2019) find rainfall/snowmelt floods to be most prevalent at mid-elevation
catchments (1,000 to 1,500 m).
3.2.1.8 Geology
The way the topography of a drainage network will form depends on geology as well as climate,
vegetation, and soils. Large subsurface storage dampens flood response. This leads to less ero-
sion and more soil development, thus again increasing storage (Rosbjerg et al., 2013).
3.2.1.9 Vegetation
The influence of vegetation, in particular deforestation and reforestation, has been discussed
in depth in the literature (Rogger et al., 2017). While some large scale studies find forests to
have an effect on magnitude and frequency of flooding (Bradshaw et al., 2007), others disagree
(Bruijnzeel, 2004; Calder and Aylward, 2006). In regard to flood processes, snowmelt floods have
been shown to be influenced by coniferous trees, which intercept snowfall and increase sublima-
tion rates (Storck et al., 2002). Vegetation decreases quick runoff since it both increases surface
roughness as well as soil infiltration capacity (Lull and Reinhart, 1972). Some of the disagree-
ment is due to scale. The effect of land-use on floods is stronger in smaller catchments (Calder
and Aylward, 2006) and for smaller flood magnitudes (Van Dijk et al., 2009). Vegetation is an
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important influence on runoff behaviour in semi-arid and arid regions as it increases infiltration
capacity (Osterkamp and Friedman, 2000; Ries et al., 2017; Shafer et al., 2007).
3.2.2 Aims and Objectives
The majority of studies reviewed above do not in fact evaluate the influence of catchment at-
tributes on flood generating processes. Instead, the majority of previous work only evaluates the
impact of catchment attributes on indices that describe floods (e.g., the runoff coefficient, flood
magnitude, flood duration, etc.). We can only develop hypotheses for the effect on flood generat-
ing processes, as we have done in Table 3.1. A comprehensive, data-based, comparative study
to test the influence of catchment attributes on flood generating processes is still missing. To
this end, this study aims to evaluate which assumptions and prior findings are supported when
tested on a large sample of catchments across several climates within the contiguous United
States. We hypothesise that climate attributes will be very influential on flood generating pro-
cesses as they have the strongest influence on seasonal availability of flood process deciding
input and saturation conditions. Catchment attributes that influence the storage behaviour of
the catchment will likely have an effect as well (Merz and Blöschl, 2009).
We have previously developed and tested the first global event-based flood classification
methodology (Chapter 2). In this study we use that methodology to classify flood generating
processes for a large sample of catchments across several climates (Section 3.3.2). We then ex-
plore the influence of catchment attributes on flood generating processes. Finding influential
attributes in correlated datasets is challenging, as the correlation among attributes might ob-
scure findings (Dormann et al., 2013). We therefore use two approaches that complement each
other and allow interpretation while taking collinearity into account. The first is a statistics
based approach that evaluates the influence of each attribute individually (Section 3.3.4.1). The
second approach uses a random forest model and an interpretable machine learning method
(accumulated local effects, Apley and Zhu (2020), Section 3.3.4.2 and 3.3.4.3) which is unbiased
toward correlated predictors (Molnar et al., 2018).
3.3 Methodology
3.3.1 Data
We used the publicly available CAMELS dataset which combines hydro-climatological data
(Newman et al., 2015) with catchment attributes (Addor et al., 2017) for 671 catchments in the
contiguous United States. The daily data covers a time period from 1980 to 2014. All catchments
have a minimum of 20 years of data included in the analysis (Kjeldsen, 2015). The majority
of catchments (84%) include 34 years of data. Newman et al. (2015) selected these catchments
specifically to have minimal human influence. The majority are therefore small headwater catch-
ments. For the flood event classification daily observed streamflow data and Daymet meteorolog-
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Table 3.1: Literature informed hypotheses on which catchment attributes influence flood gener-
ating processes. Positive (negative) influence here means that an increase in the attribute leads
to an increase (decrease) in the specified process. Study location indicates where the study took












Rainfall/Snowmelt Sui and Koehler (2001);
Freudiger et al. (2014); Mus-
selman et al. (2018); Li et al.
(2019)
Area AT Long rain/
excess rain
Short rain Snowmelt Merz and Blöschl (2003)
CH Short rain Weingartner et al. (2003)
Slope US Snowmelt Chang et al. (2014)
UK/US/SE Short rain Tetzlaff et al. (2009)
AT, CH Short rain Gaál et al. (2012); Weingart-
ner et al. (2003)
US Short rain Pitlick (1994)
Round catch-
ment shape
- Short rain Ward (1978); Murthy (2002)
CZ Short rain David and Davidova (2014)
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- Short rain Excess rain Rosbjerg et al. (2013)
US Short rain Pitlick (1994)
US Rainfall/Snowmelt Musselman et al. (2018)
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AT Excess rain Short rain Merz and Blöschl (2009)
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Aridity Global Short rain,
long rain
Excess rain Chapter 2
- Short rain French and Miller (2011)
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Long rain
Short rain Merz and Blöschl (2003)
US Snowmelt Chang et al. (2014)
Vegetation US Excess rain Lull and Reinhart (1972)
US, US Short rain Osterkamp and Friedman
(2000); Shafer et al. (2007)
US Short rain Pitlick (1994)
-, US Snowmelt Miller (1964); Storck et al.
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Short rain Rosbjerg et al. (2013)
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ical forcing data (precipitation, temperature) included in the CAMELS dataset were used. For
the soil moisture routine (Chapter 2) available water capacity of the soil is a necessary variable.
This is not included in CAMELS. Instead, we used data from the Gridded National Soil Survey
Geographic Database (gNATSGO) for the Conterminous United States (Soil Survey Staff, 2019).
Newman et al. (2015) provide daily actual evapotranspiration values from the Sacramento
Soil Moisture Accounting Model. Addor et al. (2017) extended the CAMELS dataset by Newman
et al. (2015) to include continuous and categorical catchment attributes in six thematic groups:
topography, climate, soil, vegetation, geology and streamflow indices. Figure 3.6 offers a full list
of attributes. Detailed descriptions and definitions for each attribute can be found in Tables 1-
6 in Addor et al. (2017). Examples of continuous attributes are mean annual precipitation or
fraction of the catchment covered by forest. Categorical attributes were not considered in this
study, since the statistics method could not account for categorical attributes. This way both
methods analysed the same catchment attributes. We additionally calculated catchment shape
as represented by the elongation ratio (Schumm, 1956). A value closer to 1 indicates a round
catchment; a value closer to zero an elongated catchment.
3.3.2 Flood process classification
Flood events were identified using a peaks-over-threshold approach. It identifies the highest
independent streamflow peaks in the time series. The number of peaks varies depending on
the threshold, which can be set to find a certain number of peaks per year. The R function
"findPeaks" from the package "quantmod" (Ryan and Ulrich, 2019) was used to identify all peak
streamflow days. Only independent flood peaks higher than mean daily streamflow were kept
for further analysis. For any flood peak identified by "quantmod" to be independent from another,
the time difference between both peaks has to be larger than the mean rising time calculated
from 5 ’clean hydrographs’ (Cunnane, 1979). They are the 5 highest peaks with a large time
difference to the previous peak. An additional independence criterion was that a trough between
two peaks needed to be less than 2/3 of the first peak (Cunnane, 1979). Two subsets of peaks with
different magnitudes were identified: One with an average of one event per year (larger peaks)
and one with an average of three (smaller peaks) events per year to compare if a difference in
magnitude has an effect. We included this option because several studies indicate that land use
or storage capacity are more influential for floods of smaller magnitude (Rogger et al., 2012;
Van Dijk et al., 2009; Wood et al., 1990). If there were more events per year than specified, the
smallest peak events were removed.
We classified the identified flood events in each catchment into one of five hydrometeorologi-
cal generating processes (Chapter 2): excess rainfall, short rainfall, long rainfall, snowmelt and
a combination of rain and snowmelt (rainfall/snowmelt). A decision tree (Figure 2.1) evaluated
hydrometeorological conditions in a 7-day time period before any flood event. It used the date of
the flood event and hydrometeorological input data, as well as soil moisture and snowmelt esti-
55
CHAPTER 3. HOW DO CLIMATE AND CATCHMENT ATTRIBUTES INFLUENCE FLOOD
GENERATING PROCESSES?
mates obtained from a simple lumped model routine run at a daily time step (Chapter 2). Critical
temperature for snowfall and melt was set to 1◦ C (Jennings et al., 2018). The thresholds of the
tree are based on the hydrometeorological time series of each catchment. This methodology en-
abled us to classify a large sample of flood events across various climatic regions without prior
knowledge about dominant flood generating processes for each catchment. The tree is structured
to first evaluate if snowmelt and rainfall occur simultaneously. This is a simplified definition of
rain-on-snow floods, as it does not take the snowpack energy balance into account (Marks et al.,
1998; Pomeroy et al., 2016). In a next step, it checks if snowmelt was higher than the thresh-
old, which would indicate a snowmelt flood event. If neither was the case, the tree evaluates if
higher than average multi-day rainfall fell on previously saturated ground to determine if the
flood event was an excess rainfall flood. If that was not the case it evaluates whether the thresh-
olds for long rainfall and then short rainfall are exceeded. If no process could be identified, the
class ’other’ will be assigned. Events classified as other were not considered in this analysis. For
an in-depth description and evaluation of this methodology please refer to Chapter 2.
3.3.3 Climate type definition
Climatic catchment attributes influence catchment flow behaviour (Addor et al., 2018; Berghuijs
et al., 2014a; Jehn et al., 2020; Knoben et al., 2018). We wanted to determine whether the impor-
tance of other catchment attributes varies between the different climate types. The CAMELS
data is well suited to answer this as the catchments lie within various different climatic regions.
In regard to flood process distribution, Berghuijs et al. (2016) note the influence of aridity on
the distribution of excess rainfall and short/long rainfall floods. There will be very few or no
snowmelt or rainfall/snowmelt floods in catchments with small or zero fraction of precipitation
falling as snow. Since the importance of these two attributes (aridity and fraction of snow) is al-
ready known, we split the dataset into different climate types to evaluate the interaction of these
attributes with others. Based on two climatic indices from the CAMELS dataset (Addor et al.,
2017) the catchments were separated into three different groups: wet, dry, and snow-influenced
catchments. Wet catchments were defined as catchments with an aridity index PET/P < 1. Po-
tential evapotranspiration in those catchments is lower than precipitation (i.e. energy-limited
catchments). Dry catchments have an aridity index > 1 respectively, with mean potential evap-
otranspiration larger than mean precipitation (i.e. water-limited catchments). All catchments
with a fraction of precipitation falling as snow higher than 20% were designated as snow catch-
ments, regardless of their aridity. 20% was chosen as value representing different literature
options, while also ensuring approximately equal numbers of catchments in each climatic re-
gion. There is no clear definition which snow fraction indicates a snow-dominated catchment.
Berghuijs et al. (2014b) use 15% as a threshold value. Davenport et al. (2020) on the other hand,
show a change from peak streamflow from spring/summer to winter from a winter precipitation
fraction of snow of 30%. The flood process classification showed that these thresholds deliver
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roughly similar numbers of catchments for all climate types while grouping catchments with
snowmelt flood contributions together. The distribution of catchments for each climate type is





























Figure 3.1: a: Classification of 671 CAMELS catchments into three climate types wet, dry and
snow based on aridity and fraction of snow. Climate type thresholds are indicated through
dashed lines. Aridity and fraction of snow taken from Addor et al. (2017). b: Spatial distribu-
tion of the three climate types for the CAMELS catchments.
3.3.4 Estimation of the influence of climate and catchment attributes on
flood generating processes
We employed two methods to evaluate which attributes influence the flood generating pro-
cess distribution. A statistics-based approach comparing frequency distributions and an inter-
pretable machine learning approach called accumulated local effects. An overview over the ben-
efits and drawbacks for both methods is presented in Table 3.2. Both methods are described in
detail further below.
3.3.4.1 Comparison of frequency distributions
We first evaluated the influence of each continuous attribute on each flood generating process.
We stratified this analysis by climate type (Section 3.3.3) because it is plausible that the influ-
ence of attributes varies with the environmental setting. For this we applied a comparative
hydrology approach (Falkenmark et al., 1989; Gaál et al., 2012). To assess the influence of
one attribute on one process, we compared two distributions of the same attribute with each
other sampled across all catchments within one climate type. Each catchment can contribute
the same attribute multiple times depending on the number of events. We compared the em-
pirical cumulative distribution function (ECDF) of the attribute, sampled from all catchments
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Table 3.2: Benefits and drawbacks of the two methods used to evaluate attribute influence. FDM
refers to the frequency distribution method, ALE to the Accumulated Local Effects.
Strengths FDM ALE
Compare influence between different processes x
Compare influence between different attributes x
Shows direction of influence x
Able to account for non-linear relationships x x
Weaknesses
Sensitive to correlated attributes x
Sensitive to unequal sample size x
Sensitive to small sample sizes x
Sensitive to unevenly distributed data x
Needs domain knowledge for interpretation x
Uncertainty of model prediction x
with events driven by that process, with the ECDF associated with all events (independent of
process) (Figure 3.2a/b). If the two distributions differ, we inferred that this attribute influences
the occurrence of that process (Gaál et al., 2012; Merz et al., 2006; Pianosi and Wagener, 2015).
For example, if a catchment had 15 excess rain events and the mean annual rainfall attribute
in that catchment was 400 mm per year, then this catchment would contribute the value 400
mm 15 times to the specific process distribution. If the next catchment had 10 excess rainfall
events and a mean annual rainfall of 350 mm per year, it would contribute the value 350 mm
10 times to the same distribution. Similar methods have been applied by Merz et al. (2006) to
study runoff coefficients and by Gaál et al. (2012) to evaluate flood duration.
To make the distributions comparable, all attribute values were normalised (min-max-normalisation).
To summarise the divergence between the two distribution functions, we calculated the mean dif-
ference between 100 values along the ECDF curve for each process and the curve for all events.
The resulting value may be either positive or negative. Figure 3.2c illustrates that a negative
(positive) value indicates an increased occurrence of the process for smaller (larger) values of
the attribute. Figure 3.2d displays how the mean difference between each process curve and the
full range curve translates into a single metric. We used cumulative frequency density functions
instead of frequency density functions as they can be calculated without any prior parameter
assumptions (Pianosi and Wagener, 2015).
We chose this approach over a correlation-based analysis since a simple correlation analysis
would only be able to determine linear relationships between catchment and climatic attributes
and flood generating processes. The comparison of ECDF curves is able to indicate both linear
and non-linear relationships by taking into account variations across the whole attribute space.
Although rank correlation would be able to give similar results as the curve summary statistics,
the comparison over the whole curve additionally allows a visual interpretation of influential
attribute ranges (See Figures B.5 to B.9 in Appendix B).
58
3.3. METHODOLOGY
A drawback of this approach is that the distribution functions are sensitive to unequal sam-
ple size and to small samples (e.g. the overall number of snowmelt and rainfall/snowmelt flood
events in dry catchments is small). If one sample is much larger than the others, it dominates
the comparison distribution (e.g. there are much more excess rainfall events in wet catchments
than any other process). A small sample size may lead to uncertainties in the real distribution
function (an example in Figure 3.2b is the distribution of snowmelt events in dry catchments).
For this reason more weight should be given to distributions based on a larger sample size. In
Figure 3.2d this is taken into account by adjusting the point size according to the sample size.
Another limitation is that only continuous variables can be analysed in this way. Lastly, a lim-
itation of the applied summary statistic is that attributes that reverse their influence (i.e., the
ECDF curves cross one another) would sum to zero. We visually checked all curves and there
is only one case (influence of mean annual precipitation on rainfall/snowmelt floods in "snow"
climate) where this occurs.
3.3.4.2 Random forests
A random forest is a machine learning model approach that creates and combines multiple
regression trees (Breiman, 2001). Addor et al. (2018) list the benefits of random forest models
as allowing multiple predictors, being able to incorporate nonlinear relationships, flexibility, a
reduced risk of data overfitting compared to individual regression trees, interpretability, and
computational efficiency. These benefits make random forest models particularly suitable for
predicting hydrological signatures in space where that is possible (Addor et al., 2018; Booker
and Woods, 2014).
We used a random forest model in two ways: (1) to explain flood generating processes using
interpretable machine learning; and (2) to predict flood process distributions from catchment
attributes. The latter can demonstrate both that catchment attributes influence the distribution
of flood-generating processes, and that it is possible to predict the flood process distribution in
ungauged catchments. For each climate and process a separate random forest model was used.
Each estimated the percentage of events contributed by the respective process.
Prediction accuracy was evaluated using 10-fold cross-validation (see e.g. Addor et al., 2018).
Random forest models tend to overfit with training data and cross-validation gives a better
evaluation of prediction accuracy than performance evaluation based on training data (Dormann
et al., 2013). Therefore, the dataset was split into ten equal-sized samples. Ten random forest
models were trained with nine parts of the data each, and evaluated on the respective tenth
part. This way prediction accuracy could be evaluated for all catchments. Prediction accuracy
was calculated as the coefficient of determination (R2). Robustness of the random forest model
was checked by repeating random forest generation with 50 different initial random seeds.
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3.3.4.3 Accumulated local effects applied to random forest
To interpret a random forest model, Addor et al. (2018) refer to the possibility of determining
the influence of an attribute on the outcome through variable importance (the increase in error
when a predictor is shuffled). However, this metric is unsuitable for datasets with correlated
features (Toloşi and Lengauer, 2011; Degenhardt et al., 2019; Dormann et al., 2013) such as
the CAMELS dataset (Jehn et al., 2020). Instead we use an interpretable machine learning
approach, accumulated local effects, that is not biased against correlated attributes (Apley and
Zhu, 2020). We provide a brief introduction into interpretable machine learning here and a more
in-depth introduction into accumulated local effects in Section B.1 in the Appendix.
Accumulated local effect (ALE) plots improve the application of more commonly used partial
dependence plots (Anchang et al., 2020; Friedman, 2001; Molnar, 2019). After a model was fit
to the data, ALE plots evaluate the change in model prediction over a small interval of an in-
put variable (Apley and Zhu, 2020). Interval size is determined by quantiles in the distribution
(Molnar, 2019). For all observed data points in that interval, differences in prediction between
the interval boundaries are calculated. This way the change in the variable of interest (local
effect) is recorded, disregarding any correlation effect by other variables. The local effects for
each boundary are accumulated into a curve and centred around zero. Example accumulated
local effects curves are displayed in Figure 3.3a (black lines) for mean precipitation, mean po-
tential evapotranspiration and water fraction in the soil. Any divergence from zero reveals a
conditional effect of the attribute on the prediction outcome. Blue bars in Figure 3.3a plot the
divergence which indicate a conditional effect, from now on referred to as influence. The random
forest model has been implemented using the ’randomForest’ package in R (Liaw and Wiener,
2002) and the accumulated local effects were calculated using the package ’iml’ (Molnar et al.,
2018).
Accumulated local effects are a relatively new method. They have proven their applicability
in several fields (e.g. Anchang et al., 2020; Brown et al., 2020; Konapala et al., 2020). One limita-
tion is that accumulated local effects evaluate the reaction of a model to changes in an attribute.
Results are not directly based on data. Accumulated local effects calculated on a model with low
performance will yield less reliable results (Zhao and Hastie, 2019). Another limitation is that
ALE plots do not give reliable results in attribute ranges with scarce data (Molnar, 2019). Inter-
val size, over which the accumulated local effect is calculated, is not regular but instead is based
on an equal number of observations per interval. In unevenly distributed data, this can lead to
large interval sizes. In the CAMELS dataset, that is the case for the attributes water fraction,
organic fraction and carbonate rocks fraction. Figure 3.3 demonstrates how the unevenly dis-
tributed fraction of water in the soil data (Figure 3.3b) translates into only two intervals, one at
zero and one at 10 (Figure 3.3a, blue bars).
To summarise the influence an attribute has into one number (instead of a curve), we calcu-
lated the mean absolute values of the accumulated local effects (blue bars in Figure 3.3a). This
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value is comparable between attributes of the same model, but not between different models.
Therefore, the summarised values were normalised (min-max-normalisation) for comparability.
In the example given, mean evapotranspiration would rank as most influential with a value
of 0.93, followed by mean precipitation at 0.84. Due to the uneven distribution, water fraction
would still have a relatively high importance at 0.78.
We applied two approaches to test the robustness of the results. Accumulated local effects
were calculated for each of the 50 random forest iterations using different random seeds. We
recalculated the accumulated local effects with each attribute missing in turn. Both results are
included in the Appendix (Figure B.2 and Figures B.3 and B.4).
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Figure 3.3: Example figure accumulated local effects plot and its limitation. a: Accumulated local
effects plot for predictions of snowmelt floods in wet climate catchments. The dashed line is the
zero line. Blue bars indicate interval locations identified by the ALE algorithm. Their divergence
from zero is calculated and the mean is taken as a summary value. b: Data distribution for each
of the example attributes.
3.4 Results
3.4.1 Event classification
Figure 3.4 illustrates the contribution for each flood generating process in each catchment. Ex-
cess rainfall floods are most common in the eastern and north-western United States. Short rain-
fall floods occur most often in the western United States. Snowmelt floods are most common in
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the western-central United States where the Rocky Mountains are. In the north-eastern United
States, rainfall/snowmelt floods are common. Long rainfall floods are most common in the great
Plains area in the central US. Out of all (61,764) identified flood events, the majority of events
are excess rainfall floods (Figure 3.5b). In wet climates excess rainfall floods occur in every catch-
ment (Figure 3.5a). In drier regions, short and long rainfall flood events are more common, with
fewer or no events classified as excess rainfall. The combination of rainfall and snowmelt rarely
occurs, but several snowmelt floods were identified. Catchments with the climate type snow
accordingly classify more events as snowmelt and rainfall/snowmelt. Several catchments with
large percentages of snowmelt floods also classify large contributions from short rainfall/long
rainfall events (Figure 3.5a). The majority of catchments (62%) has a contribution of less than
5% of events classified as ’other’. The catchment with the highest fraction of this kind of events
has 50% of events classified as ’other’.
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Figure 3.4: Contribution in percent for each flood generating process across the CAMELS catch-
ment dataset. Flood events are defined as peak-over-threshold with an average of 3 events per
year.
3.4.2 Distribution comparison
The distribution of each catchment attribute for each process was compared with the distribu-
tion of each attribute across all processes. The more different the distribution, the more influen-
tial an attribute is for that specific process. The results are detailed in Figure 3.6a. The plotted
empirical cumulative distributions functions are shown in the Appendix (see Figures B.5 to B.9
in Appendix B).
From the distribution comparison (Figure 3.6a, read by row), we learn that in wet catch-
ments (P>PET) catchment and climate attributes influence the mix of flood processes only
marginally. The distribution of catchment attributes does not differ widely between catchments
with different mix of flood generating processes. Mainly since all wet catchments are dominated
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Figure 3.5: a: Contribution in percent for each flood generating process across the CAMELS
catchment dataset shown per catchment. Flood events are defined as peak-over-threshold with
an average of 3 events per year. Catchments are sorted by their catchment ID (Addor et al.,
2017) which approximates spatial proximity and an ordering from East to West. b: Overview of
number of events.
by excess rainfall. Excess rainfall as a flood process is only slightly influenced by precipitation
seasonality and mean precipitation. The other processes see a minor influence by further climate
attributes. The only noticeable exception is the positive influence of differences in green vegeta-
tion fraction on snowmelt. We can therefore conclude that, of the attributes we have considered,
aridity and fraction of snow, the same attributes we use to divide the data into climate types,
influence the distribution of flood generating processes. This is confirmed by the difference in
distributions between the three climate types demonstrated by Figure 3.5a.
In drier catchments, the differences in attribute distributions are stronger. Excess rainfall
floods increase with higher precipitation and potential evapotranspiration and decrease with
precipitation seasonality, e.g. with a precipitation maximum in the summer. Increased vegeta-
tion (fraction of forest, green vegetation fraction and leaf area index) similarly increases contri-
bution from excess rainfall floods and decrease occurrences of other processes. Snowmelt floods
decrease most with increasing potential evapotranspiration and increase with seasonality indi-
cated both by precipitation seasonality and differences in green vegetation fraction.
The strongest differences in distribution can be seen in snowy catchments. Elevation de-
creases excess rainfall floods and rainfall/snowmelt floods, and increases the occurrence of short
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rainfall, long rainfall, and snowmelt floods. Several climatic attributes have a strong effect as
well. Vegetation attributes have the strongest effect in Figure 3.6a in snow-dominated catch-
ments. Similarly to drier climates, we can see with increasing vegetation an increased occur-
rence of excess rainfall floods and rainfall/snowmelt floods and a decrease in short rain/long
rain and snowmelt floods. The same methodology applied to larger floods (peaks-over-threshold
with one event per year) yields similar results (see Figure B.1 in the Appendix).
3.4.3 The influence of catchment and climatic attributes using accumulated
local effects
The summarised accumulated local affects (ALE) are shown in Figure 3.6b. In contrast to Fig-
ure 3.6a the values here are standardised for each process/climate. Values are not comparable
between processes but only between attributes for each process (i.e. read the figure by column).
Therefore, for each process it can be assessed how the ranking of attributes changes between
climates. The results are robust over the 50 random forest models (Figure B.2). There are some
variations in ALE values depending on attribute combination (Figure B.3 and B.4). More infor-
mation in that regard is included in the Appendix (Section B.2).
Precipitation seasonality and fraction of snow are ranked influential on predicted excess
rainfall floods in wet climates. The process contribution from excess rainfall is influenced by the
fraction of snow, since more rainfall/snowmelt floods decrease the contribution by excess rainfall
floods (see Figure 3.5a). In dry climates aridity and mean annual precipitation are important as
well as precipitation seasonality. Fraction of snow is less prominent. Climatic attributes in snow-
influenced catchments on the other hand, do not influence contribution of excess rainfall floods.
Instead, elevation is the most relevant attribute for the spatial distribution of excess rainfall
floods.
The distribution of short rainfall floods is not well predicted in wet catchments (R2 = 0.45,
Figure 3.7). Any conclusion here are therefore less reliable. However, in dry catchments aridity
is the most dominant for predicting this type of event, whereas in snow-dominated catchments
elevation is dominant. This is in contrast to long rainfall floods. While aridity is influential in
wet climatic conditions, in dry climates, precipitation seasonality and mean annual rainfall are
more influential than aridity. In snow-dominated climates elevation is similarly important.
The spatial distribution of snowmelt induced flood events under wet climatic conditions is
influenced by several catchment attributes. The catchment attributes are mostly climate at-
tributes such as fraction of snow and mean annual precipitation and potential evapotranspira-
tion, but the difference in green vegetation fraction influences prediction as well. Water fraction,
which refers to the top 1.5 m of soil marked as water in the soil database (STATSGO) (Addor
et al., 2017), shows as relevant as well, although this is due to skewness of the data (Figure
3.3). In a dry climate, only fraction of snow is influential and in snow-dominated catchments
elevation and fraction of snow dominate.
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The contribution of events caused by a combination of rainfall and snowmelt seems to be
differently influenced by catchment attributes than sole snowmelt events. In wet and dry cli-
mate catchment fraction of snow is the most important attribute. However, in snow-dominated
catchments, average duration of dry periods seems to be most influential.
3.4.4 Predictions in space using random forest
A random forest was used as an unsupervised learning model to predict the distribution of
each flood generating process and for each climate. The results of a ten-fold cross validation
are presented in Figure 3.7. It demonstrates that prediction accuracy varies with process and
climate. For all processes, higher observed contributions are slightly underestimated and low
ones slightly overrated. For all processes, there are few outliers. Most occur in snow-dominated
catchments. From Figure 3.7b we can see that prediction accuracy using all attributes is lowest
for short rainfall events in wet climates (R2 = 0.45) and highest for excess rainfall in snowy
climate (R2 = 0.92). Except for rainfall/snowmelt floods, prediction accuracy is always lowest
in dry climates. The variance in prediction accuracy for models with different random seeds is
negligible (black error bars in Figure 3.7b).
3.5 Discussion
3.5.1 Influential catchment attributes
A combined interpretation of the two methods takes the direction of influence (positive/negative)
from the distribution comparison in Figure 3.6a. The accumulated local effects (Figure 3.6b) then
confirm if that attribute is influential in comparison to other attributes. In addition to that, a
comparison between climates is possible using the distribution comparison (Figure 3.6a) as well.
We interpret the combined results in regard to the hypotheses formulated in Section 3.2.1 and
Table 3.1.
Catchments in snow-dominated climate show the strongest influence of catchment attributes
on flood process distribution. There is a clear difference in catchment attributes between differ-
ent flood distributions. In contrast, for wet catchments, attributes do not vary strongly with
different flood process distributions. It is thus important to keep in mind that any importance
the accumulated local effects attribute to catchments in wet regions stems from minor attribute
differences between those catchments. Therefore, aridity and snow fraction, which delineate the
climate group of wet catchments, are by far the most influential attributes for this group.
In dry catchments (P<PET), precipitation seasonality has a slight negative influence on ex-
cess rainfall floods. Higher precipitation seasonality values indicate a precipitation peak in sum-
mer/warm season, and lower a peak in winter/cold season (Addor et al., 2017; Fang and Shen,
2017; Woods, 2009). The colder temperatures prohibit the drying out of soils during the peak
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Figure 3.7: Random forest cross-validation results. For each climate type and flood processes a
separate random forest was trained and validated through cross-validation. a: Validation results
in comparison to the observed classification. A black line indicates the perfect fit. b: Mean and
standard deviation R2 of all 50 random forest models for the cross-validation.
ter, we therefore see more excess rainfall floods. Archer (1981) found for the humid catchments in
Great Britain that soil moisture deficits in the summer prevent flooding despite rainfall events
with high intensity. Instead, flooding is more common in the winter, when soils are saturated.
We can conclude that in catchments where the seasonal precipitation peak coincides with low
evaporative demand, excess rainfall floods would be even more likely. The effect of precipitation
seasonality on excess rainfall floods can be seen for wet and particularly for dry catchments.
This is confirmed by the accumulated local effects. Although influence in the distribution com-
parison is minor, ALE confirms that it is strongest in comparison with the other attributes. In
snow catchments precipitation seasonality is less influential. With temperature below freezing
in winter, winter seasonal precipitation will instead contribute towards snowpack (Woods, 2009)
and not cause floods immediately.
Despite both methods pointing to an influence of elevation as an attribute, it is difficult to dis-
tinguish elevation from various other catchment attributes (Dingman, 1981; Merz and Blöschl,
2009), some of which are not included in the analysis. All high elevation catchments in the
conterminous United States are located in the Rocky Mountains, Sierra Nevadas and in the Ap-
palachian Mountains. In general, mountainous catchments are steeper, have a higher fraction
of bare soils, are smaller, receive more precipitation, and, due to a temperature gradient, have
a higher fraction of snow (Wohl, 2013). Elevation thus affects various aspects of flow behaviour
(Dingman, 1981). We can therefore not conclude if elevation is influential because it reflects a
combination of attributes (fraction of snow, slope, catchment area, etc.) or if it is a proxy for at-
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tributes that are either not measured at all (drainage density, infiltration capacity), or measured
with a high uncertainty (soil characteristics). The interaction between attributes is outside the
scope of this paper (with an exception for aridity and fraction of snow which define the different
climate types). Therefore, we can only take elevation as a proxy for mountainous catchments, in-
dicating that in mountainous catchments flood generating processes are more likely to be short
rainfall floods and snowmelt than excess rainfall.
If and how forest and vegetation in general affect flood characteristics is widely debated
(Bradshaw et al., 2007; Bruijnzeel, 2004; Calder and Aylward, 2006; Rogger et al., 2017) and
varies for different processes (Table 3.1). However, several studies showed that runoff processes
can be influenced by land use, for example by decreasing quick rainfall runoff as well as snow-
pack volume. This affects particularly arid/semi-arid and snow-influenced areas (Lull and Rein-
hart, 1972; Osterkamp and Friedman, 2000; Pariente, 2002; Storck et al., 2002; Shafer et al.,
2007; Zhang et al., 2011). The results from the distribution comparison agree with findings in
the literature. The comparison shows a stronger influence of vegetation on excess rainfall floods
(positive) and short/long rain floods (negative) with increasing vegetation compared to wet catch-
ments. Shafer et al. (2007) notes for desert areas that vegetation increases infiltration capacity
of the soil. Additionally, in arid to semi-arid areas in Israel, shrubs will locally increase soil
water retention (Pariente, 2002), this will reduce quick runoff generation leading to less short
rain floods. Zhang et al. (2011) describe for the sub-humid east Qinghai-Tibet Plateau that for-
est vegetation in comparison to shrubs increase water retention of the soil. Merz and Blöschl
(2003) describe for Austria, that an increased water retention requires larger rainfall amounts
or previous saturation to cause flood sized runoff events. This explains why vegetation that in-
creases water retention increases the proportion of excess rainfall floods and decreases short
rainfall/long rainfall floods.
However, the distribution comparison approach is sensitive to correlated attributes. In the
CAMELS data the correlation between vegetation and climate attributes is strongest for snow-
dominated catchments (Figure B.10). The effect we are seeing could therefore just be due to
correlation and only climate but not vegetation attributes influence flood process distribution.
Yet, the accumulated local effects approach which is unbiased to correlated features, sees a
minor influence of vegetation as well. So, does vegetation play a role or not? While vegetation
attributes do have some influence on flood processes, the influence is small if compared to climate
attributes (which is the result the accumulated local effects show). This has been noted for other
flow behaviour as well. Jehn et al. (2020) notice that hydrologic catchment clusters are most
strongly shaped by climate but that vegetation and soil information play a role as well. Similar
conclusions have been reached by Berghuijs et al. (2014a) for similarity in a seasonal water
balance. Based on their experience it stands to reason that in study areas with very similar
climate, vegetation will determine mix of flood generating processes.
In contrast to vegetation, we did not find area, slope and shape to be influential. Although
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these attributes have been shown to influence flood magnitude (Gaál et al., 2012; Murthy, 2002;
Padi et al., 2011; Smith et al., 2015), we detected no influence on flood process. For the lack
of effect of area on snowmelt floods, this has been documented in previous studies (Merz and
Blöschl, 2003). A possible explanation that the effect of area on short rain floods was not detected
as expected (Table 3.1) could be that the effect is strongest for flash floods occurring within a few
minutes/hours. These types of floods were outside the temporal resolution of the data.
3.5.2 Predictions in space using random forest
In addition to evaluating attribute influence, we were able to show that a random forest model
is able to predict the spatial distribution of each flood generating process. The accuracy of the
prediction varies between climates, and especially in a wet climate, several processes are not
as well predicted. A possible explanation might be that with excess rainfall being the most com-
mon process in these regions, any other processes can be related less to catchment or climate
attributes and more to extreme weather events occurring outside the regular flood season, for
example severe thunderstorms or tropical cyclones (Smith et al., 2018). In Chapter 2 we high-
lighted that in the southeastern United States, several catchments have a different dominant
flood generating process than they do for the most extreme flood event in the time series. These
single event contributions from different processes are difficult for a random forest model to pre-
dict based on stationary input attributes. Therefore, while the overarching prediction accuracy
might be high, the possible uncertainty of extreme flood generating processes should be kept in
mind.
3.5.3 Limitations
The simple snowmelt routine and simplified definition of rain-on-snow floods used here can lead
to some misclassifications of snowmelt and rain-on-snow floods on an event basis (Chapter 2).
However, in Chapter 2 we also mention that relative contribution of each flood process within a
catchment seemed to be classified correctly. Since this is the information used in this analysis,
we assume that individual event misclassification does not have a large impact on the overall
result.
We recognise that environmental data is prone to uncertainties. Soil data, in particular, re-
lies on uncertain interpolation of point measurements over space and depth (Addor et al., 2017;
Merz and Blöschl, 2009; Miller and White, 1998). This uncertainty might be a possible explana-
tion for having found little influence of soil attributes on flood processes, despite the influence
of soil on storage capacity (Section 3.2.1, Table 3.1). Similar uncertainties can be found in large
scale geology data sets, especially since the CAMELS dataset uses information from global ge-
ology datasets (Addor et al., 2017). The evaluated attributes were all taken from the CAMELS
dataset (Addor et al., 2017) as a consolidated source. Further studies might want to take addi-
tional and non-stationary catchment attributes into account. Possible suggestions for additional
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stationary attributes are drainage density, wetland area, slope aspect and urbanised areas. Pos-
sible suggestions for non-stationary attributes are forest cover, leaf area index, green vegetation
fraction, annual precipitation and annual fraction of snow. Furthermore, the dataset includes
mostly small headwater catchments. It is possible that the conclusions might change if larger
catchments are taken into account (FAO, 2002). It is likely that influence of land use attributes,
such as vegetation, would be even less noticeable in larger catchments due to confounding rela-
tionships with other attributes (Rogger et al., 2017).
3.6 Conclusions
We employed a statistics-based approach (comparing empirical cumulative distribution func-
tions) and a machine learning approach (random forest model combined with accumulated local
effects) to evaluate which catchment attributes influence flood generating processes. Accumu-
lated local effects have only recently been introduced to the field of hydrology (Konapala et al.,
2020). The careful combination of the two approaches combined with hydrological theory al-
lowed us to draw conclusions how catchment attributes influence flood generating processes.
We recommend that the hydrological community makes more use of the novel methods of inter-
pretable machine learning. Particularly, since correlated attributes are a common occurrence in
hydrologic catchment data.
In regard to flood generating processes we found that climatic attributes, such as fraction
of snow, aridity, precipitation seasonality and mean precipitation have the strongest influence
within the catchment and within space. In comparison, vegetation plays a minor role. This con-
firmed previous findings that flow behaviour across climates is most strongly influenced by cli-
mate attributes (Addor et al., 2018; Jehn et al., 2020). In snow-influenced catchments, elevation,
as a proxy for one or more attributes, is influential in predicting flood processes across space.
Neither of the methods we used found soil or geologic attributes to be influential. This might be
due to limitations in data quality or attribute selection for both groups.
With the available catchment attribute information the mix of flood generating processes can
be predicted with relatively high accuracy. A prediction of processes for ungauged catchments is
therefore possible, although climate-dependent uncertainties should be taken into account.
Further studies are necessary to evaluate the implication of these findings in regard to
changes in climate and land use. Changes in flood magnitude and frequency have been observed,
yet direction and magnitude of the trends are not homogeneous (Blöschl et al., 2019b; Gud-
mundsson et al., 2019; Mallakpour and Villarini, 2015; Sharma et al., 2018; Wasko and Nathan,
2019). The results of this study can give an indication why: not all flood processes are influenced
by the same climate attributes and the influence of catchment attributes on flood generating
processes varies between different climates.
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3.7 Data Availability Statement
The Catchment Attributes and Meteorology for Large-sample Studies (CAMELS) dataset (Ad-
dor et al., 2017; Newman et al., 2015) is freely available at https://ral.ucar.edu/solutions/
products/camels. The National Soil Geographic Database (NATSGO) used to calculate avail-
able soil water storage (Soil Survey Staff, 2019) is freely accessible at https://nrcs.app.box.
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4.1 Abstract
Floods are a common natural hazard with costly and often fatal consequences. Under changing
climatic conditions, extreme precipitation events have increased in severity. This is expected to
affect flood magnitude. However, several previous studies were not able to reach comparable con-
clusions in regard to direction of flood trends and their drivers. We investigate some potential
explanations for this inconsistency. These include (1) the importance of climate-dependent dif-
ferences in flood generating processes and (2) the effect of alternative event sampling methods.
We investigate these two aspects using a quasi-global dataset comprising catchment data from
Australia, Brazil, Chile, Great Britain, and the United States. The compiled dataset represents
a wide range of climates.
We first evaluate how streamflow reacts to precipitation under different initial soil moisture
conditions. It is well known that extreme precipitation is more likely to cause flood events under
high soil moisture conditions. Our results show that this interaction of precipitation, soil mois-
ture, and streamflow changes with aridity. This indicates that the influence of soil moisture on
flood trends might change with aridity, which should be considered in flood trend studies.
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Additionally, we compare two sampling strategies that are currently in use: sampling events
by extreme precipitation and sampling events by extreme flow. Sampling events by extreme
precipitation is likely to miss some significant flood events and include lower flow events due to
the strong interaction between precipitation and soil moisture. To summarise, we recommend
that flood trend studies (i) should stratify large samples according to flood process, e.g. by using
climate as an indicator of process and (ii) should include extreme flow events which are caused
by moderate precipitation.
4.2 Introduction
Trends in extreme precipitation do not translate into trends in flooding (Do et al., 2017, 2020a;
Ivancic and Shaw, 2015; Ledingham et al., 2019; Sharma et al., 2018; Wasko and Nathan, 2019).
Despite clear trends of increasing extreme rainfall due to a warming atmosphere (Allan and
Soden, 2008; OGorman, 2015; Papalexiou and Montanari, 2019), there is no ubiquitous positive
trend in river flood magnitude (Do et al., 2017, 2020a; Gudmundsson et al., 2019; Hirabayashi
et al., 2013; Hoegh-Guldberg et al., 2018; Kundzewicz et al., 2005; Madsen et al., 2014; Mal-
lakpour and Villarini, 2015; Petrow and Merz, 2009; Sharma et al., 2018). Partially, this can
be explained since there are several different flood generating processes including non-rainfall
induced floods (i.e. floods caused by snowmelt, glacier melt, blockages, dam breaks etc.). Focus-
ing on rainfall-induced floods, another explanation is that rainfall does not translate linearly
into streamflow (Gupta et al., 2007; Klemeš, 1989; Scaife et al., 2020). Instead, precipitation
distribution and timing, catchment characteristics and antecedent conditions all influence flood
generation (Andrés-Doménech et al., 2015, Chapter 3 of this thesis).
Antecedent catchment wetness influences rainfall to runoff translation (Merz and Blöschl,
2009; Ghajarnia et al., 2020). Wet antecedent conditions can facilitate runoff generation in sev-
eral ways. High soil moisture increases horizontal and vertical hydraulic connectivity (Hewlett
and Hibbert, 1967; Western and Grayson, 1998; Zehe and Blöschl, 2004). Area in the catchment
that is saturated will contribute quickly to runoff generation, a concept described as variable
source area (Dunne and Black, 1970; Hewlett and Hibbert, 1967). However, the relationship be-
tween soil moisture and runoff is not linear (Tarasova et al., 2018). Many catchment studies in
various climates note that a threshold soil moisture level needs to be reached before any stream-
flow reaction occurs (Brocca et al., 2013; Penna et al., 2011; Ries et al., 2017; Saffarpour et al.,
2016; Western and Grayson, 1998; Zehe and Blöschl, 2004). In some cases, dry soils can facil-
itate runoff generation as well. In arid catchments crusts can develop that reduce infiltration
rate leading to infiltration excess overland flow (Ries et al., 2017). It has been suggested that
the relevance for catchment wide streamflow generation is low. Instead runoff from crusted soil
tends to saturated surrounding areas (Ries et al., 2017; Cantón et al., 2002).
With runoff increased through wet antecedent conditions, it is not surprising that rain falling
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on saturated soil is a common flood generating process (Berghuijs et al., 2016, 2019, Chapter 2 of
this thesis). Precipitation and soil moisture interact to influence flood magnitude. The likelihood
for extreme precipitation to cause a flood event is lower under dry antecedent conditions than
under wet antecedent conditions (Ivancic and Shaw, 2015). However, extreme precipitation can
cause flood events under dry soil conditions that reach similar magnitudes as non-extreme pre-
cipitation events on wet soil (Castillo et al., 2003; Grillakis et al., 2016; Saffarpour et al., 2016).
These two different streamflow generating processes are described by Saffarpour et al. (2016) as
rainfall intensity dependent versus wetness dependent. The wetter the catchment, the lower the
precipitation can be to generate a flood event (Saffarpour et al., 2016; Alvarez-Garreton et al.,
2014). In consequence, incorporating soil moisture into hydrological models improves flood esti-
mates (Beck et al., 2009; Brocca et al., 2017; Tramblay et al., 2010).
The examples of precipitation - soil moisture - flood interaction given so far are mostly from
small sample studies (i.e. Alvarez-Garreton et al., 2014; Brocca et al., 2013; Castillo et al., 2003;
Grillakis et al., 2016; Ries et al., 2017; Saffarpour et al., 2016) or from large-sample studies
that do not take different climate controls into account (i.e. Berghuijs et al., 2016, 2019; Ivan-
cic and Shaw, 2015; Tarasova et al., 2018). One question they do not address is whether these
interactions change across climate regions. Yet, there are several indications that this might be
the case. Hydrological processes and specifically flood generating processes have been shown to
change across climates. In particular, aridity is an influential variable for hydrological processes
(Knoben et al., 2018, Chapter 2 of this thesis). In a direct comparison between two catchments
Brocca et al. (2013) revealed that the semi-arid catchment showed the previously mentioned
threshold behaviour, while another more humid catchment showed a more continuous but still
non-linear relationship between soil moisture and streamflow (Brocca et al., 2013). A possible ex-
planation is the difference in hydrologic connectivity between humid and (semi-)arid catchments.
In (semi-)arid catchments connectivity is intermittent and dependent on precipitation distribu-
tion in time (Puigdefábregas et al., 1998; Ries et al., 2017), thus requiring pre-saturation before
a streamflow reaction occurs.
We therefore first hypothesise a changing interaction of precipitation, soil moisture, and
floods across climatic regions. Why is this relevant? Because it would point at some shortcomings
in how we currently design and interpret flood trend attribution studies. While there are several
studies that explore soil moisture as a potential driver of flood changes (Blöschl et al., 2019b; Do
et al., 2020a; Wasko and Nathan, 2019), most do not take the change in processes with climatic
region into account. On the other hand, Tabari (2020) demonstrate that the connection between
trends in flooding and trends in precipitation changes with aridity. They argue this is due to
different flood generating processes, without expanding on the possible role of soil moisture.
If our hypothesis is supported, it would indicate that both approaches need to be combined
to consider both soil moisture importance and changing interaction with precipitation across
climates.
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The knowledge that flood events are a consequence of co-occurrence of a precipitation event
with soil moisture state also has implications for another key aspect of flood trend studies: which
events are selected to evaluate flood trends. Studies that evaluate trends in flooding have used
two event sampling strategies. One approach is to select events where streamflow magnitude
exceeds a threshold, and then sample associated precipitation and soil moisture state for those
events (Berghuijs et al., 2019; Blöschl et al., 2019b; Sikorska-Senoner and Seibert, 2020). A
contrasting approach is to sample events where precipitation magnitude exceeds a threshold
and then sample or model associated streamflow response and soil moisture state (Ivancic and
Shaw, 2015; Swain et al., 2020; Uhe et al., 2019; Wasko and Nathan, 2019). There currently are
no studies comparing these two sampling approaches, but the mediating role of soil moisture
suggests they could be quite different. Does one sampling method provide very different results
for flood trends than the other?
Our second hypothesis is therefore that due to the non-linear interaction between precipi-
tation, soil moisture, and streamflow, the choice of sampling can have a noticeable impact on
the detected flood trend. Specifically, we argue that sampling according to extreme precipitation
will miss out on flood events that are caused by moderate precipitation on wet soil, which is
problematic given that this is a common flood generating process (Berghuijs et al., 2016, 2019;
Merz and Blöschl, 2003; Sikorska et al., 2015; Tarasova et al., 2020b, Chapter 2 of this thesis).
In this study, we demonstrate the importance of flood generating processes not only when
attributing flood trend drivers, but also when designing flood trend studies. We make use of
recent additions to the CAMELS catchment dataset (Addor et al., 2017) to create a quasi-global
catchment dataset across diverse climatic regions. The data is used to evaluate the changing
interaction of precipitation, soil moisture, and streamflow across diverse climatic regions and to
compare different event sampling approaches.
4.3 Methodology
4.3.1 Selection of catchments and streamflow time series
We combined the five currently available CAMELS datasets (Catchment Attributes and Mete-
orology for Large-sample Studies) (Addor et al., 2017; Newman et al., 2015) to create a quasi-
global catchment dataset. The original CAMELS-US dataset combines daily streamflow time se-
ries with catchment attributes and catchment outlines for 671 catchments in the United States.
CAMELS datasets for Chile (CL, Alvarez-Garreton et al., 2018), Great Britain (GB, Coxon et al.,
2020), Brazil (BR, Chagas et al., 2020) and recently Australia (AU, Fowler et al., 2021c) have
subsequently been published. The locations for all catchments included in this study are shown
in Figure 4.2. There are several advantages of using the continually growing resources of the
CAMELS datasets: (1) They offer quality controlled, daily streamflow time series. (2) The catch-
ments included are mostly natural with no or limited anthropogenic influence (Addor et al.,
76
4.3. METHODOLOGY
2017). CAMELS datasets where that is not the case (for example, Chile or Brazil) include in-
dices of anthropogenic influence in order to potentially exclude these catchments from analysis,
which is important in separating a climate change signal from other human influences (Di Bal-
dassarre et al., 2010). (3) The catchments cover a wide range of different climatic regions. (4)
All datasets use the same methods to calculate climate and catchment attributes making the
datasets compatible. While the calculations used are the same, forcing products for the indices
can differ between datasets, since national climate forcing datasets are used. Although the list
of catchment attributes provided grows with every published dataset, each aims to include the
attributes provided in the original US dataset (Addor et al., 2017).
Of the available catchments, only catchments with at least 20 years of data with less than
15% missing days (Do et al., 2017; Kjeldsen, 2015) were kept for analysis. To exclude anthro-
pogenic influence on streamflow trends, catchments with dams in the catchment as indicated by
the CAMELS attributes were not included in the analysis. We generally followed the recommen-
dations given by the CAMELS dataset creators. For example, CAMELS-BR catchments were
excluded where degree of regulation was higher than 10% (Chagas et al., 2020). Where avail-
able (CAMELS-AUS, CAMELS-BR), streamflow quality flags were applied to exclude stream-
flow days with uncertain or doubtful measurements. Additionally, catchments with a lag time
between precipitation and streamflow of more than five days were excluded, since catchments
with higher lag time than five days are likely predominantly snow influenced (Ivancic and Shaw,
2015) or influenced by other storages (groundwater, dams, lakes, wetlands). The lag time was
calculated as the time difference at which the cross correlation between catchment daily precip-
itation time series and daily streamflow is maximum.
4.3.2 Precipitation and soil moisture time series
The streamflow time series were combined with global gridded precipitation and soil mois-
ture data. We used global, rather than the national data offered by the CAMELS datasets, to
make the input time series comparable in spatial and temporal resolution between the different
datasets. For each catchment, daily average precipitation was calculated using the Multi-Source
Weighted-Ensemble Precipitation (MSWEP) Version 2.2 (Beck et al., 2017b, 2019).
In regard to trend calculation, multi-source precipitation datasets need to be treated with
caution (Sun et al., 2018). Varying availability of data sources (e.g. numbers of gauges/remote
sensing information) over time can lead to inhomogeneities. However, Beck et al. (2017c) found
that in comparison with other global precipitation products, MSWEP V2.2 offers more reliable
rainfall trends than other products.
For soil moisture, monthly (Blöschl et al., 2019b; Bertola et al., 2021) catchment averages
were calculated using ERA-5 Land. The reanalysis product provides monthly data from 1981-
present at 9 km grid resolution. It is a down-scaled version of the ERA5 reanalysis (Hersbach
et al., 2020; Muñoz-Sabater, 2019). ERA5 or its earlier version ERA-Interim has been consis-
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tently shown to provide good or better soil moisture estimates than other available global prod-
ucts in various climates (Albergel et al., 2013; Beck et al., 2021; Deng et al., 2020; Dorigo et al.,
2015; El Khalki et al., 2020; Mahto and Mishra, 2019; Yang et al., 2020a). For this study, we av-
eraged soil moisture values over three layers to a depth of 100 cm to gain root-zone soil moisture
information.
4.3.3 Selection of events
Precipitation events were identified based on the daily time series for each catchment. A pre-
cipitation event is defined as any day or sequence of days with precipitation higher than 1 mm.
To exclude precipitation events with snow influence, we calculated for each event snowmelt and
snow storage using a degree-day snow routine (Chapter 2). Temperature data were taken from
the Berkeley Earth gridded surface temperature dataset (Rohde et al., 2013). The rain to snow
threshold was set at 1◦ C (Jennings et al., 2018). Events with snow storage or snowmelt contri-
bution higher than 1 mm were excluded.
For each precipitation event, several signatures were identified as indicated in Figure 4.1.
1. Initial soil moisture: the soil moisture on the first day of the precipitation event.
2. Maximum precipitation: the highest daily precipitation within the event.
3. Maximum streamflow: the highest daily flow between the date of maximum precipitation
and five days after the end of the precipitation event (Wasko and Nathan, 2019). Stream-
flow maxima can be of any magnitude and are not necessarily flood events.
4. 7-day precipitation volume (Ivancic and Shaw, 2015, Chapter 2 of this thesis) before the
maximum streamflow event. The results for precipitation volume are included in Appendix
C.
To make the variables comparable between catchments, we standardised the values for each
signature (1-4) using the concept of flow duration curves. Though, instead of calculating the
exceedance probability using a flow duration curve, we use the conceptually similar empirical
cumulative distribution function (ECDF) to calculate the non-exceedance probability (NEP). It
refers to the percent of time a certain magnitude in the time series is not-exceeded. It simplifies
the reference to high flows, since a high non-exceedance probability refers to a high magnitude
value. The resulting probabilities are also connected to percentile thresholds used for trend anal-
ysis, i.e. an event with an non-exceedance probability of 90% is equivalent to a 90th percentile
magnitude. An added benefit of this approach is the reduced uncertainty surrounding extreme
streamflow measurements (Clarke, 1999).
The approach of identifying catchment streamflow reaction to any precipitation amount
can be considered a simplified approach of streamflow event identification. We chose against
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a streamflow based event-identification procedure for two reasons. Firstly, large-sample event-
identification approaches are novel and have only been tested in a humid-temperate climate
(Tarasova et al., 2018). Developing or testing a novel approach is outside the scope of this re-
search. Secondly, the aim is to evaluate catchment streamflow reaction to precipitation input.
It is possible that a precipitation event will not cause a streamflow reaction. With the current
precipitation based approach, these non-reactions will be recorded as well.
A benefit of this approach is that streamflow maxima without any prior precipitation in-
put will not be included in the analysis. Thus, streamflow maxima generated by non-rainfall
processes, such as snowmelt, glacier melt, dam breaks, blockages, etc. are excluded from the
analysis. On the other hand, since streamflow reaction to any precipitation amount is consid-
ered, most rainfall generated streamflow peaks are likely included in the analysis. To ensure
independence of streamflow maxima, we imposed that the time between streamflow maxima
occurring during two consecutive precipitation events be larger than the average time lag be-
tween the precipitation and streamflow time series. If two consecutive maxima did not respect
this condition, only the larger maximum of the two is kept. Due to the five-day window after the
end of a precipitation event, it is possible that a maximum streamflow event can be associated
with multiple precipitation events. In Figure 4.1 that would have been the case if Qmax2 had
occurred on the first day of event 2. If that were the case, only the later precipitation event and
its associated signature (in that case event 2) would have been included.
Pmax1 Qmax1
Event 1









Figure 4.1: Schematic of event selection procedure for the signatures initial soil moisture (SM),
maximum precipitation (Pmax), and maximum streamflow (Qmax).
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4.3.4 Visual assessment of the interactions between precipitation, soil
moisture and streamflow
In order to demonstrate the interactions between precipitation, soil moisture, and streamflow,
in this study the three signatures, initial soil moisture, maximum precipitation, and maximum
streamflow, were visualised together for all events and all catchments. For visualisation pur-
poses, we decided to rasterise the data (two dimensional binning). This was done by creating
a raster with soil moisture non-exceedance probability in the x direction and precipitation non-
exceedance probability in the y direction, each divided in one percent steps (resulting in 100
cells in each direction). Then, for each grid cell we calculated the median of all non-exceedance
probabilities for the streamflow maxima falling in that cell. A high median shows that on aver-
age this specific combination of soil moisture and precipitation leads to a high non-exceedance
probability, thus likely a high magnitude flow.
The distribution of the median streamflow non-exceedance probability is indicated by con-
tour lines. For a smoothed outcome of the contour lines that avoids one-cell contours, a moving
window smoother was applied. For comparison, the not-smoothed raster grids are supplied in
Appendix C, Figure C.1. The method is comparable to an approach by Wasko and Nathan (2019),
where they visualise a surface of non-dimensional rainfall, precipitation and soil moisture val-
ues.
4.3.5 Definition of climatic regions
We demonstrate the effect of climate on the interactions between rainfall, soil moisture, and
flow, by splitting the catchments into four different climatic regions based on aridity: "Very
wet", where the ratio between annual mean potential evapotranspiration and annual mean
rainfall (PET/P) is less than 0.5 (Addor et al., 2017), "Wet", where 0.5<PET/P<1, "Dry", where
1<PET/P<1.5 and "Very dry", where PET/P>1.5. We realise that the thresholds set in this study
are relatively arbitrary as climate is fluent (Knoben et al., 2018). In addition, aridity index value
is not stationary under changing climate conditions (Dai, 2011). However, discretising the con-
tinuous aridity index allowed us to show a distinct gradient in driver interaction between the
different aridity regions. The effect of other variables, namely precipitation seasonality, area and
subsurface storage index (Tarasova et al., 2018), have been tested as well. Subsurface storage
is calculated as the ratio of the 10th percentile streamflow to median streamflow (Borga et al.,
2007; Norbiato et al., 2009; Tarasova et al., 2018). These results are included in Appendix C.
The majority of catchments are located in a wet climate (Figure 4.2). This climate cluster has




























Figure 4.2: Location of catchments in the five CAMELS catchment datasets included in this
study (Australia, Brazil, Chile, Great Britain, United States of America). Colour indicates arid-
ity cluster. The bar chart shows the number of catchments within each cluster.
4.3.6 Sampling strategies for high flow trend analysis and trend slope
estimator
As anticipated in the Introduction, trends in high flow were calculated and compared for two
different sampling strategies: selecting by high streamflow versus selecting by high precipita-
tion. For this comparison, we used the identified precipitation events and associated streamflow
maxima described in Section 4.3.3. The threshold for high streamflow and high precipitation,
respectively, was set to the 99th percentile. There are differing opinions in the literature what
percentile represents high or extreme flows (Slater et al., 2020). 90th (Gudmundsson et al., 2019;
Swain et al., 2020), 95th (Asadieh and Krakauer, 2017; Huang et al., 2013; Solander et al., 2017;
Wasko and Sharma, 2014; Yin et al., 2018), 99th (Huang et al., 2013; Wasko and Sharma, 2014,
2017; Yin et al., 2018) or higher percentiles (Haerter and Berg, 2009; Pall et al., 2007) are all per-
centile thresholds used to describe extreme precipitation or extreme flow. The choice of threshold
for trend calculation is a balance between including sufficient values for a robust trend and not
including lower values which are not extremes. The 99th percentile was chosen to ensure suffi-
cient values while still targeting extreme flows.
To compare the sampling strategies, trends in flow value were calculated for each catchment
for two different subsamples of streamflow maxima, (1) all streamflow maxima occurring after a
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precipitation maximum above 99th percentile precipitation (P>P99); (2) all streamflow maxima
above 99th percentile streamflow (Q>Q99). We used the Theil-Sen estimator (Do et al., 2020a;
Gudmundsson et al., 2019; Sen, 1968; Stahl et al., 2012; Theil, 1950) to calculate the slope
for each subsample of streamflow maxima. τc here is the Theil-Sen slope for each catchment
calculated as the median difference between streamflow value (x) for all possible pairs of high
flow dates. Different dates are indicated by i and j, which represent all possible dates in the time
series.
(4.1) τc = median(
x j − xi
j− i )
Equation 4.2 is used to normalise the slope. The resulting value represents change in percent
per decade independent of catchment size (Stahl et al., 2012). The trend (T in % per decade) is
calculated over the period of record and averaged by the mean variable values (x in mm).




4.4.1 Precipitation - soil moisture - streamflow interaction across climates
4.4.1.1 All streamflow maxima
Figure 4.3A shows median streamflow maxima non-exceedance probability (NEP) as a function
of precipitation intensity and soil moisture. Figure 4.3A is derived from more than 2.2 million
events. The relative distribution of event numbers across the four climate regions is similar
in relative frequency to the distribution of catchments (Figure 4.2), with "wet" and "very wet"
catchments contributing by far the largest share in this dataset. The raster for "dry" and "very
dry" catchments covers a smaller area because a low precipitation non-exceedance probability
in arid regions indicates zero precipitation, and thus no event signature to plot.
Figure 4.3A demonstrates the interaction of the three variables initial soil moisture, max-
imum precipitation, and maximum streamflow averaged over all climates. The higher the soil
moisture and precipitation non-exceedance probability, the higher the median non-exceedance
probability of streamflow maximum. The higher the precipitation, the lower the soil moisture
needed to create similarly high flow values.
Figure 4.3 B-E demonstrates how these interactions change with aridity. In "wet" and "very
wet" catchments (Figure 4.3B and C) an extreme precipitation event (i.e. >99% NEP) is more
likely to cause a high streamflow response (i.e. >90% NEP) even under lower soil moisture con-
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Figure 4.3: Median streamflow maximum non-exceedance probability (Med(Pr(Q<Qmax))) as a
function of initial soil moisture (Pr(SM<SMI)) and precipitation maximum (Pr(P<Pmax)) non-
exceedance probability. White lines indicate median streamflow NEP in 5% steps. The white
dashed line indicates 90% NEP. The panels are split by catchment aridity, with first panel com-
bining all catchments together. Note that there is no selection of events by streamflow magni-
tude. Events of all magnitudes are included.
a stronger control of high flow in reaction to extreme precipitation. In fact, an extreme precipita-
tion event (i.e. >99% NEP) likely only causes a high streamflow reaction (>90% NEP streamflow)
under high soil moisture conditions (>90% NEP soil moisture). In very dry catchment even lower
precipitation (<90% NEP) in combination with very high (>99% NEP) soil moisture can lead to
high flows.
For comparison, we stratified Figure 4.3A instead of aridity by catchment area (Appendix C,
Figure C.2), precipitation seasonality (Addor et al., 2017) (Appendix C, Figure C.3) and catch-
ment subsurface storage (Tarasova et al., 2018) (Appendix C, Figure C.4). Neither of these strat-
ifications show a change in precipitation - soil moisture - streamflow interaction comparable to
the effect of aridity.
An analysis for precipitation volume instead of intensity yields results with minor differ-
ences (Appendix C, Figure C.5). In all climates, 7-day precipitation volume with high NEP has
a high probability of being followed by high streamflow under even lower initial soil moisture
states than for 1-day precipitation intensity.
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Figure 4.4: Event initial soil moisture versus precipitation maximum NEP for extreme flow
(Q>Q99). The red lines indicates 95% (solid) and 99% (dashed) precipitation NEP thresholds.
Note the occurrence of extreme flow events without prior extreme precipitation below the dashed
red line.
4.4.1.2 Extreme streamflow maxima
Figure 4.3 could be misinterpreted that no extreme streamflow maxima, i.e. >99% NEP, occur
during times of low soil moisture. However, this is not the case as we will show in Figure 4.4.
Figure 4.4 details the distribution of extreme flow events (flow >99% NEP). In all climates,
extreme flow events occur after an extreme precipitation event throughout the whole range of
soil moisture (top part of the panels, above the red lines). Consistently with Figure 4.3 for all
events, we see the higher the soil moisture, the more extreme streamflow maxima occur after
lower precipitation values. Furthermore, in "wet" and "very wet" catchments (Figure 4.4B and
C) extreme flows occur after lower precipitation in combination with lower soil moisture than
in drier catchments (for instance, many more extreme flow events are reported for precipitation
NEP < 99% and soil moisture NEP < 75% in panel B and C than in D and E). Similar results
are obtained for 7-day precipitation (Appendix C, Figure C.6)
The median non-exceedance probability of events occurring under high precipitation/low soil
moisture conditions is small (Figure 4.3), thus indicating not many high flow events occur under
these conditions. Since the median expresses only one part of the distribution of values, we high-
light the diversity of individual catchment median precipitation maximum, initial soil moisture,
and associated streamflow maxima NEP for two subsamples presented in Figure 4.5. One sam-
pled by extreme precipitation (A, P>P99) and one sampled by extreme flow (B, Q>Q99). For most
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Figure 4.5: Boxplot of median non-exceedance probability per catchment for precipitation maxi-
mum (P), streamflow maximum (Q), and initial soil moisture (SM). A: Events selected by P>P99,
B: Events selected by Q>Q99. Catchments stratified by aridity.
catchments the streamflow reaction caused by an extreme precipitation event is not extreme
(<99% NEP). Extreme precipitation rarely causes extreme flow, especially in drier catchments
(Figure 4.5A). Whereas the precipitation event associated with an extreme streamflow event is
in average much closer to extreme rainfall (Figure 4.5B). For 7-day precipitation, lower NEPs
are associated with high flows (Appendix C, Figure C.7).
There is a notable difference in streamflow reaction to extreme precipitation (Figure 4.5A)
between wetter and drier catchments. In "wet" and "very wet" catchments, extreme precipitation
is followed on average by higher streamflow maxima than in "dry" and "very dry" catchments.
The difference can be explained by the different relevance of soil moisture, as seen in Figure 4.5B.
Median initial soil moisture is considerably higher for extreme streamflow maxima in "dry" and
"very dry" catchments as indicated in Figure 4.5B. This is consistent with Figure 4.3 where the
median NEP of a high flow event in arid regions increases strongly with soil moisture.
4.4.2 Trends in streamflow for different sampling strategies
Figure 4.5 shows that catchment median NEP for precipitation, streamflow, and soil moisture
differ considerably depending if catchments are sampled by extreme precipitation (P>99th per-
centile precipitation associated with 99% NEP) or extreme flow (Q>99th percentile streamflow
associated with 99% NEP) sampling approach. Does this have an impact on the calculated
streamflow trends for the respective event subsample?
Figure 4.6 compares Theil-Sen slope estimator as an expression of trend in maximum stream-
flow for events sampled with each sampling approach. The different event subsamples show
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Figure 4.6: Trend in streamflow for events sampled by Q>Q99 versus P>P99 for each catchment.
All trends in % change per decade. The marginal histograms illustrate distribution in trend
space.
clear difference on the calculated trends. While there is some scatter, trends sampled by pre-
cipitation over- and underestimate trends compared to trends sampled by maximum flow. The
range of streamflow trends sampled by precipitation is wider than the ones sampled by extreme
flow. A comparable variation of trend difference can be noted in all climate regions (Appendix C,
Figure C.8). A similar effect can be noted for events sampled by P7>P799 (Figure C.9).
4.5 Discussion
4.5.1 Precipitation - soil moisture - streamflow interaction across climates
The higher the soil moisture, the higher the streamflow maximum. This relationship between
soil moisture and streamflow is well known and has been demonstrated for various regions
(Ghajarnia et al., 2020; Merz and Blöschl, 2009; Saffarpour et al., 2016; Wasko and Nathan,
2019). A catchment that is saturated has a higher hydrologic connectivity, creates more runoff
(Hewlett and Hibbert, 1967; Western and Grayson, 1998; Ries et al., 2017) and is thus more
likely to have a streamflow response.
Although arid regions have in comparison lower root zone soil moisture, our results indicate
relative fluctuations in soil moisture are as influential or even more influential for flow gen-
eration than in humid regions. This aligns with findings that including soil moisture in flood
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modelling improves flood estimates in Mediterranean (El Khalki et al., 2018; Tramblay et al.,
2012), semi-arid (Alvarez-Garreton et al., 2014) and arid (Beck et al., 2009) catchments. That
improvement is higher than for humid regions (Beck et al., 2009). To the best of our knowledge
the systematic variation of precipitation - soil moisture - streamflow interaction with aridity has
not been noted on a large scale before.
The observation that when rainfall is high enough, antecedent catchment conditions have
little influence on flood magnitude (Castillo et al., 2003; Grillakis et al., 2016; Saffarpour et al.,
2016; Wasko and Nathan, 2019) is demonstrated by our data as well (Figure 4.4). Extreme flow
events occur in all climates across all soil moisture states. However, there is a notable change
of probability of an extreme precipitation event causing an extreme flow event with changing
aridity. The more arid the catchment the lower the probability. It is common knowledge that
flood occurrence in semi-arid and arid regions is lower. However, our findings demonstrate that
this is not only due to a lower rainfall frequency (Dai, 2001) but also due to the fact that extreme
precipitation events only cause high flow reaction under relatively high soil moisture conditions.
Only if both criteria are satisfied, high flow occurs in arid regions. In consequence, changes in
soil moisture in arid regions could be more influential on changes in flood frequency than in
humid regions. Further studies are necessary to confirm this hypothesis.
These results seem to be in contrast with findings in Chapter 2 of this thesis and results by
Berghuijs et al. (2016) who found intense rainfall over one or multiple days on dry ground to be
the prevalent flood generating process in arid regions. However, it is important to keep in mind
that high soil moisture here refers to high soil moisture NEP and therefore relative soil moisture
conditions for the specific catchment. The value associated with, for example, 90% NEP of root
zone soil moisture in an arid catchment, is still lower than the value associated with 90% NEP
in a humid catchment (Mintz and Serafini, 1992; Pan et al., 2019). A high value in arid region
might not indicate saturated conditions. Instead, it is the pre-wetting of the ground which can
facilitate runoff generation through increased infiltration rates and increased connectivity of
saturated patches (Fitzjohn et al., 1998; Puigdefábregas et al., 1998; Ries et al., 2017).
In contrast, soil saturation in humid regions is higher throughout the year on average (Mintz
and Serafini, 1992). Therefore, humid, non-snow dominated regions can experience flooding dur-
ing different seasons. One in autumn or winter after the catchment becomes saturated. And an-
other during the summer, where intense thunderstorms cause flooding despite relative low soil
saturation (Institute of Hydrology (IoH), 1999; Falkenmark et al., 1989; Tarasova et al., 2020a).
It would indicate that, since the soil moisture level in humid catchments is overall higher (Mintz
and Serafini, 1992; Pan et al., 2019), what is considered a low soil moisture value is high enough
increase probability of flooding during extreme rainfall.
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4.5.2 Implications for trend study design - driver interaction
What are the implications of these findings? The results in Figure 4.3 indicate that if we do not
stratify findings by climate, humid catchments will dominate our perceptions about precipita-
tion, soil moisture, and streamflow interaction. The interaction plot of all climates combined is
most similar to the "wet" catchment result. In our dataset and other global datasets the number
of "wet" and "very wet" catchments is higher and the time series longer (e.g. Do et al., 2017).
For that reason, the number of stations available for global flood trend analysis tend to dif-
fer strongly between regions (Gudmundsson et al., 2019). This leads to a bias in flood trend
prediction using global hydrological models (Do et al., 2020b) and an increased uncertainty in
predicting flood trends in arid regions (Tabari, 2020). It demonstrates that better flood process
understanding, especially in arid regions, is necessary to improve flood trend prediction and
attribution.
While several studies have suggested that flood trend attribution should take soil moisture
state into account (Do et al., 2020a; Ivancic and Shaw, 2015; Sharma et al., 2018; Wasko and
Nathan, 2019), so far none have considered the changing interaction with aridity. Our results
suggest that change in precipitation, or soil moisture state, or both, will have a different impact
on probability of flooding depending on the aridity of the catchment. For example, a change in
soil moisture in more arid regions will likely have a stronger influence on flooding than a similar
change in humid regions. This is for example the case in semi-arid Spain, where decreasing flood
magnitude and frequency is tied to increasing evapotranspiration (Blöschl et al., 2019b; Mediero
et al., 2014). And globally, although dry and wet regions have similar increase in precipitation
extremes (Donat et al., 2016; Tabari, 2020) the more arid the regions, the less the increase
in flooding (Tabari, 2020). This suggests that soil moisture might buffer increases in extreme
precipitation more in arid than in humid regions, which agrees with our findings. However, the
study by Tabari (2020) does not explicitly take soil moisture into account. Further testing is thus
necessary. We recommend that future trend studies take flood processes into account, by both
considering the interaction between precipitation, soil moisture, and flooding and by considering
changing processes with aridity.
4.5.3 Trends in streamflow for different sampling strategies
The considerable difference in detected flow trends between the two sampling approaches can be
explained by two factors. Firstly, Figure 4.4 demonstrates that there are many high flow events
missed when setting a precipitation threshold to the 95th or 99th non-exceedance probability.
In Figure 4.4, these are all the events below the red line. Sampling by extreme precipitation
therefore misses events that are flood events. Secondly, this sampling approach includes events
that are not flood events. This is demonstrated by the median streamflow NEP presented in
Figure 4.5A. This confirms findings by Ivancic and Shaw (2015) and Do et al. (2020a) who found
a low co-occurrence of extreme precipitation and extreme flow. The reason these two sub-samples
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differ is that influence of soil moisture is not taken into account. Comparing the median soil
moisture between the two sampling approaches (Figure 4.5) shows that soil moisture in average
is much higher for high flow events than high precipitation events. This aligns with the fact
that saturation excess is a common flood generating process that can lead to flooding even after
non extreme precipitation events (Berghuijs et al., 2016; Saffarpour et al., 2016, Chapter 2 of
this thesis). Overall, these findings demonstrate that flood trend studies should select events by
extreme flow and not extreme precipitation.
4.5.4 Implications for trend study design - sampling
Despite the multitude of flood trend studies in recent years, it remains challenging to compare
results between studies (Kundzewicz et al., 2010, 2016, 2018; Madsen et al., 2014; Slater et al.,
2020). Kundzewicz et al. (2016) and Kundzewicz et al. (2018) point out the reason for that lies
with the different choices each study makes. Studies can look at different control periods, climate
models, emission scenarios or return periods. They can use different hydrological models or bias
correction (Kundzewicz et al., 2018).
Many studies disagree on which events should be included in trend analyses (Slater et al.,
2020). It is therefore important to compare impact of sampling choice, since the resulting trend
can differ considerably (Mangini et al., 2018; Nagy et al., 2017; Zadeh et al., 2020). While pre-
vious studies have compared sampling by annual maximum to peaks-over-threshold method
(Mangini et al., 2018; Nagy et al., 2017; Zadeh et al., 2020), we add to those results by compar-
ing sampling by extreme precipitation versus extreme flow.
When sampling by extreme precipitation, it should be made clear that the resulting trends
do not reflect trends in extreme flow, since many extreme flow events are missed. However, it can
be used to study streamflow reaction to changes in extreme precipitation (Wasko and Nathan,
2019), it can evaluate co-occurrence of extreme precipitation and high flow (Do et al., 2020a;
Ivancic and Shaw, 2015) and it can model future impact of flood inundation due to extreme
precipitation (Swain et al., 2020; Uhe et al., 2019). Yet, assuming their approaches to represent
trends in flooding can lead to an over- or underestimation of flood trends (Figure 4.6).
This demonstrates the importance of flood process knowledge when planning flood trend
studies. Floods are generated by a range of different processes (Berghuijs et al., 2016, 2019; Merz
and Blöschl, 2003; Sikorska et al., 2015, Chapter 2 of this thesis). Depending on the sampling
approach, the results are biased towards once process, in this case extreme rainfall. If that is
not adequately communicated, it can lead to a misconception of trends. On the other hand, flood
trend approaches that consider flood processes can help in identifying drivers of flood trends. It
makes it possible to notice changes in flood processes (Berghuijs et al., 2019; Fischer et al., 2019;
Sikorska-Senoner and Seibert, 2020) which can lead to changes in flood magnitude (Blöschl
et al., 2019b; Tarasova et al., 2020a).
A follow-up question of this Chapter is discussed in Appendix D. If trends in streamflow vary
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strongly depending on sampling by extreme precipitation versus sampling by extreme flow, how
do trends in precipitation compare between the different sampling approaches? And can we give
a similar recommendation, which sampling strategy should be used? We present our results to
date. Further analysis is needed to explain some of the results.
4.5.5 Limitations
The simple precipitation-soil moisture-flow analysis presented here averages results over many
catchments. It therefore can only offer general conclusions about hydrological processes and
no catchment-specific insights. This is common for large-sample studies. Yet, it helps to test
findings from small sample studies and draw large-scale conclusions (Gupta et al., 2014). There
is thus a range of limitations that should be considered.
The use of monthly soil moisture values is a source of uncertainty. Since we are using
monthly values and not daily, we cannot be sure if high soil moisture values are the cause or the
effect of flood events. However, if high soil moisture was an effect of a flood event, there should
not be a distinct difference in soil moisture state between the different subsamples (Figure 4.5).
Therefore, sampling flood events by high precipitation and sampling them by high streamflow
should result in the same sample. Yet, Figures 4.5 and 4.6 demonstrate that this is not the case.
Flood trends are considerably different for the two different sampling strategies.
As detailed in Section 4.3.3 the event selection approach has its limitations. Rainfall events
can reach lengths of several weeks if the catchment receives rainfall daily, for example during
a rainy season. For a better distinction of events, hourly rainfall data would be necessary. The
consequence for the identified streamflow maxima is some uncertainty in regard to how many
days separate rainfall maximum and streamflow maximum. While this can lead to some noise
in the data, 85% of catchments have a mean time difference between precipitation maximum
and streamflow maximum of two days or less. The catchment with the maximum mean time
difference stands at 4.29 days difference. Thus, we can say that the majority of streamflow
maxima occurs shortly after the precipitation maximum.
A simplification in this study is that no baseflow contribution is taken into consideration.
Identified events where that is particularly relevant are precipitation events with no streamflow
peak, since the identified streamflow maxima would then only be baseflow. However, due to the
large methodological uncertainties in existing baseflow estimation methods (Giani et al., 2021)
there is no agreement on which method is best (Chapman, 1999; Eckhardt, 2008; Tarasova
et al., 2018; Xie et al., 2020). Especially baseflow estimated during streamflow peaks shows large
differences between the different methods (Xie et al., 2020) and would thus impact any high
and extreme flow conclusions in this study. In the absence of data to evaluate "true baseflow"
(Chapman, 1999; Eckhardt, 2008), any baseflow estimation would have added complexity and
thus uncertainty to the analysis.
For a flood trend study, the CAMELS dataset time frame between 1980 and 2014 might be
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considered too short. However, our key conclusion about the differences in trend results they
yield should not be affected, given that we use the same periods for both sampling strategies.
It should be kept in mind that the results are biased towards small headwater catchments and
would need further testing if they were transferred to large catchments. In larger catchments
a more detailed hydrological modelling would be necessary, both to include anthropogenic influ-
ences and to model flood wave superposition (Guse et al., 2020). However, despite being small,
headwater streams make up 89% of global stream length (Downing et al., 2012; Marx et al.,
2017). We can thus assume the results are relevant for a large part of global hydrology.
This study focuses on the interaction of two potential drivers of flood change, precipitation
and soil moisture. It thus excludes any discussion of changes driven by channel morphology,
catchment changes, anthropogenic changes, and snowmelt processes (Hall et al., 2014; Merz
et al., 2012; Slater et al., 2015). For example, due to warming effects snowmelt floods are ex-
pected to occur earlier (Blöschl et al., 2017) and change to rain-on-snow floods (Davenport et al.,
2020). The trends in extreme flow presented are limited to non-snowmelt influenced events and
non-snow dominated catchments. Further analysis is necessary to explore the interaction be-
tween snowmelt, soil moisture, precipitation and streamflow.
4.6 Conclusions
Flood trend studies often do not consider flood processes in their design. This can lead to a misin-
terpretation and misrepresentation of flood trends. In this large-sample study, we demonstrate
the importance of flood processes for trend study design in regard to two aspects: considering
climatic differences in flood processes and how to sample flood events for a flood trend study.
Both aspects are connected by the influence of soil moisture on flood generation. Under wet
soil conditions, a smaller rainfall event might cause a similar flood peak magnitude than an ex-
treme rainfall event under dry conditions (Saffarpour et al., 2016). That precipitation, soil mois-
ture and maximum flow interact is well known. However, we demonstrate that the interaction
changes between different climatic regions. The more arid the catchment, the more soil moisture
modulates the probability of an extreme precipitation event causing a flood event. In addition to
evaluating changes in magnitude, this can also be relevant for changes in flood frequency (Mal-
lakpour and Villarini, 2015). Flood trend studies should therefore be stratified by climate to take
changes in flood generating processes between them into account. This is especially important
since datasets and thus interpretation are often biased towards humid catchments.
Rain falling on saturated soil is a common flood generating process (Berghuijs et al., 2016,
Chapter 2 of this thesis). Thus, there are many catchments where less than extreme rainfall
can lead to a flood event. This can be problematic for trend study design regarding sampling
approaches. Some studies tend to sample their streamflow events by extreme precipitation.
However, we show that this approach leads to considerably different flood trend results, than
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sampling by extreme flow. This is due to the inclusion of events that cannot be considered flood-
ing and the exclusion of events that are flooding. We recommend flood trend studies to sample
events by extreme flow, and not by extreme precipitation.
4.7 Data Availability Statement
The Catchment Attributes and Meteorology for Large-sample Studies (CAMELS) datasets for
the five countries are freely available and can be found via their respective publications: Aus-
tralia (Fowler et al., 2021c), Brazil (Chagas et al., 2020), Chile (Alvarez-Garreton et al., 2018),
Great Britain (Coxon et al., 2020) and the United States (Newman et al., 2015; Addor et al.,
2017). Global datasets that support this analysis:
• Multi-Source Weighted-Ensemble Precipitation http://www.gloh2o.org/.
• Global Land Evaporation Amsterdam Model https://www.gleam.eu/.
• Berkeley Earth Surface Temperature http://berkeleyearth.org/.
• Harmonized World Soil Database v 1.2 http://www.fao.org/soils-portal/soil-survey/
soil-maps-and-databases/harmonized-world-soil-database-v12/en/.












The overarching theme of this thesis is how hydrological process knowledge can improve our
understanding of flood generation and thus potentially of changes in flooding. In this chapter,
I present the approaches and answers to each research question posed in the Introduction, fol-
lowed by a discussion of how the three research chapters connect, and potential future research
projects.
5.1 Chapter summaries
5.1.1 Chapter 2: Event-based classification for global study of river flood
generating processes
Although knowledge of river flood generating processes is relevant for a number of flood research
applications, a large-sample approach to classify flood processes globally is still missing. This
gap is addressed in Chapter 2 of this thesis. We developed a location-independent event-based
flood process classification. The classification uses a conceptual decision tree to classify flood
events, defined as annual maximum flow. Flood events were classified as one of five processes:
Snowmelt, rainfall/snowmelt, excess rainfall on saturated soil, long rainfall, or short rainfall. If
none of the processes can be identified, an event is labelled as ’other’. In total, 4155 catchments
from a global dataset were used for the analysis. A sensitivity analysis revealed the classifica-
tion to be robust to data uncertainty, but that decision thresholds need to be chosen carefully.
The evaluation demonstrated the results to be mostly consistent with the Dartmouth Flood Ob-
servatory assignment of processes and with information from regional studies. Both evaluation
steps are recommended, although they are not often implemented in existing classification ap-
proaches (Tarasova et al., 2019).
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The newly developed classification allowed us to present the first global overview of flood
generating processes and its variability at a global scale. For some climates, especially tropical
climates, this is the first large-sample analysis of flood processes. Globally, excess rainfall is
the most dominant process in many catchments. One deciding factor for regional differences
seemed to be catchment aridity, with long rain and short rain floods occurring more often in
more arid catchments. However, the dominant process provides only limited information since
at-site variability of processes is high in most regions but not all. Some catchments have very
consistent flood generating processes. Despite their low variability, extreme flood events can
be caused by a different process than the dominant. These extreme events are likely caused by
unusual weather extremes, making them challenging to predict (Rogger et al., 2012; Smith et al.,
2018).
5.1.2 Chapter 3: How do climate and catchment attributes influence flood
generating processes?
Chapter 2 investigated the global distribution of flood generating processes. Aridity seemed to
be a deciding factor in flood process distribution in space. A follow-up question is therefore, what
other climate and catchment attributes are influential in this regard. That knowledge is impor-
tant to further our understanding of flood processes, for predicting flood processes in ungauged
catchments and for analysing the impact of climate and system changes on flood processes and
thus flood characteristics. However, a systematic evaluation of which climate and catchment at-
tributes influence flood processes distribution in space is missing. Instead, most studies describe
the effect of catchment attributes on flood characteristics such as magnitude, volume, duration,
etc.. Thus, we could only hypothesise which attributes could be influential for flood process dis-
tribution. We then tested these hypotheses using two complementary approaches: a statistics-
based approach which compares attribute frequency distributions of different flood processes;
and a random forest model in combination with an interpretable machine learning approach
(accumulated local effects). The analysis was performed using a large-sample dataset with 671
catchments across the contiguous United States (Addor et al., 2017). We decided against the
continued use of the global catchment database, as the United States database offered better
quality catchment attribute data. We chose a dataset from the United States, since it offers a
diverse range of climates and landscapes to analyse.
As expected, based on the formulated hypotheses, climatic attributes such as fraction of snow,
aridity, precipitation seasonality and mean precipitation have the strongest influence on flood
processes distribution. However, which attributes are most influential varies with process and
with climatic region. Vegetation was not found to be influential, which confirms previous findings
that in a comparison between catchments in different climates, climate is the most controlling
factor (Addor et al., 2018; Jehn et al., 2020).
In a proof of concept, we additionally evaluated if the information contained in the climate
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and catchment attributes is sufficient to predict flood process contribution for ungauged catch-
ments. We were able to confirm for the first time that a prediction with relatively high accuracy
is possible, although again dependent on the flood processes and climatic region.
5.1.3 Chapter 4: Using flood process information to support flood trend
studies.
Chapter 2 demonstrates that (i) excess precipitation on saturated ground is a common flood
generating process and (ii) excess rainfall as dominant flood process decreases with increasing
aridity (Figure A.5). Aridity was confirmed an influential catchment attribute in deciding flood
process mix in Chapter 3. These findings indicate that the interaction between soil moisture,
precipitation and flood likely changes with aridity. Yet, a large-sample study confirming this
hypothesis was still missing, even though it would impact how we design and interpret flood
trend studies. Current studies either evaluate how soil moisture influences flood trends without
considering aridity (Do et al., 2020a; Ivancic and Shaw, 2015; Wasko and Nathan, 2019), or they
evaluate flood trends stratified by aridity without considering soil moisture (Tabari, 2020). Yet,
if our hypothesis is confirmed both approaches should be combined. Soil moisture impacts flood
trend study design in another aspect as well: event sampling. While some studies sample by
extreme precipitation, others sample by extreme flow. A comparison between the two approaches
was still missing. We hypothesised that, due to the mediating effect of soil moisture, the trends
detected by the two approaches to be quite different.
Both problems point at a current struggle in considering flood processes in the design and
interpretation of flood trend studies, especially if those studies cover diverse climatic regions.
Chapter 4 therefore uses a large-sample approach with 2308 catchments across five countries
with different climates to test both hypotheses. We were able to show for the first time that there
is a change in interaction between soil moisture, precipitation and high flow with aridity. Soil
moisture state is more influential for high flow generation in drier catchments than in wetter
catchments. In consequence, an extreme precipitation event is more likely to cause an extreme
flow reaction in a wet catchment than a dry catchment since the dry catchment requires the
necessary higher soil moisture state for an extreme flow.
These findings explain why sampling flood events by extreme precipitation can lead to vastly
different trends than sampling by extreme flow. Sampling by extreme precipitation will exclude
some events with flood level flow and include non-high flow events. We therefore recommend
that flood trends are sampled by extreme flow.
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5.2 Overarching remarks
5.2.1 Main contributions of the thesis
In summary there are three main contributions coming from the work presented in this thesis. (i)
A global flood process classification demonstrating the variability of flood generating processes
within a catchment and across catchments. It demonstrates that catchment aridity is a deciding
factor regarding the dominant flood generating process.
(ii) A systematic evaluation of which climate and catchment attributes influence flood pro-
cess distribution in space. It demonstrates that climate is most influential, but that the relevant
catchment attributes vary with flood generating process. Catchment aridity is a deciding factor
for the contribution of excess rainfall, short rainfall, and long rainfall. The results presented
in this chapter also showed that the information on catchment and climate attributes can be
used to predict flood process contribution in ungauged catchments. This means a mix of flood
generating processes could be used in future studies as indicator of catchment similarity, thus
potentially improving flood predictions in ungauged catchments.
(iii) Detection of a changing interaction of precipitation, soil moisture, and high flow with
aridity. The importance of soil moisture in flood generation implies that a) when attributing flood
trends, the changing interaction with aridity should be considered, and b) flood trend studies
should sample events by extreme flow instead of extreme precipitation.
5.2.2 Flood process knowledge in large-sample studies
Process knowledge is an important part of flood research. I am neither the first (Klemeš, 1989)
nor the last (Brunner et al., 2021) to point this out. There has been a lot of research in recent
years extending our knowledge about flood generating processes in large-sample studies (Addor
et al., 2020; Brunner et al., 2021). With large-sample and large-scale hydrology on the rise (Ad-
dor et al., 2018; Cloke and Hannah, 2011), flood process knowledge is all the more important for
different directions in flood research (Section 1.6). New classifications allow us to learn about
flood processes at the regional (e.g. Yang et al., 2020b), national (e.g Berghuijs et al., 2016; Diezig,
2006; Merz and Blöschl, 2003; Nied et al., 2014; Sikorska et al., 2015; Tarasova et al., 2020b),
continental (e.g. Berghuijs et al., 2019; Kemter et al., 2020) and global scale (Chapter 2). Extend-
ing flood process classifications from single event or single catchment analysis to large-sample
approaches offers new opportunities to question common assumptions about flood generation.
In this thesis, I was able to confirm some "common knowledge" assumptions, such as that
there is a high variability of flood processes in most regions around the world (Chapter 2) and
that the distribution of flood processes in space is mostly influenced by climate (Chapter 2 and
Chapter 3). It also allowed me to challenge some assumptions, including some of my own. For
example, that flood trends should be sampled by precipitation or that catchment area is a de-
ciding factor in regard to flood process distribution (Chapter 3). And lastly, the large-sample
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approaches applied in this thesis allowed me to add some new findings, namely that the interac-
tion between precipitation, soil moisture, and high flow varies with aridity (Chapter 4). All three,
confirming, challenging and adding to common knowledge aid our understanding of hydrological
processes and flood generation.
5.2.3 The benefits of "failing" a flood classification
One other contribution of this thesis might seem minor but should not be overlooked. As im-
portant as flood generating processes are for flood trend studies, for ungauged catchments, for
flood forecasting, etc., only classifying hydrometeorological floods is not sufficient. It is equally
important for a flood classification approach to consider the existence of other flood generating
processes such as blockages, storm surge or landslide/glacier lake outbreak floods. Accordingly,
the global flood classification approach presented in Chapter 2 includes the possibility to "fail"
the tree (class ’other’) when all hypotheses about hydrometeorological flood generating processes
are not met. According to the schematic diagrams of the different decision trees given by several
recent flood classification approaches, the option to fail the classification is not commonly used
(e.g. Kemter et al., 2020; Sikorska et al., 2015; Tarasova et al., 2020b; Yang et al., 2020b).
Although not discussed in Chapter 3, the option to fail the classification makes the analy-
sis of influential attributes more reliable since no misclassified non-hydrometeorological flood
events were included. The idea of excluding non-hydrometeorological flood events was upheld
in Chapter 4 too. This was done by excluding all events without precipitation occurring within
days before the flood event. For the purpose of Chapter 4 this excluded glacier melt floods and
snowmelt floods as well.
Failing to confirm any of the hypothesised processes offers several valuable options. In an
analysis with more detailed information, a hydrometeorological processes can be assigned by the
user (Diezig and Weingartner, 2007). It can alert the user to inconsistencies in the data, for ex-
ample missing rainfall records. It can reveal limitations of the analysis, such as date boundaries
in the data. Or it can expose catchments where other flood processes than the ones included in
the tree are a regular occurrence. This information can motivate the user to extend the classifica-
tion to include these processes, for example glacier melt floods (Sikorska et al., 2015). Or it can
indicate catchments with anthropogenic influence or non-hydrometeorological flood processes.
These catchments can then be treated as anomalies with further analysis to follow (Andréas-
sian et al., 2010). During the development of the flood classification I regularly followed up on
these anomalous catchments adding another verification step. All these listed benefits should en-
courage other studies to adopt the option to fail in their classification. After all "taking lessons
from failure is at the very heart of the feedback scheme of the learning process" (Andréassian
et al., 2010).
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5.3 Outlook
The findings presented in this thesis raise several new questions and avenues for future re-
search. In this section I first summarise ideas that arose from the individual research chapters.
Next, I offer some ideas for broader research opportunities.
5.3.1 Future directions for using hydrological process knowledge to assess
flood generation and changes on a global scale
• Chapter 2 gives an overview of the current distribution of flood generating processes and
their individual contributions in each catchment. An open question is how the mix within a
catchment and the distribution in space might change with climate change. Although there
are several regional studies analysing shifts in flood processes (e.g. Blöschl et al., 2019b;
Davenport et al., 2020; Kemter et al., 2020; Sikorska-Senoner and Seibert, 2020) a global
study is still missing. One research avenue could therefore be a global study evaluating
the change in magnitude and frequency of the different flood generating processes. Ideally,
the study would only include catchments with long-running streamflow time series with
20-50 years of data minimum (Blöschl et al., 2020; Kjeldsen, 2015; Slater et al., 2020;
Wilby et al., 2008). One option to detect slight changes in the flood process contribution
would be to adopt the approach by Sikorska-Senoner and Seibert (2020) and develop the
flood classification tree introduced in Chapter 2 into a fuzzy tree. It would allow multiple
flood processes to be classified for one event based on their contribution. Since the first
indication of climate change impact on flood processes can be minor, a fuzzy tree approach
could pick up on these minor changes as well (Sikorska-Senoner and Seibert, 2020).
• As mentioned above, Chapter 3 demonstrated that predicting the contribution of flood
processes in space is possible for ungauged catchments. Further studies are necessary
to determine how that information can be used to improve flood estimation in ungauged
catchments. Since random forest models can struggle with predicting outside the training
parameters, more advanced machine learning approaches should be considered for predic-
tions outside the dataset region (United States) (Kratzert et al., 2019b).
• The attribution of trends in flooding remains difficult (Allan et al., 2020; Di Baldassarre
et al., 2010; Kundzewicz et al., 2016; Merz et al., 2012). Especially the role of soil moisture
in rainfall-induced flood trends needs further exploration (Fowler et al., 2021b). In that
regard, Chapter 4 offers some recommendations about future flood trend study design and
interpretation. The visual assessment of interaction between precipitation, soil moisture
and high flow allows us to formulate hypotheses about the expected impact of precipita-
tion change and soil moisture change. For example, an increase in extreme precipitation
frequency is more likely to lead to an increase in frequency of flooding if that increase takes
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place during times of high soil moisture. This effect will differ between catchments of dif-
ferent aridity. However, great care has to be taken to consider the complex interactions of
the land-water feedback (Allan et al., 2020; Kingston et al., 2020; Rogger et al., 2017). For
example, aridity itself is not a stationary attribute (Tabari, 2020; Roderick et al., 2015)
and changes in precipitation frequency can lead to changed timings of soil moisture (Tye
et al., 2016).
• One follow-up research question is discussed in Appendix D. If trends in streamflow vary
strongly depending on sampling by extreme precipitation versus sampling by extreme flow,
how do trends in precipitation compare between the different sampling approaches? Some
results are presented in Appendix D, though open questions for further research remain.
5.3.2 Process representation in large-scale and global hydrological models
Land surface models aim to represent land-atmosphere fluxes (Clark et al., 2015). Yet, there is
a high variability in how relationships between soil moisture and runoff coefficient are imple-
mented (Koster and Milly, 1997). This leads to an underestimation of pre-event soil moisture
impact on runoff coefficient (Crow et al., 2018). Do et al. (2020b) find that global hydrological
models do not predict spatial patterns in historical flood trends well. In addition to drawbacks
in general circulation models, they find that global hydrological models need to improve their
rainfall-runoff connection, a point made by others as well (Bierkens, 2015).
Both examples demonstrate that large-scale or global models are in need of better process
representation. However, how do we evaluate if a processes is well represented? One potential
avenue would be to compare how well a model can replicate the non-linear interaction relation-
ship between precipitation, soil moisture, and streamflow (Chapter 4). It would add to sugges-
tions by Gupta et al. (2014) and others to move away from model performance efficiency towards
comparing against signatures. Is the model able to reproduce the diversity in reaction to precip-
itation extremes depending on soil moisture state? Can the model accurately mirror the change
in interaction with aridity? This can be extended to other interactions, for example, including
evapotranspiration (Brunner et al., 2021) or the interaction of soil moisture with snowmelt (Mc-
Namara et al., 2005). Since some variables such as snowmelt can only be modelled themselves,
in these cases it would amount to a comparison of process representation between different
model structures.
Especially in arid regions, model structure choice and thus process representation has been
found to be crucial in regard to model performance (Knoben et al., 2020). While it is possible
to find the best model structure for each catchment (Knoben et al., 2020), the challenge is to
find a sufficiently general model structure (or collection of structures) that can adequately fol-
low the change in processes across climates. Improved evaluation of process representation can
therefore help test and improve global hydrological models.
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5.3.3 Catchment resilience to flooding
Current flood trend studies focus on catchments and regions that show considerable positive
or negative change in flooding (Blöschl et al., 2019b; Ivancic and Shaw, 2015; Mallakpour and
Villarini, 2015). However, usually every trend study finds catchments that show no discernible
trend in flood magnitude or flood frequency. In Chapter 4 the distribution of trends sampled by
extreme flow is centred around zero percent change. Therefore, the vast majority of catchments
has no discernible trend in high flow magnitude.
There are several possible explanations for the lack of trends. There might not be any change
in any of the flood drivers and therefore no change in flooding. Or, there might not be any change
in the flood drivers relevant for the flood generating processes occurring within the catchment
(Blöschl et al., 2019b). Or the relevant flood drivers and thus flood generating processes are
changing but opposing trends for the different processes negate the overall trend (Vormoor et al.,
2016).
However, some catchments seem resilient to changes in flooding despite changes in relevant
flood drivers. For example, Do et al. (2020a) compare changes in precipitation extremes, pre-
cipitation extremes at times of high soil moisture, and effective precipitation extremes, with
changes in floods. Several catchments, despite strong increase or decrease in effective precipita-
tion, show no sign of flood magnitude change (Do et al., 2020a; Wasko et al., 2019). It is possible
that the flood time series is too short to detect a reliable trend (Wilby et al., 2008; Blöschl et al.,
2020). It could be a sign of effective flood mitigation measures, or inherent catchment buffering
properties (Slater and Villarini, 2016). Analysing which of the several options presented leads
to catchments with no change in flood magnitude or frequency, will be an interesting question to
pursue. It can offer further insights into careful trend study design and it can potentially reveal










SUPPORTING INFORMATION FOR CHAPTER 2
This appendix has been published as supplemental information for a research article in
Hydrological Processes. Slight modifications have been made to better fit the general layout
of this thesis.
Citation: Stein, L., Pianosi, F. and Woods, R., 2020. Event-based classification for global
study of river flood generating processes. Hydrological Processes, 34(7), pp.1514-1529.
A.1 Evaluation and discussion of snow and soil moisture
accounting routine
The combined soil-snow routine (schematic model in Figures A.1 and A.2) is evaluated by com-
paring the correlation of monthly mean daily rainfall against monthly mean daily streamflow
from the GSIM database (Gudmundsson et al., 2018a) with a correlation of soil-snow routine
output against monthly mean daily streamflow. If the snow-soil routine is working correctly,
then correlation between modelled snowmelt and measured flow should be larger in catchments
which are more snow-dominated. Similarly, the correlation between modelled excess rainfall
and measured flow should be larger than the correlation between rainfall and measured flow if
flow delay due to storage is represented accurately. The simplified evaluation of the soil-snow
routine is presented in Figure A.3. Figure A.3 demonstrates that correlation between monthly
mean daily flow and the combined snowmelt (Pmelt in Equation 2.2) and excess rainfall (Peff in
Equation 2.6) is for most catchments higher than a correlation with monthly mean daily rainfall.
Some catchments had generally low correlations (<0.5) between input and streamflow. However,
particularly in catchments with a high snow fraction (snow fraction >0.4), the output of the soil-
101
APPENDIX A. SUPPORTING INFORMATION FOR CHAPTER 2
Figure A.1: Soil routine schematic without snow cover. Su,max is maximum soil storage [mm], P
is precipitation input, Ea is actual evapotranspiration, d indicates days.
Figure A.2: Snow routine schematic. Tcrit is critical temperature where rainfall turns into snow-
fall, P is precipitation input, with a dashed arrow indicating snowfall.
snow routine does correlate better with measured flow than rainfall. This demonstrates that the
combined model routines improve runoff timing as opposed to a simple rainfall input.
Global data products make an analysis with a very large sample size possible by offering
consistent data processing. However, not many data products are available over a period of time
long enough for flood studies and at the daily resolution needed for the simple soil-snow rou-
tine used here. This limited the choice of products and the time period considered for this study.
The soil-snow routine includes a simple degree-day model, similarly to many flood classification
studies (Berghuijs et al., 2019, 2016; Brunner et al., 2017; Tarasova et al., 2019). The evaluation
of the soil-snow routine demonstrates that the storage behaviour (storing snow and releasing
snowmelt as well as storing water in the soil) of the soil-snow routine works as expected. If the
sum of snowmelt and excess rainfall were used as a simple runoff estimate, it would replicate the
timing of flow well, as shown by the better correlation with discharge data with respect to the
correlation of discharge and rainfall. Even in rainfall-only catchments, the flow delay through
soil storage improves flow timing, thus allowing the conclusion that the timing of saturated soil
is adequately reproduced. The contribution of snowmelt to soil moisture has not been directly
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Figure A.3: Spearman correlation between mean monthly streamflow and mean monthly precip-
itation (horizontal axis) versus Spearman correlation between mean monthly streamflow and
mean monthly output of the soil-snow routine (snowmelt + excess rainfall)(vertical axis), for the
4,155 catchments analysed in our study. Colour indicates the fraction of precipitation falling as
snow in each catchment.
embedded into the model, however, pausing precipitation input and evaporation from the soil
during snow cover does avoid depletion of soil moisture during snowpack conditions. This sim-
plistically mimics soil water movements under a snowpack (McNamara et al., 2005), which was
not included in the original soil routine by Berghuijs et al. (2016).
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A.2 Pseudocode of global flood classification decision tree
A detailed description of inputs and thresholds can be found in Table 2.1.
p907 ← 90th percentile 7-day Rain
p901 ← 90th percentile 1-day Rain
p90snow ← 90th percentile 7-day Snowmelt
event snowmelt ← 7-day event snowmelt
event rainfall ← 7-day event rainfall
max event rain ← maximum 1-day rainfall during event period.
Soil Moisture ← antecedent soil moisture 8 days before event.
total input ← event snowmelt + event rainfall
if total input < 1 mm then
FloodProcess ← Other
else if event snowmelt > 1/3 total input AND event snowmelt < 2/3 total input then
FloodProcess ← Rain/Snow Flood
else if event snowmelt > p90snow then
FloodProcess ← Snowmelt Flood
else if Soil Moisture > 90% AND event rainfall > long-term mean 7-day rainfall then
FloodProcess ← Excess Rain Flood
else if event rainfall > p907 AND max event rain > 2/3 event rainfall then
FloodProcess ← Short Rain Flood
else if event rainfall > p907 then
FloodProcess ← Long Rain Flood
else if max event rain > p901 then







Figure A.4: Mean response time of a catchment as function of catchment area. Response time
is calculated as time between centre of mass of precipitation for a given time period before a
flood event and flood date. 4-, 7- and 10- day time periods are considered. Smoothed conditional
means are plotted using a generalised additive model with uncertainty bounds (GAM) and a
linear model (LM). Our hypothesis was that if using a 7-day threshold for all catchments was
inappropriate, then there would not be a consistent relationship between catchment area and
the mean event response time for each catchment. Taking into account some uncertainty due
to scatter, we found that response time increased with area for catchments for a time period be-
tween 7 and 10 days. On the other hand, a time period of 4 days is too short to obtain a consistent
relationship. This demonstrates that 7 days should be a sufficiently long time period for large
catchments, while at the same time considering short response times for small catchments.
A.3 Supplementary Figures
Additional supplementary Figures for Chapter 2 include an evaluation of the time period consid-
ered for process classification (Figure A.4); a comparison of dominant flood generating process
against available water capacity and climate indices (Figure A.5); detailed maps for different
regions of the world showing contribution of each flood generating process (Figures A.6 to A.10);
and results of the regional sensitivity analysis as ECDF curves (Figure A.11). Additionally, a
table is supplied informing how we simplified the flood causes in the Dartmouth Flood Observa-
tory.
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Figure A.5: Density distribution of available water capacity (AWC) against distribution of dom-
inant flood generating process (a), point plot of moisture index against moisture seasonality for
all catchments, colour indicating dominant flood generating process. The moisture index repre-
sents aridity (-1 indicating arid, 1 indicating wet conditions); the moisture seasonality repre-
sents seasonality of aridity (0 indicating constant, 2 indicating seasonal aridity) (Knoben et al.,
2018). Moisture index and moisture seasonality were calculated using monthly potential evapo-
ration data from CRU TS v.4.03 (Harris et al., 2014).
Figure A.6: Detailed maps showing flood process contribution in North America for each catch-
ment.
A.3. SUPPLEMENTARY FIGURES
Figure A.7: Detailed maps showing flood process contribution in Europe for each catchment.
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Figure A.8: Detailed maps showing flood process contribution in Brazil for each catchment.
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Figure A.9: Detailed maps showing flood process contribution in India for each catchment.
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Figure A.10: Detailed maps showing flood process contribution in Australia for each catchment.
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g: Percentile Heavy Rain [−] h: Saturation treshold [%]
d: Time period [d] e: Rain/Snowmelt overlap [−] f: Percentile Heavy Snow [−]
a: Melt rate [mm/d/K] b: Crit. Temp. [deg C] c: Soil Storage [%]
80 85 90 95 90.0 92.5 95.0 97.5
2.5 5.0 7.5 10.0 12.5 0.1 0.2 0.3 0.4 0.5 80 85 90 95









































Figure A.11: Regional Sensitivity analysis of the decision tree outputs. Each plot shows the
empirical distributions of an input parameter (a-c: parameters of the snow and soil moisture
accounting routines; d-h: parameters of the decision tree) depending on the decision tree output
(the five flood processes, plus output classified as ’other’). A dashed line indicates the selected
parameter value for the classification results presented in Figure 2.3.
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Table A.1: Table of simplification of Dartmouth Flood Observatory flood categories. Simplifica-
tion was necessary to remove different spellings of the same category (indicated with *). Storm










Torrential* Rain Short rain
Snowmelt* Snowmelt
Rain and Snowmelt Rain and snow












SUPPORTING INFORMATION FOR CHAPTER 3
This appendix has published as supplemental information for an article published in Water
Resources Research. Slight modifications have been made to better fit the general layout of
this thesis. The work presented is part of a collaboration with Martyn Clark and Wouter
Knoben, who co-supervised Lina Stein during her research visit to the Canmore Coldwater
Laboratory (University of Saskatchewan).
Citation: Stein, L., Clark, M.P., Knoben, W.J.M., Pianosi, F. and Woods, R., How do climate
and catchment attributes influence flood generating processes? A large-sample study for 671
catchments across the contiguous USA. Water Resources Research, 57(4), e2020WR028300,
https://doi.org/10.1029/2020WR028300.
B.1 Introduction to Interpretable Machine Learning
The following introduction into interpretable machine learning and accumulated local effects
relies heavily on the book "Interpretable Machine Learning" by Molnar (2019).
"Interpretable Machine Learning refers to methods and models that make the behaviour and
predictions of machine learning systems understandable to humans." Molnar (2019).
Machine learning models are often considered black box models. However, in order to learn
more about the behaviours and connections made by the model, the modeller is often not only
interested in the accuracy, but also the model itself. Interpretable machine learning makes these
model behaviours visible. There are different reasons why users are interested in being able to
interpret their models (Doshi-Velez and Kim, 2018). Here, we specifically focus on methods that
can be used to determine how influential input variables are. This can be achieved by either
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using models that are simple enough for an intrinsic interpretation (for example decision trees)
or by applying additional methods that allow a post hoc agnostic model interpretation (Molnar,
2019).
The Accumulated Local Effects (ALE) method falls into the latter category of model agnostic
methods. ALE are an extension of the widely used Partial Dependence Plots (Zhao and Hastie,
2019). Simply put, partial dependence plots visualise how average model outcome changes over
the marginal distribution (range) of an input feature. Zhao and Hastie (2019) actually detail
how the equation used to calculate partial dependence is the same as one used to calculate the
causal effect between an input feature and the outcome, if the backdoor condition is satisfied
(Pearl, 1993). Partial dependence plots can thus be used to visualise causal effect (Zhao and
Hastie, 2019). The main drawback of partial dependence plots are when it comes to correlated
features. If two features are correlated using the entire range of the parameter space will create
feature combinations that are not realistic (Molnar, 2019).
For example, potential evapotranspiration and temperature are strongly correlated. While
potential evapotranspiration (PET) globally ranges from 0 to 3000 mm per year, annual average
temperature ranges between -50◦ and +30◦. However, there is not a single place on earth which
has a combination of an annual average temperature of -50◦ with an average potential evapo-
transpiration of 3000 mm. Yet, for a model that uses both of these variables as input features,
partial dependence plots would evaluate model outcome for these infeasible value combinations.
Here accumulated local effects offer a solution. Instead of evaluating model outcome over the
marginal distribution, it evaluates it over the conditional distribution. E.g. for our PET/temperature
example, the marginal distribution for PET at -50◦ would range between 0 and 3000 mm,
whereas the conditional distribution would likely range between 0 and 10 mm (a rough esti-
mate). It thus combines the effect of both features (Molnar, 2019) Additionally, accumulated lo-
cal effects do not visualise the average predicted outcome but instead the difference in predicted
outcome. This removes confounding effects other features might have (Molnar, 2019). Therefore,
accumulated local effects are more robust when it comes to correlated features.
As an added benefit, accumulated local effects are more computationally efficient than par-
tial dependence plots. We use the R package developed by Molnar et al. (2018). Their source
code for the ’iml’ package is available on the open access repository Zenodo (http://doi.org/
10.5281/zenodo.1299059).
B.2 Supplementary Figures Overview and Discussion
The following figures provide additional information and results not directly related to the main
conclusions presented in the chapter. All data and methods used to generate these figures are
described in the main chapter.
Figure B.1 compares the results for events chosen with a peaks-over-threshold value of one
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event per year compared to three events per year. One event per year events are a subsample of
the three events per year sample with events of higher magnitude.
Figure B.2 and B.3/B.4 evaluate the robustness of the accumulated local effects (ALE) to
changes in the randomness component of the random forest model (B.2) and the attribute com-
position (For increased readability split into two: B.3/B.4). There are two things to notice in
Figures B.3/B.4: 1. Leaving out a non-influential attribute does not have an impact on ALE for
the other attributes. 2. Leaving out an influential attribute can have one of two effects: When
multiple attributes are influential in that tree, it does not impact the result. If only that at-
tribute is influential, it shifts influence to a previously non-influential attribute. This can be
seen for the excess rainfall random forest in snowy climate. Leaving out the elevation attribute
shifts the influence to the maximum leaf area index attribute. We can therefore assume that
ALE is capable of identifying the correct influential attributes independent of correlation within
the dataset. However, any attributes that could be influential and are not included in the data
could lead to confounding results.
Figures B.5 to B.9 detail the empirical distribution function curves for each attribute, process
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Summarised accumulated local affects
d
Figure B.1: Attribute influence on process distribution for on average three (a, b) and one (c,
d) event per year. a, c: Mean difference between the empirical distribution function (ECDF) of
the attributes for a single process and for all events. The larger the absolute value the more
different the two ECDF’s. Size of points give an overview of how many events contributed to
the distribution. Colour indicates the direction of influence. Blue values point at a decrease of
the process for smaller values of the attribute. Red values at an increase for smaller values
of the attribute. Horizontal breaks point at different groups of catchment characteristics. b, d:
Summarised accumulated local effects. For each climate type and flood process the accumulated
local effects for all attributes were calculated. The point colour shows the mean absolute values
for each accumulated local effects curve. Higher values indicate increased importance. Values
were normalised for each climate/process to enable comparability between climates/processes.
Point sizes represent cross-validation R2 prediction accuracy for the random forest model.
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Figure B.5: Topography attributes. Empirical distribution curve (ECDF) of all events and their
associated normalised catchment attributes in comparison to the ECDF’s of events classified as
short rain, long rain, excess precipitation, rainfall/snowmelt and snowmelt.
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Figure B.6: Climate attributes. Empirical distribution curve (ECDF) of all events and their asso-
ciated normalised catchment attributes in comparison to the ECDF’s of events classified as short
rain, long rain, excess precipitation, rainfall/snowmelt and snowmelt. The attributes aridity and
snow fraction are also used for the split into the different climate types.
121









Depth to bedrock (Pelletier)
 Depth to bedrock (Statsgo)
Soil porosity
Water fraction




































































Figure B.7: Soil attributes. Empirical distribution curve (ECDF) of all events and their associ-
ated normalised catchment attributes in comparison to the ECDF’s of events classified as short
rain, long rain, excess precipitation, rainfall/snowmelt and snowmelt.
122
B.2. SUPPLEMENTARY FIGURES OVERVIEW AND DISCUSSION
Wet Dry Snow
Forest fraction
Green veg. fraction difference
Green veg. fraction maximum
LAI difference
LAI maximum






































Figure B.8: Vegetation attributes. Empirical distribution curve (ECDF) of all events and their
associated normalised catchment attributes in comparison to the ECDF’s of events classified as
short rain, long rain, excess precipitation, rainfall/snowmelt and snowmelt.
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Figure B.9: Geology attributes. Empirical distribution curve (ECDF) of all events and their as-
sociated normalised catchment attributes in comparison to the ECDF’s of events classified as
short rain, long rain, excess precipitation, rainfall/snowmelt and snowmelt.
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Figure B.10: Spearman correlation matrix for CAMELS catchment attributes (Addor et al., 2017)













SUPPORTING INFORMATION FOR CHAPTER 4
This appendix provides supporting Figures for Chapter 4.
C.1 Supplementary Figures
The following figures provide additional information and results not directly related to the main
conclusions presented in the chapter. All data and methods used to generate these figures are
described in the main chapter.
Figure C.1 gives an example of the averaged median non-exceedance probability raster with-
out the smoothing approach. The smoothing was applied to reduce the noise in the contour lines
added to Figure 4.3.
Figures C.2, C.3, and C.4 show that none of the explanatory variables catchment area, precip-
itation seasonality, or surface storage index provide additional information on the precipitation
- soil moisture - streamflow relationship.
Figures C.5, C.6, and C.7 offer the results of all analyses performed in Chapter 4 for 7-day
precipitation instead of maximum precipitation. This includes a comparison of extreme flow
trends sampled by extreme 7-day precipitation (P>P799) versus extreme flow (Q>Q99) displayed
in Figure C.9. The results for 7-day precipitation are similar to precipitation maximum. 7-day
precipitation volume with high NEP has a high probability of being followed by high streamflow
under even lower initial soil moisture states than for 1-day precipitation intensity.
Figure C.8 shows the difference in trend in streamflow sampled by Q>Q99 versus P>P99. A
comparable variation of trend difference can be noted in all climate regions. Due to the small
number of catchments in dry and very dry climates, the difference in trends is more noisy.
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Figure C.1: Rasterised unsmoothed median streamflow maximum non-exceedance probability
(NEP) as a function of initial soil moisture (SMI) and precipitation maximum (Pmax) non-
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Figure C.2: Median streamflow maximum non-exceedance probability (NEP) as a function of ini-
tial soil moisture (SMI) and precipitation maximum (Pmax) non-exceedance probability. White
lines indicate median streamflow NEP in 5% steps. The white dashed line indicates 90% NEP.
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Figure C.3: Median streamflow maximum non-exceedance probability (NEP) as a function of ini-
tial soil moisture (SMI) and precipitation maximum (Pmax) non-exceedance probability. White
lines indicate median streamflow NEP in 5% steps. The white dashed line indicates 90% NEP.
The panels are split by precipitation seasonality. A positive precipitation seasonality indicates
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Figure C.4: Median streamflow maximum non-exceedance probability (NEP) as a function of ini-
tial soil moisture (SMI) and precipitation maximum (Pmax) non-exceedance probability. White
lines indicate median streamflow NEP in 5% steps. The white dashed line indicates 90% NEP.
The panels are split by subsurface storage index indicated by the ratio of low flow (10th per-
centile) and median flow (50th percentile). The higher the value the higher the subsurface stor-
age in the catchment (Borga et al., 2007; Norbiato et al., 2009; Tarasova et al., 2018).
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Figure C.5: Median streamflow maximum non-exceedance probability (NEP) as a function of
initial soil moisture (SMI) and 7-day precipitation (P7) non-exceedance probability. White lines
indicate median streamflow NEP in 5% steps. The white dashed line indicates 90% NEP. The
panels are split by catchment aridity, with panel A combining all catchments together.
A: All B: Very wet C: Wet D: Dry E: Very dry

















Figure C.6: Event initial soil moisture, 7-day precipitation, and streamflow maximum (Q) NEP




A: P7>P799 B: Q>Q99





























Figure C.7: Boxplot of median non-exceedance probability per catchment for precipitation vol-
ume (P7), streamflow (Q) and soil moisture (SM). A: Events selected by P>P7 99th percentile, B:
Q>Q 99th percentile. Catchments stratified by aridity index group.
All Very wet Wet Dry Very dry

























Figure C.8: Trend in streamflow for events sampled by Q>Q99 versus P>P99. All trends in %
change per decade. Catchments stratified by aridity index group.
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Figure C.9: Trend in streamflow for events sampled by Q>Q99 versus P7>P799. All trends in %











PRECIPITATION SAMPLING STRATEGIES - IMPLICATIONS FOR
FLOOD TREND ATTRIBUTION
D.1 Introduction
A follow-up question arose from Chapter 4. If trends in streamflow vary strongly depending
on sampling by extreme precipitation versus sampling by extreme flow, how do trends in pre-
cipitation compare between the different sampling approaches? Some flood trend studies try to
attribute changes in flooding to changes in precipitation, soil moisture, melt, etc.. These flood
trend drivers differ regionally, depending on the prevalent flood generating process in the region
(Blöschl et al., 2019b). However, does it make a difference if trends in precipitation are calcu-
lated for extreme precipitation, for example, by using trends in annual maximum precipitation
(Blöschl et al., 2019b; Do et al., 2020a; Ledingham et al., 2019), or if the precipitation directly as-
sociated with the flood event is sampled (Brunner et al., 2019; Merz et al., 2018; Tramblay et al.,
2019)? In short, is there a difference for trends in extreme precipitation versus trends in flood
generating precipitation? To the best of our knowledge, such a comparison has not been done
before. Similar to the comparison of sampling strategies for trends in streamflow, an evaluation
of the approaches is necessary to make flood trend attribution approaches comparable.
In the following section, we would like to present the results of this analysis. It is an addition
to the findings in Chapter 4. The results are presented as an Appendix for two reasons. (1) The
research aim for Chapter 4 focuses on extreme flows. Adding precipitation trends was therefore
out of the scope of that chapter. (2) Although we can present an answer to the question posed
above, i.e. do the trends differ, we struggle to explain the results. In the spirit of Andréassian
et al. (2010), we present our "failure story" to encourage a discussion of a relevant topic in need
of further exploration and explanation.
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Therefore, this Appendix is structured as follows: After briefly explaining the methods used
to reach the results, which rely on the descriptions given in Section 4.3.6, we present the com-
parison between the trends. We propose several hypotheses that could explain the results and
test them in Section D.4. Finally, we discuss some potential further analysis.
D.2 Methods
We used the same approach described in Section 4.3.6 to evaluate the difference in precipita-
tion trends. Trends in precipitation are calculated and compared for two different sampling
strategies: selecting precipitation events by extreme streamflow versus selecting by extreme
precipitation. For this comparison, we use the identified precipitation events and associated
streamflow maxima described in Chapter 4, Section 4.3.3. The threshold for extreme streamflow
and extreme precipitation, respectively, is the 99th percentile. Trends are calculated using the
Theil-Sen slope estimator and given as % change per decade. Similar to the streamflow trends,
no precipitation events with snow cover or modelled snowmelt > 1 mm are included in the sam-
ples. All snowmelt-influenced events are excluded.
Due to the two sampling strategies, one trend (P>P99) therefore represents trends in extreme
precipitation. The other (Q>Q99) represents trends in flood generating precipitation.
D.3 Trends in precipitation for different sampling strategies
Figure D.1 shows that trends in extreme precipitation and trends in flood generating precipi-
tation differ considerably. Trends in precipitation sampled by extreme flow cover a much wider
range than trends sampled by extreme precipitation. The results indicate that flood generating
precipitation both increases and decreases more than extreme precipitation.
The fact that the two trends differ is not surprising. The different sampling strategies lead
to event samples with very different properties (Chapter 4, Figure 4.5). However, it raises the
question, which precipitation trend should be used for attributing drivers of flood change? Simi-
lar to extreme flow trends discussed in Chapter 4, the trend in extreme precipitation will include
events that did not generate a flood and exclude events that did.
Both approaches to attribute trends in flooding to trends in precipitation are currently in
use. Yet, a discussion of the sampling approach, and the reasoning behind it, is rarely included
in any study. Some use trends in extreme precipitation (e.g. Blöschl et al., 2019b; Do et al., 2020a;
Ledingham et al., 2019) and some trends in flood-event precipitation (e.g. Brunner et al., 2019;
Merz et al., 2018; Tramblay et al., 2019). A reader comparing the results of different studies
might think both approaches to be equivalent. However, the rationale for choosing one approach
or another differs.
Trends in extreme precipitation (P>P99) are well researched. If trends in extreme precipita-
tion can be tied to trends in flooding, it would therefore offer information about possible devel-
134


























Figure D.1: Trend in precipitation for events sampled by Q>Q versus P>P99. All trends in %
change per decade. The marginal histograms illustrates distribution in trend space.
opment of flooding in catchments without streamflow data. The information base for calculating
extreme precipitation trends is larger, since there are many more precipitation gauging stations
than streamflow gauging stations (Fowler et al., 2021a). Remotely sensed precipitation datasets
can furthermore support trend calculation. However, trends in extreme precipitation in average
do not translate into trends in flooding (Do et al., 2017, 2020a; Ivancic and Shaw, 2015; Led-
ingham et al., 2019; Sharma et al., 2018; Wasko and Nathan, 2019). As discussed in Chapter 4,
one reason is the modulating effect of soil moisture. However, the more extreme the precipita-
tion, the less soil moisture influences flood magnitude (Chapter 4 Alvarez-Garreton et al., 2014;
Castillo et al., 2003; Grillakis et al., 2016; Saffarpour et al., 2016; Wasko and Nathan, 2019).
Thus, trends in extreme precipitation can be relevant in some situations for explaining trends
in extreme flood events (Bertola et al., 2021; Tramblay et al., 2019; Wasko and Nathan, 2019).
Trends in flood generating precipitation (Q>Q99), on the other hand, have the benefit of
informing about changes in the actual precipitation which generates the flood. That includes
non-extreme precipitation events. However, changes in soil moisture can influence the trend in
flood generating precipitation. The results in Chapter 4 would suggest that a decrease in soil
moisture means higher precipitation is necessary to generate flooding. For the south of France,
Tramblay et al. (2019) found antecedent soil moisture to be decreasing, while flood generating
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precipitation was increasing in almost all catchments of the study. Depending on how influential
soil moisture is in generating floods, increases in flood generating precipitation might be offset
by decreases in soil moisture (Tramblay et al., 2019). However, trends in flood generating pre-
cipitation might indicate a shift between rainfall intensity dependent versus wetness dependent
flood events (Saffarpour et al., 2016). Further studies are necessary to test that hypothesis.
In summary, both approaches to calculate trends in precipitation are valid, but they contain
different information. In contrast to extreme flow trends, a recommendation for one sampling
strategy or the other is not as easy. The reason to choose one or another needs to fit the aim of
the flood trend study. Both authors and readers of flood trends studies should be aware of the
difference in sampling approach.
D.4 Explaining the difference in trends
An open question remains: Why are trends in flood generating precipitation much higher and
much lower than trends in extreme precipitation? We can formulate several possible hypotheses.
We tested four of them, but were not able to confirm any. Further studies are necessary to test
additional explanations.
D.4.1 Hypothesis: Changing soil moisture
A possible hypothesis that might explain the divergence in trends is the effect of soil moisture.
As explained above, if soil moisture is decreasing, flood generating precipitation would have to
be higher to create equal or higher flood magnitudes. We evaluate this hypothesis by comparing
trends in extreme flow (Q>Q99) with trends in soil moisture and precipitation. For comparison,
Figure D.2 includes precipitation trend and soil moisture trend for both sampling strategies.
If soil moisture were the main reason for the divergence of trends, we would expect that if
soil moisture is decreasing, higher flood generating precipitation is necessary to create similar
or increasing flood magnitudes. However, testing the hypothesis is challenging, as the results
by Tramblay et al. (2019), mentioned above indicate. It is possible that any increase in flood
generating precipitation might be offset by decreases in soil moisture.
Figure D.2 shows the result of this analysis. The distribution of catchments with a negative
trend in soil moisture is too scattered between positive and negative trends in soil moisture to
clearly confirm this hypothesis.
The majority of catchments have soil moisture trends in the range between -5% to +5% per
decade. This is relatively small in comparison to trends in Australia (Wasko and Nathan, 2019).
It could indicate an uncertainty in the trends resulting from ERA5 soil moisture data. Although
ERA5 soil moisture data is reasonably good in comparison to other global soil moisture datasets
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Figure D.2: Trend in precipitation against trend in extreme flow coloured by trend in soil mois-
ture. Upper row: trend in extreme flow generating precipitation and antecedent extreme flow
soil moisture (Q>P99). Lower row: trend in extreme precipitation and antecedent soil moisture
(P>P99). All trends in % change per decade. The panels are split by catchment aridity
(Albergel et al., 2013; Beck et al., 2021; Deng et al., 2020; Dorigo et al., 2015; El Khalki et al.,
2020; Mahto and Mishra, 2019; Yang et al., 2020a), global soil moisture can be highly uncertain.
Sampling soil moisture by extreme precipitation (P>P99) leads to stronger decreasing trends
in soil moisture. Since extreme precipitation events can occur all year round, this could be ex-
plained by findings that globally dry seasons tend to get drier and wet seasons tend to get wetter
(Kumar et al., 2014). In drier regions dry seasons get drier than in wetter regions (Chou et al.,
2013). The decrease in soil moisture could therefore be an indication of extreme precipitation
events occurring in the dry season.
D.4.2 Hypothesis: Wider range of values
The second hypothesis is the wider range of trends in flood generating precipitation is due to
the wider range of values. As shown in Section 4.4.1. extreme flow events can be caused by non-
extreme precipitation values (P<P99) due to the modulating effect of soil moisture. Sampling
by extreme flow therefore includes non-extreme precipitation values. A shift from non-extreme
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Figure D.3: Trend in precipitation for events sampled by Q>Q99 versus P>P99 for A all events
and B all events where P>P99. All trends in % change per decade.
flood generating precipitation to extreme precipitation might therefore explain a positive trend
in flood generating precipitation.
We test this by calculating the trend in flood generating precipitation (Q>Q99) but this time
exclude all events caused by non-extreme precipitation (P<P99). If the range of precipitation
values included is the reason for the difference, the resulting trend should be much more simi-
lar to the trend in extreme precipitation. Figure D.3B shows the comparison for this sampling
approach. Some effect is noticeable, though trends in flood generating precipitation still have a
wider range than trends in extreme precipitation. However, the effect is not strong enough to
explain solely the range of trends in flood generating precipitation.
D.4.3 Hypothesis: Differing sample sizes
Hypothesis three focuses on the sampled data as well. The third hypothesis is trends in flood
generating precipitation are spread wider due to a different sample size between the two sam-
pling approaches. We test this hypothesis using a visual approach. The ratio between the sample
size for Q>Q99 versus P>P99 is added as additional information to the trend comparison graph.
In Figure D.4 colour indicates this ratio. A value of 1 would mean both sample sizes are equal.
A value of less than 1 would mean the sample size for P>P99 is larger. Since Figure D.4 does not
show any recognisable pattern in the distribution of that ratio regarding the comparison of the
two trends, sample size seems not influential.
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Figure D.4: Trend in precipitation for events sampled by Q>Q99 versus P>P99. Colour indicates
ratio between sample size of Q>Q99 versus sample size of P>P99 sample size (ratioQP). A value
of 1 would mean that both sampling approaches sample equal number of events. All trends in %
change per decade.
D.4.4 Hypothesis: Seasonal precipitation trends
Another possible hypothesis explaining the wider range of trends of flood generating precipi-
tation focuses on flood seasonality. Past studies have shown that seasonal changes in extreme
precipitation can be much stronger than annual changes (Barbero et al., 2017; Zheng et al.,
2015). Therefore, if the occurring flood events are very seasonal, the sampled flood generating
precipitation might reflect the trend in extreme precipitation of the flood season. In comparison
to the overall extreme precipitation trend, this trend might be strongly increasing or decreasing.
We test this hypothesis by comparing the annual trend in flood generating precipitation
(Q>Q99) with the seasonal trend in extreme precipitation (P>P99) for the season December-
January-February (DJF); March, April, May (MAM); June, July, August (JJA) and September,
October, November (SON). If the seasonal extreme precipitation trend would explain the range
in annual flood generating precipitation, then those two trends should be the same. Since the
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flood season might vary between catchments, flood seasonality is included in the comparison.
Flood seasonality is here given as contribution of floods occurring within a season. A value of
1 indicates all extreme flow events occur within one season. To account for differences in the
northern and southern hemisphere, each countries precipitation trends are plotted separately.
Figure D.5 shows the results for the seasonal flood trends. If a seasonal precipitation trend
were the cause of wider range of trends in flood generating precipitation, then the two trends
plotted should align for seasons with a high contribution of flood events (light colour). However,
that seems to be not the case, although there is some scatter for countries with very few catch-
ments (e.g. Chile).
A further hypotheses, which we did not test yet, is that changes in flood seasonality lead
to a wider range of flood generating precipitation trends. Flood seasonality has been changing
with some regions moving to earlier floods and some to later. In some regions, these changes are
modulated by changes in soil moisture (Blöschl et al., 2017; Marelle et al., 2018; Wasko et al.,
2020).
To summarise, we found that trends in precipitation are strongly affected by sampling method.
We investigated several different hypotheses which might explain these differences, but the data
did not support any of the hypotheses. Further work is required to interpret the differences in
precipitation trends obtained by the different sampling methods.
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Figure D.5: Trend in precipitation for events sampled by Q>Q99 versus trend in precipitation
for events sampled by P>P99 for each season. Rows: Seasonality of flooding (DJF: December,
January, February; MAM: March, April, May; JJA: June, July, August; SON: September, October,
November). Colour indicates contribution of floods in that season, i.e. a value of 1 would mean
all flood events occur in that season. Columns: countries (AU: Australia, BR: Brazil, CL: Chile,
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Kundzewicz, Z. W., Graczyk, D., Maurer, T., Pińskwar, I., Radziejewski, M., Svensson, C., and
Szwed, M. (2005). Trend detection in river flow series: 1. Annual maximum flow. Hydrological
Sciences Journal, 50(5):797–810.
Kundzewicz, Z. W., Kanae, S., Seneviratne, S. I., Handmer, J., Nicholls, N., Peduzzi, P., Mechler,
R., Bouwer, L. M., Arnell, N. W., Mach, K., Muir-Wood, R., Brakenridge, G. R., Kron, W., Benito,
G., Honda, Y., Takahashi, K., and Sherstyukov, B. (2014). Flood risk and climate change:
global and regional perspectives. Hydrological Sciences Journal, 59(1):1–28.
Kundzewicz, Z. W., Krysanova, V., Dankers, R., Hirabayashi, Y., Kanae, S., Hattermann,
F. F., Huang, S., Milly, P. C. D., Stoffel, M., Driessen, P. P. J., Matczak, P., Que-
vauviller, P., and Schellnhuber, H.-J. (2016). Differences in flood hazard projections in Eu-
rope their causes and consequences for decision making. Hydrological Sciences Journal,
62(1):02626667.2016.1241398.
Kundzewicz, Z. W., Lugeri, N., Dankers, R., Hirabayashi, Y., Döll, P., Pińskwar, I., Dysarz, T.,
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