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SUMMARY 
 
Kinetic modeling of gas phase radical reactions plays an important role in 
understanding various atmospheric and biological processes such as the fate of 
volatile organic compounds and in the design and optimization of important industrial 
chemical processes such as combustion, radical polymerization, and pyrolysis. 
Experimental kinetic studies of low temperature radical chemistry in the atmosphere 
and of high temperature radical reactions in industrial chemical processes remain 
challenging due to the complexity of the reacting systems and because of the short 
lifetime of the radical intermediates. To test the predicting capabilities of ab initio 
calculations for such gas phase radical reactions, we modeled the low temperature 
atmospheric oxidation of carboxylic acids by hydroxyl radicals and simulated the 
high temperature industrial steam cracking of ethane. 
 
The oxidation of formic and acetic acid by hydroxyl radicals was studied to develop 
an ab initio computational procedure to accurately predict reaction rate coefficients 
and selectivities for this family of reactions. For the reaction of formic acid with 
hydroxyl radicals, activation barriers calculated with the computationally efficient 
CBS-QB3 method are 14.1 and 12.4 kJ/mol for the acid and for the formyl channel, 
respectively, and are within 3.0 kJ/mol of values obtained with the computationally 
  VII 
more demanding W1U method. Multidimensional quantum tunneling significantly 
enhances the rate coefficient for the acid channel and is responsible for the 
dominance of the acid channel at 298 K, despite its higher barrier. At 298 K, 
tunneling correction factors of 339 and 2.0 were calculated for the acid and the 
formyl channel using the Small Curvature Tunneling method and the CBS-QB3 
potential energy surface. The importance of multidimensional tunneling for the acid 
channel can be attributed to the strong reaction path curvature of the minimum energy 
path due to coupling between the reaction coordinate and the H-O-H bending modes. 
Such couplings might also be relevant for biological systems where hydrogen bond 
networks are prevalent. The standard Wigner, Eckart, and Zero Curvature Tunneling 
methods only account for tunneling along the reaction path and hence severely 
underestimate the importance of tunneling for the acid channel. The resulting reaction 
rate coefficient of 0.98×105 m3/(mol·s) at 298 K is within a factor 2 to 3 of 
experimental values. For acetic acid, an 11.0 kJ/mol activation barrier and a large 
tunneling correction factor of 199 were calculated for the acid channel at 298 K. Two 
mechanisms compete for hydrogen abstraction at the methyl group, with activation 
barriers of 11.9 and 12.5 kJ/mol and tunneling correction factors of 9.1 and 4.1 at 298 
K. The resulting rate coefficient of 1.2×105 m3/(mol·s) at 298 K and branching ratio 
of 94 % compare again well with experimental data. 
 
  VIII 
Using the ab initio computational procedure developed for the oxidation of formic 
and acetic acids, we studied the initial rate and selectivity of the oxidation of valeric 
acid, C4H9COOH, i.e., the selectivity between abstraction of hydrogen atoms at the 
acid, α, β, γ and methyl positions. Valeric acid was selected as a representative linear 
carboxylic acid, and allows quantifying the selectivity between the acid, α-, β-, γ-, 
and methyl-channel required to begin understand the degradation mechanism of 
carboxylic acids in the troposphere. At the high-pressure-limit, an overall rate 
coefficient at 298 K of 4.3×106 m3/(mol·s) was calculated and the dominant pathways 
are abstraction at the β, the γ and, to a lesser extent, the acid position, with a 
selectivity of 55, 28 and 8 %, respectively. This differs from the high selectivity for 
the acid channel for formic and acetic acid, and from the thermodynamic preference 
for the α position, but is consistent with the experimentally observed selectivity for 
abstraction at the β and γ position in larger organic acids. Interestingly, the transition 
states for abstraction at the β and γ position are characterized by a hydrogen bound, 7- 
or 8-membered ring, e.g., [··H···βC-αC-C=O···HO··]. The rate and selectivity of the 
oxidation are controlled by the strength of this hydrogen bond between the acid group 
and the hydroxyl radical in the different transition states, and do not correlate with the 
stability of the products. At 298 K and below 0.1 atm, the collision frequency 
becomes insufficient to stabilize the pre-reactive complexes, and the reaction 
becomes chemically activated. However, the reaction rate and the selectivity remain 
largely unaffected by this mechanistic change.  
  IX 
To illustrate that the accuracy that can be obtained with standard ab initio 
computational chemistry methods has become sufficient to begin to predict the 
conversion and selectivity for a complex, high temperature gas phase radical process, 
the industrial steam cracking of ethane was modeled using a fully ab initio kinetic 
model. Our reaction network consists of 20 species smaller than C5 and 150 reversible 
elementary reactions and includes all possible reactions involving the 20 species. The 
thermodynamic and kinetic parameters were obtained from first principle CBS-QB3 
and W1U calculations and agree well with available experimental data. Predicted 
C2H6, C2H4, and H2 yields are within 5 % of experimental data for the three sets of 
conditions tested. Though CH4 yields and outlet temperatures are particularly 
sensitive to the accuracy of the kinetic parameters, they are simulated with an 
accuracy of better than 10 %. Larger deviations for the C3H6 and C2H2 yields are 
attributed to the limited size of the reaction network. The effect of total pressure on 
the rate coefficients was found to be relatively minor for the reaction conditions 
tested. To put the accuracy of the predicted yields and conversions into perspective, it 
should be noted that the mean absolute deviation of 1.9 kJ/mol between CBS-QB3 
and experimental standard enthalpies of formation translates to a 26 % uncertainty in 
the predicted equilibrium coefficients at 1000 K. 
 
  X 
In summary, ab initio kinetic modeling of gas phase radical reactions was performed 
in this study using high-level quantum chemical calculations and incorporating 
corrections to the conventional transition state theory. We have shown that ab initio 
calculations begin to be capable of predicting the kinetics of complex radical systems 
with high accuracy. The successful prediction of the rate and selectivity of the low 
temperature oxidation of carboxylic acids by hydroxyl radicals in the atmosphere 
would be beneficial to the kinetic study of subsequent oxidation reactions of 
carboxylic acids. The crucial role of multi-dimensional tunneling in determining the 
high selectivity of the acid channel in small carboxylic acids, and the importance of 
hydrogen-bond networks in determining the selectivity in larger organic acids is an 
intrinsic feature of these low temperature processes. At the other side of the 
temperature and complexity spectrum, a kinetic model based entirely on high-level 
quantum chemical calculations was able to accurately predict yields and conversions 
for the industrial steam cracking of ethane and illustrates the great promise for the 
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CHAPTER 1  
INTRODUCTION 
 
Kinetic modeling of gas phase radical reactions plays a very important role in 
understanding various atmospheric processes such as the fate of volatile organic 
compounds (Finlayson-Pitts and Pitts, 2000) and in the design and optimization of 
important industrial chemical processes, such as combustion (Glassman and Yetter, 
2008), polymerization (Seavey and Liu, 2008), and pyrolysis (Coker, 2001). 
Experimental kinetic studies of low temperature radical chemistry in the atmosphere 
and of high temperature radical reactions in industrial chemical processes remain 
challenging due to the complexity of the reacting system and because of the short 
lifetime of the radical intermediates. With the continuous improvement of theories 
and algorithms in computational chemistry, ab initio calculations begin to be capable 
of predicting the kinetics of complex radical systems with high accuracy.  
 
Accurate thermodynamic properties have been calculated with a variety of 
computational methods (Martin and de Oliveira, 1999; Montgomery et al., 2000). 
Using the CBS-QB3 method, the standard enthalpy of formation of hydrocarbons can 
be calculated with an accuracy of 2.5 kJ/mol (Saeys et al., 2003). Entropies and heat 
capacities of hydrocarbons can be predicted with an accuracy of a few J/mol K using 
 2 
 
a one-dimensional hindered rotor approach (Vansteenkiste et al., 2003). Kinetic 
parameters can also be predicted accurately ab initio. Rate coefficients for various 
types of reactions, such as hydrogen abstraction reactions (Alvarez-Idaboy et al., 
2000; Vasvári et al., 2001; Masgrau et al., 2002; Anglada, 2004; De Smedt et al., 
2005; Kungwan and Truong, 2005; Saeys et al., 2006; Vandeputte et al., 2007), 
carbon-centered radical addition and the reverse β-scission reactions (Sabbe et al., 
2007), and radical-radical recombination reactions (Harding et al., 2005; Klippenstein 
et al., 2006), can be predicted accurately. Using ab initio calculations, the degradation 
of pollutants, for example the reaction of carboxylic acids in the atmosphere, is being 
understood (Rosado-Reyes and Francisco, 2006; Vimal and Stevens, 2006). 
 
Although many ab initio kinetic studies of radical reactions in atmospheric chemistry 
have been performed, there are gaps between ab initio calculations and experimental 
measurements. Computational procedures for accurate kinetic modeling of many 
radical reactions in the atmosphere are still lacking. Precise kinetic prediction of 
atmospheric radical chemistry could only be possible if the kinetic and 
thermodynamic parameters could be obtained using ab initio calculations with high 
accuracy. Currently, kinetic modeling of industrial processes is mainly based on the 
limited number of experimental thermodynamic and kinetic parameters, fitted 
parameters, and estimated parameters based on the group additivity and the group 
contribution methods (Benson, 1976; Cohen, 1992; Sumathi et al., 2001; Saeys et al., 
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2004; Sabbe et al., 2008). Building a predictive model fully using ab initio calculated 
thermodynamic and kinetic parameters is still a challenge. 
 
The objective of this thesis is to test the predicting capabilities of ab initio 
calculations for gas phase radical reactions. Ab initio kinetic studies are applied to 1) 
low temperature atmospheric oxidation of carboxylic acids by hydroxyl radicals and 
2) modeling of the high temperature industrial steam cracking of ethane. The 
oxidation of formic and acetic acid by hydroxyl radicals was studied to develop an ab 
initio computational procedure to accurately predict reaction rate coefficients and 
selectivities for this family of reactions.  The rate coefficients for the oxidation of 
formic and acetic acids by hydroxyl radicals can be calculated within a factor of 4 of 
experimental values. Ab initio calculations also show that multidimensional quantum 
tunneling significantly enhances the rate coefficient for the acid channel and is 
responsible for the dominance of the acid channel despite similar reaction barriers for 
all the channels. At 298 K, for the oxidation of formic acid by hydroxyl radicals, 
small curvature tunneling correction factors of 339 and 2.0 were calculated for the 
acid and the formyl channels using the CBS-QB3 potential energy surface. The 
Wigner, Eckart, and zero-curvature tunneling methods that do not account for the 
multidimensional reaction path curvature coupling significantly underestimate the 
importance of tunneling for the acid channel. Ab initio kinetic studies also help 
quantify the rate and selectivity of the hydrogen abstraction reactions of valeric acid, 
 4 
 
C4H9COOH, by hydroxyl radicals at the acid, α, β, γ and methyl (δ) positions. The 7 
and 8 member rings formed in the transition states due to the hydrogen bond for the 
abstraction of the β- and γ-hydrogen atoms in valeric acid completely change the 
selectivity between various channels. To illustrate that the accuracy that can be 
obtained with standard ab initio computational chemistry methods has become 
sufficient to begin to predict the conversion and selectivity for a complex, high 
temperature gas phase radical process, the industrial steam cracking of ethane was 
simulated using a fully ab initio kinetic model. The modeling shows that the steam 
cracking of ethane can be predicted with high accuracy with the state-of-art 
thermodynamic and kinetic parameters. Predicted C2H6, C2H4, and H2 yields are 
within 5 % of experimental data for the three sets of conditions tested. Though CH4 
yields and outlet temperatures are particularly sensitive to the accuracy of the kinetic 
parameters, they are simulated with an accuracy of better than 10 %. 
 
This thesis is organized as follows. In chapter 2, procedures and benchmark studies 
for ab initio calculations of thermodynamic and kinetic parameters for radical 
reactions were reviewed. In chapter 3, the computational methods used in this work 
are discussed. In chapter 4, an ab initio study of the oxidation reaction of formic and 
acetic acids with hydroxyl radicals is presented first. Then a reaction path analysis for 
the oxidation of organic acids by hydroxyl radicals is presented. In chapter 5, an ab 
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initio simulation of an ethane steam cracker is presented. Finally, the main 
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Kinetic modeling of the low temperature atmospheric oxidation of carboxylic acids 
by hydroxyl radicals and the high temperature industrial steam cracking of ethane are 
the main focuses of this thesis. The complexity of these reacting systems and the 
difficulty in experimentally detecting the short-lived radical intermediates limit the 
complete understanding of these processes. With the development of quantum 
chemistry theories and the improvement of computational power, it is now possible to 
perform kinetic studies using an ab initio approach. Successful ab initio kinetic 
studies of gas phase radical reactions have been reported by many researchers 
(Alvarez-Idaboy et al., 2001; Ochando-Pardo et al., 2004; Ellingson and Truhlar, 
2007). A detailed review of kinetic modeling of gas phase bimolecular reactions can 
be found in Fernandez-Ramos et al. (2006)’s paper.  
 
In this chapter, the fundamentals in quantum chemistry are introduced first. Then ab 
initio calculations of thermodynamic properties, such as the enthalpy of formation, 
entropy and heat capacity, based on statistical thermodynamics are reviewed. 
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Additionally, various levels of transition state theories are overviewed. Finally, ab 
initio calculations of kinetic parameters for three reaction families, i.e., hydrogen 
abstraction reactions, radical addition to olefins reactions, and radical-radical 
recombination reactions, important for both the steam cracking of ethane and the 
oxidation of carboxylic acids by hydroxyl radicals will be presented.  
 
2.2 Fundamentals in quantum chemistry 




















 is the kinetic energy operator, V (r) is the potential energy at position 
r, ψ(r) is the wave function, and E is the total energy of the system. For a multi-
particle system, the wave function is a function of 3N+4n variables (the spatial 
coordinates of the N nuclei and the n electrons plus the spin of the n electrons). 
Directly solving the multi-particle Schrödinger equation is formidable for systems 
containing more than one atom and one or two electrons due to the large number of 
variables. Therefore, the Born-Oppenheimer approximation (Born and Oppenheimer, 
1927) was introduced to solve the Schrödinger equation. It assumes that the electronic 
wave function can be solved for the fixed nuclei based on the fact that the nuclei are 
much heavier than the electrons. Using the Born-Oppenheimer approximation, the 
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time-independent Schrödinger equation can be separated into two parts: the electronic 
Schrödinger equation and the nuclear part of the Schrödinger equation. By subtracting 
the nuclear kinetic energy from the total molecular kinetic energy, the electronic 
Schrödinger equation can be written as 
)()()()( rR,RrR,rR, eeee EH ψψ =
∧
                                                            (2.2) 
where Ĥe(R,r) is the electronic Hamiltonian where the nuclear kinetic energy operator 
is excluded, R are nuclear coordinates and r are electronic coordinates, Ee(R) is the 
electronic energy or the potential energy surface (PES).  
 
Then the nuclear part of the Schrödinger equation can be solved by using the 
solutions of the electronic Schrödinger equation as the potential energy. 
)()())(( RRR ntotnen EET ψψ =+
∧
                                                                                (2.3) 
where nT
∧
is the nuclear kinetic energy operator. The Etot can be calculated by solving 
the nuclear Schrödinger equation, once the PES is known. The nuclear Schrödinger 
equations are the equations representing the translational, rotational, and vibrational 






2.3 Ab initio calculations of the enthalpy of formation, entropy and 
heat capacity 
Based on statistical mechanics, the translational, rotational, and vibration partition 
functions can be calculated given the total energy levels obtained by solving 
corresponding nuclear Schrödinger equations (equation 2.3). Once the partition 
functions are known, the thermodynamic properties, such as the enthalpy of 
formation, entropy and heat capacity can be calculated. The equations for calculating 
these thermodynamic properties can be found in a textbook on statistical 
thermodynamics (McQuarrie, 2000). The calculation of the partition function requires 
basic information of the molecule, such as moments of inertia for the rotational 
partition function, vibration frequencies for the vibration partition function, and the 
geometry of the molecule. All the information can be obtained using ab initio 
calculations. 
 
It is found that vibration frequencies by ab initio calculations tend to deviate from 
experimental values. This kind of deviation is rather uniform and can be corrected by 
scaling factors. Scott and Radom (1996) derived scaling factors for vibration 
frequencies, low-frequency vibrations, zero-point vibration energies and thermal 
contributions to enthalpy and entropy at 19 levels of theory. Sinha et al. (2004) 
supplement some scaling factors for the Hartree-Fock (HF), the B3LYP, and the 
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second-order Møller-Plesset perturbation theory (MP2) methods combined with 
correlation consistent basis sets. 
 
When examining the vibration frequencies of the molecule, it is found that some of 
the vibration frequencies, especially the low vibration frequencies, actually 
correspond to internal rotations of one part of the molecule with respect to another 
part of the molecule around a single bond. As shown in Figure 2.1, errors will result if 
the partition functions for internal rotations (hindered rotor or free rotor) are 
calculated from the harmonic oscillator approximation (East and Radom, 1997; Ayala 
and Schlegel, 1998). 
 
 
Figure 2.1. A representation of the partition function Q for a free rotor, hindered rotor, 
and harmonic oscillator as a function of u=hν/kBT, where ν is the vibration frequency 
and T is the temperature (Ayala and Schlegel, 1998). 
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As shown in Figure 2.1, the low vibration frequencies contribute more to the 
vibration partition function than the high vibration frequencies. Therefore, more 
accurate treatment of the internal rotations using a hindered rotor approximation is 
required to improve the accuracy of calculated thermodynamic properties. 
 
The exact treatment of the internal rotations is rather complicated, because the 
internal rotations are always coupled with each other and with the external rotations 
of the molecule. It is therefore generally assumed that all the internal and external 
rotations are uncoupled and the potential of the internal rotation can be represented by 
a one-dimensional rotational potential profile (Heuts et al., 1996; Sumathi et al., 2001; 
Van Speybroeck et al., 2000). 
 
As illustrated in Figure 2.2, the one-dimensional rotational potential profile can be 
obtained by rotating the group C(1)H(2)H(3)H(4) around the bond C(1)-C(5) by a 
fixed torsional angle. At each point the geometry optimization and the energy 
calculation are performed by relaxing all the other degrees of freedom except the 
dihedral angle H(4)C(1)C(5)C(8) which describes the position of the rotating group 
relative to the other part of the molecule. More complicated treatment of the internal 
rotation by taking into account of the coupled rotational modes and multi-dimensional 
PESs can be found in a series of papers by Van Speybroeck et al. (2002) and 
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Vansteenkiste et al. (2005 and 2006). 
 
 
Figure 2.2. One-dimensional rotational potential for the inernal rotation about the 
C(1)-C(5) bond in butane. The energies are relative to that of the trans conformer of 
butane and the torsional angles are relative to the torsional angle H(4)C(1)C(5)C(8) in 
trans-butane. Dots are the calculated energies and the solid line is the fitted rotational 
potential. 
 
The one-dimensional rotational potential can be expressed by fitting the energy to a 
cosine potential as a function of the torsional angle (East and Radom, 1997) 
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)cos1)(2/()( 0 αα nVV −=                                                                                          (2.4) 
where α is the torsional angle, n is the periodicity of the rotation (n = 3 for the CH3 
group in butane shown in Figure 2.2), and V0 is the barrier height. East and Radom 
(1997) introduced the reduced moment of inertia I(m,n) to represent different 
approximations of the internal moment of inertia. m indicates the level of reduction of 
the moment of inertia due to the coupling of internal rotations with each other and 
with the external rotation of the molecule, and n is defined to indicate the level of 
approximation in choosing the rotational axis. The effect of different approximations 
for the moment of inertia was also investigated and it was found that the calculated 
moment of inertia was improved from I(1,1) to I(3,1) with increasing levels of coupling 
reduction. The improvement is most significant when the heavier group was chosen 
as the rotating group. 
 
Instead of assuming a single cosine potential to describe the potential energy of the 
internal rotation, Sumathi et al. (2001) calculated the internal rotational PES as a 
function of the torsional angle α and fitted the potential to a Fourier series 
∑ ≤+=
m
mm mbmaV 17)m (  )sin()cos( αα                                                               (2.5) 
The reduced moment of inertia I(2,3) (defined in East and Radom, 1997) was used to 
account for the coupling of the internal rotation with the external rotation of the 
molecule. Then the internal rotational Schrödinger equation can be solved 
numerically to obtain the hindered rotor partition function. 
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2.3.1 Ab initio calculations of the enthalpy of formation 
The standard enthalpy of formation can be calculated by the atomization energy 
method (e.g., Saeys et al., 2003). This method calculates the standard enthalpy of 
formation by subtracting the ab initio calculated atomization enthalpy of the 
compound from the experimental standard enthalpies of formation of the atoms. 
)] 298,() 298,() 298,([                                    







           (2.6)     
 
The standard enthalpy of formation can also be calculated by the isodesmic reaction 
method (Raghavachari et al., 1997). In an isodesmic reaction, the numbers of bonds 
between heavy atoms (non-hydrogen atoms) are conserved and only the relationships 
among the bonds are altered. For example, in the following isodesmic reaction,  
+ 6 CH4 3 CH2=CH2 + 3 CH3CH3
 
there are 3 C=C bonds and 3 C-C bonds both in reactants and in products, if benzene 
is written as the valence bond structure. The standard enthalpies of formation of 
methane, ethane and ethene are well known experimentally. Therefore, the standard 
enthalpy of formation for benzene can be obtained as 




In order to achieve chemical accuracy (i.e., within 4 kJ/mol), composite methods 
which consist of a sequence of ab initio molecular orbital calculations are developed 
to overcome the problems in accurately treating electron correlations. Typical high-
level composite methods include the Gaussian-n (Gn) methods of Pople and co-
workers (Pople et al., 1989; Curtiss et al., 1991; Smith and Radom, 1995; Curtiss et 
al., 1996; Curtiss et al., 1998; Curtiss et al., 2007), the complete basis set methods 
(CBS-x) (Ochterski et al., 1996; Montgomery et al., 1999), the Weizmann methods 
(Wn) (Martin and de Oliveira, 1999; Boese et al, 2004; Karton et al., 2006), the focal-
point approach (Császár et al., 1998), and the high accuracy extrapolated ab initio 
thermochemistry (HEAT) approach (Tajti et al., 2004). Though the W2 method, the 
W3 method, the focal-point approach, and the HEAT approach achieve higher overall 
accuracies in thermochemical calculations, they are only applicable to small 
molecules. Therefore, the more widely applicable methods, the Gaussian-3 (G3), 
CBS-QB3, and W1 methods, will be briefly reviewed here. 
 
The G3 method (Curtiss et al., 1998) is designed for accurate prediction of energies of 
systems involving only first- and second-row elements. Equilibrium geometries are 
optimized at the MP2(full)/6-31G(d) level of theory. Single-point energies are 
calculated at the higher level of theory MP4/6-31G(d) followed by a series of 
corrections. MP4/6-31+G(d) is used to correct for diffuse functions; MP4/6-
31G(2df,p) is used to correct for polarization functions; correlation effects beyond 
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fourth-order perturbation theory are incorporated by a QCISD(T)/6-31G(d) single 
point calculation; additional basis set effects and the core-related correlation effects 
are corrected by the MP2(full)/G3large level of theory (G3large is a basis set 
especially designed for the G3 method). A spin-orbit correction is added for the 
atomic species only. In addition to the above corrections, a higher level correction 
(HLC), obtained by fitting to experimental data, is applied to account for remaining 
deficiencies in energy calculations. The zero-point energy used to calculate the total 
energy at 0 K is obtained from the frequencies calculated at the HF/6-31G(d) level of 
theory. 
 
The performance of the G3 method was evaluated using the G2/97 test set (Curtiss et 
al., 1997) which contains 148 enthalpies of formation of neutrals at 298 K. The mean 
absolute deviation (MAD) of enthalpies of formation is 3.9 kJ/mol compared to the 
experimental data (Curtiss et al., 1998). Enthalpies of formation of n-alkanes (C1-C8) 
and isoalkanes (C4-C6) were calculated using the G3 method (Redfern et al., 2000). 
For n-alkanes, the deviations of the calculated enthalpies of formation from 
experimental data range from 1.0 to 3.7 kJ/mol with the deviation increasing with the 





The CBS-QB3 method is one of the methods in the CBS models which use the N-1 
asymptotic convergence of second-order Møller-Plesset pair energies calculated from 
pair natural orbital expansions to extrapolate to the complete basis set limit 
(Montgomery et al., 1999; Montgomery et al., 2000). Equilibrium geometries are 
optimized at the B3LYP/6-311G(d,p) level of theory. Frequencies and zero point 
energy (ZPE) are calculated at the same level of theory. Single-point energies are 
calculated at higher levels of theory UMP2/6-311+G(3d2f,2df,2p), MP4(SDQ)/6-
31+G(d(f),p), and CCSD(T)/6-31+G†. A spin-orbit correction is added for the atomic 
species only. An empirical correction and a spin contamination correction fitted to 
experimental data are included as well. The total CBS-QB3 energy is calculated from 






                   (2.7) 
where ∆E(CBS) is obtained from the CBS extrapolation, 
p)]G(d(f),316[MP2/p)]G(d(f),316[MP4(SDQ)/(MP4) +−+= -E-EΔE            (2.8) 
and 
]G316[MP4(SDQ)/]G316[CCSD(T)/(CCSD(T)) †† +−+= -E-EΔE                 (2.9) 
 
The performance of the CBS-QB3 method was also evaluated using the G2/97 test set 
(Curtiss et al., 1997). The MAD of enthalpies of formation at 298 K is 4.3 kJ/mol 
compared to the experimental data (Montgomery et al., 2000). Saeys et al. (2003) 
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calculated the standard enthalpies of formation for 58 hydrocarbon molecules and 
used Atom Additive Corrections (AAC) for carbon and hydrogen atoms to reduce 
systematic deviations. It was found that the CBS-QB3 method is capable of 
predicting standard enthalpies of formation with a MAD of 2.5 kJ/mol after using 
AACs for carbon and hydrogen atoms. Sabbe et al. (2005) calculated the enthalpies of 
formation of 233 hydrocarbons and hydrocarbon radicals at the CBS-QB3 level of 
theory. The CBS-QB3 calculated enthalpies of formation were further corrected by 
AAC and Bond Additive Corrections (BAC) (Petersson et al., 1998). Similar to the 
isodesmic reactions, the BAC are based on the assumption that the errors of 
calculated bond energies are constant for each type of bond and the errors are additive 
in the calculation of enthalpy of formation. Therefore, the calculated enthalpy of 
formation can be corrected by the sum of the BAC for each bond. The BAC improves 
the accuracy from 8 kJ/mol to better than 2 kJ/mol. 
 
The W1 method (Martin and de Oliveira, 1999) is designed for thermochemical data 
calculations with very high accuracy and can be applied to first- and second-row 
compounds. Geometry optimization and frequency calculation are done at the 
B3LYP/VTZ+1 level of theory. Three coupled cluster single point calculations 
CCSD(T)/AVDZ+2d, CCSD(T)/AVTZ+2d1f, and CCSD/AVQZ+2d1f are performed. 
Then, by extrapolating the SCF/AVDZ+2d, SCF/ATZ+2d1f and SCF/AVQZ+2d1f 
components of the total atomization energy (TAE) by A + B/Cl (l = 2, 3, and 4), the 
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SCF component of the TAE is obtained. The CCSD valence correlation component is 
extrapolated by applying A + B/lβ to CCSD/AVTZ+2d1f and CCSD/AVQZ+2d1f 
valence correlation energies (l = 3 and 4). Similarly, the (T) valence correlation 
component can be obtained by applying A + B/lβ to CCSD(T)/AVDZ+2d and 
CCSD(T)/AVTZ+2d1f values for the (T) contributions. In the above two 
extrapolations, β is set to 3.22. Core correlation contributions are calculated at the 
CCSD(T)/MTsmall level. Finally, scalar relativistic and if necessary spin-orbit 
coupling effects are calculated at the ACPF/MTsmall level. 
 
The performance of the W1 method for the computation of enthalpies of formation 
was assessed by Parthiban and Martin (2001). The MAD of enthalpies of formation at 
298 K from experiment is 2.5 kJ/mol for the G2-1 test set which is within the average 
experimental uncertainty of 2.5 kJ/mol for that test set. The performance of high-level 
theoretical procedures including the G3, CBS-QB3, and W1 methods was assessed by 
computing the enthalpies of formation at 0 K for 29 small open-shell molecules 
which contain up to 3 heavy atoms and include doublet radicals and triplet biradicals 
(Henry et al., 2002). The MADs from experiment are 2.8, 2.9, and 2.5 kJ/mol for the 
G3, CBS-QB3, and W1 methods, respectively. An assessment of these high-level 
methods has been done recently for nearly 300 organic compounds (C1-C10) having a 
variety of functional groups (Bond, 2007). The MADs from experiment for the G3 
and CBS-QB3 methods are 3.0 and 8.1 kJ/mol, respectively. The MAD for the CBS-
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QB3 method decreases to 5.3 kJ/mol when aromatic and aliphatic halocarbons are 
excluded. 
 
2.3.2 Ab initio calculations of entropy and heat capacity 
Accurate predictions of entropies and heat capacities depend on the level of theory 
used in the ab initio calculation and on the approximations made in the statistical 
thermodynamic models. East and Radom (1997) studied the effect of different levels 
of theory and levels of approximations on the calculation of entropies, and proposed 
three procedures, E1, E2 and E3 for the calculation of entropies with increasing 
accuracy. The E1 procedure uses the MP2/6-31G(d) optimized geometries for the 
external rotational entropy calculation and HF/6-31G(d) frequencies scaled by 0.8929 
for the vibration entropy calculation excluding the internal rotations. The internal 
rotations are treated as free rotations and the reduced moments of inertia I(2,1) are used 
for the free rotor partition function. The E2 procedure is identical to E1 except that all 
barrier heights for the internal rotations are calculated at the MP2/6-
311+G(2df,p)//MP2/6-31G(d) level of theory and the reduced moments of inertia, 
I(3,1), I(3,1), I(3,4) and I(4,4), are calculated for the symmetric single rotor, the symmetric 
multiple rotors, the asymmetric single rotor and the asymmetric multiple rotors, 
respectively. The contribution of the internal rotation to the entropy can be calculated 
using the tables of Pitzer and co-workers (Pitzer and Gwinn, 1942; Li and Pitzer, 
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1956) given the value of V0/RT and 1/Qf, where R is the gas constant, T is the 
temperature and Qf is the partition function of the free internal rotor. The Qf is a 
function of temperature, the rotor symmetry number σ and the internal rotor moment 
of inertia I. The effects of errors in V0 and I on the entropy were evaluated. It was 
found that at 298 K, a change of 1 kJ/mol in V0 results in a change of 0.4−0.5 J/(mol 
K) in entropy and a change of 0.05 amu Å2 in I leads to a change of 0.1−0.3 J/(mol K) 
in entropy. The E3 procedure is identical to E2 except that a coupled potential energy 
function was fitted with MP2/6-311+G(2df,p)//MP2/6-31G(d) energy points for the 
systems with two internal rotations. Then the numerical two-dimensional integration 
is employed to compute the entropy.  
 
Sumathi et al. calculated the entropy and heat capacity values for various species 
involved in the hydrogen abstraction reactions from alkanes by ·H and ·CH3 radicals 
(Sumathi et al., 2001a), and in the hydrogen abstraction reactions from alkenes, 
alkynes, alcohols, aldehydes and acids by ·H radicals (Sumathi et al., 2001b) using ab 
initio calculations at the CBS-Q level with HF/6-31G(d’) PESs for potentials of 
internal rotations.  The calculated entropies and heat capacities show good agreement 
with experimental values. A similar study has also been performed by Vansteenkiste 
et al. (2003) to calculate the entropy and heat capacity values for n-alkanes within the 
Density Functional Theory (DFT) formalism. Similarly, the internal rotations are 
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treated with the one-dimensional upcoupled scheme and the B3LYP/6-311G(d,p) 
level of theory is used in all geometry optimizations, frequency calculations, and 
potential scans. The predictions based on the internal rotation model are very close to 
the experimental values and correct the discrepancies in the predictions based on the 
harmonic oscillator model. 
 
2.4 Transition state theory and quantum mechanical tunneling 
Transition state theory (TST) is the most widely used theory for calculating rate 
coefficients. For a general gas-phase reaction A + B  Products, a transition state can 
be identified with a dividing surface that separates the reactants and products in phase 
space (Figure 2.3). 
 
 
Figure 2.3. A schematic representation of the dividing surfaces, transition state, and 




2.4.1 Conventional transition state theory 
In conventional TST, the transition state is identified as a dividing surface that passes 
through a saddle point on the PES orthogonal to the imaginary frequency normal 
mode. The minimum energy path (MEP) is defined as the path of steepest descent 
starting from the transitions state and s is defined as the distance along the MEP with 
s = 0 at the saddle point and s < 0 in the reactants region (Figure 2.4). 
 
 
Figure 2.4. Potential energy diagram for an exothermic reaction proceeding along the 
MEP. 
 














        
                                                                       (2.10) 
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where kB is the Boltzmann constant, h is the Planck constant, QR(T) is the reactant 
partition function and QTS(T) is the transition state partition function. ∆E0(0 K) is the 
energy difference between the transition state and the reactants at 0 K, including the 
ZPE. 
 
2.4.2 Variational transition state theory 
Conventional TST assumes that a reactive trajectory originating in reactants must 
cross the dividing surface only once and proceed to products. This assumption is 
called the no-recrossing assumption. As shown in Figure 2.3, the no-recrossing 
assumption may be violated if the trajectories recross the dividing surface and some 
non-reactive trajectories are counted as active. Thus conventional TST provides an 
upper bound to the rate coefficient. Many dynamic formulations of TST have been 
developed to improve the quantitative prediction of rate coefficients. One of the 
dynamic formulations of TST is variational transition state theory (VTST). In VTST, 
the dividing surface perpendicular to the MEP is searched along the reaction 
coordinate s to find the transition state where the reactive flux is a minimum. The 
transition state is located at the Gibbs free energy maximum along the reaction 
coordinate s rather at the saddle point, and VTST hence incorporates entropic effects 
in the location of the transition state (Isaacson and Truhlar, 1982). 
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The most widely employed version of VTST is canonical variational theory (CVT) 






















        
                                 (2.11) 
where kGT(T, s) is the generalized TST rate coefficient at temperature T and the 
reaction coordinate s, QGT(T, s) is the generalized transition state partition function, 
and ∆VaG(s) is the vibrationally adiabatic ground-state potential difference between 
the generalized transition state at s and the reactants. The vibrationally adiabatic 
ground-state potential is 
)()()( ssVsV GMEP
G
a ε+=                                                                                          (2.12) 
where VMEP is the potential energy along the MEP as a function of s and ɛG(s) is the 
ZPE for the ground state at the generalized transition state located at s along the MEP. 
The CVT rate coefficient accounts for most of the recrossings of trajectories at the 
conventional transition state. Hence the following relationship between the CVT and 
conventional TST rate coefficients holds 
)()( TkTk CVT ≠≤
                                                                                                     
(2.13) 
The performance of TST and VTST has been evaluated for a variety of three-atom 
reactions by comparing TST and VTST rate coefficients to accurate quantum 
mechanical rate coefficients (Allison and Truhlar, 1998). 
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Table 2.1. Logarithmically averaged percentage errors (LAPE) in TST and VTST 
compared to accurate quantum mechanical rate coefficients for a variety of three-
atom reactions (Allison and Truhlar, 1998)  
T(K) Number of reactions LAPE (%) 
  TST VTST VTST/SCT 
200 37 1480 1952 102 
250 40 452 569 72 
300 48 283 296 54 
400 49 131 148 59 
600 37 65 51 30 
1000 34 53 24 21 
1500 26 63 18 20 
2400 8 139 21 22 
 
As shown in Table 2.1, at temperatures above 600 K, VTST rate coefficients are 
within a factor of 2 of the quantum mechanical rate coefficients. With the increase of 
temperatures, the performance of VTST is further improved. The outperformance of 
TST over VTST at low temperatures is an artifact because the quantum mechanical 
tunneling is not included in the calculations of the TST and VTST rate coefficients 
and TST tends to overestimate the rate coefficient. Therefore, the TST rate coefficient 
agrees better with the quantum mechanical rate coefficient than the VTST rate 
coefficient. Including quantum mechanical tunneling in the calculation of the VTST 





In VTST, variationally locating the dividing surface to minimize the reactive flux is 
performed with respect to a single parameter, i.e., the value of the reaction coordinate 
s. For reactions involving no pronounced reaction barriers, such as radical-radical 
recombination reactions, not only the value of the reaction coordinate but also the 
definition of the reaction coordinate vary greatly. In variable reaction coordinate 
transition state theory (VRC-TST) (Klippenstein, 1992 and 1994), a VRC version of 
VTST, a general reaction coordinate is used. 
 
 
Figure 2.5. Relative orientations of principal axis coordinate systems on each 
reactant with respect to the center of mass coordinate system of the collision system 
as a whole. Within the coordinate system of each reactant, the pivot point 




As shown in Figure 2.5, at large separations the pivot points are located at the center-
of-mass of the two reacting fragments and the reaction coordinate is Rcm. At small 
interfragment separations, the pivot points vary from the center-of-mass of the two 
fragments by a displacement vector di (i=1,2) and the reaction coordinate is R. The 
dividing surfaces are defined in terms of a fixed distance between pivot points on 
each of the two reacting fragments. Both the location of the pivot points and the 
distance between them are varied to determine a minimum TST rate coefficient. 
 
2.4.3 Quantum mechanical tunneling 
Tunneling is a quantum mechanical effect that permits a particle to penetrate through 
a barrier when the particle does not have enough energy to climb over the barrier. 
TST and VTST rate coefficients discussed in section 2.4.2 do not take into account 
quantum mechanical tunneling. However, for many reactions, especially hydrogen 
abstraction reactions at low temperatures, quantum mechanical tunneling should not 
be ignored. The tunneling correction is a function of temperature and of the shape of 
the PES in the region of the transition state. Three levels of approximations can be 
used to calculate tunneling corrections, i.e., one-dimensional approximations, 




The one-dimensional level only considers the probability of tunneling through a one-
dimensional barrier. Typical methods are the Wigner (Hirschfelder and Wigner, 1939) 
and Eckart (1930) tunneling models. The simplest one-dimensional tunneling 
correction, i.e., the Wigner tunneling correction, is calculated as 
2||
24
11)( βνTκW ≠+=                                                                                          (2.14) 
where ħ = h/2π, β=1/kBT and ν≠ is the imaginary frequency at the transition state. The 
Wigner method works well only when ħν≠ << 1/ β. The Eckart tunneling correction is 
one of the more accurate approximate one-dimensional methods. The Eckart 
















−=                                                                           (2.16) 
Where VF is the forward barrier, W is the particle energy,  
5.0)2)(/Δ4( 2 Whπα =                                                                           (2.17) 
5.0)](2)[/Δ4( 2 BWhπβ −=
      
                                                                               (2.18)
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25.05.0 )( RF VVA +=                                                                                                     (2.21) 
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and RF VVB −=                                                                                                       (2.22) 
where VR is the reverse barrier and c is the speed of light. 
 
The one-dimensional approximation is a rather rough estimation of the tunneling 
correction because the full dimensionality of the system is not taken into account. 
Higher levels of multidimensional approximations include the zero-curvature 
tunneling (ZCT) approximation (Garrett et al., 1980), the small-curvature tunneling 
(SCT) approximation (Lu et al., 1992) and the large-curvature tunneling (LCT) 
approximation (Lu et al., 1992). 
 
Figure 2.6 illustrates possible tunneling paths for various multidimensional 
approximations (Fernández-Ramos et al., 2006). A tunneling path is defined as a line 
between the two turning points (S0 and S1) lying on the MEP. The ZCT tunneling 
correction neglects the coupling between the motion along the reaction coordinate 
and the local vibrational modes that are perpendicular to the reaction coordinate. In 
the ZCT approximation, the tunneling path is the MEP and tunneling is usually 
underestimated. In the SCT and LCT approximations, when coupling is included in 
evaluating the tunneling correction, the tunneling paths, SCP and LCP, are shortened 
relative to the MEP and moved to the concave side of the MEP. Consequently, the 
tunneling probabilities are increased. In Figure 2.6, LAP is an ideal tunneling path by 
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Figure 2.6. Contour plot of a general bimolecular reaction indicating the possible 
tunneling paths. SCP is a schematic small-curvature tunneling path. LCP is a large-
curvature tunneling path. LAP is a least-imaginary-action path (Fernández-Ramos et 
al., 2006). 
 
The centrifugal-dominant small-curvature semiclassical adiabatic groud-state (CD-
SCSAG) method (in short, SCT) and large-curvature ground-state method (LCG, also 





corrections, respectively (Lu et al., 1992). For systems with large reaction path 
curvatures, the SCT method may underestimate the tunneling correction significantly. 
For systems with small or medium reaction path curvatures, the LCT method may not 
be a good method as well. An optimal tunneling correction can be approximated as 
the larger of the SCT and LCT tunneling corrections (Liu et al., 1993). 
 
On a vibrationally adiabatic potential VaG(s) (equation 2.12), the SCT probabilities 
PSCT(E) are computed for energies below the maximum of VaG(s) (VAG) and above VAG 
where nonclassical reflection diminishes the transmission probability. Then the SCT 





)exp()()exp()( dEEEPVT SCTAGSCT βββκ                                                   (2.23) 
Finally, the rate coefficient can be written as 
)()()(/ TkTTk CVTSCTSCTCVT κ=                                                                                (2.24) 
 
2.5 Pressure dependence of unimolecular dissociation/recombination 
reactions 
Rate coefficients for unimolecular dissociation/recombination reactions based on TST 
and VTST are high-pressulre-limit rate coefficients. In unimolecular reactions, the 
reacting molecule needs to be activated by collisions before it can form the product. 
The energy transfer step in the activation of the reacting molecule and in the 
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deactivation of the energized molecule competes with the reaction step. When the 
pressure is sufficiently high, the energy transfer step is much faster than the reaction 
step and TST can be applied to calculate high-pressure-limit rate coefficients. At low 
pressures, the rate coefficient becomes pressure dependent. The pressure dependence 
of the rate coefficient can be illustrated using the simplied Lindemann-Hinshelwood 

















AB* is the energized molecule, M is a third body. Employing the steady-state 










=                                                                                                      (2.25) 
At the low-pressure limit, k-1[M] << ka, the rate coefficient k0 is proportional to [M]. 
][10 Mkk =                                                                                                              (2.26) 
While at high pressures, k-1[M] >> ka and the high-pressure-limit rate coefficient is 
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For the reaction of A and B with the third body M, the first step is the formation of a 
chemically-activated AB* from A and B. Then either AB* can redissociate back to the 
reactants A and B or AB* can be destabilized by collision with M to form the product 
AB. Assuming the steady state concentration of AB*, the pseudo-second-order rate 











                                                                                                (2.28) 








=                                                                                                     (2.29) 
While at high pressures, k2[M] >> k-1, the high-pressure limit rate coefficient can be 
written as 
1kk =∞                                                                                                                    (2.30) 
 
Pressure-dependent rate coefficients can be calculated using the quantum Rice-
Ramsperger-Kassel (QRRK) approach (Kassel, 1928a and 1928b). QRRK theory 
assumes that some special degree of freedom in the molecule acquires a certain 
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threshold amount of energy for a reaction to occur and vibrational energy can flow 
freely from one vibraional mode to another mode. Another important assumption in 
QRRK theory is that the molecule consists of s vibrational modes and the other 















































=                                                                             (2.33)
 
HSs kβk =                                                                                                                (2.34)
 
where E0 = mhν is the threshold energy for the dissociation reaction to occur, n = 
E/hν, s is the number of vibrational degrees of freedom, A∞ is the high-pressure 
Arrhenius pre-exponential factor for the dissociation reaction, Tkh Bea /ν−= , β is the 




The collision efficiency is introduced based on the Modified Strong Collision (MSC) 
approximation which assumes that a collision either stabilizes an activated complex 
completely or has no effect on it (Troe, 1979). 
 
2.6 Ab initio calculations of kinetic parameters 
In the study of the oxidation of carboxylic acids by hydroxyl radicals and the 
modeling of the steam cracking of ethane, there are three main reaction families: 
carbon-carbon bond scission and the reverse radical-radical recombination reactions; 
hydrogen abstraction reactions; and radical additions to olefins and the reverse β-
scission of radicals. Extensive studies have been performed for these three families of 
reactions using various theoretical methods and will be briefly reviewed in this 
section. 
 
2.6.1 Ab initio rate coefficients for radical-radical recombination reactions 
Radical-radical recombination reactions of hydrocarbons have been intensively 
studied by Klippenstein’s group (Harding et al., 2005; Klippenstein et al., 2006; 
Harding et al., 2007; Georgievskii et al. 2007). PESs were calculated using the second 
order multireference perturbation theory CASPT2/cc-pvdz. Based on VRC-TST, 
hydrogen atom-hydrocarbon radical recombination reactions (Harding et al., 2005), 
recombination reactions of two alkyl radicals (Klippenstein et al., 2006), 
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recombination reactions of hydrogen atoms with resonance-stabilized hydrocarbon 
radicals (Harding et al., 2007), and reactions between resonance-stabilized radicals 
(Georgievskii et al., 2007) were studied. The calculated rate coefficients generally 
agree well with experimental values. For radical-radical recombination reactions, 
conventional TST fails because no conventional transition state can be located on a 
rather flat PES.  
 
For recombination reactions between saturated alkyl radicals and hydrogen atoms or 
saturated alkyl radicals, the complete active space method with a large basis set 
CAS+1+2/aug-cc-pvtz and a small basis set CASPT2/cc-pvdz were used to calculate 
the PES (Harding et al., 2005; Klippenstein et al., 2006). It was found that the PES 
calculated with the larger aug-cc-pvtz basis set is more attractive than that calculated 
with the smaller basis set cc-pvdz. The difference between these two potentials for the 
reaction ·H + ·CH3 is shown in Figure 2.7 (Harding et al., 2005). Therefore, a one-
dimensional correction was applied to the cc-pvdz PES to correct for the deviation of 





Figure 2.7. CAS+1+2//aug-cc-pvtz (solid line) and CASPT2/cc-pvdz (dashed line) 
potential curves for the reaction ·H + ·CH3 (Harding et al., 2005). 
 
When the recombination reaction involves resonance-stabilized radicals, it was found 
that the small active space CASPT2 PES with a one-dimensional correction is not 
adequate for the accurate prediction of the rate coefficient (Harding et al., 2007).  
Therefore, larger active spaces are used to include the dominant resonance effects and 
different PES corrections are applied for each radical site. For more complicated 
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association reactions between resonance-stabilized radicals, multifaceted dividing 
surfaces are explored to account for the multiple addition channels (Georgievskii et 
al., 2007). The PESs were calculated at the CASPT2/cc-pvdz level of theory with all 
the π-orbitals in the active space, and without basis set corrections. 
 
2.6.2 Ab initio rate coefficients for radical additions to olefins 
Theoretical procedures for predicting transition state geometries and reaction barriers 
for radical addition reactions to alkenes have been assessed by Wong and Radom 
(1995 and 1998). Wong and Radom (1995) have shown that the calculated geometries 
are relatively independent on the size of the basis set but depend on the electron 
correlation procedure. For example, for the reaction ·CH3 + CH2=CH2, the C-C length 
in the transition state increases monotonically from the Unrestricted HF (UHF) level 
of theory where no electron correlation is included to levels of theory which include a 
more sophisticated treatment of the electron correlation. Reaction barriers for radical 
addition to alkenes reactions are also found to be sensitive to the levels of theory used 
(Wong and Radom, 1995 and 1998). A variety of levels of theory were evaluated for 
reaction barrier calculations (Wong and Radom, 1998). The high-level CBS-RAD 
procedure predicts reaction barriers for methyl radical addition to alkenes with a 
MAD of 1.4 kJ/mol from experimental values. Another high-level procedure, 
G2(MP2,SVP), performs worse than the CBS-RAD method with a larger MAD of 7.7 
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kJ/mol. The less expensive B3LYP/6-311+G(3df,2p)//B3LYP/6-31G(d) procedure 
performs quite well with a MAD of 5.6 kJ/mol. 
 
Saeys et al. (2003) studied the transition state geometries and the activation energies 
for 11 carbon-centered radical additions to alkenes/β-scission reactions and for 6 
hydrogen additions to alkenes/β-scission reactions at various levels of theory (CBS-
QB3, B3LYP/6-31G(d), and B3LYP/6-311G(d,p)).  The transition state geometry 
was determined using the IRCMax(CBS-QB3//B3LYP/6-311G(d,p)) method (Malick 
et al., 1998) by which the transition state is located at the maximum CBS-QB3 energy 
point along the B3LYP MEP. Comparing to the IRCMax method, the B3LYP method 
was found to systematically overestimate the length of the forming C-C bond for the 
carbon-centered radical additions to alkenes. Similarly, the forming C-H bonds in the 
transition states of the hydrogen radical additions to alkenes were also overestimated 
by the B3LYP method leading to an underestimation of the activation energy. 
 
Activation energies at the B3LYP method with different sizes of basis sets were 
calculated for the radical addition reactions. It was found that the effect of the size of 
the basis set on the activation energies is small and systematic. Comparing the 
activation energies calculated at the CBS-QB3 method and the B3LYP method shows 
that for the carbon-centered radical addition reactions, the B3LYP/6-311G(d,p) 
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method overestimates the activation energies. However, for the hydrogen radical 
addition reactions, the B3LYP method strongly underestimates the activation 
energies.  
 
Recently, a systematic assessment of ab initio calculation procedures for the carbon-
centered radical additions and β-scission reactions was conducted (Sabbe et al., 
2007). The rate coefficients for nine reactions were calculated based on TST using 
various high-level compound methods (CBS-QB3 and G3B3) and various density 







The effect of the harmonic oscillator and the hindered rotor approximation on the rate 
coefficients was investigated. The importance of tunneling corrections for the rate 
coefficients was also evaluated using various methods (Wigner (Hirschfelder and 
Wigner, 1939), Skodje and Truhlar (Skodje et al., 1981), and Eckart (1930)). 
 
For all the 9 reactions, the CBS-QB3 method predicts the largest rate coefficients for 
both addition and β-scission reactions because the other methods predict higher 
barriers. At 1000 K, the performance of various methods is comparable with a mean 
deviation factor <ρ> ranging from 2.9 to 6.1 for both addition and β-scission 
reactions. At 300 K, the CBS-QB3 method outperforms the other methods with <ρ> 
of 2.1 and 3.2 for addition and β-scission reactions, respectively. The <ρ> for other 
methods are significantly larger with the largest <ρ> of 205 for the BB1K method for 
β-scission reactions. The hindered rotor approximation improves the agreement 
between the CBS-QB3 rate coefficients and experimental values. Tunneling 
corrections do not improve the agreement further because the CBS-QB3 method 
tends to overestimate the rate coefficients.  
 
2.6.3 Ab initio rate coefficients for hydrogen abstraction reactions 
Saeys et al. (2003) evaluated the performance of various levels of theory (CBS-QB3, 
B3LYP/6-31G(d), and B3LYP/6-311G(d,p)) for the optimization of transition state 
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geometries and for the calculation of activation energies for 10 hydrogen abstraction 
reactions. It was found that the transition state geometries optimized at the B3LYP/6-
311G(d,p) level of theory agree well with the IRCMax (CBS-QB3//B3LYP/6-
311G(d,p)) results and that the B3LYP activation energies deviate from the CBS-
QB3 energies by −10 to +10 kJ/mol. 
 
Ab initio calculations of the rate coefficients for hydrogen abstraction reactions are 
usually based on TST. Vandeputte et al. (2007) calculated rate coefficients for 5 
hydrogen abstraction reactions of hydrocarbon by methyl radicals. Two composite 
methods (CBS-QB3 and G3B3) and two DFT methods (MPW1PW91/6-311G(2d,d,p) 
and BMK/6-311G(2d,d,p)) were used for the calculations of reaction barriers and 
partition functions. The CBS-QB3 method was found to be the best method in 
predicting the rate coefficients. The rate coefficients calculated at the BMK/6-
311G(2d,d,p) level of theory are close to the CBS-QB3 results. The G3B3 method 
and the MPW1PW91 level of theory significantly underestimate and overestimate the 
rate coefficients, respectively. Next, based on the CBS-QB3 method, 21 hydrogen 
abstraction reactions between hydrocarbons and methyl radicals were studied using 
the hindered rotor approximation for the forming bond in the transition state and 
using three tunneling methods (Wigner (Hirschfelder and Wigner, 1939), Skodje and 
Truhlar (Skodje et al., 1981), and Eckart (1930)). The best agreement with 
experimental results was found when the hindered rotor approximation and the Eckart 
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tunneling correction were used. The mean deviation of the 21 rate coefficients is a 
factor of 6 at 298−1000 K.  However, the Eckart method may not be a good one for 
estimating tunneling corrections if the PES of the reaction cannot be described by the 
potential used in the Eckart method, which is the case shown in Chapter 4. 
 
2.7 Summary 
In this chapter, procedures and benchmark studies for ab initio calculations of 
thermodynamic and kinetic parameters for radical reactions were reviewed. Ab initio 
calculations have achieved a good accuracy in predicting the thermodynamic and 
kinetic parameters for radical reactions. However, challenges still remain in many 
fields to understand the mechanism of various radical reactions in atmospheric 
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This chapter summarizes the common computational methods used in the following 
chapters. The common computational steps include geometry optimizations, 
electronic energy calculations, the calculation of the partition function for internal 
rotations, the enthalpy of formation, entropy and heat capacity calculations, rate 
coefficient calculations, and tunneling calculations based on the Eckart method and 
the SCT method. 
 
3.2 Computational procedures 
3.2.1 Geometry optimization and electronic energy calculation 
Geometry optimizations and electronic energy calculations were performed with the 
Gaussian03 computational package (Frisch et al., 2004). Unless otherwise stated, the 
geometries of the reactants, prereactive complexes, transition states, complexes at the 
product side and products and their corresponding vibration frequencies were 
optimized at the B3LYP/6-311G(d,p) level of theory. The vibration frequencies were 
scaled by a factor of 0.9679 (Andersson and Uvdal, 2005) for the B3LYP/6-
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311G(d,p) level of theory. The electronic energies were mainly calculated at the CBS-
QB3 method (Montgomery et al., 1999) and the unrestricted W1 (W1U) method 
(Martin and de Oliveira, 1999).  
 
3.2.2 Calculation of the internal rotation partition function 
The internal rotations in the reactants, prereactive complexes, transition states, 
complexes at the product side and products were treated with the uncoupled, one-
dimensional internal rotations approximation instead of the harmonic oscillator 
approximation. The uncoupled, one-dimensional rotational potentials were calculated 
at the level of B3LYP/6-311G(d,p). Starting from the optimized geometry of the 
species, the rotational potentials for each single bond in the species were calculated 
by rotating the group at one end of the bond at 10-degree steps and at each step, 
performing the geometry optimization and single point energy calculation at the level 
of B3LYP/6-311G(d,p) by fixing the dihedral angle between the two rotors at the 
ends of the bond and relaxing all the other degrees of freedom of the molecule. The 
most stable conformation was identified and the energy differences between all the 
other conformations and the most stable one were calculated. Then, the one-
dimensional rotational potential for each single bond in the species was obtained by 
fitting the energy differences to a Fourier series (section 2.3, equation 2.5). If the 
rotating group is a symmetric CH3 group, only the cosine terms with m being the 
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multiple of 3 were used in the fitting. Once the potential V is known, the one-















                                                                                     (3.1) 
The reduced moment of inertia I(2,3) required in solving the one-dimensional 
Schrödinger equation for each rotor was calculated as (East and Radom, 1997) 
)3,1()3,1()3,2( /1/1/1 RL III +=                                                                                          (3.2) 
where )3,1(LI and
)3,1(
RI are the moments of inertia of the rotating groups at the left and 
right end of the twisting bond with respect to the axis going through the center of 
mass of both rotating groups and the remainder of the molecule. 
 
3.2.3 Calculation of the enthalpy of formation, entropy and heat capacity 
Based on formulas from statistical thermodynamics (Mcquarrie, 2000), the enthalpy, 
entropy and heat capacity of the molecule can be calculated. Standard enthalpies of 
formation for the reactants, prereactive complexes, transition states, complexes at the 
product side and products are calculated using the atomization energy method 
(section 2.3.1, equation 2.6).  No atom additive corrections for carbon atom and 




3.2.4 Calculation of rate coefficients 
Reaction rate coefficients were calculated using conventional TST (section 2.4.1) for 
hydrogen abstraction reactions and CVT (section 2.4.2) for radical addition reactions. 
Polyrate9.7 (Corchado et al., 2007a) and Gaussrate9.7 (Corchado et al., 2007b) 
programs were used for CVT rate coefficient calculations. The rate coefficient 
calculations are done on the vibrationally adiabatic ground-state PES and require an 
accurate description of the energy variation along the reaction path, in particular near 
the transition state. Since the CBS-QB3 method was found to provide accurate 
reaction and activation energies at a reasonable computational cost, this method was 
selected to calculate the energy change along the MEP, while geometries and 
vibration frequencies along, and curvatures orthogonal to the MEP were calculated at 
the B3LYP/6-311G(d,p) level of theory. This approach is consistent with the 
approach described by Malick et al. (1998) and Saeys et al. (2003). A similar method 
is implemented in the Polyrate9.7 program. The Page-McIver method (Page and 
McIver, 1988) was used to follow the reaction coordinate. To implement the CBS-
QB3 energies along the MEP, the dual-level VTST-ISPE (Chuang et al., 1999) 
method was used. This is done by providing CBS-QB3 energies for selected points 
along the MEP. The reoriented dividing surface (RODS) algorithm (Villà and 




3.2.5 Calculation of tunneling corrections 
Quantum mechanical tunneling is important at low temperatures. Tunneling 
corrections were mainly calculated using the Eckart (Eckart, 1930) and the SCT (Lu 
et al., 1992) methods. The Eckart tunneling factor is calculated by fitting an Eckart 
potential to the MEP using the curvature at the transition state, the ZPE inclusive 
energy barrier, and the reaction energy. The tunneling factor, κ(T), is then obtained 
using standard expressions (Eckart, 1930, section 2.4.3). For the Eckart method, the 
curvature at the transition state was calculated at the B3LYP/6-311G(d,p) level of 
theory, while the energy barrier and the reaction energy are obtained from the CBS-
QB3 calculations. 
 
The SCT tunneling correction factors (Lu et al., 1992, section 2.4.3) were calculated 
together with the CVT rate coefficient calculations using the Polyrate9.7 (Corchado et 
al., 2007a) and the Gaussrate9.7 (Corchado et al., 2007b) programs. Though a scaling 
factor was used for the frequencies that enter the vibration partition function, no 
scaling factor was used to calculate the curvature at the transition state. Vibration 
frequencies at various points along the MEP were calculated in redundant internal 
coordinates. This was found to improve the continuity of the calculated low 
frequencies along the reaction coordinate. In addition, low real frequencies were 
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AB INITIO STUDY OF THE REACTION OF 
CARBOXYLIC ACID WITH HYDROXYL RADICALS 
 
4.1 Introduction 
In this chapter, the low temperature atmospheric oxidation of carboxylic acids by 
hydroxyl radicals was studied to test the predicting capabilities of ab initio 
calculations for such gas phase radical reactions. Carboxylic acids are important 
constituents in the atmosphere and can be found in gaseous phase and in particulate 
matter, such as, fog, clouds, rain water, snow and ice (Chebbi and Carlier, 1996). 
Formic and acetic acid are the most abundant carboxylic acids in the troposphere with 
typical concentrations in the ppbv range. Carboxylic acids together with carbonyl 
compounds account for a major fraction of the total organic carbon in fog, cloud and 
precipitation (Chebbi and Carlier, 1996), and contribute considerably to ambient and 
precipitation acidity (Dabek-Zlotorzynska and McGrath, 2000). Carboxylic acids 
originate from primary anthropogenic sources, such as emissions from wood burning 
and vehicle exhausts, and from biogenic sources, such as soil and vegetation, as well 




In addition to dry and wet deposition, atmospheric carboxylic acids can be removed 
through photochemical oxidation by hydroxyl radicals. The lifetime of carboxylic 
acids in the atmosphere may vary from several hours to more than one week (Chebbi 
and Carlier, 1996). In the upper troposphere, carboxylic acids are removed mainly 
through a free-radical oxidation mechanism initiated by ·OH radicals. The initial step 
of the oxidation mechanism is hydrogen abstraction by ·OH radicals. This initial step 
determines the lifetime and, to a large extent, the fate of the oxidation of carboxylic 
acids. To better understand the lifetime, the degradation pathways and possible 
reaction intermediates, accurate kinetic data for the elementary steps in the oxidation 
reaction are required. However, limited experimental data are available for such 
reactions and the available data mainly focus on small carboxylic acids. 
 
The reaction of formic acid with ·OH radicals has been studied both experimentally 
(Zetzsch and Stuhl, 1982; Wine et al., 1985; Jolly et al., 1986; Dagaut et al., 1988; 
Singleton et al., 1988) and theoretically (Galano et al., 2002; Anglada, 2004; Olivella 
et al., 2004). The experimentally reported reaction rate coefficients at 298 K 
(summarized in Table 4.3) are fairly consistent, and range from (1.9±0.1)×105 
m3/(mol·s) (Zetzsch and Stuhl, 1982) to (2.95±0.07)×105 m3/(mol·s) (Jolly et al., 
1986), with a recommended value of 2.4×105 m3/(mol·s), obtained by averaging over 
the available experimental data (Sander et al., 2003). The rate coefficient was 
reported to be relatively temperature independent between 298 and 400 K (Wine et 
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al., 1985; Singleton et al., 1988). The reaction of formic acid with ·OH radicals can 
proceed via an acid and a formyl channel (Scheme 4.1, 1a and 1b), but both lead to 
the same final products. Because both radical intermediates decompose rapidly to 
CO2 and ·H, it is difficult to determine the relative rates of channels 1a and 1b.  The 
negligible kinetic isotope effect observed for DCOOH (Wine et al., 1985; Singleton et 
al., 1988) indicates that the acid channel (1a) dominates. Based on isotope studies, 






Ab initio studies of the reaction of formic acid with ·OH radicals have been performed 
by Galano et al. (2002) and Anglada (2004). Although both groups report calculated 
rate coefficients within a factor two of experimental data at 298 K, the reported 
activation energies and pre-exponential factors differ significantly. Based on the 
PMP2/6-311++G(2d,2p)//MP2/6-311++G(2d,2p) level of theory, Galano et al. (2002) 
calculated a zero point energy inclusive reaction barrier of 28.9 kJ/mol for the 
dominant acid channel (1a). Anglada (2004) reported a significantly lower reaction 
OHHCOOH ⋅+
 ⋅+ HOCOOH2  






barrier of 7.8 kJ/mol calculated at the CCSD(T)/aug-cc-pVTZ//QCISD/6-
311+G(2df,2p) level of theory. Earlier calculations by Olivella et al. (2004) for the 
same geometries but using CCSD(T)/6-311+G(2df,2p) single point calculations 
reported a barrier of 13.8 kJ/mol. Anglada noted that this difference “points out the 
importance of using a flexible basis set in order to obtain a good energetic 
description” (Anglada, 2004). Such a large difference in energy is indeed remarkable, 
considering that both calculations used polarized triple zeta basis sets with diffuse 
functions and basis set superposition corrections were included. Despite the 21 
kJ/mol difference in reported activation energies, Galano et al. (2002) and Anglada 
(2004) both obtained good agreement with experimental data at 298 K. Based on the 
barrier of 28.9 kJ/mol, Galano et al. (2002) calculated a tunneling correction factor of 
14252 using the Eckart method (Eckart, 1930). In particular for such large tunneling 
corrections, the reliability of the Eckart method has been questioned (Kuwata et al., 
2007). Consistent with the flatter potential energy surface near the transition state, 
Anglada calculated a lower tunneling correction factor of 8.5 at 298 K, using the ZCT 
method (Garrett et al., 1980). 
 
The oxidation of acetic acid with · OH radicals has also received experimental 
(Zetzsch and Stuhl, 1982; Dagaut et al., 1988; Singleton et al., 1989) and theoretical 
(De Smedt et al., 2005; Rosado-Reyes and Francisco, 2006; Vimal and Stevens, 
2006) attention. The reported rate coefficients at 298 K range from (3.6±0.5)×105 
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m3/(mol·s) (Zetzsch and Stuhl, 1982) to (5.2±0.4)×105 m3/(mol·s) (Singleton et al., 
1989). The temperature dependence of the reaction rate coefficient has not been 
conclusively established. Dagaut et al. (1988) report an increase of the reaction rate 
coefficient with temperature between 240 K and 440 K, while Singleton et al. (1989), 
Butkovskaya et al. (2004), and Vimal and Stevens (2006) observe a decrease over 
parts of this temperature range. Combining new data with the values reported by 
Singleton et al. (1989), Butkovskaya et al. (2004) proposed a three-parameter 
expression for the rate coefficient k = (1.48 ×102 m3/(mol·s)) (T/298 K)5.2 ± 0.7 exp 
[(2400 ± 200) K/T], between 229 K and 300 K.  
 
Two channels are available for hydrogen abstraction at acetic acid by ·OH radicals 
(Scheme 4.2, 2a and 2b). The large kinetic isotope effect of about 4 between 
CD3COOH and CD3COOD indicates that the acid channel (2a) is also the dominant 
channel for acetic acid oxidation (Singleton et al., 1989), as confirmed by later studies 
(Butkovskaya et al., 2004; De Smedt et al., 2005; Crunaire et al., 2006). Branching 
ratios of (64 ± 14) % at 290 K (De Smedt et al., 2005), (64 ± 17) % between 249 K 
and 300 K (Butkovskaya et al., 2004), and (78 ± 13) % at 298 K (Crunaire et al., 









Ab initio calculations for the reaction of acetic acid with ·OH radicals confirm that the 
acid channel is the dominant channel (De Smedt et al., 2005; Rosado-Reyes and 
Francisco, 2006; Vimal and Stevens, 2006). However, to obtain quantitative 
agreement between reaction rate coefficients calculated at the G2M(CC,MP2) and the 
G3 levels of theory and experimental values at 298 K, the calculated activation 
energies needed to be adjusted (De Smedt et al., 2005). 
 
Experimental studies conclude that hydroxyl radicals preferentially attack the acid 
hydrogen atom for small carboxylic acids such as formic and acetic acid (Wine et al., 
1985; Singleton et al., 1988; Singleton et al., 1989; Butkovskaya et al., 2004). For 
larger carboxylic acids a change in selectivity is observed. Electron paramagnetic 
resonance studies indicate that abstraction of a β-hydrogen atom is the dominant 
mechanism for propionic and butyric acid (Taniguchi et al., 1968), while abstraction 
at both the β- and γ-position was reported for butyric and valeric acid (Serpone et al., 
2005). This change in selectivity has been rationalized by the higher calculated 
frontier orbital electron density at the β- and γ- position in larger organic acids 
(Serpone et al., 2005). Theoretical studies of the initial hydrogen abstraction from 
OHCOOHCH3 ⋅+  
⋅+ COOCHOH 32
 







organic acids by hydroxyl radicals focus mainly on formic (Galano et al., 2002; 
Anglada 2004) and acetic acids (De Smedt et al., 2005; Rosado-Reyes and Francisco, 
2006). Ab initio study of the selectivity of the hydrogen abstraction reaction of larger 
carboxylic acids by hydroxyl radicals is still lacking. 
 
While ab initio calculations have been reported for the reaction of formic acid and 
·OH radicals, the reported activation energies and tunneling correction factors differ 
widely. For the reaction of acetic acid with ·OH radicals, the agreement between ab 
initio and experimental reaction rate coefficients is less than expected for high level 
ab initio calculations. Recently, ab initio based procedures have been proposed that 
can begin to predict reaction rate coefficients for simple hydrogen abstraction 
reaction with chemical accuracy, i.e., within a factor 2 to 4 of experimental data 
(Hemelsoet et al., 2006; Saeys et al., 2006; Ellingson and Truhlar, 2007). To validate 
the accuracy of ab initio based reaction rate calculations for hydrogen abstractions 
from carboxylic acids by hydroxyl radicals, we have performed benchmark 
calculations for the reaction rate and for the selectivity between the O-H and the C-H 
channel for formic and acetic acids. We show that state-of-the-art ab initio 
calculations are able to predict reaction rate coefficients for this family of reactions 
with chemical accuracy, i.e., within a factor 4 of experimental values at 298 K, and 
the selectivity between the acid and the C-H channels can be calculated reliably. In 
particular, the level of theory required to calculate activation barriers and tunneling 
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factors is addressed. For the reaction between ·OH radicals and formic acid, we report 
calculations at various levels of theory, up to W1U (Martin and de Oliveira, 1999), to 
reach “benchmark accuracy”. Tunneling corrections are calculated on an accurate 
potential energy surface, using the Wigner, Eckart and the ZCT methods which 
consider tunneling along the MEP and the SCT method which accounts for coupling 
between the reaction coordinate and the other normal modes. The proposed 
calculation procedure is then used to study the reaction between acetic acid and ·OH 
radicals. 
 
Based on our benchmark calculations for the formic and acetic acid reaction with 
hydroxyl radicals, we use ab initio calculations to investigate the initial step in the 
oxidation of carboxylic acids via hydrogen abstraction by hydroxyl radicals, to begin 
to provide a more detailed understanding of the degradation mechanism of carboxylic 
acids in the troposphere. Our main objective is to quantify and rationalize the 
selectivity between the possible pathways. Valeric acid, C4H9COOH was selected as 
a representative linear carboxylic acid, and allows quantifying the selectivity between 






 Scheme 4.3 
Acid channel:     
CH3CH2CH2CH2COOH  +  ·OH   →  CH3CH2CH2CH2COO·    +  H2O  
α-channel:       
CH3CH2CH2CH2COOH  +  ·OH   →  CH3CH2CH2CH·COOH  +  H2O 
β-channel:       
CH3CH2CH2CH2COOH  +  ·OH   →  CH3CH2CH·CH2COOH  +  H2O 
γ-channel:       
CH3CH2CH2CH2COOH  +  ·OH   →  CH3CH·CH2CH2COOH  +  H2O 
Methyl channel:  
CH3CH2CH2CH2COOH  +  ·OH   →  CH2·CH2CH2CH2COOH  +  H2O  
 
4.2 Computational procedures 
Activation energies for the HCOOH + ·OH reaction were calculated at several levels 
of theory. The geometries of reactants, transition states, and products were fully 
optimized at the B3LYP/cc-pVTZ (Stephens et al., 1994) and the QCISD/6-
311++G(d,p) levels of theory. Because the B3LYP method is sometimes considered 
less accurate for systems containing hydrogen bonds [e.g., (Xu et al., 2005)], 
geometries were also optimized with the computationally more demanding QCISD/6-
311++G(d,p) method. Next, single point energies were calculated for the optimized 
geometries at different levels of theory. B3LYP/cc-pVTZ was selected as an example 
of hybrid density functional theory, while QCISD/6-311++G(d,p) and 
CCSD(T)/augh-cc-pVTZ (Martin and de Oliveira, 1999) were selected as examples 
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of correlated wavefunction-based methods. The latter basis set was introduced by 
Martin and de Oliveira for accurate CCSD(T) calculations within the W1 method 
(Martin and de Oliveira, 1999) and corresponds to an aug-cc-pVTZ basis, but without 
diffuse functions on H atoms. Four higher level compound methods, CBS-QB3 
(Montgomery et al., 1999), CBS-APNO (Ochterski et al., 1996), Gaussian-3 (Curtiss 
et al., 1998), and W1U (this is the W1 method (Martin and de Oliveira, 1999) with 
UCCSD instead of ROCCSD for open shell systems) were also employed. For the 
compound methods, the geometries were constrained at the B3LYP/cc-pVTZ and the 
QCISD/6-311++G(d,p) optimized structures in the electronic energy calculations. 
Since the calculations for formic acids indicate that the B3LYP method is suitable for 
geometry optimizations and the CBS-QB3 method provides accurate energies, these 
methods were selected to study the CH3COOH + ·OH reaction and the valeric acid + 
·OH reaction as well. 
 
For the benchmark study of reactions between formic and acetic acids and hydroxyl 
radicals, tunneling corrections were calculated using the Wigner (Hirschfelder and 
Wigner, 1939), Eckart (Eckart, 1930), ZCT (Garrett et al., 1980) and SCT (Lu et al., 
1992) methods. The Wigner method is a simple, zeroth-order tunneling 
approximation and only depends on the curvature at the transition state. The Wigner 
approximation only requires the curvature along the MEP at the transition state. 
Consistent with the frequency calculations in the CBS-QB3 method, the curvature 
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was calculated at the B3LYP/6-311G(d,p) level. The ZCT method (Garrett et al., 
1980) is a Minimum-Energy-Path, Semiclassical Adiabatic Ground-state (MEPSAG) 
method which takes into account tunneling along the MEP. Reaction path curvature 
and coupling to modes orthogonal to the MEP are neglected. The ZCT method 
requires energies for a larger range of the MEP. The Page-McIver method (Page and 
McIver, 1988) was used to follow the reaction coordinate. The ZCT tunneling 
correction factors were calculated with the Polyrate9.7 (Corchado et al., 2007a) and 
the Gaussrate9.7 (Corchado et al., 2007b) programs.  
 
When calculating the SCT tunneling correction factors, a step size of 0.26 pm was 
used and the Hessian was recalculated every nine steps. A smaller step size of 0.026 
pm was used near the transition state, for reaction coordinates s between –0.53 and 
+0.53 pm, where s = 0 indicates the transition state at the B3LYP/6-311G(d,p) level 
of theory. For each of the elementary reactions, a slightly different range of the MEP 
was mapped, because the location of the reactant and product, and the location of the 
transition state along the MEP at the CBS-QB3 level of theory are slightly different 
for each of the reactions. For reactions 1a and 1b (Scheme 4.1), the MEP was 
calculated from s = –0.53 to +0.53 Å, and from s = –0.79 to +0.40 Å, respectively. 
For reactions 2a, 2b1 and 2b2 (Scheme 4.2 and Figure 4.5), the MEP was calculated 
from s = –0.63 to +0.79 Å, from s = –1.06 to +0.32 Å, and from s = –1.59 to +0.37 Å, 
respectively. For each of the reactions, convergence of the tunneling factor with 
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respect to the range was confirmed. For the dual-level VTST-ISPE method described 
in section 3.2.4, in addition to the energies for the saddle point (s = 0 Å), the reactant 
and the product, energies at s = –0.21, –0.11, +0.05, and +0.21 Å (1a), at s = –0.26, 
+0.10, +0.21, and +0.31 Å (1b), at s = –0.26, +0.05, and +0.16 Å (2a), at s =  –0.53, –
0.26 and +0.26 Å (2b1) and at s = –1.06, –0.60, –0.31, and +0.37 Å (2b2) were used. 
 
Since the SCT tunneling corrections are found to have a crucial role in determining 
the selectivity of the acid channel in formic and acetic acids, the SCT tunneling 
correction factors κ(T) were used for the reaction valeric acid + ·OH as well. For the 
acid, α1, α2, β, γ, methyl1, and methyl2 channels, the MEPs were mapped with a 0.53 
pm step size for reaction coordinates s from –0.69 to +0.98 Å, from –1.19 to +0.29 Å, 
from –1.24 to +0.24 Å, from –1.52 to +0.24 Å, from –1.52 to +0.29 Å, –1.19 to +0.24 
Å, and from –0.95 to +0.19 Å, respectively. CBS-QB3 energies for additional points 
at s = –0.43, –0.24, –0.11, +0.16, +0.36, and +0.98 Å (acid), s = –1.19, –0.71, –0.43, 
–0.29, –0.14, +0.05, +0.10, +0.14, +0.19, +0.24, and +0.29 Å (α1), s = –1.24, –1.14, –
0.90, –0.67, –0.43, –0.29, –0.14, +0.05, +0.10, +0.14, +0.19, and +0.24 Å (α2), s = –
1.52, –0.90, –0.57, –0.14, +0.05, +0.10, +0.14, +0.19, and +0.24 Å (β), s = –1.52, –
1.29, –0.57, –0.43, –0.29, –0.14, +0.05, +0.10, +0.14, +0.19, +0.24, and +0.29 Å (γ), 
s = –1.19, –0.95, –0.71, –0.43, –0.29, –0.14, +0.05, +0.10, +0.14, +0.19, and +0.24 Å 
(methyl1), and s = –0.95, –0.71, –0.43, –0.29, –0.14, +0.05, +0.10, +0.14, and +0.19 
Å (methyl2) along the MEPs were used when applying the dual-level VTST-ISPE 
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method in tunneling calculations. The tunneling correction factors were also 
calculated with the efficient Eckart method (Eckart, 1930), as in the current study 
Eckart tunneling factors were found to agree well with more accurate SCT factors for 
the C-H channels in formic and acetic acid. 
 
Reaction rate coefficients were calculated using the microscopic formulation of TST 
as described in section 2.4.1 and 3.2.4. When rotational potentials were calculated, 
structures were fully relaxed for each point of the rotational potential, except for 
rotation around the C(=O)-OH bond in transition state TS2b2 where rotation around 
the C-C bond was constrained to avoid relaxation to TS2b1 (Figure 4.5). Only the 
ground state was used to calculate the electronic partition function, except for the 
hydroxyl radical where the first excited state lays 1.7 kJ/mol above the ground state 
(Chase, 1998). 
 
Reactions between carboxylic acids and · OH radicals proceed through a hydrogen-
bonded pre-reactive complex (Jolly et al., 1986; Galano et al., 2002; Anglada, 2004; 
De Smedt et al., 2005; Rosado-Reyes and Francisco, 2006). First, a chemically 
activated pre-reactive complex* is formed, which can undergo stabilization through 
collisions, where β is the collisional stabilization efficiency, ks is the collisional 
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stabilization rate coefficient, and [M] is the bath gas concentration, dissociate back to 







At the high-pressure limit, the pre-reactive complexes obey a Boltzmann distribution, 
and the pseudo-equilibrium assumption can be used for the formation of the pre-








                                                                                                              (4.1)  
This pseudo-equilibrium approximation is valid for the reactions between the formic 
acid and acetic acid and hydroxyl radicals within the temperature range (200−400 K) 













=                                                                           (4.2) 
where NA is the Avogadro’s number, 2)( BAAB rrπσ +=  is the reaction cross section 
where rA and rB are the radii of the reactants, kB is the Boltzmann constant, μAB is the 
reduced mass of the reactants, ρ is the steric factor, and Ea is the activation energy of 







the reaction. In this case, ρ is set to 1 and Ea = 0 for this barrierless reaction of 
forming the pre-reactive complex. μAB is calculated to be 12.4 g/mol and σAB is 
calculated to be 1.15×10-19 m2 according to the ab initio calculated radii of 1.42 and 
0.49 Å for the formic acid and the hydroxyl radical. Therefore 5×107 m3/(mol·s) can 
be estimated for k1 for the reaction between formic acid and hydroxyl radicals at 298 
K. Using a calculated equilibrium constant of 0.26 m3/mol for the formation of the 
pre-reactive complex, 2 ×108 s-1 can be obtained for k-1. The calculated value for k2, 
9.3×105 s-1, is much smaller than the k-1. For the reaction between valeric acid and 
hydroxyl radicals at 298 K, collision theory gives 2×107 m3/(mol·s) for k1, and using 
calculated equilibrium coefficients of between 6.5×10-4 and 1.4×10-2 m3/mol for the 
formation of the pre-reactive complexes, k-1 is calculated to lie between 1.1×109 and 
2.5×1010 s-1. k2 is at least one to two orders of magnitude smaller than k-1 at 298 K 
and the pseudo-equilibrium assumption is valid. Using the pseudo-equilibrium 
assumption for the formation of the pre-reactive complex, the reaction rate coefficient 
can be further simplified (equation 4.3) and the energy of the pre-reactive complex 










)()( −−⋅⋅⋅== κ                                                     (4.3) 
where QTS(T) and ETS are the partition function and the energy at 0 K for the 
transition state, and QR(T) and ER are the partition function and the energy at 0 K for 
 74 
 
separated reactants. κ2(T) is the tunneling correction factor for the hydrogen transfer 
reaction.  
 
The above calculations are based on transition state theory. At 1 atm and 298 K, the 
high-pressure-limit assumption may not be valid, and the reaction may be partially 
chemically activated. Indeed, for the reaction between valeric acid and hydroxyl 
radicals, at 298 K collision theory gives 2×107 m3/(mol·s) for k1, and using calculated 
equilibrium coefficients of between 6.5×10-4 and 1.4×10-2 m3/mol for the formation 
of the pre-reactive complexes, k-1 is calculated to lie between 1.1×109 and 2.5×1010 s-1. 
k2 is at least one to two orders of magnitude smaller than k-1 at 298 K and the pseudo-
equilibrium assumption is valid. However, consistent with the higher activation 
barrier, the difference between k-1 and k2 decreases at lower temperatures. Below 230 
K, k-1 becomes smaller than k2 and the pseudo-equilibrium approximation is no 
longer valid. Indeed, at low pressures the collision frequency with bath gas molecules 
may be too low to stabilize the chemically activated pre-reactive complexes. The 
effect of pressure on the rate coefficients was evaluated using the three-frequency 
version of Quantum Rice-Ramsberger-Kassel theory (Kassel, 1928) with the 
Modified Strong-Collision approximation (QRRK-MSC) (Dean, 1985) at 298 K 
using CHEMDIS (Chang et al., 2000). The MSC approximation assumes that 
collision either stabilizes the activated complex completely or not at all (Troe, 1979). 
Both the chemically activated and thermally activated mechanism are considered in 
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the simulations. Though the effect of the bath gas pressure on the rate coefficient 
could be treated more accurately using the Master-Equation approach (Holbrook et al., 
1996), reasonable agreement between QRRK-MSC estimates and Master-Equation 
calculations has been reported (Wong et al., 2003). The high-pressure-limit rate 
coefficients k1(T) and k2(T) were calculated as above, while k-1(T) was obtained from 
the equilibrium constant. Within CHEMDIS, the rate coefficients are described by 
four parameter expressions, ATnexp(−αT)exp(−Ea/RT). Lennard-Jones parameters for 
the pre-reactive complexes, σ = 5.85 Å and ε/kB = 327 K, were taken from values for 
n-pentane (Hippler et al., 1983). N2 was used as the bath gas. Tunneling corrections 
are not included in the QRRK-MSC simulations, and the final rate coefficients were 
obtained by multiplying the pressure dependent rate coefficients with the 
corresponding SCT factors, κi(298).  
 
For the reaction between the valeric acid and hydroxyl radicals, hydrogen bonds in 
the different transition states play an important role in determining the rate and 
selectivity of the initial hydrogen abstraction from organic acids by hydroxyl radicals. 
To characterize and quantify the strength of the hydrogen bonds, a Natural Bond 
Orbital (NBO) analysis was performed at the B3LYP/6-311G(d,p) level of theory 
using the NBO3.1 (Carpenter and Weinhold, 1988) package, as implemented in 
Gaussian03 (Frisch, 2004). 
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4.3 Ab initio study of the reactions of formic and acetic acids with 
hydroxyl radicals 
4.3.1 Kinetics of the reaction of formic acid with hydroxyl radicals 
The reaction between formic acid and hydroxyl radicals was studied first. Geometries 
of the reactants, products, transition states and pre-reactive complexes were optimized 
at the B3LYP/cc-pVTZ and QCISD/6-311++G(d,p) levels of theory. The two factors 
affecting the accuracy of the calculated reaction rate coefficient, i.e., the reaction 
barrier and the tunneling correction, will be discussed in detail.  
4.3.1.1 Geometry and energy calculations 
Optimized geometries of reactants, pre-reactive complexes, transition states, 
complexes at the product side and products are shown in Figure 4.1. Different low-
lying electronic states have been reported for the HCOO· radical (Feller et al., 2003). 
The 2B2 state is characterized by symmetric C=O bonds of about 1.25 Å, and an O-C-
O angle of 113º, while the 2A1 more closely resembles CO2 and has symmetric C=O 
bonds of about 1.22 Å, and an O-C-O angle of 145º. The 2A' state resembles the 
HCOOH reactant with asymmetric C=O bonds and an O-C-O angle of 123º. The 
relative stability of the three structures depends on the level of theory, but a 
benchmark CCSD(T) study by Feller et al. (2003) reports that the 2B2 state is 7.9 





Figure 4.1. Optimized structures for reactants (HCOOH and ·OH), pre-reactive 
complexes (Com1a-R, Com1b1-R and Com1b2-R), transition states (TS1a and TS1b), 
complexes at the product side (Com1a-P and Com1b2-P) and products (HCOO· and 
HOCO·) for the reaction between formic acid and a hydroxyl radical. B3LYP/6-
311G(d,p) optimized bond lengths (Å) and CBS-QB3 energies at 0 K (kJ/mol, 
relative to the reactants) are given. The CBS-QB3 energies at 0 K for the products are 
the reaction energies. B3LYP/cc-pVTZ (round brackets) and QCISD/6-311++G(d,p) 
(square brackets) optimized bond lengths are also included for the reactants, transition 





It is common to find hydrogen-bonded pre-reactive complexes for reactions involving 
hydroxyl radicals (Jolly et al., 1986; De Smedt et al., 2005). Three pre-reactive 
complexes are shown in Figure 4.1. Com1a-R was obtained by following the B3LYP 
reaction path from the transition state for the acid channel (1a), while Com1b1-R and 
Com1b2-R correspond to the transition state for the formyl channel (1b). Our 
geometries are similar to the structures reported by Torrent-Sucarrat et al. (2004). The 
stability of the pre-reactive complex along the acid channel depends on the level of 
theory. B3LYP calculations lead to Com1a-R. However, this complex is unstable in 
QCISD calculations, probably due to repulsion between the oxygen lone pairs.  A 
planar pre-reactive complex characterized by a 6-membered ring and two hydrogen 
bonds was reported by Torrent-Sucarrat et al. (2004) and can be obtained following 
the QCISD reaction path from the transition state. However, at the B3LYP/cc-pVTZ 
level of theory this complex is a transition state for the internal rotation of the 
hydroxyl radical and was therefore not included in Figure 4.1. Note that, following 
Scheme 4.4 and eq. 4.3, the pre-reactive complexes are not kinetically relevant at 
atmospheric conditions. However, the shape of the energy profile does influence the 
tunneling factor. Similar hydrogen bonded complexes were located at the product side. 
The product complex along the acid channel, Com1a-P, is structurally related to the 
transition state and to the pre-reactive complex. Note that the complex corresponds to 
the 2A' state of the HCOO· radical, not the most stable 2B2 state. At the CBS-QB3 
level of theory, the complex is 6.3 kJ/mol less stable than separated H2O and 
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HCOO· in the 2B2 state, but 2.7 kJ/mol more stable than H2O and HCOO· in the 2A' 
state. 
 
Two pre-reactive complexes were optimized for the formyl channel. In Com1b2-R, 
the hydroxyl radical binds to the more electronegative acyl oxygen, while the 
Com1b1-R complex has a 6.8 kJ/mol weaker hydrogen bond with the hydroxyl 
oxygen. Both complexes can be found following the B3LYP reaction path from the 
transition state for the formyl channel, considering that rotation around the forming 
H···OH bond is nearly free. Both complexes were also reported by Anglada (2004). 
The 6.3 kJ/mol hydrogen bond in the product complex Com1b2-P is significantly 
weaker than the hydrogen bond in the corresponding reactant complex, Com1b2-R. 
The product complex corresponding to Com1b1-R is not stable at the B3LYP level of 
theory. 
 
The geometries optimized at the B3LYP/6-311G(d,p) level of theory are essentially 
similar to geometries optimized using a larger cc-pVTZ basis set and fairly similar to 
the QCISD/6-311++G(d,p) geometries. Increasing the basis set at the B3LYP level of 
theory, changes the bond lengths by an average 0.02 Å and a maximum 0.05 Å. 
Changing the level of theory to QCISD has little influence on the geometry of the 
pre-reactive complexes, Com1b1-R and Com1b2-R, but tends to decrease the forming 
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H···OH bonds by about 0.1 Å and increase the breaking O···H and C···H bonds in the 
transition states. Based on the bond lengths, the B3LYP transition states tend to be 
earlier than the corresponding QCISD transition states. This is consistent with the 
reaction barriers in Table 4.1 (vide infra) and with the structures optimized along the 
B3LYP MEP. Indeed, the geometries for a reaction coordinate s = +0.1 Å are quite 
similar to the QCISD transition state geometries in Figure 4.1 for both channels. It is 
interesting to note that the maxima in CBS-QB3 energy for the geometries along the 
B3LYP MEP are located at about s = +0.05 Å (Figure 4.2a and b), this is in between 
the B3LYP and the QCISD transition states. 
 
To evaluate the effect of the difference in geometry on the effective reaction barrier 
(eq. 4.3) and on the reaction energy, the energy difference between the transition state 
and the separated reactants, and between the reactants and the products was computed 









Table 4.1. Electronic energies excluding ZPE (kJ/mol) of the transition state and the 
products, relative to the separated reactants, for the reaction between formic acid and 
hydroxyl radicals. 
Computational Method Acid channel, 1a Formyl channel, 1b TS Products TS Products 
B3LYP/cc-pVTZ geometries     
W1U 11.3 –19.4 13.6 –79.2 
CBS-QB3 14.3 –24.8 13.3 –76.8 
CBS-APNO 7.9 –26.6 9.5 –79.3 
G3 15.9 –21.1 16.3 –74.0 
B3LYP/cc-pVTZ –28.8 –28.1 –9.7 –71.9 
QCISD/6-311++G(d,p) 30.6 –4.0 22.6 –64.8 
CCSD(T)/augh-cc-pVTZ 11.2 –17.3 14.2 –72.9 
QCISD/6-311++G(d,p) geometries     
CBS-QB3 12.2 –24.9 13.4 –76.8 
CBS-APNO 7.2 –26.6 8.8 –79.4 
G3 17.2 –21.1 19.9 –74.0 
B3LYP/cc-pVTZ –31.1 –28.0 –11.7 –71.6 
QCISD/6-311++G(d,p) 35.1 –4.1 29.9 –65.2 
CCSD(T)/augh-cc-pVTZ 9.8 –17.4 16.5 –73.1 
Literature data     
PMP2/6-311++G(2d,2p)// 
MP2/6-311++G(2d,2p)a 
34.6  30.9  
QCISD/6-311+G(2df,2p)b 
 
29.4    
CCSD(T)/6-311+G(2df,2p)// 
QCISD/6-311+G(2df,2p)b 
13.8    
CCSD(T)/aug-cc-pVTZ// 
QCISD/6-311+G(2df,2p)c 
7.8  15.4 –73.3 


















Figure 4.2. Potential energy profile along the reaction coordinate for the reaction 
between formic acid and hydroxyl radicals. Electronic energies not including ZPE are 
relative to the energy of the pre-reactive complexes, Com1a-R and Com1b2-R. The 
energies for the separated reactants are indicated by horizontal lines. The inset shows 
the energy profile near s = 0.13 Å. CBS-QB3 values (squares), B3LYP/6-311G(d,p) 
values (dashed line) and interpolated energy profile used in the Polyrate9.7 





















































The W1U values serve as reference values. This method has a reported mean absolute 
error of 1.3 kJ/mol for atomization energies for first and second row compounds 
(Martin and de Oliveira, 1999), and has been recommended for benchmark accuracy. 
Both the B3LYP and the QCISD energies deviate significantly from the W1U values. 
B3LYP calculations significantly overestimate the stability of the transition states, 
putting them below the level of the separated reactants. Even after correction for the 
basis set superposition error (Boys and Bernardi, 1970), the B3LYP/cc-pVTZ 
transition state energy is still 20.6 kJ/mol below the energy of the separated reactants. 
Note that this is possible because the pre-reactive complex, Com1a-R, is even more 
stable at the B3LYP level. Both the pre-reactive complex and the transition state 
energies are underpredicted at the B3LYP level due to the overbinding of the pre-
reactive complex and the transition state vs. separated reactants. The B3LYP level 
even overestimates the stability of the transition state more than the pre-reactive 
complex. This overbinding in the pre-reactive and the transition state is because that 
the approximate functional in DFT tends to over-delocalize electrons and artificially 
over-stabilize the system (Zhang and Yang, 1998; Cohen et al., 2008). Note that for 
some hydrogen abstraction reactions, e.g., ·CH3 + CH4 = CH4 + ·CH3, where no pre-
reactive complexes form, overbinding in the transition state is also observed at the 
DFT level (Saeys et al., 2003). B3LYP overestimates the stability of the 
HCOO· product and underestimates the stability of the HOCO· product. The low 
B3LYP reaction barrier is consistent with other benchmark studies (Ghigo and 
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Tonachini, 1999; Lynch and Truhlar, 2001; Coote, 2004; De Smedt et al., 2005; 
Kuwata et al., 2007). The QCISD method significantly overestimates the height of the 
reaction barrier and underestimates the exothermicity of both reactions. The high 
QCISD barriers are also consistent with earlier studies (Olivella et al., 2004; Rosado-
Reyes and Francisco, 2006). The close agreement between the CCSD(T) and the 
W1U values, in particular for the reaction barriers, is remarkable, indicating that the 
CCSD(T) values could be used as a reference as well. The reaction energies differ 
slightly more. Our W1U and CCSD(T) reaction barriers for the acid channel (1a) are 
between the values reported by Olivella et al. (2004), 13.8 kJ/mol, and Anglada 
(2004), 7.8 kJ/mol. For the QCISD transition state geometry, two solutions can be 
obtained for the HF wave function as illustrated in Figure 4.2. If we use the unstable, 
higher energy HF solution as the starting point for the CCSD(T) calculation, a 7.5 
kJ/mol barrier is obtained for the acid channel. This value is in better agreement with 
the value reported by Anglada (2004). 
 
The G3 and CBS-QB3 compound method perform quite well. The G3 method tends 
to overestimate the reaction barriers by 3−4 kJ/mol, while the CBS -QB3 values are 
slightly closer to the W1U values. Similar accuracy has been reported for the CBS-
QB3 and G3 methods for other hydrogen abstraction reactions (Coote, 2004; 
Hemelsoet et al., 2006; Saeys et al., 2006; Ellingson and Truhlar, 2007). The CBS-
QB3 method predicts a slightly lower barrier for the formyl channel by 1.0 kJ/mol, 
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while the W1U, CCSD(T) and the G3 methods predict a lower barrier for the acid 
channel by 2.3 kJ/mol, 3.0 kJ/mol and 0.4 kJ/mol, respectively. The similarity 
between the barriers for both channels is remarkable, considering the much higher 
stability of the products formed via the formyl channel, and the experimentally 
observed dominance of the acid channel. Clearly, other factors must be responsible 
for the selectivity of the reaction. The CBS-APNO results are surprisingly far from 
the W1U values. Similar deviations have been reported for the CBS-APNO method 
for the hydrogen transfer reaction between H2O and ·OH radicals (Uchimaru et al., 
2003). 
 
Despite the large differences between the B3LYP and QCISD barriers, single point 
CCSD(T) calculations at both geometries give rather similar reaction barriers. Indeed, 
the barrier for the acid channel decreases by 1.4 kJ/mol, while the barrier for the 
formyl channel increases by 2.3 kJ/mol. The reaction energies remain essentially 
unchanged. To save CPU time, we did not perform W1U calculations for the QCISD 
geometry, but we expect the values to be similar to the CCSD(T) results. The trend 
for the CBS-QB3 energies is similar to the trend for the CCSD(T) energies, while the 




The CBS-QB3 energies at 0 K and relative to the reactants are shown in Figure 4.1. 
Since the CBS-QB3 method uses the B3LYP/6-311G(d,p) rather than the B3LYP/cc-
pVTZ method for geometry optimization and ZPEs are included in Figure 4.1, the 
energies differ slightly from the values in Table 4.1. Our activation energy of 14.1 
kJ/mol for the acid channel is between the barrier of 7.8 kJ/mol reported by Anglada 
(2004) for the CCSD(T)/aug-cc-pVTZ//QCISD/6-311+G(2df,2p) level of theory  and 
the barrier of 28.9 kJ/mol calculated by Galano et al. (2002) at the PMP2/6-
311++G(2d,2p)//MP2/6-311++G(2d,2p) level of theory. Our activation energy of 
12.4 kJ/mol for the formyl channel is slightly higher than the 7.8 kJ/mol barrier 
calculated by Anglada (2004) and significantly lower than the barrier of 23.2 kJ/mol 
reported by Galano et al. (2002). 
 
Based on the values in Table 4.1, we recommend the CBS-QB3 method as a cost-
effective method to study hydrogen abstractions at carboxylic acids by hydroxyl 
radicals. It should be noted that the CBS-QB3 method tends to slightly overestimate 
the barrier for the acid channel.  
 
4.3.1.2 Tunneling corrections 
Tunneling can significantly enhance the rate of hydrogen transfer reactions, in 
particular at low temperatures (Melissas and Truhlar, 1994; Chuang and Truhlar, 
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1997; Uchimaru et al., 2003). When tunneling corrections are important, i.e., typically 
when the tunneling correction factor κ(T) is larger than 10, low order approximations 
such as the Wigner and the Eckart approximation become less reliable (Kuwata et al., 
2007). Eckart approximation is reliable when the curvature at the transition state and 
the Eckart potential fit well to the PES. The ZCT approximation is reliable when most 
of the tunneling occurs along the reaction coordinate. When the curvature of the MEP 
becomes important, the system can “cut the corner” in phase space and find a shorter 
tunneling path inside of the MEP (Skodje et al., 1981). To account for such tunneling, 
a larger area of the potential energy surface needs to be characterized. SCT and LCT 
approximations are needed to account for the corner cutting. An accurate potential 
energy profile especially in the area near the transition state is required to correctly 
predict the tunneling correction. The SCT method is one of the simplest 
approximations that accounts for reaction path curvature. It requires the curvatures 
orthogonal to the reaction coordinate in addition to the potential energy along the 
MEP. 
 
Tunneling corrections were calculated between 200 K and 400 K for the acid (1a) and 
for the formyl (1b) channel, based on the CBS-QB3 energy profile, and using 




Table 4.2. Tunneling correction factors for the reaction between hydroxyl radicals 
and formic acids for each reaction channel (Figure 4.1). 
T (K) Formic Acid 
 Acid Formyl 
 Wigner 
200 4.8 1.1 
250 3.5 1.1 
298 2.7 1.1 
350 2.3 1.0 
400 2.0 1.0 
1500 1.1 1.0 
 Eckart 
200 115 1.1 
250 17 1.1 
298 7.0 1.1 
350 4.0 1.0 
400 2.8 1.0 
1500 1.1 1.0 
 Zero Curvature Tunneling 
200 330 2.6 
250 47 1.8 
298 16 1.5 
350 7.9 1.4 
400 5.0 1.3 
1500 1.1 1.0 
 Small Curvature Tunneling 
200 40700 6.0 
250 3020 2.8 
298 339 2.0 
350 93 1.6 
400 39 1.4 
1500 1.4 1.0 
 
It can be seen that tunneling corrections for the formyl channel (1b) are rather small. 
The Wigner and Eckart approximation give similar values, slightly lower than the 
ZCT method. As explained in section 4.2, the Wigner and Eckart approximation use 
the B3LYP curvature at the saddle point to calculate the tunneling correction, while 
the ZCT method uses the CBS-QB3 potential energy surface (Figure 4.2b). The CBS-
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QB3 surface is clearly sharper than the B3LYP surface near the transition state, 
consistent with the underestimation of the reaction barrier by the B3LYP method 
(Table 4.1). The low second derivative at the transition state calculated by the B3LYP 
method leads to a fairly wide Eckart potential barrier and hence a low tunneling 
probability. The reaction path curvature along the MEP is fairly important and the 
SCT correction is about a factor 2 higher than the ZCT correction at 200 K. 
 
The reaction rate coefficient for the acid channel is significantly enhanced by 
tunneling. The Wigner and Eckart method underestimate the tunneling correction as 
compared to the ZCT method. This can again be related to the underestimation of the 
curvature at the transition state by the B3LYP method. Figure 4.2a shows the CBS-
QB3 and the B3LYP potential energy profiles (VMEP) along the reaction coordinate. 
Note that the transition state along the CBS-QB3 energy profile is located at s = 
+0.05 Å, and is hence slightly later than the B3LYP transition state. This is consistent 
with the earlier discussion of Table 4.1. The CBS-QB3 profile shows a small 
discontinuity around s = +0.13 Å. Two low lying solutions can be obtained for the HF 
wave function for geometries near s = +0.13 Å. Each solution leads to a slightly 
different CBS-QB3 energy and both values are shown in the inset of Figure 4.2a. To 
evaluate the reliability of the CBS-QB3 energies for geometries near s = +0.13 Å, the 
T1 diagnostic was used (Jayatilaka and Lee, 1993). For open shell systems, a T1 
diagnostic above 0.044 has been proposed as an indication that multi-reference 
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methods should be used (Rienstra-Kiracofe et al., 2000). Our value of 0.025 is well 
below this number, and single-reference methods such as the CBS-QB3 method can 
be used. Note that the discontinuity occurs well beyond the transition state, and only 
one HF solution dominates near the transition state. For the dual level tunneling 
calculations, CBS-QB3 energies at s = –0.21, –0.11, 0.0, +0.05, and +0.21 Å were 
used. A single HF solution dominates for those points. For the acid channel, the 
tunneling correction increases by a factor 123 at 200 K and by a factor 21 at 298 K 
when the reaction path curvature is included using the SCT method. When the 
reaction path curvature is very large, the SCT approximation tends to underestimate 
the tunneling probability (Corchado et al., 2000) and the actual tunneling correction 
might be even larger than the values in Table 4.2. To accurately account for tunneling 
paths outside the MEP region we would need to go beyond the SCT approximation 
and explore a larger area of the potential energy surface. The curvature along the 
reaction path for the acid channel is shown in Figure 4.3. 
 
High curvatures are found at s = –0.14 and +0.21 Å. Analysis of the SCT calculations 
indicates that certain vibration modes couple with the reaction coordinate. Both peaks 
are mainly due to coupling between the reaction coordinate and the H-O-H bending 
modes. Strong reaction-path curvature coupling leads to a low reduced effective mass 
and increases the tunneling probability (Corchado et al., 2000). The strong coupling is 
probably caused by the compact nature of the reaction center in hydrogen transfer 
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reactions between the acid OH group in carboxylic acids and the attacking hydroxyl 
radical (Figure 4.1, TS1a). 
 
 
Figure 4.3. Reaction path curvature along the acid channel reaction path for the 
reactions of formic acid with hydroxyl radicals. 
 
Based on the above results, the SCT approach is required to begin to calculate 
accurate tunneling correction factors for the acid channel. Methods that do not 
account for reaction path curvature such as the Wigner, Eckart and ZCT method 
significantly underestimate the contribution of tunneling to the reaction rate 
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coefficient for the acid channel at ambient conditions. The high tunneling factor is 
responsible for the dominance of the acid channel at 298 K. 
 
4.3.1.3 Rate coefficient and selectivity 
The SCT tunneling correction factors (Table 4.2) were combined with partition 
functions calculated following the procedures outlined in Chapter 3 and the CBS-
QB3 activation energies (Figure 4.1) to obtain rate coefficients for both channels. The 
rate coefficients and branching ratios are compared with available experimental 
values in Table 4.3 and in Figure 4.4. 
 
Table 4.3. Reaction rate coefficients and the branching ratio at 298 K and 1 atm for 
the reaction of formic acid with hydroxyl radicals. 




 Acid Formyl Overall  
This work 0.845 0.131 0.977 87 % 
 
 








a. Sander et al., 2003; b. Zetzsch and Stuhl, 1982; c. Wine  et al., 1985; d. Jolly et al., 
1986; e. Singleton, 1988; f. Dagaut et al., 1988. 
 
The calculated rate coefficient at 298 K for the overall reaction is a factor 2 to 3 lower 
than the range of reported experimental values. Such agreement is remarkable, 
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considering that a 2 kJ/mol decrease in the activation energy increases the rate 
coefficient at 298 K by a factor 2.2. The data in Table 4.1 indicate that the CBS-QB3 
method predicts a slightly higher barrier than the W1U method for the dominant acid 
channel. In addition, the SCT method might underestimate the tunneling correction 
when the reaction path curvature is large (Corchado et al., 2000). Both considerations 
are consistent with the underestimation of the experimental rate coefficient. At 298 K, 
87 % of the overall reaction was found to proceed through the acid channel (1a). This 
value is in agreement with the experimental value of 91 %, estimated by Singleton et 
al. (1988) using isotopic labeling experiments. 
 
An Arrhenius plot of the rate coefficients between 200 K and 400 K is shown in 
Figure 4.4. The rate coefficient for the acid channel decreases with increasing 
temperature, while the rate coefficient of the formyl channel increases. The decrease 
of the rate coefficient for the acid channel with temperature for low temperatures is 
caused by the rapid decrease of the tunneling factor with temperature and not by a 
negative effective activation barrier. The overall rate coefficient decreases slightly 
with temperature below 350 K, while it increases with temperature above 350 K. The 
resulting temperature independence of the overall rate coefficient between 298 and 





Figure 4.4. Arrhenius plot of the overall reaction rate coefficient and for each of the 
reaction channels for the reaction between formic acid and hydroxyl radicals. 
 
4.3.2 Kinetics of the reaction of acetic acid with hydroxyl radicals 
In this section, the reaction between acetic acid and hydroxyl radicals is discussed to 
validate the accuracy of the recommended procedure for larger carboxylic acids. 
 
4.3.2.1 Geometry and energy calculations 
In this section, we apply the recommended procedure developed in the previous 
section to the reaction between acetic acid and hydroxyl radicals. Optimized 
geometries of reactants, pre-reactive complexes, transition states, complexes at the 
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product side, and products are shown in Figure 4.5. Three pre-reactive complexes 
were again located. The geometries and energies of the complexes (Com2a-R and 
Com2a-P) and the transition state (TS2a) for the acid channel (2a) are similar to the 
corresponding structures for formic acid (Figure 4.1). They are also similar to 
structures optimized at the B3LYP/6-311++G(2df,2pd) level of theory by De Smedt 
et al. (2005). The structures of the pre-reactive complexes for the methyl channel are 
also similar to formic acid, though the complexes with acetic acid are slightly more 






Figure 4.5. Optimized structures for the reactants (CH3COOH and ·OH), pre-reactive 
complexes (Com2a-R, Com2b1-R, and Com2b2-R), transition states (TS2a, TS2b1, 
and TS2b2), complexes at the product side (Com2a-P, Com2b1-P, and Com2b2-P) 
and products (CH3COO· and ·CH2COOH) for the reaction between acetic acid and a 
hydroxyl radical. B3LYP/6-311G(d,p) optimized bond lengths (Å) and CBS-QB3 
energies at 0 K (kJ/mol, relative to the reactants) are given. The CBS-QB3 energies at 
0 K for the products (CH3COO· and ·CH2COOH) are the reaction energies.  
 
Because a hydrogen bond is maintained in the transition state for the methyl channel, 
two different transition states are identified for the methyl channel. For the reaction 
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with formic acid, a similar hydrogen bond is not observed, and rotation around the 
forming H···OH bond is nearly free in the transition state for formic acid. The 
transition states for the methyl channel (2b) differ slightly from the structure reported 
by De Smedt et al. (2005), but are similar to the structures proposed by Rosado-Reyes 
et al. (2006). 
 
The product complexes are characterized by two hydrogen bonds, and they are about 
10 kJ/mol more stable than the corresponding product complex for formic acid. 
Because the hydrogen bond with the C-OH group in Com2b1-P is fairly weak at 9.9 
kJ/mol, it is not surprising that the corresponding complex could not be optimized for 
formic acid.  
  
Low lying electronic states can again be identified for the CH3COO· radical. At the 
CBS-QB3 level, the most stable state is the 2A'' state. This state is electronically and 
structurally similar to the 2B2 state for the HCOO· radical. The 2A' state in 
CH3COO· is related to the 2A' state in the HCOO· radical and is 24.5 kJ/mol less 
stable than the 2A'' state at the CBS-QB3 level. The acid channel in acetic acid is 12.4 
kJ/mol more exothermic than in formic acid. Analysis of the calculations indicates 
that the methyl group stabilizes the COO· group in the product. Indeed, increasing the 
CH3-COOH bond length by up to 0.4 Å in the calculations reduces the calculated 
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exothermicity, while increasing the H-COOH bond length increases the exothermicity 
for formic acid. The transition state and the product complex, Com2a-P, for the acid 
channel are structurally related to the 2A' state and the complex is less stable than the 
separated CH3COO· (2A'') radical and a H2O molecule. The effective reaction barrier 
for the acid channel, 11.0 kJ/mol, is between the values reported by De Smedt et al. 
(2005), i.e., 13.8 kJ/mol using G2M(CC,MP2)//MP2/6-311++G(2df,2pd) and 6.7 
kJ/mol using G2M(CC,MP2)//B3LYP/6-311++G(2df,2pd), and 3.1 kJ/mol lower than 
the barrier for the acid channel in formic acid.  
 
The methyl channel is 43.5 kJ/mol more exothermic than the acid channel and 6.6 
kJ/mol more favorable than the formyl channel in formic acid. It is also 8.8 kJ/mol 
more exothermic than the corresponding reaction between ethane and ·OH at the 
same level of theory. The effective barriers for the two methyl channels, 11.9 kJ/mol 
and 12.5 kJ/mol, are comparable to the barrier for the formyl channel, 12.4 kJ/mol, 
and slightly higher than the barrier for the reaction between a hydroxyl radical and 
ethane, 9.3 kJ/mol. The barriers for the methyl and the acid channel are again very 
similar, differing less than 1.5 kJ/mol. The small difference indicates that the reaction 
barriers are not responsible for the observed dominance of the acid channel. De 
Smedt et al. (2005) reported a 4.8 kJ/mol higher barrier for the methyl channel, 
leading to an 8.8 kJ/mol difference between the methyl and the acid channel.  
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4.3.2.2 Tunneling corrections 
Tunneling corrections were calculated using the Wigner, Eckart, ZCT, and SCT 
methods and are summarized in Table 4.4.  
 
Table 4.4. Tunneling correction factors for the reaction between hydroxyl radicals 
and acetic acids for each reaction channel (Figure 4.5). 
T (K) Acetic Acid 
 Acid Methyl 2b1 Methyl 2b2 
 Wigner 
200 4.7 3.2 4.5 
250 3.3 2.4 3.2 
298 2.6 2.0 2.6 
350 2.2 1.7 2.1 
400 1.9 1.5 1.9 
1500 1.1 1.0 1.1 
 Eckart 
200 77 13 101 
250 14 4.6 15 
298 6.1 2.8 5.9 
350 3.7 2.1 3.4 
400 2.7 1.8 2.5 
1500 1.1 1.0 1.1 
 Zero Curvature Tunneling 
200 176 5.7 13 
250 31 3.0 5.0 
298 12 2.2 3.1 
350 6.6 1.8 2.3 
400 4.4 1.5 1.9 
1500 1.1 1.0 1.0 
 Small Curvature Tunneling 
200 13700 19 104 
250 982 7.0 21 
298 199 4.1 9.1 
350 62 2.8 5.1 
400 28 2.2 3.6 





The potential energy surfaces for the acid and both methyl channels are shown in 








Figure 4.6. Potential energy profiles along the reaction coordinate for the reaction 
between acetic acid and hydroxyl radicals. Electronic energies not including the ZPE 
are relative to the energy of the pre-reactive complexes. Reactant energies are 
indicated by horizontal lines. CBS-QB3 values used for fitting (squares), B3LYP/6-
311G(d,p) values (dashed line) and interpolated energy profile used in the Polyrate9.7 
calculation (full line). 
 
Tunneling is again very important for the acid channel and is caused by the strong 
reaction path curvature at s = –0.14 Å and at s = +0.21 Å (Figure 4.7), with reaction-
path curvature couplings of 3.8 and 2.6 Å-1 at s = –0.14 Å, and 6.0 and 6.8 Å-1 at s = 
+0.21 Å for two H-O-H bending modes. The tunneling correction for the acid channel 
in acetic acid is a factor 2 to 3 smaller than for the acid channel in formic acid. This 
can be related to the lower barrier and the slightly flatter potential energy surface for 
acetic acid. The B3LYP potential energy surface is again flatter than the CBS-QB3 




Figure 4.7. Reaction path curvature along the acid channel reaction path for the 
reactions of acetic acid with hydroxyl radicals. 
 
Tunneling factors for the methyl channel are significantly larger than for the formyl 
channel. Coupling between the reaction coordinate and other normal modes also 
increases tunneling for the methyl channels and the SCT tunneling factors are a factor 
2 to 7 larger than the ZCT factors. The maximum curvature coupling for the methyl 
reaction paths, 6.0 Å-1 at s = –0.12 Å, is larger than the maximum curvature coupling 
of the formyl reaction path, 1.6 Å-1 at s = –0.36 Å. The more compact nature of the 
transition state for acetic acid, TS2b1 and TS2b2, caused by a hydrogen bond 
between acetic acid and the hydroxyl radical is probably responsible for the higher 
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reaction-path curvature coupling. The Eckart method predicts tunneling factors within 
a factor two of the more expensive SCT method for the methyl channels, and might 
be used as a cost effective method for reactions between a methyl group and a 
hydroxyl radical. However, the agreement is partly due to a cancellation of errors. 
The Eckart potential is narrower than the CBS-QB3 potential energy surface (Fig. 
4.6c), leading to an overestimation of the tunneling factor, e.g., compared to the ZCT 
value. However, coupling between the reaction coordinate and the other normal 
modes is neglected in the Eckart method, leading to an underestimation of the 
tunneling factor. 
 
4.3.2.3 Rate coefficient and mechanism 
The SCT tunneling factors (Table 4.4) were combined with partition functions and 
the CBS-QB3 activation energies (Figure 4.5) to obtain rate coefficients for both 
channels. The rate coefficients and branching ratios are compared with available 








Table 4.5. Reaction rate coefficients and the branching ratio at 298 K and 1 atm for 
the reaction of acetic acid with hydroxyl radicals. 




 Acid Methyl Overall  
This work 1.15 0.0766 1.23 94 % 






a. Butkovskaya et al., 2004; b. Zetzsch and Stuhl, 1982; c. Dagaut et al., 1988; d. 
Singleton et al., 1989; e. Crunaire et al., 2006. 
 
 
Figure 4.8. Arrhenius plot of the overall reaction rate coefficient and for each of the 




The calculated overall rate coefficient is a factor three to four smaller than the 
experimental data, and 26 % larger than the calculated rate coefficient for formic acid. 
Experimentally, the rate coefficient for acetic acid is about 65 % higher than the rate 
coefficient for formic acid. Considering the tendency of the CBS-QB3 method to 
slightly overestimate the reaction barrier for the acid channel (by about 2 to 3 kJ/mol, 
Table 4.1) and the importance of tunneling for both channels in acetic acid, the 
agreement is promising. The slightly low value for the acetic acid reaction rate 
coefficient might in part be due to an underestimation of the importance of tunneling 
for the methyl channel. Though the SCT tunneling factor is a factor 3 smaller for the 
acid channel in acetic acid, the effective activation barrier is 3.1 kJ/mol lower and the 
resulting rate coefficients at 298 K are similar for both acids. Below 400 K the acid 
channel is the dominant channel, and the calculated branching ratio at 298 K of 94 % 
is at the top range of the experimental values, 78±13 %. The overall rate coefficient is 
calculated to decrease with temperature, consistent with the trend reported by 
Butkovskaya et al. (2004). 
 
4.4 Ab initio reaction path analysis for the initial hydrogen 
abstraction from valeric acids by hydroxyl radicals 
To analyze the selectivity of the initial hydrogen abstraction from organic acids by 
hydroxyl radicals, hydrogen abstraction at different positions in valeric acid was 
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investigated. First, calculations for the reactant, the different products, and the pre-
reactive hydrogen bonded complexes are discussed. Next, the stability of the different 
transition states is calculated and the strength and nature of the hydrogen bonds is 
analyzed. Finally, kinetic parameters are derived for the different channels and the 
selectivity is discussed. 
 
4.4.1 Geometry and energy calculations  
Valeric acid. Various conformations were considered for valeric acid. The two most 
stable conformations are shown in Figure 4.9. 
 
 
Figure 4.9. Most stable conformations of valeric acid. CBS-QB3 energies at 0 K 
(kJ/mol) relative to the gauche conformation are given. “T” in the gauche 
configuration indicates the C-H σ orbital trans to the acid group. 
 
The all-trans conformation is 0.5 kJ/mol less stable than the conformation with a 
gauche interaction between the acid and the ethyl group. The stability of the gauche 
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conformation can be attributed to the gauche effect (Wolfe, 1972; Brunck and 
Weinhold, 1979), resulting from donation from the C-H σ orbital (trans to the acid 
group and indicated in Figure 4.9) to the C-COOH σ* anti-bonding orbital. The CBS-
QB3 energy at 0 K of the gauche conformation of valeric acid and the hydroxyl 
radical are the reference energy in this work. 
 
 
Figure 4.10. Optimized product structures after hydrogen abstraction by hydroxyl 
radicals from valeric acid and corresponding CBS-QB3 reaction energies at 0 K 
(kJ/mol). Only the most stable conformations are shown. 
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Products. Optimized structures and reaction energies at 0 K for the five radical 
products in their lowest energy conformation are shown in Figure 4.10, while the 
corresponding standard enthalpies of formation and the C-H bond dissociation 
energies (BDEs) are listed in Table 4.6.  
 
Table 4.6. Standard enthalpies of formation, ∆ fH(298 K), and bond dissociation 
energies, BDE, for the radicals formed by hydrogen abstraction at five positions 
(indicated in boldface) in valeric acid. BDEs for butene and butane are provided for 
comparison. 
Molecule ∆fH (298 K)
a 
(kJ/mol) 
BDE at 298 K 
(kJ/mol) 
CH3CH2CH2CH2COOH −495.1 -- 
CH3CH2CH2CH2COOH (acid) −253.5 461.9 
CH3CH2CH2CHHCOOH (α) −318.0 397.5 
CH3CH2CHHCH2COOH (β) −294.6 420.9 
CH3CHHCH2CH2COOH (γ) −297.3 418.1 
CH2HCH2CH2CH2COOH 
(methyl) −286.4 429.1 
CH3CHHCH=CH2 (sec. allylic) 136.8 354.2 
CH3CHHCH2CH3 (secondary) 68.8 417.3 
CH2HCH2CH2CH3 (primary) 80.4 428.9 
acalculated following the procedures in Saeys et al., 2003. 
 
The calculated standard enthalpy of formation, ∆fH(298 K), of valeric acid lies within 
the range of experimental values, i.e., between –500.9 and –477.3 kJ/mol (Afeefy et 
al., 2005). Abstraction of the α-hydrogen is thermodynamically preferred (Pα in 
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Figure 4.10) with a reaction energy of –104.6 kJ/mol, and is 21.8, 19.0, and 31.1 
kJ/mol more favorable than abstraction of a β-, γ-, or methyl-hydrogen, respectively, 
and 64.6 kJ/mol more favorable than abstraction of the acid hydrogen (Figure 4.10). 
Abstraction at the α-position in valeric acid is also 20.3 kJ/mol more exothermic than 
the corresponding methyl channel in acetic acid (section 4.3), consistent with the 
higher stability of a secondary radical. The relative stability of Pα can be attributed to 
resonance with the C=O bond. The stabilization is less than with a C=C double bond, 
and the BDE for a secondary allylic C-H bond, 354.2 kJ/mol, is lower than for the α 
C-H bond in valeric acid, 397.5 kJ/mol (Table 4.6).  
 
Abstraction of the acid hydrogen is thermodynamically the least favorable; however, 
this reaction is kinetically preferred for formic and acetic acid. Various, nearly 
degenerate, low-lying electronic states have been identified for acyloxyl radicals 
(Peyerimhoff et al., 1982; Feller et al., 2003; section 4.3). For the smallest acyloxyl 
radical, HCOO·, the 2B2 state is about 8 kJ/mol more stable than the 2A1 state and 
about 10 kJ/mol more stable than the 2A' state (Feller et al., 2003). Three related 
states could also be optimized for the corresponding pentanoyloxidanyl radical (Pacid) 
and the most stable state is shown in Figure 4.10. This state is electronically and 
structurally similar to the 2B2 state for HCOO·. The calculated reaction energy of 
 –40.0 kJ/mol is similar to the value for acetic acid, –40.8 kJ/mol (section 4.3). 
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The reaction energies and BDEs for the β- and γ-channel are typical for secondary 
carbon atoms, and can be compared to the values for n-butane (Table 4.6). 
Abstraction of a methyl hydrogen atom is the least favorable C-H channel, and the 
corresponding BDE is typical for a primary carbon atom. Based on thermodynamic 




Figure 4.11. Pre-reactive complexes between valeric acid and a hydroxyl radical. 
Selected bond lengths (Å) and CBS-QB3 energies at 0 K (kJ/mol, relative to the 
reactants) are indicated. 
 
Pre-reactive complexes. The formation of pre-reactive complexes is common in 
reactions involving hydroxyl radicals (Galano et al., 2002; Anglada, 2004; De Smedt 
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et al., 2005; Rosado-Reyes and Francisco, 2006; section 4.3). Three pre-reactive 
complexes can be identified for the reaction between valeric acid and a hydroxyl 
radical (Figure 4.11) and the structure and the stability of the complexes are similar to 
acetic acid (section 4.3). 
 
Pre-reactive complexes are important to understand the kinetics of hydrogen 
abstraction from carboxylic acids. The presence of pre-reactive complexes allows the 
transition states to be lower in energy than the separated reactants, valeric acid and a 
hydroxyl radical, leading to negative overall activation energies. In the low 
temperature mechanism, a hydroxyl radical is first captured by the acid group, before 
abstracting a hydrogen atom. As discussed in the next section, the interaction between 
the hydroxyl radical and the acid group determines which hydrogen along the alkyl 
chain will be abstracted. Hydrogen bond complexes between the product radicals and 
water can also be identified. Details on product complexes for this family of reactions 
have been reported in section 4.3. 
 
Transition states. Optimized transition state structures and energies relative to the 





Figure 4.12. Optimized transition state structures for the reaction between valeric 
acid and a hydroxyl radical. Selected bond lengths (Å) and CBS-QB3 energies at 0 K 
(kJ/mol, relative to the separate reactants) are indicated. 
 
The hydrogen bonds between the hydroxyl radical and the acid group in the pre-
reactive complexes are still present in the transition states for the α, β, γ, and methyl 
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channel, and the transition state structures are characterized by six-, seven-, eight-, 
and nine-member rings, respectively. The O···HO bond lengths range from 2.05 to 
2.40 Å, and are longer than the O···HO bond length in the pre-reactive complexes, i.e., 
1.90 (Com2) and 1.98 Å (Com3). This may indicate that the hydrogen bonds in the 
transition states are somewhat weaker than the 21.5 kJ/mol calculated for the pre-
reactive complex, Com2. For an optimal overlap between the donating oxygen lone 
pair and the accepting σ* hydroxyl orbital the acid group and the hydroxyl radical 
need to be nearly co-planar. This is indeed observed for Com2 with an O-C=O···H 
dihedral angle of 1º. However, the ring structures in the transition states do not 
always allow an optimal overlap, and the O-C=O···H dihedral angles are 22º, 66º, and 
3º for the β (TSβ), γ (TSγ) and methyl (TSmethyl1) channel, respectively.  
 
The transition state structure for the acid channel (TSacid) is similar to the transition 
state structure for the reaction between acetic acid and a hydroxyl radical, and the 
activation barrier of 10.7 kJ/mol is also similar to the 11.0 kJ/mol barrier calculated 
for acetic acid (section 4.3). Following the reaction path toward the reactants leads to 





Figure 4.13. Potential energy profiles for the reaction between valeric acid and a 
hydroxyl radical. CBS-QB3 energies at 0 K relative to the separated reactants are 
indicated. Product complexes are omitted to simplify the diagram. 
 
Two low energy transition states could be optimized for the α channel (TSα1 and 







































transition states for valeric acid are somewhat earlier. Indeed, the breaking C-H bonds 
are 0.04 Å shorter and the forming H-O bonds are 0.07 Å longer than for the acetic 
acid reaction. This is consistent with the higher stability of the products for valeric 
acid. The barriers, 2.1 kJ/mol and 1.5 kJ/mol for TSα1 and TSα2, respectively, are 9.8 
kJ/mol and 11.0 kJ/mol lower than the corresponding barriers for acetic acid, again 
consistent with the higher exothermicity for the reaction with valeric acid. Following 
the reaction path from TSα1 leads to pre-reactive complex Com2, while starting from 
TSα2 leads to Com3 (Figure 4.13). The barriers for the α channel are significantly 
lower than the barriers for the acid channel, and the acid channel can be expected to 
be less important for larger organic acids. 
 
The transition state for the β-channel, TSβ, is the most favorable amongst the channels 
considered, and lies 10.3 kJ/mol below the energy level of the reactants. Note that this 
is possible because of the stability of the corresponding pre-reactive complex, Com2. 
The activation barrier for the β-channel is 11.8 kJ/mol lower than the barrier for the α 
channel, despite the lower stability of the product for the β channel. Clearly, the 
activation barriers for hydrogen abstraction from organic acids by hydroxyl radicals 
are not determined by the reaction energy, and do not follow an Evans-Polanyi type 
correlation (Polanyi, 1972). Instead, as discussed below, the activation barriers are 
mainly determined by the strength of the hydrogen bond present in the transition 
state. The lengths of the breaking and forming bonds in TSβ are similar to TSα, 
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however, the C=O···HO hydrogen bond is significantly shorter. A transition state 
structure analogous to TSα2 was found to be 8.2 kJ/mol less stable than TSβ, and is 
therefore not included in Figure 4.12.  
 
The transition state for the γ-channel, TSγ, is 2.8 kJ/mol less stable than the transition 
state for the β-channel, but still lies 7.5 kJ/mol below the energy level of the separated 
reactants. The lower stability of TSγ is likely caused by a weaker hydrogen bond 
resulting from a less optimal overlap between the σ* hydroxyl orbital and an oxygen 
lone pair, as indicated by the O-C=O···H dihedral angle of 66º. This will be further 
quantified by the NBO analysis below. The transition state structure for the γ-channel 
is characterized by an eight-member ring (Figure 4.12). Also for abstraction of the 
methyl hydrogen atom, a hydrogen bond is found in the transition state structure, 
TSmethyl1. The 8.1 kJ/mol higher activation barrier for TSmethyl1 compared to TSβ can 
be mainly attributed to the stronger methyl C-H bond (Table 4.6). A NBO analysis 
indicates that the hydrogen bond in TSmethyl1 is only slightly weaker than in TSβ, 
consistent with the comparable dihedral angles and C=O···HO distances.  
 
The reaction rate coefficient is not only determined by the activation barrier, but also 
by the entropy cost to reach the transition state. The activation entropies for the 
different channels are given in Table 4.7. The formation of a ring converts degrees of 
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freedom for the rotation around the C-C bonds to low frequency ring vibrations. This 
lowers the entropy of the transition state. Calculations indicate that the entropy 
contribution for an internal rotor is about 20 J/mol K at 298 K. Indeed, the activation 
entropy, ΔSº≠, decreases every time the ring increases by one CH2 group, and hence 
the pre-exponential factor decreases. As a consequence, for a certain ring size, the 
entropy cost of forming a ring outweighs the energy gained by forming a hydrogen 
bond. The entropy for TSγ deviates from the trend, again because of the weaker 
hydrogen bond. Indeed, the vibration frequency corresponding to the pseudo-rotation 
of the ethyl group in the eight-member ring of TSγ is very low, leading to a smaller 
entropy loss. To consider the competition between enthalpy gain and entropy cost, the 
transition state for the methyl channel without a hydrogen bond was optimized, 
TSmethyl2. Though TSmethyl2 is 9.4 kJ/mol less stable than TSmethyl1, the entropy 
difference of 67 J/mol K at 298 K more than compensates for this, resulting in a 40 % 
higher reaction rate coefficient than for the reaction via the energetically more 
favorable TSmethyl1 (Table 4.7). For the β and γ channel, the smaller entropy cost is not 
able to compensate for the higher activation barrier and a mechanism via a transition 





Table 4.7. High-pressure-limit reaction rate coefficients, reaction barriers, ΔE0(0 K), 
selectivity, SCT and Eckart tunneling correction factors, and activation entropies, 
ΔSº≠, at 298 K for the different reaction channels. 







Acid 3.38 10.7 8 % 113 (6.3b) −130 
α1 0.872 2.1 2 % 1.9 (2.0b) −134 
α2 1.75 1.5 4 % 1.3 (1.3b) −128 
β 23.5 –10.3 55 % 1.3 (1.5b) −151 
γ 12.1 –7.5 28 % 1.2 (1.2b) −149 
Methyl1 0.454 –2.2 1 % 1.9 (2.6b) −167 
Methyl2 1.07 7.2 2 % 1.2 (1.2b) −100 
Overall 43.1     
a ΔSº≠ is difference between the entropy of the transition state and the separated 
reactants at 298 K. b Eckart tunneling correction factors in parentheses. 
 
 
Figure 4.14. Molecular orbitals involved in the hydrogen bond between the hydroxyl 
radical and the oxygen lone pairs for the different transition states. Orbitals were 
calculated at the B3LYP/6-311G(d,p) level, and isosurfaces for electron densities of 





E= –13.7 E= –14.2





Selected molecular orbitals involved in the hydrogen bond between the hydroxyl 
radical and the acid group are shown in Figure 4.14. The plots show the molecular 
orbital corresponding to the bonding interaction between the oxygen lone pair and the 
OH orbital as indicated in Scheme 4.5. A lower orbital energy indicates a better 
overlapping between the oxygen lone pair and the OH orbital. By comparing the 
molecular orbital energy levels in different transition states, it can be seen that the 
bonding interaction in TSβ is the strongest followed by TSmethyl1 and TSγ. 
 
Scheme 4.5 
              
 
To quantify the relative strengths of the hydrogen bonds, and to evaluate the electron 
transfer from the oxygen lone pairs to the σ*OH orbital, a NBO analysis was 
performed. Electron occupancies for the involved NBOs, and the resulting charge 
transfer delocalization energies are summarized in Table 4.8 for the transition states 





Table 4.8. Natural Bond Orbital analysis of the occupancy of the oxygen lone pairs 
on the acid group, n1O and n2O, and of the antibonding σ*OH orbital in the hydroxyl 
radical, and resulting charge transfer delocalization energies, ∆ECT (kJ/mol), for the 
pre-reactive complexes and the transition states.  
aNBO occupancies for the -C(O)OH  and -C(O)OH (parentheses) lone pairs (Scheme 
4.5) 
 
According to a NBO analysis, hydrogen bonds result from electron donation from an 
oxygen lone pair (nO, Lewis base) to the antibonding σ*OH orbital of the hydroxyl 
radical (Lewis acid) (Weinhold and Landis, 2005). The strength of the interaction can 
be quantified by the charge transfer delocalization energy (∆ECT) (Weinhold and 
Landis, 2005). The NBO analysis indicates that the strongest hydrogen bonds are 
found for the pre-reactive complexes, followed by TSβ and TSmethyl1. This is generally 
consistent with the O-C=O···H dihedral angles and O···HO bond lengths reported 
earlier. The ∆ECTs for the pre-reactive complexes, 35.1 and 21.9 kJ/mol, are 
significantly larger than for the transition states. For the α channel, electron transfer 
and ∆ECT are more pronounced for the TSα1 transition state than for the TSα2 
transition state, and significantly smaller than for the other transition states and for the 
 Com2 Com3 TSα1 TSα2 TSβ TSγ TSmethyl1 
 Occupancy 
n1Oa 1.968 (1.970) 1.977 (1.978) 1.974 1.974 1.973 
n2Oa 1.855 (1.844) 1.849 (1.832) 1.850 1.853 1.853 
σ*OH 0.019 0.014 0.006 0.003 0.011 0.010 0.009 
 ∆ECT 
n1O → σ*OH 16.8 18.8 0.1 1.1 4.1 4.8 5.7 
n2O → σ*OH 18.3 3.1 3.4 1.1 10.3 2.6 8.4 
Total 35.1 21.9 3.5 2.2 14.4 7.4 14.1 
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pre-reactive complexes. This is consistent with the higher activation barriers for the 
α-channel. The ∆ECT and the electron transfer are largest for TSβ and TSmethyl1, 
indicating strong hydrogen bonds. Though the occupancies for TSγ, TSβ and TSmethyl1 
are similar, the charge transfer delocalization energy is 7.0 kJ/mol smaller for TSγ 
than for TSβ. This is caused by the unfavorable overlap between the oxygen lone pair 
and the σ*OH orbital in TSγ, reflected by the O-C=O···H dihedral angle of 66º. Indeed, 
a hydrogen bond is strongest for near-linear alignment of nO and σ*OH to achieve 
maximum orbital overlap (Polanyi, 1972). The hydrogen bond in TSmethyl1 is nearly as 
strong as in TSβ.  
  
In summary, hydrogen bonds are found to significantly stabilize the transition states 
for hydrogen abstraction from organic acids by hydroxyl radicals, and competition 
between stabilizing hydrogen bonds and the entropy cost to form a ring structure 
determines the selectivity between the different channels. It should be noted that the 
reported calculations were performed for gas phase reactions. From the results, it can 
be expected that the presence of water molecules might have an important effect on 
the formation of hydrogen bonds, and an important change in the selectivity and 
possibly in the reaction rate coefficients might be envisioned in the presence of water. 
Such studies are however beyond the scope of this work. To further quantify the 
selectivity between the different reaction pathways, tunneling correction factors and 
reaction rate coefficients are reported in the next section. 
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4.4.2 Kinetic parameters and reaction path analysis 
Calculated reaction rate coefficients, tunneling correction factors, selectivities, and 
activation entropies at 298 K and for the high-pressure-limit regime are presented for 
the various reaction channels in Table 4.7. SCT correction factors between 200 and 
600 K for all the channels are shown in Table 4.9.  
 
Table 4.9. Small Curvature Tunneling correction factors for the different reaction 
channels (Figure 4.13). 
T (K) Acid α1 α2 β γ Methyl1 Methyl2 
200 5343 4.2 2.0 1.9 1.5 4.4 1.7 
400 19.2 1.4 1.2 1.2 1.1 1.4 1.1 
500 7.6 1.2 1.1 1.1 1.1 1.3 1.1 
600 4.4 1.2 1.1 1.1 1.1 1.2 1.1 
 
The overall reaction rate coefficient of 43.1×105 m3/(mol·s) for the reaction between 
valeric acid and hydroxyl radicals at 298 K is significantly higher than the calculated 
rate coefficients for formic acid, 0.98×105 m3/(mol·s), and for acetic acid, 1.2×105 
m3/(mol·s) (section 4.3). The rate coefficient for the acid channel, 3.4×105 m3/(mol·s), 
can be compared with the corresponding experimental rate coefficients for the acid 
channel in formic acid, 2.0×105 m3/(mol·s) (Singleton et al., 1988), and in acetic acid, 
(2.5±0.7)×105 m3/(mol·s) (Butkovskaya et al., 2004), and is a factor 3 to 4 higher than 
the corresponding theoretical rate coefficients for acetic acid, 1.2×105 m3/(mol·s), and 
formic acid, 0.85×105 m3/(mol·s) (section 4.3). However, the selectivity for the acid 
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channel is only 8 %, much lower than the selectivity of more than 90 % for formic 
and acetic acid. Tunneling significantly enhances the rate for the acid channel at 298 
K, and the SCT method which accounts for the curvature of the reaction path and 
approximately incorporates tunneling paths other than along the MEP, is required to 
describe the effect of tunneling for the acid channel. The tunneling correction factor 
at 298 K, 113, is lower than the values for formic acid, 339, and for acetic acid, 199, 
and the higher rate coefficient for the acid channel in valeric acid can be mainly 
attributed to the activation entropy of only –130 J/(mol K), compared to –138 J/(mol 
K) for the acetic acid reaction (section 4.3). Interestingly, the smaller entropy loss can 
be attributed to an increase in the hindered-rotor entropy for the Cα-Cβ bond, which is 
caused by reduction of the gauche effect in the transition state. For the α, β, γ, and 
methyl C-H channels, the Eckart tunneling correction factors agree well with the 
more expensive SCT correction factors. The largest deviation at 298 K is 37 % for the 
methyl1 channel, and the agreement improves at higher temperatures. For the acid 
channel, however, the SCT factor is 53 times larger than the Eckart tunneling factor at 
200 K. The high tunneling correction factor for the acid channel can be attributed to 
the strong reaction-path curvature coupling (section 4.3). This effect is much smaller 
for the C-H channels. 
 
The rate coefficient for the thermodynamically preferred α-channel, 2.6×105 
m3/(mol·s), is slightly lower than the rate coefficient for the acid channel, despite the 
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lower activation barrier. This can be attributed to the high tunneling correction for the 
acid channel. The dominant reaction path is found to be abstraction of a β-hydrogen 
atom, with a calculated rate coefficient of 23.5×105 m3/(mol·s). At 298 K, the 
selectivity for this channel is 55 %. The rate coefficient for the γ channel is about half 
the value for the β-channel. The lower rate coefficient for the γ-channel is caused by 
the higher activation barrier, not by the entropy cost to form a larger ring. Two 
mechanisms were considered for the methyl channel. Both are significantly slower 
than the β-channel at 298 K. Interestingly, the mechanism via a transition state with a 
hydrogen bond, TSmethyl1, is slower than the mechanism through a transition state 
without a hydrogen bond, TSmethyl2. In this case, the entropy cost outweighs the 
energy gain. The rate coefficient for the latter mechanism, 1.07×105 m3/(mol·s), is 
similar to the experimental rate coefficient for hydrogen abstraction from ethane by a 
hydroxyl radical, 1.48×105 m3/(mol·s) (NIST Chemical Kinetics Database, 2008).   
 
An Arrhenius plot of the rate coefficients for the five channels in the high-pressure-





Figure 4.15. Arrhenius plot of the rate coefficients for the five channels for hydrogen 
abstraction from valeric acid by hydroxyl radicals between 298 K and 600 K in high-
pressure-limit regime. 
 
Because of the negative overall activation barrier, the rate coefficient for the β- and γ-
channel decreases with temperature. Since the barrier for the β channel is the lowest, 
it becomes more dominant at lower temperature. The rate coefficient for the α-
channel, i.e., the sum for the α1 and the α2 channels, is nearly independent of 
temperature. The rate coefficient for the acid channel also decreases with temperature. 
For the acid channel this is not caused by a negative overall activation barrier, but by 
the rapid decrease of the tunneling correction factor with temperature (Table 4.9) 
(section 4.3). At temperatures above about 700 K, the rate for the acid channel 
increases with temperature, consistent with an activation barrier of 10.7 kJ/mol. The 
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rate coefficient of the methyl channel decreases with temperature below 270 K, but 
increases with temperature above 270 K. Below 270 K, the mechanism via the 
transition state with a hydrogen bond, TSmethyl1, is dominant. The overall activation 
barrier for this channel is slightly negative at –2.2 kJ/mol. Above 270 K, the 
mechanism through a transition state without hydrogen bond, TSmethyl2, is more 
important, corresponding with a positive activation barrier of +7.2 kJ/mol.  
 
The dominance of the β- and γ-channel hence follows from the stabilizing hydrogen 
bond interactions in the transition state and from the entropy cost to form large ring 
structures. Both effects are well established, even if the accuracy of state-of-the-art 
calculations does not allow determining the exact selectivity within a few percent. 
The preference for the β- and γ-channels has also been observed experimentally for 
propionic, butyric acid, and valeric acid (Taniguchi et al., 1968; Serpone et al., 2005). 
The abstraction of a hydrogen atom is the initial step in the oxidation mechanism. The 











The formation of an alkyl radical is generally followed by the addition of O2 to form a 
peroxy radical (Atkinson et al., 2000). The peroxy radicals then react with NO to 
form alkoxy radicals, which can undergo different reactions, such as oxidation, 
isomerization, and decomposition. Based on the high selectivity of the β channel, 
RC(=O)CH2COOH, CH(=O)CH2COOH, RCHO and ·CH2COOH would be expected 



















































Figure 4.16. Effect of the N2 bath gas pressure on the rate coefficients for the five 
reaction channels at 298 K. The pressure for which the stabilization rate, βks[N2] in 
Scheme 4.4, becomes equal to reaction rate through the chemically activated complex 
Com2*, k2 + k-1 in Scheme 4.4, is indicated. 
 
Effect of pressure on the reaction rate coefficients and the selectivity. To evaluate 
the effect of the bath gas pressure on the rate and selectivity of hydrogen abstraction 
from organic acids by hydroxyl radicals, we performed QRRK-MSC simulations 
using N2 as the bath gas. The results are summarized in Figure 4.16. Valeric acid 
reacts with hydroxyl radicals to form chemically activated complexes, Com1*, 
Com2*, and Com3*. The activated complexes can dissociate back to reactants, form 
stabilized complexes by collision with bath gas molecules, or undergo hydrogen 
abstraction to form products, as indicated in Scheme 4.4. At 1 atm and 298 K, a 
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collisional stabilization rate, βks[N2] in Scheme 4.4, of 5.03×109 s-1 is calculated for 
Com2* using QRRK-MSC. At these conditions, the rate coefficient for direct 
decomposition of the chemically activated complex Com2* via the α1, β, γ and Me1 
channels, k2 in Scheme 4.4, is 1.02×109 s-1. Direct decomposition is hence 5 times 
slower than collisional stabilization at 298 K and 1 atm. The stabilized complexes can 
be re-activated by collisions and dissociate to reactants or products via a thermally 
activated mechanism. Figure 4.16 shows the overall rate coefficient from reactants to 
products through the chemically activated path and via the stabilized complexes as a 
function of the total pressure. Below about 0.1 atm, the path via the chemically 
activated complexes dominates. Above 1.0 atm, the collision frequency becomes 
competitive with the chemically activated hydrogen abstraction mechanism, and 
stabilized pre-reactive complexes are formed before converting to products. While the 
rate coefficients for direct hydrogen abstraction via the chemically activated 
complexes decrease with pressure, hydrogen abstraction via the stabilized pre-
reactive complexes becomes more important. As a consequence, the overall rate 
coefficient, i.e., the sum of the chemically activated and the thermally activated path, 
increases by less than a factor two from the low pressure to the high pressure limit. 
Moreover, the selectivity remains essentially unchanged; the selectivity for the 
dominant β-channel increases from 52 to 55 % from the low-pressure to the high-




At 298 K and 1 atm, hydrogen abstraction from valeric acid by hydroxyl radicals is 
dominantly thermally activated and close to the high-pressure-limit regime. The rate 
coefficient and selectivity are relatively unaffected by the pressure. Indeed, also in the 
low pressure limit the selectivity between hydrogen abstraction channels starting from 
the same activated pre-reactive complex is proportional to the density of states of 
corresponding transition states which are determined by the relative heights of the 
activation barriers (Holbrook et al., 1996). Therefore, the selectivity in the low 
pressure limit is similar to the selectivity in the high pressure limit. Conceptually, 
however, the reaction proceeds via a different mechanism at low pressures and stable 














The reaction between hydroxyl radicals and formic and acetic acid was studied using 
high-level quantum chemical calculations. The effects of the level of theory on the 
activation energy and on the tunneling factor were examined in detail. The overall 
reaction rate coefficient and the selectivity between the acid and the C-H channels 
were discussed. For formic acid, effective activation barriers of 14.1 and 12.4 kJ/mol 
were calculated with the CBS-QB3 method for the acid and the formyl channel, 
respectively. The CBS-QB3 barriers are within 3 kJ/mol of reference W1U and large 
basis set CCSD(T) values. Tunneling was found to significantly enhance the rate 
coefficient for the acid channel, with a SCT correction factor of 339 at 298 K, 
calculated for the CBS-QB3 potential energy surface. Tunneling approximations that 
do not account for the reaction path curvature coupling significantly underestimate 
the importance of tunneling for the acid channel. The calculated overall rate 
coefficient at 298 K, 0.98×105 m3/(mol·s), is within a factor 2 to 3 of experimental 
values. 
 
For the dominant acid channel in acetic acid, the lower barrier of 11.0 kJ/mol and the 
lower SCT tunneling correction of 199 lead to a rate coefficient at 298 K for the acid 
channel that is 30 % higher than for formic acid. Two reaction paths are available for 
hydrogen abstraction at the methyl group in acetic acid. The effective barriers of 11.9 
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kJ/mol and 12.5 kJ/mol are similar to the barrier for the formyl channel in formic 
acid. The more compact nature of the transition states leads to higher reaction path 
curvatures and higher tunneling correction factors of 9 and 4 at 298 K. The resulting 
overall rate coefficient at 298 K, 1.2×105 m3/(mol·s), is within a factor 3 to 4 of 
experimental values. 
 
CBS-QB3 quantum chemical calculations were also performed to help elucidate the 
selectivity of the initial hydrogen abstraction from larger organic acids by hydroxyl 
radicals. This reaction is the first step in the photochemical oxidation of carboxylic 
acids in the troposphere and determines their fate. Valeric acid was selected as a 
representative linear carboxylic acid, and five possible mechanisms were considered: 
abstraction of the acid, the α, β, γ and methyl (δ) hydrogen. 
 
Abstraction of the β- and γ-hydrogen atoms dominates with a selectivity of 55 % and 
28 %, respectively, at 298 K. The reaction rate and selectivity are only a weak 
function of the bath gas pressure. Below 0.1 atm the reaction becomes chemically 
activated, but abstraction of the β- and γ-hydrogen atoms remains dominant. This 
selectivity differs from the high preference for the acid hydrogen observed for smaller 
carboxylic acids at ambient conditions. The dominance of the β- and γ-channels can 
be attributed to the presence of a hydrogen bond between the acid group and the 
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attacking hydroxyl radical. This hydrogen bond stabilizes the transition state and 
leads to ring structures. The reaction between a hydroxyl radical and a carboxylic acid 
begins by the formation of a hydrogen-bonded pre-reactive complex. The hydrogen 
bond is still present in the transition state and determines the selectivity of the 
reaction. Abstraction of α hydrogen atoms is difficult because its proximity to the 
acid group does not allow the formation of a stable ring structure. The transition 
states for abstraction of the β- and γ-hydrogen atoms are characterized by favorable 7 
and 8 member rings. Abstraction of hydrogen atoms further from the acid group 
requires the formation of larger rings and is hence associated with a high entropy cost. 
Indeed, two mechanisms were considered for abstraction of the δ hydrogen atoms. At 
298 K, the rate coefficient for the mechanism via a transition state without a hydrogen 
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In Chapter 4, we have shown that ab initio calculations begin to be capable of 
predicting the rate and selectivity of the low temperature oxidation of carboxylic 
acids by hydroxyl radicals in the atmosphere with high accuracy. In this chapter, to 
illustrate that the accuracy that can be obtained with standard ab initio computational 
chemistry methods has become sufficient to begin to predict the conversion and 
selectivity for a complex, high temperature gas phase radical process, the industrial 
steam cracking of ethane was modeled using a fully ab initio kinetic model. 
 
Steam cracking of hydrocarbons is the dominant process for the production of light 
olefins and an important process for the production of aromatics (Chauvel and 
Lefebvre, 1989). Accurate kinetic models are required for the design and optimization 
of the steam cracking process, and models for feedstock ranging from light 
hydrocarbons, such as ethane and propane (Van Damme et al., 1975; Froment et al., 
1976; Sundaram and Froment, 1978; Belohlav et al., 2003; Van Geem et al., 2004; 
Matheu and Grenda, 2005a and 2005b; Van Goethem et al., 2008), to heavier 
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mixtures, such as naphtha (Kumar and Kunzru, 1985; Belohlav et al., 2003; 
Sadrameli and Green, 2005) can be found in the literature. The accuracy of a kinetic 
model depends on the completeness of the reaction network and on the accuracy of its 
kinetic and thermodynamic parameters (Broadbelt et al., 1994; De Witt et al., 2000). 
Steam cracking proceeds via a high temperature radical mechanism and in particular 
for heavier feedstock the reaction network can involve several hundreds of reactions 
(Ranzi et al., 1983; De Witt et al., 2000; Van Geem et al., 2006; Dente et al., 2007).  
 
Three types of kinetic models are commonly used to describe steam cracking: 
empirical models (Sadrameli and Green, 2005), molecular reaction models (Froment 
et al., 1976; Pant and Kunzru, 1997; Belohlav et al., 2003), and kinetic models based 
on elementary reactions (Sundaram and Froment, 1978; Ranzi et al., 1983; Clymans 
and Froment, 1984; Broadbelt et al., 1994; Van Geem et al., 2004; Matheu and 
Grenda, 2005a; Van Geem et al., 2006). In principle, kinetic models based on 
elementary reactions should be preferred since they can be used outside the domain 
where their parameters have been fitted. However, the large number of kinetic and 
thermodynamic parameters required in elementary kinetic models limits the 
feasibility of building such models by fitting to experimental data. To limit the 
number of fitted or estimated parameters, group additivity models and group 
contribution methods have been developed for thermodynamic and kinetic 
parameters, respectively (Benson, 1976; Willems and Froment, 1988; Cohen, 1992; 
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Sumathi et al., 2001; Saeys et al., 2004; Sabbe et al., 2005; Saeys et al., 2006; Sabbe 
et al., 2008). Alternatively, kinetic parameters can be estimated using structure-
reactivity relationships, such as the Brønsted-Evans-Polanyi relation between 
activation energies and reaction enthalpies (Broadbelt et al., 1994; De Witt et al., 
2000; Broadbelt and Pfaendtner, 2005). However, determining the required group 
additivity parameters and structure-reactivity relationships for complex kinetic 
models remains challenging and introduces additional uncertainties. 
 
With the development of computational chemistry, it has become possible to rapidly 
calculate thermodynamic and kinetic parameters with reasonable accuracy. Indeed, 
accurate thermodynamic properties have been calculated with a variety of 
computational methods (Martin and de Oliveira, 1999; Montgomery et al., 1999; 
Montgomery et al., 2000). Using the CBS-QB3 method, the standard enthalpy of 
formation of hydrocarbons could be calculated with an accuracy of 2.5 kJ/mol (Saeys 
et al., 2003). Entropies and heat capacities of hydrocarbons can be predicted with an 
accuracy of a few J/mol K using an ab initio one-dimensional hindered rotor 
approach (Vansteenkiste et al., 2003). Kinetic parameters can also be predicted 
accurately. Hydrogen abstraction reaction rate coefficients have been calculated using 
transition state theory including quantum mechanical tunneling corrections and are 
typically within a factor four of experimental data over a wide range of temperatures 
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(Kungwan and Truong, 2005; Saeys et al., 2006; Vandeputte et al., 2007; Chapter 4). 
Ab initio rate coefficients for carbon-centered radical addition reactions and for the 
reverse β-scission reactions also agree well with available experimental data (Sabbe 
et al., 2007). The third important reaction family for steam cracking, radical-radical 
recombination reactions, has been studied using ab initio VRC-TST, and rate 
coefficients for hydrogen-hydrocarbon radical recombination reactions (Harding et 
al., 2005) and for alkyl-alkyl radical recombination reactions (Klippenstein et al., 
2006) could be predicted accurately.  
 
In this work, we illustrate that the accuracy that can be obtained with standard 
computational chemistry calculations has become sufficient to begin to predict the 
conversion and selectivity for a complex, high temperature gas phase radical process 
such as ethane steam cracking. Ethane steam cracking was selected because it is an 
example of a complex gas phase radical reaction for which pilot scale and industrial 
experimental data have been published (Table 5.1) (Froment et al., 1976; Van 
Damme et al., 1975; Wauters, 2001). Moreover, compared to naphtha and vacuum 
gasoil cracking, the feed composition is well defined, and the size of the reaction 
network remains manageable. This then allows calculating all the individual kinetic 




5.2 Computational procedures 
5.2.1 Reaction network 
The reaction network used in this work consists of 20 species and 150 reversible 
elementary reactions. Ten radicals (·H, ·CH3, ·C2H3, ·C2H5, ·C3H5 (allyl), ·C3H7 (1-
propyl), ·2-C3H7 (2-propyl), ·C4H7 (but-3-en-1-yl), ·C4H9 (1-butyl) and ·2-C4H9 (2-
butyl)) and ten molecules (H2, CH4, C2H2, C2H4, C2H6, C3H6, C3H8, C4H6 (1,3-
butadiene), C4H8 (1-butene), C4H10) were included in the model (Table 5.2). 
Hydrocarbons larger than C4 were neglected to keep the number of reactions 
tractable. Indeed, extending the network to include all reactions involving C5 and C6 
hydrocarbons would increase the number of species from 20 to more than 250 and the 
number of elementary reactions to a few thousand. For such large networks, 
automated network generation algorithms (Broadbelt et al., 1994; De Witt et al., 
2000; Broadbelt and Pfaendtner, 2005; Van Geem et al., 2006) become required to 
ensure that all possible reactions are included. The 150 reactions include 18 radical-
radical recombination and 18 corresponding bond scission reactions; 12 radical 
addition and 12 corresponding β-scission reactions; 86 hydrogen abstraction reactions 
and 4 radical isomerization reactions (Table 5.3). All possible reactions in these three 




Though steam cracking proceeds via a radical mechanism, elementary molecular 
reactions have been suggested to play an important role in steam cracking (Dente et 
al., 2007). To evaluate the importance of such reactions for our conditions, we 
calculated the rate coefficient for the direct C2H6 decomposition to C2H4 and H2. At 
1000 K, the rate coefficient of 9.65×10-12 s-1 is much smaller than the rate coefficient 
for C2H6 decomposition to ·CH3 radicals, 3.25×10-3 s-1 (Table 5.3), which is again 
smaller than the typical rate of hydrogen abstraction, ·R + C2H6, of 1.57×10-2 s-1 at 
those conditions and for typical radical concentrations. This is consistent with an 
early study by Benson and Haugen (1965). Next, we evaluated the rate for C2H4 
consumption by a direct molecular reaction with H2. The rate for this reaction, 
3.29×10-13 s-1 at 1000 K and for typical H2 concentrations, is much smaller than the 
rate for radical addition by ·H and ·CH3 radicals, 1.46×101 and 3.08×10-2 s-1, at 
typical conditions and radical concentrations. The rate of C2H4 consumption by a 
Diels Alder reaction with C4H6, 1.49×10-3 s-1, is also too small to contribute to the 
consumption of C2H4. These elementary molecular reactions can hence be safely 
neglected in our ab initio kinetic model. 
 
5.2.2 Ab initio calculation of thermodynamic and kinetic parameters 
Standard enthalpies of formation were calculated using the CBS-QB3 method 
(Montgomery et al., 1999; Montgomery et al., 2000) and the W1U method (Martin 
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and de Oliveira, 1999). The CBS-QB3 method was developed to reach so-called 
chemical accuracy, i.e., an average 1 kcal/mol accuracy (Montgomery et al., 1999; 
Montgomery et al., 2000), while the W1 method was developed to compute 
thermochemical properties of small molecules with an average 1 kJ/mol accuracy 
(Martin and de Oliveira, 1999). Entropies and heat capacities were computed as 
described in section 3.2.3. Internal rotation partition functions were obtained as 
described in section 3.2.2. 
 
Rate coefficients for hydrogen abstraction reactions were calculated using TST theory 
(section 2.4.1 and 3.2.4). Tunneling corrections were calculated using the Eckart 
method (Eckart, 1930; section 3.2.5). All transition states were first order saddle 
points with a single large amplitude imaginary frequency. Following the reaction path 
by integrating the intrinsic reaction coordinate (IRC) for a typical hydrogen 
abstraction reaction, C2H6 + ·CH3  ·C2H5 + CH4, confirmed that the reactants and 
the products are connected through a single transition state for this family of 
reactions. For the 43 pairs of hydrogen abstraction reactions, only the rate coefficient 
for the exothermic reaction of each pair was calculated using TST. The rate 
coefficient for the corresponding reverse endothermic reaction was calculated by 
combining the forward rate coefficient with the equilibrium coefficient calculated 
using either the CBS-QB3 or the W1U reaction energy. This approach ensures that 
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the kinetic parameters remain thermodynamically consistent when W1U enthalpies of 
formation are used. 
 
Rate coefficients for radical addition reactions were calculated using CVT theory 
(section 2.4.2 and 3.2.4). In particular for potential energy surfaces that are rather flat 
near the transition state and at high temperatures, the use of CVT instead of 
conventional TST becomes important (Rosenman and McKee, 1997; Villa et al., 
1999). Tunneling corrections were again included using the Eckart method, but are 
small for this family of reactions. All transition states were characterized by a single 
large amplitude imaginary frequency. Following the IRC led to the expected reactants 
and products for all reactions. For the addition of a ·H radical to C3H6, ·H + C3H6  
·2-C3H7 and to 1-butene, ·H + C4H8  ·2-C4H9, the geometries and vibration 
frequencies along the MEP were calculated at the MPW1K/6-311G(d,p) level of 
theory because the B3LYP/6-311G(d,p) level of theory which is used in the CBS-
QB3 method fails to identify the transition states for these two reactions (Saeys et al., 
2003). Rate coefficients for the reverse β-scission reactions were calculated by 
combining the corresponding radical addition rate coefficient with the equilibrium 
coefficient calculated using either the CBS-QB3 or the W1U method. Rate 
coefficients for the ·C3H7 and ·C4H9 isomerization reactions were calculated 




Finally, rate coefficients for the 9 of the 18 radical recombination reactions were 
obtained from ab initio calculations by Klippenstein et al. (Harding et al., 2005; 
Klippenstein et al., 2006). In their work, the potential energy surface describing the 
interaction between the reactant radicals is calculated using CASPT2/cc-pvdz and the 
rate coefficients are computed using VRC-TST. The resulting rate coefficients show 
good agreement with experimental data (Harding et al., 2005; Klippenstein et al., 
2006). Unfortunately, Klippenstein et al. did not report rate coefficients for reactions 
involving the ·C2H3 radical, i.e., ·CH3 + ·C2H3  C3H6, ·C2H3 + ·C2H3  C4H6 and 
·C2H3 + ·C2H5  C4H8 in our model, for some of the reactions involving ·H, i.e., 
·C4H9 + ·H  C4H10, ·2-C4H9 + ·H  C4H10, ·2-C3H7 + ·H  C3H8 in our model, and 
·C4H7 + ·H  C4H8, or for ·C3H5 + ·CH3  C4H8. Because of the relative small 
difference between rate coefficients involving ·C2H5 and ·CH3 radicals, i.e., typically 
less than a factor of 1.5, we used the ·CH3 rate coefficients for reactions involving 
·C2H3 radicals. Due to the similarity between the ·C3H7 radical and the ·C4H9, ·2-
C4H9, ·2-C3H7, and ·C4H7 radicals, the rate coefficient for the ·C3H7 + ·H  C3H8 
reaction was also used for recombination reactions of the ·H radical with ·C4H9, ·2-
C4H9, ·2-C3H7, and ·C4H7. Finally, the rate coefficient for the ·CH3 + ·C2H5  C3H8 
reaction was used for the ·CH3 + ·C3H5  C4H8 reaction. Recombination of two ·H 
radicals requires a third body to stabilize the H2 product (Wendell, 2003). Hence for 
the reaction ·H + ·H + M  H2 + M, we used the third order rate coefficient 
calculated by Schwenke (1990) with an ab initio based Master Equation approach in 
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our model. Rate coefficients for the reverse scission reactions were calculated by 
combining the forward recombination rate coefficients with equilibrium coefficients 
calculated using the CBS-QB3 or the W1U method. Sensitivity analysis shows that 
the yields of the major products C2H6, C2H4, H2, CH4, C3H6, and C2H2 are not 
sensitive to the values of the eight recombination rate coefficients for which no direct 
ab initio data are available. Indeed, the normalized yield change coefficients (eq. 5.1) 
for these reactions are all less than 0.03, indicating that changing the rate coefficients 
by a factor two changes the simulated yields by less than 3 %. 
  
All the calculated forward and reverse rate coefficients are reported in an Arrhenius 
form in Table 5.3. The reverse rate coefficients in Table 5.3 were calculated using the 
W1U equilibrium coefficients. The Arrhenius parameters were obtained by fitting to 
calculated rate coefficients between 800 and 1200 K. All the calculated rate 
coefficients except the ·H + ·H recombination reaction correspond to the high-
pressure limit. However, at typical ethane steam cracking temperatures and pressures, 
some of the rate coefficients in our reaction network may be in the fall-off regime 
even above 1 atm (Matheu and Grenda, 2005b). The effect of the total pressure on 
each of the rate coefficients was therefore evaluated at 1000 K and 2.5 atm using the 
three-frequency version of QRRK-MSC (Dean, 1985) as implemented in CHEMDIS 
(Chang et al., 2000). H2O was used as the bath gas. 
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5.2.3 Experimental conditions 
To evaluate the accuracy of the ab initio kinetic model, conversions and yields were 
simulated for three experimental conditions (Table 5.1). The process conditions and 
experimental yields were taken from Froment et al. (Froment et al., 1976; Van 
Damme et al., 1975) and from Wauters (2001). The first set of data corresponds to an 
industrial ethane cracker with an ethane conversion of 59.9% and a residence time of 
0.93 s. The feed consists of 98.2 mol% C2H6, 1.0 mol% C2H4, and 0.8 mol% C3H6. 
The average heat flux was not reported by Froment et al. (1976), but can be estimated 
from an overall energy balance. Based on the reported inlet and outlet compositions, 
flowrate and temperatures, the reactor geometry, and the ab initio enthalpies of 
formation in Table 5.2, an average heat flux of 63.1 kW/m2 was calculated. The 
second set of data is for a pilot-scale reactor with a similar conversion and a residence 
time of 0.64 s. The average heat flux of 5.6 kW/m2 was again estimated from an 
overall energy balance. The third dataset corresponds to an industrial ethane cracker 
with a split coil reactor with a diameter of 0.124 m for the first 76 m, and a larger 
diameter of 0.136 m for the remaining 25 m. The conversion for the third case is 
51.1%, and the residence time is 1.2 s. The feed consists of 98.0 mol% C2H6, 1.0 
mol% C2H4, and 1.0 mol% C3H6. An average heat flux of 75.4 kW/m2 was estimated. 
The material, energy and momentum equations were simulated for a one-dimensional 
ideal plug flow reactor (PFR) (Froment et al., 1976). Recent simulations by Van 
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Geem et al. (2004) indicate that this is a good approximation, though the radial 
temperature gradient might be somewhat underestimated. 
 
Table 5.1. Ethane steam cracking reactor geometry and process conditions. 
 Ia IIb IIIc 
Ethane feed flow rate (kg/s) 0.63 0.0011 3.9 
Steam to ethane ratio (kg/kg) 0.4 0.4 0.35 
Inlet temperature (K) 978 950 898 
Inlet pressure (atm) 3.0 2.0 3.5 
Reactor length (m) 95 21.75 101 
Reactor diameter (int) (m) 0.108 0.01 0.124 (pass 1-6) 0.136 (pass 7-8) 
Average heat flux (kW/m2) 63.1 5.6 75.4 
aFroment et al., 1976; bVan Damme et al., 1975 and Froment et al., 1976; cWauters, 
2001. 
 
5.2.4 Sensitivity analysis 
Sensitivity analysis was used to help identify the rate coefficients that affect the 
yields of the major products most. Similar to the sensitivity coefficient in a local 
sensitivity analysis (Turanyi, 1997), a normalized yield change coefficient λij was 











=λ                                                                                                            (5.1) 
where Wi is the yield of species i and kj is the rate coefficient for reaction j. To 
maintain thermodynamic consistency, both the forward and reverse rate coefficients 




5.3 Ab initio simulation of an ethane cracker 
Thermodynamic properties for the 20 species included in the reaction network and 
rate coefficients for the 150 elementary reactions are discussed first. Next, steam 
cracking of ethane is simulated for the three cases summarized in Table 5.1, using the 
ab initio kinetic and thermodynamic parameters. The importance of the pressure 
dependence of the rate coefficients is evaluated next. Finally, the sensitivity of the 
simulated yields to the calculated kinetic parameters is discussed. 
 
5.3.1 Thermodynamic and kinetic parameters 
Calculated enthalpies of formation and heat capacities for the 20 species in the kinetic 




Table 5.2. Calculated and experimental enthalpies of formation and heat capacities at 298 K for the 20 species in the ab initio kinetic model. 
            ∆fH (298 K), kJ/mol        Cp (298 K), J/(mol·K) 
Species Calculated Exp.a Calculated Exp.a 
    CBS-QB3          W1U    
·H 218.0 218.0 218.0 20.8 20.8 
H2 –5.3 –0.1 0.0 29.1 28.8 
·CH3 147.1 144.7 147.0±1.0 39.6 38.7 
CH4 –76.7 –76.3 –74.5±0.4 35.7 35.7 
C2H2 232.9 228.0 227.4±0.8 43.6 44.0 
·C2H3 298.6 294.1 299.0±5.0 44.0 - 
C2H4 53.0 50.1 52.4±0.5 43.1 42.9 
·C2H5 121.5 116.9 119.0±2.0  51.8 - 
C2H6 –86.0 –88.1 –83.8±0.3 53.0 52.5 
·C3H5 (allyl) 169.0 164.3 171.0±3.0 64.3 - 
C3H6 21.2 16.2 20.4 64.8 64.3 
·C3H7 (1-propyl) 102.4 96.0 100.0±2.0  73.1 - 
·2-C3H7 (2-propyl) 89.0 83.0 90.0±2.0 68.8  
C3H8 –106.7 –110.6 –103.8±0.6 74.5 73.6 
C4H6 (1,3-butadiene) 114.8 107.8 111.9±1.0  78.2 79.8 
·C4H7 (but-3-en-1-yl) 211.9 203.2 - 85.8 - 
C4H8 (1-butene) 1.9 –4.5 –0.63±0.8 88.0 85.6 
·C4H9 (1-butyl) 81.4 73.6 -   95.5 - 
·2-C4H9 (2-butyl) 69.6 62.0 69.0±2.0 92.3  
C4H10 –126.6 –132.1 –125.6±0.7  100.0 98.5 
      
Mean Absolute Deviation 1.9 3.8  0.8  
                                               aAfeefy et al., 2005. 
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For the enthalpies of formation at 298 K, the MAD with available experimental data 
is 1.9 and 3.8 kJ/mol for the CBS-QB3 and W1U method, respectively. One should 
note that the average experimental uncertainty for the 18 enthalpies of formation is 
1.4 kJ/mol, with a maximum of 5.0 kJ/mol for the ·C2H3 radical. Our results are 
comparable to more detailed benchmark studies of the CBS-QB3 method 
(Montgomery et al., 1999; Montgomery et al., 2000; Sabbe et al., 2005), and 
empirical bond additive correction schemes have been proposed to further improve 
the accuracy (Saeys et al., 2003; Sabbe et al., 2005). To avoid introducing 
experimental data into our simulations, we have however opted to use the CBS-QB3 
data without empirical corrections. Based on extensive benchmark studies of the 
accuracy of the W1 method for the calculation of atomization energies of small first 
and second row molecules, a MAD of 1.3 kJ/mol has been reported (Martin and de 
Oliveira, 1999). The larger MAD for the W1U enthalpies of formation in our small 
hydrocarbon set can be mainly attributed to deviations for larger molecules in the set, 
again consistent with literature data (Barnes et al., 2009). Indeed, deviations with 
experimental data tend to increase with the number of carbon atoms in the molecule 
for both the CBS-QB3 and the W1U method and for each additional carbon atom in 
the molecule the difference between the W1U and CBS-QB3 enthalpies of formation 
increases by about 2 kJ/mol. However, the W1U method is more accurate for the six 
main products in our model, H2, CH4, C2H2, C2H4, C2H6, and C3H6, with a MAD of 
2.2 kJ/mol compared to 2.8 kJ/mol for the CBS-QB3 method, and the deviations are 
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rather uniform. Consequently, deviations between W1U and experimental reaction 
enthalpies for the important C2H6  C2H4 + H2, C2H6  2 ·CH3, and C2H6 +H2  2 
CH4 reactions are only −1.9, +0.5 and +0.8 kJ/mol, respectively, while the CBS-QB3 
enthalpies show slightly larger deviations of +2.5, −2.4, and +3.1 kJ/mol, 
respectively. Hence, since more extensive benchmark studies indicate that the W1U 
method is more accurate than the CBS-QB3 method, and since W1U reaction 
enthalpies for important reactions show smaller deviations with experimental data, 
simulations using the W1U values are expected to be more accurate. Indeed, as 
discussed later, simulations using W1U reaction enthalpies show a slight 
improvement in the predicted CH4 yield. The CH4 yield is found to be sensitive to the 
reaction enthalpy for C2H6 dissociation and the 2.9 kJ/mol higher W1U reaction 
enthalpy at 1000 K improves the predicted CH4 yield. 
 
The calculated heat capacities at 298 K show a MAD of 0.8 J/(mol K) with available 
experimental data. Again, this value can be compared with deviations reported in the 
literature (Sabbe et al., 2008). Reaction enthalpies calculated using the W1U method 
at 298 and at 1000 K are reported in Table 5.3 for the 150 elementary reactions in our 
kinetic model, and are compared with experimental data. The MAD for the W1U 
reaction enthalpies at 298 K, 2.4 kJ/mol, is similar to the overall accuracy for the 
enthalpies of formation. 
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Ab initio rate coefficients for the 150 elementary reactions in our model are presented 
in an Arrhenius form in Table 5.3. Representative high pressure experimental rate 
coefficients at 1000 K were obtained from the NIST Chemical Kinetics Database and 
are included for comparison. In general, the predicted rate coefficients are within a 
factor of four of the experimental values for all three families of reactions and the 
average deviation between experimental and calculated rate coefficients at 1000 K is 
a factor of 1.7. For example, the calculated rate coefficient for the important C2H6 C-
C scission reaction, 3.25×10-3 s-1, is comparable with a recent experimental value, 
4.5×10-3 s-1. Finally, to illustrate the stringent accuracy demands required to predict 
conversions and yields, it should be noted that a 3.0 kJ/mol deviation in the activation 
energy or reaction enthalpy leads to a 50 % change in the corresponding rate or 




Table 5.3. Elementary reaction mechanism for the steam cracking of ethane, corresponding reaction enthalpies at 298 and 1000 K calculated 
using the W1U method, and high-pressure limit rate coefficients. 
 Reaction Reaction enthalpy (kJ/mol) Rate coefficient (s-1, m3/(mol·s) or m6/(mol2·s)) 
  Calculated Exp.a Calculated Calculated Exp.b 
  298 K 1000 K 298 K Arrhenius expression 1000 K 
Radical recombination and scission reactions       
1 ·CH3 + ·CH3  C2H6 –377.5 –381.3 –378.0 9.56×108T–0.54exp(–0.57[kJ/mol]/RT) 2.14×107 1.77×107 
2 C2H6  ·CH3 + ·CH3    6.50×1016exp(–369.5[kJ/mol]/RT) 3.25×10-3 4.5×10-3 
3 ·C2H5 + ·C2H5  C4H10 –365.9 –362.4 –363.6 8.79×108T–0.70exp(0.01[kJ/mol]/RT) 6.99×106  
4 C4H10  ·C2H5 + ·C2H5    4.80×1016exp(–348.9[kJ/mol]/RT) 2.86×10-2 2.91×10-2 
5 ·CH3 + ·C2H5  C3H8 –372.2 –373.5 –370.7 1.21×109T–0.56exp(–0.09[kJ/mol]/RT) 2.50×107 2.11×107 
6 C3H8  ·CH3 + ·C2H5    9.50×1016exp(–359.3[kJ/mol]/RT) 1.62×10-2 2.02×10-2 
7 ·C2H5 + ·H  C2H6 –423.0 –429.8 –421.0 5.43×107 T0.16 1.64×108  
8 C2H6  ·C2H5 + ·H    8.80×1016exp(–426.5[kJ/mol]/RT) 4.67×10-6 4.89×10-6 
9 ·H + ·C2H3  C2H4 –462.0 –471.7 –464.6 3.87×107 T0.20 1.54×108  
10 C2H4  ·H + ·C2H3    4.50×1016exp(–465.0[kJ/mol]/RT) 2.31×10-8 1.74×10-8 
11 ·C3H5 + ·H  C3H6 –366.1 –377.6 –368.6 5.70×107T0.18exp(0.52[kJ/mol]/RT) 2.10×108  
12 C3H6  ·C3H5 + ·H    1.06×1016exp(–370.0[kJ/mol]/RT) 5.01×10-4  
13 ·H + ·C3H7  C3H8 –424.6 –432.9 –421.8 1.66×107T0.22 7.59×107  
14 C3H8  ·H + ·C3H7    3.20×1016exp(–425.6[kJ/mol]/RT) 1.87×10-6  
15 ·CH3 + ·C2H3  C3H6 –421.0 –424.2 –425.6 9.56×108T–0.54exp(–0.57[kJ/mol]/RT) 2.14×107  
16 C3H6  ·CH3 + ·C2H3    3.80×1016exp(–410.7[kJ/mol]/RT) 1.34×10-5 1.39×10-5 
17 ·H + ·H + M  H2 + M –436.1 –444.8 –436.0 2.97×105T–0.75 1.67×103  
18 H2  ·H + ·H    2.90×1010exp(–422.0[kJ/mol]/RT) 2.56×10-12  
19 ·C2H3 + ·C2H3  C4H6 –480.3 –475.6 –486.1 9.56×108T–0.54exp(–0.57[kJ/mol]/RT) 2.14×107 2.00×107 
20 C4H6  ·C2H3 + ·C2H3    3.40×1017exp(–464.1[kJ/mol]/RT) 1.94×10-7  
21 ·C2H3 + ·C2H5  C4H8 –415.5 –414.4 –418.6 1.21×109T–0.56exp(–0.09[kJ/mol]/RT) 2.50×107  
22 C4H8  ·C2H3 + ·C2H5    9.10×1016exp(–402.0[kJ/mol]/RT) 9.11×10-5  
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23 ·CH3 + ·H  CH4 –439.0 –450.4 –439.5 6.92×107T0.18 2.40×108 2.08×108 
24 CH4  ·CH3 + ·H    3.70×1016exp(–441.7[kJ/mol]/RT) 3.15×10-7 9.19×10-8 
25 ·H + ·C4H9  C4H10 –423.8 –431.9 - 1.66×107T0.22 7.59×107  
26 C4H10  ·H + ·C4H9    2.90×1016exp(–425.3[kJ/mol]/RT) 1.77×10-6  
27 ·H + ·2-C4H9  C4H10 –412.2 –415.4 –412.6 1.66×107T0.22 7.59×107  
28 C4H10  ·H + ·2-C4H9    6.00×1015exp(–409.1[kJ/mol]/RT) 2.58×10-6  
29 ·H + ·2-C3H7  C3H8 –411.6 –417.3 –411.8 1.66×107T0.22 7.59×107  
30 C3H8  ·H + ·2-C3H7    3.10×1016exp(–410.8[kJ/mol]/RT) 1.08×10-5  
31 ·H + ·C4H7  C4H8 –425.8 –434.0 - 5.70×107T0.18exp(0.52[kJ/mol]/RT) 2.10×108  
32 C4H8  ·H + ·C4H7    3.60×1016exp(–426.6[kJ/mol]/RT) 1.87×10-6  
33 ·CH3 + ·C3H7  C4H10 –372.9 –373.2 –372.6 1.93×108T–0.32 2.11×107  
34 C4H10  ·CH3 + ·C3H7    1.20×1017exp(–361.0[kJ/mol]/RT) 1.67×10-2  
35 ·CH3 + ·C3H5  C4H8 –313.6 –317.5 –318.6 1.21×109T–0.56exp(–0.09[kJ/mol]/RT) 2.50×107  
36 C4H8  ·CH3 + ·C3H5    1.50×1016exp(–303.2[kJ/mol]/RT) 2.17  
       
Hydrogen abstraction reactions       
37 C2H6 + ·CH3  ·C2H5 + CH4 –16.0 –20.6 –18.5 3.00×107exp(–69.8[kJ/mol]/RT) 6.78×103 3.23×103 
38 CH4 + ·C2H5  C2H6 + ·CH3    2.00×107exp(–89.0[kJ/mol]/RT) 4.49×102  
39 CH4 + ·C2H3  C2H4 + ·CH3 –23.0 –21.3 –25.1 2.00×107exp(–61.1[kJ/mol]/RT) 1.29×104  
40 ·CH3 + C2H4  CH4 + ·C2H3    3.00×107exp(–81.2[kJ/mol]/RT) 1.72×103  
41 C2H6 + ·H  •C2H5 + H2 –13.1 –14.9 –15.0 4.00×108exp(–50.9[kJ/mol]/RT) 8.78×105 8.38×105 
42 ·C2H5 + H2  C2H6 + ·H    8.00×106exp(–67.0[kJ/mol]/RT) 2.53×103  
43 ·C2H3 + H2  C2H4 + ·H –25.9 –26.9 –28.6 5.00×106exp(–39.7[kJ/mol]/RT) 4.22×104  
44 C2H4 + ·H  H2 + ·C2H3    5.00×108exp(–71.1[kJ/mol]/RT) 9.66×104 1.18×105 
45 ·CH3 + H2  CH4 + ·H –2.9 –5.6 –3.5 4.00×106exp(–53.6[kJ/mol]/RT) 6.34×103 9.63×103 
46 CH4 + ·H  ·CH3 + H2    1.00×108exp(–55.7[kJ/mol]/RT) 1.23×105 1.72×105 
47 C4H10 + ·H  H2 + ·C4H9 –12.3 –12.9 - 4.00×108exp(–58.5[kJ/mol]/RT) 3.45×105  
48 ·C4H9 + H2  C4H10 + ·H    5.00×106exp(–71.3[kJ/mol]/RT) 9.46×102  
49 C4H10 + ·H  H2 + ·2-C4H9 –23.9 –29.4 –23.4 1.30×108exp(–47.0[kJ/mol]/RT) 4.58×105  
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50 ·2-C4H9 + H2  C4H10 + ·H    8.00×106exp(–76.0[kJ/mol]/RT) 8.61×102  
51 C3H8 + ·H  H2 + ·C3H7 –11.5 –11.8 –14.2 4.20×108exp(–57.5[kJ/mol]/RT) 4.17×105  
52 ·C3H7 + H2  C3H8 + ·H    4.50×106exp(–69.3[kJ/mol]/RT) 1.08×103  
53 C3H8 + ·H  H2 + ·2-C3H7 –24.5 –27.4 –24.2 1.50×108exp(–45.6[kJ/mol]/RT) 6.19×105  
54 ·2-C3H7 + H2  C3H8 + ·H    1.85×106exp(–73.0[kJ/mol]/RT) 2.85×102  
55 C3H6 + ·H  H2 + ·C3H5 –70.0 –67.1 –67.4 1.20×108exp(–43.6[kJ/mol]/RT) 6.37×105  
56 ·C3H5 + H2  C3H6 + ·H    1.00×107exp(–110.8[kJ/mol]/RT) 1.63×101  
57 C4H8 + ·H  H2 + ·C4H7 –10.3 –10.7 - 1.70×108exp(–59.3[kJ/mol]/RT) 1.36×105  
58 ·C4H7 + H2  C4H8 + ·H    4.30×106exp(–70.0[kJ/mol]/RT) 9.54×102  
59 ·CH3 + C4H10  CH4 + ·C4H9 –15.2 –18.5 - 3.00×107exp(–82.2[kJ/mol]/RT) 1.53×103  
60 CH4 + ·C4H9  C4H10 + ·CH3    1.30×107exp(–98.9[kJ/mol]/RT) 8.92×101  
61 ·CH3 + C4H10  CH4 + ·2-C4H9 –26.8 –35.0 –26.9 1.40×107exp(–70.8[kJ/mol]/RT) 2.81×103  
62 CH4 + ·2-C4H9  C4H10 + ·CH3    3.00×107exp(–103.7[kJ/mol]/RT) 1.15×102  
63 ·CH3 + C3H8  CH4 + ·C3H7 –14.4 –17.5 –17.7 2.80×107exp(–80.1[kJ/mol]/RT) 1.83×103  
64 CH4 + ·C3H7  C3H8 + ·CH3    1.00×107exp(–95.8[kJ/mol]/RT) 9.93×101  
65 ·CH3 + C3H8  CH4 + ·2-C3H7 –27.4 –33.0 –27.7 1.80×107exp(–69.9[kJ/mol]/RT) 4.01×103  
66 CH4 + ·2-C3H7  C3H8 + ·CH3    7.10×106exp(–101.1[kJ/mol]/RT) 3.72×101  
67 ·CH3 + C3H6  CH4 + ·C3H5 –72.9 –72.8 –70.9 3.20×107exp(–57.5[kJ/mol]/RT) 3.19×104  
68 CH4 + ·C3H5  C3H6 + ·CH3    9.00×107exp(–128.6[kJ/mol]/RT) 1.72×101  
69 ·CH3 + C4H8  CH4 + ·C4H7 –13.2 –16.3 - 1.20×107exp(–80.8[kJ/mol]/RT) 7.19×102  
70 CH4 + ·C4H7  C4H8 + ·CH3    1.00×107exp(–95.4[kJ/mol]/RT) 1.04×102  
71 C2H6 + ·C2H3  C2H4 + ·C2H5 –39.0 –41.9 –43.8 2.40×107exp(–49.6[kJ/mol]/RT) 6.17×104  
72 C2H4 + ·C2H5  C2H6 + ·C2H3    1.30×107exp(–87.8[kJ/mol]/RT) 3.37×102  
73 C2H6 + ·C4H9  C4H10 + ·C2H5 –0.8 –2.1 - 1.15×107exp(–79.0[kJ/mol]/RT) 8.62×102 2.61×102 
74 C4H10 + ·C2H5  C2H6 + ·C4H9    8.00×106exp(–77.4[kJ/mol]/RT) 7.28×102  
75 C4H10 + ·C2H5  C2H6 + ·2-C4H9 –10.8 –14.4 –8.2 7.00×106exp(–79.4[kJ/mol]/RT) 4.99×102  
76 C2H6 + ·2-C4H9  C4H10 + ·C2H5    5.00×107exp(–97.2[kJ/mol]/RT) 4.19×102  
77 C2H6 + ·C3H7  C3H8 + ·C2H5 –1.7 –3.1 –1.0 9.60×106exp(–76.8[kJ/mol]/RT) 9.36×102  
78 C3H8 + ·C2H5  C2H6 + ·C3H7    7.70×106exp(–76.2[kJ/mol]/RT) 8.06×102  
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79 C3H8 + ·C2H5  C2H6 + ·2-C3H7  –11.4 –12.5 –9.0 9.70×107exp(–79.1[kJ/mol]/RT) 7.14×102  
80 C2H6 + ·2-C3H7  C3H8 + ·C2H5    1.40×107exp(–95.3[kJ/mol]/RT) 1.48×102  
81 C3H6 + ·C2H5  C2H6 + ·C3H5 –56.9 –52.2 –52.2 1.50×107exp(–70.2[kJ/mol]/RT) 3.22×103  
82 C2H6 + ·C3H5  C3H6 + ·C2H5    1.50×108exp(–126.4[kJ/mol]/RT) 3.76×101  
83 C2H6 + ·C4H7  C4H8 + ·C2H5 –2.8 –4.2 - 1.10×107exp(–76.5[kJ/mol]/RT) 1.12×103  
84 C4H8 + ·C2H5  C2H6 + ·C4H7    3.60×106exp(–77.0[kJ/mol]/RT) 3.43×102  
85 C4H10 + ·C2H3  C2H4 + ·C4H9 –38.2 –39.8 - 1.90×107exp(–60.9[kJ/mol]/RT) 1.26×104  
86 C2H4 + ·C4H9  C4H10 + ·C2H3    1.50×107exp(–100.7[kJ/mol]/RT) 8.26×101  
87 C4H10 + ·C2H3  C2H4 + ·2-C4H9 –49.8 –56.3 –52.0 1.30×107exp(–51.5[kJ/mol]/RT) 2.66×104  
88 C2H4 + ·2-C4H9  C4H10 + ·C2H3    5.00×107exp(–107.5[kJ/mol]/RT) 1.21×102  
89 C3H8 + ·C2H3  C2H4 + ·C3H7 –37.4 –38.8 –42.8 2.80×107exp(–59.3[kJ/mol]/RT) 2.24×104  
90 C2H4 + ·C3H7  C3H8 + ·C2H3    1.80×107exp(–98.1[kJ/mol]/RT) 1.35×102  
91 C3H8 + ·C2H3  C2H4 + ·2-C3H7 –50.4 –54.3 –52.8 1.30×107exp(–50.1[kJ/mol]/RT) 3.13×104  
92 C2H4 + ·2-C3H7  C3H8 + ·C2H3    9.50×106exp(–104.5[kJ/mol]/RT) 3.30×101  
93 C3H6 + ·C2H3  C2H4 + ·C3H5 –95.9 –94.1 –96.0 1.60×107exp(–46.1[kJ/mol]/RT) 6.28×104  
94 C2H4 + ·C3H5  C3H6 + ·C2H3    8.00×107exp(–140.4[kJ/mol]/RT) 3.70  
95 C4H8 + ·C2H3  C2H4 + ·C4H7 –36.2 –37.7 - 8.50×106exp(–60.4[kJ/mol]/RT) 5.98×103  
96 C2H4 + ·C4H7  C4H8 + ·C2H3    1.30×107exp(–98.0[kJ/mol]/RT) 9.85×101  
97 C4H10 + ·C3H7  C3H8 + ·C4H9 –0.9 –1.0 - 1.40×107exp(–93.4[kJ/mol]/RT) 1.86×102  
98 C3H8 + ·C4H9  C4H10 + ·C3H7    1.70×107exp(–94.4[kJ/mol]/RT) 2.00×102  
99 C4H10 + ·2-C3H7  C3H8 + ·C4H9 12.1 14.6 - 8.70×106exp(–83.6[kJ/mol]/RT) 3.72×102  
100 C3H8 + ·C4H9  C4H10 + ·2-C3H7    9.10×106exp(–69.1[kJ/mol]/RT) 2.23×103  
101 C3H6 + ·C4H9  C4H10 + ·C3H5 –57.7 –54.3 - 9.50×106exp(–63.9[kJ/mol]/RT) 4.36×103  
102 C4H10 + ·C3H5  C3H6 + ·C4H9      6.60×107exp(–118.4[kJ/mol]/RT) 4.32×101  
103 C4H10 + ·C4H7  C4H8 + ·C4H9 –2.0 –2.1 - 1.40×107exp(–92.5[kJ/mol]/RT) 2.07×102  
104 C4H8 + ·C4H9  C4H10 + ·C4H7    7.00×106exp(–94.6[kJ/mol]/RT) 8.00×101  
105 C4H10 + ·C3H7  C3H8 + ·2-C4H9 –12.4 –17.5 –9.2 6.50×106exp(–81.4[kJ/mol]/RT) 3.62×102  
106 C3H8 + ·2-C4H9  C4H10 + ·C3H7    3.80×107exp(–98.7[kJ/mol]/RT) 2.66×102  
107 C4H10 + ·2-C3H7  C3H8 + ·2-C4H9 7.5 –2.0 0.8 2.70×106exp(–70.7[kJ/mol]/RT) 5.46×102  
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108 C3H8 + ·2-C4H9  C4H10 + ·2-C3H7    1.40×107exp(–72.4[kJ/mol]/RT) 2.31×103  
109 C3H6 + ·2-C4H9  C4H10 + ·C3H5 –46.1 –37.8 –44.0 1.90×108exp(–71.2[kJ/mol]/RT) 3.61×104  
110 C4H10 + ·C3H5  C3H6 + ·2-C4H9    2.70×108exp(–109.5[kJ/mol]/RT) 5.15×102  
111 C4H10 + ·C4H7  C4H8 + ·2-C4H9 –13.6 –18.6 - 7.00×106exp(–81.0[kJ/mol]/RT) 4.13×102  
112 C4H8 + ·2-C4H9  C4H10 + ·C4H7    1.70×107exp(–99.4[kJ/mol]/RT) 1.10×102  
113 C3H6 + ·C3H7  C3H8 + ·C3H5 –58.8 –55.5 –53.2 4.10×106exp(–71.3[kJ/mol]/RT) 7.78×102  
114 C3H8 + ·C3H5  C3H6 + ·C3H7    3.50×107exp(–127.0[kJ/mol]/RT) 8.09  
115 C3H8 + ·C4H7  C4H8 + ·C3H7 –1.1 –1.1 - 1.25×107exp(–79.2[kJ/mol]/RT) 9.09×102  
116 C4H8 + ·C3H7  C3H8 + ·C4H7    5.20×106exp(–80.3[kJ/mol]/RT) 3.31×102  
117 C3H6 + ·2-C3H7  C3H8 + ·C3H5 –45.5 –39.7 –43.2 3.50×106exp(–63.5[kJ/mol]/RT) 1.68×103  
118 C3H8 + ·C3H5  C3H6 + ·2-C3H7    2.50×107exp(–103.5[kJ/mol]/RT) 9.79×101  
119 C3H6 + ·C4H7  C4H8 + ·C3H5 –59.7 –56.4 - 7.00×106exp(–61.8[kJ/mol]/RT) 4.12×103  
120 C4H8 + ·C3H5  C3H6 + ·C4H7    2.40×107exp(–118.5[kJ/mol]/RT) 1.55×101  
121 C3H8 + ·C4H7  C4H8 + ·2-C3H7 –14.1 –16.7 - 8.50×106exp(–80.4[kJ/mol]/RT) 5.39×102  
122 C4H8 + ·2-C3H7  C3H8 + ·C4H7    4.00×106exp(–97.0[kJ/mol]/RT) 3.42×101  
       
Radical addition and β-scission reactions       
123 C2H4 + ·H  ·C2H5 –151.2 –156.0 –151.4 1.00×108exp(–17.2[kJ/mol]/RT) 1.26×107  
124 ·C2H5  C2H4 + ·H    5.70×1013exp(–166.6[kJ/mol]/RT) 1.13×105 5.67×104 
125 ·C2H5 + C2H4  ·C4H9 –93.3 –88.0 - 1.18×105exp(–31.9[kJ/mol]/RT) 2.54×103 5.58×103 
126 ·C4H9  ·C2H5 + C2H4    3.00×1012exp(–112.4[kJ/mol]/RT) 4.05×106 4.17×106 
127 ·CH3 + C2H4  ·C3H7 –98.8 –97.1 –99.4 2.00×106exp(–41.7[kJ/mol]/RT) 1.33×104  
128 ·C3H7  ·CH3 + C2H4    2.00×1013exp(–130.3[kJ/mol]/RT) 3.13×106  
129 ·C2H3 + C2H4  ·C4H7 –140.9 –136.8 - 9.21×105exp(–19.0[kJ/mol]/RT) 9.37×104  
130 ·C4H7  ·C2H3 + C2H4    2.10×1013exp(–149.2[kJ/mol]/RT) 3.38×105  
131 C2H2 + ·H  ·C2H3 –151.9 –161.8 –145.7 4.00×108exp(-21.2[kJ/mol]/RT) 3.12×107 1.79×107 
132 ·C2H3  C2H2 + ·H    2.70×1014exp(–174.3[kJ/mol]/RT) 2.14×105 2.34×105 
133 ·CH3 + C2H2  ·C3H5 –208.4 –212.1 –203.4 1.00×107exp(–39.2[kJ/mol]/RT) 8.96×104  
134 ·C3H5  C2H2 + ·CH3    4.20×1014exp(–239.2[kJ/mol]/RT) 1.34×102  
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135 C3H6 + ·H  ·C3H7 –138.2 –142.9 –138.4 2.00×107exp(–20.3[kJ/mol]/RT) 1.74×106  
136 ·C3H7  C3H6 + ·H    1.70×1013exp(–156.2[kJ/mol]/RT) 1.17×105  
137 C4H6 + ·H  ·C4H7 –122.6 –132.5 - 3.00×107exp(–18.6[kJ/mol]/RT) 3.20×106  
138 ·C4H7  C4H6 + ·H    6.40×1012exp(–144.2[kJ/mol]/RT) 1.87×105  
139 C4H8 + ·H  ·C4H9 –139.8 –144.2 - 6.00×106exp(–16.1[kJ/mol]/RT) 8.65×105  
140 ·C4H9  C4H8 + ·H    5.80×1012exp(–153.5[kJ/mol]/RT) 5.57×104 1.83×105 
141 C3H6 + ·H  ·2-C3H7 –151.2 –159.8 –148.4 6.00×107exp(–12.9[kJ/mol]/RT) 1.27×107  
142 ·2-C3H7  C3H6 + ·H    5.90×1013exp(–164.4[kJ/mol]/RT) 1.53×105  
143 C4H8 + ·H  ·2-C4H9 –151.4 –162.1 –148.4 1.30×107exp(–13.5[kJ/mol]/RT) 2.57×106  
144 ·2-C4H9  C4H8 + ·H    6.30×1013exp(–167.1[kJ/mol]/RT) 1.18×105  
145 ·CH3 + C3H6  ·2-C4H9 –98.9 –102.0 –98.4 1.15×106exp(–35.7[kJ/mol]/RT) 1.57×104 3.21×104 
146 ·2-C4H9  C3H6 + ·CH3    1.25×1014exp(–127.9[kJ/mol]/RT) 2.61×107 8.85×106 
        
Isomerisation reactions       
147 ·C3H7  ·2-C3H7 –13.0 –15.6 –10.0 5.80×1012exp(–155.0[kJ/mol]/RT) 4.61×104  
148 ·2-C3H7  ·C3H7    6.60×1012exp(–170.6[kJ/mol]/RT) 8.09×103  
149 ·C4H9  ·2-C4H9 –11.6 –16.5  4.70×1012exp(–154.8[kJ/mol]/RT) 3.80×104  
150 ·2-C4H9  ·C4H9    2.10×1013exp(–170.4[kJ/mol]/RT) 2.63×104  
        
Mean Absolute Deviationc 2.4    1.7  








Table 5.4. Predicted and industrial yields of major products for operation conditions I, II, and III in Table 5.1. I-hp, II-hp, and III-hp are 
modeled using high-pressure-limit rate coefficients. I-pdep, II-pdep, and III-pdep are modeled using pressure-dependent rate coefficients. 
CBS-QB3 (W1U) data were simulated using CBS-QB3 (W1U) enthalpies of formation.  
 Ab initio predictions (wt.%) Industrial data (wt.%) 
 I-hp I-hp I-pdep II-hp II-hp II-pdep III-hp III-hp III-pdep I II III 
 CBS-QB3 W1U W1U CBS-QB3 W1U W1U CBS-QB3 W1U W1U    
C2H6 39.3 39.7 40.1 40.0 40.5 41.0 47.4 47.7 48.3 39.3 39.0 48.9 
C2H4 49.7 49.2 48.5 50.2 49.6 49.0 43.3 42.8 41.9 48.7 48.7 41.5 
CH4 2.9 3.3 3.5 2.0 2.3 2.5 2.5 2.8 3.0 3.4 3.0 2.2 
H2 3.6 3.5 3.5 3.8 3.7 3.7 3.1 3.0 2.9 3.7 3.7 3.1 
C3H6 0.6 0.7 0.7 0.4 0.5 0.5 0.6 0.7 0.7 1.1 1.1 0.8 
C2H2 0.7 0.7 0.6 0.8 0.7 0.6 0.4 0.4 0.3 0.2 - - 
Others 3.2 2.9 3.1 2.8 2.7 2.7 2.7 2.6 2.9 3.6 4.5 3.5 
Tout (K) 1116 1111 1122 1116 1110 1121 1100 1095 1106 1133 1135 1110 




5.3.2 Simulations of an ethane cracker using high-pressure-limit rate 
coefficients. 
Steam cracking of ethane was first simulated for an industrial ethane cracker with a 
conversion of 59.9 % (operating condition I in Table 5.1). For the first set of 
simulations we used the high-pressure-limit rate coefficients (I-hp), with CBS-QB3 
enthalpies of formation or with W1U enthalpies of formation. The simulated yields 
for the major products C2H6, C2H4, CH4, H2, C3H6, and C2H2, as well as the simulated 
outlet temperature and pressure are compared with reported experimental data in 
Table 5.4.  
 
The mole fractions of C2H6, C2H4, CH4, and H2 along the reactor are shown in Figure 
5.1a for operating condition I. At 1100 K an equilibrium conversion of 66.2 % is 
calculated for the C2H6 ↔ C2H4 + H2 reaction using the W1U thermodynamic data. 
The predicted conversion at the reactor outlet, 60.3 %, is similar to the industrial 






Figure 5.1. Mole fraction profiles along the reactor for the C2H6, C2H4, CH4, and H2 
molecules (a) and for the ·C2H5, ·C3H5, ·CH3, ·C2H3, and ·H radicals (b) for the I-hp 




The mole fractions of the major radicals ·C2H5, ·C3H5, ·CH3, ·C2H3, and ·H are shown 
in Figure 5.1b. ·C2H5 is the dominant radical species, followed by the resonance 
stabilized ·C3H5 radical. The ·CH3 concentration increases more rapidly in the second 
half of the reactor because the higher temperatures favor the dissociation of C2H6 to 
·CH3. The ·C2H3 radical also becomes more important in the second half of the 
reactor because of the higher temperatures and the higher C2H4 concentrations near 
the reactor outlet. 
 
Even when using the computationally less demanding high-pressure-limit rate 
coefficients and the CBS-QB3 enthalpies, the predicted yields of C2H6, C2H4, and H2 
differ by less than 3 % from the industrial data. The predicted CH4 and C3H6 are 
somewhat low, while the C2H2 yield is severely over predicted. The total yield of 
other species (which mainly include molecules larger than C3) is somewhat under 
predicted, likely because our reaction network does not include reactions forming 
larger species such as benzene. Using W1U instead of CBS-QB3 enthalpies of 
formation somewhat improves the predicted C2H4 yield, and brings the predicted CH4 
yield of 3.3 wt% closer to the experimental value of 3.4 wt%. As discussed later, 
sensitivity analysis indicates that the predicted CH4 yields are very sensitive to the 
values of several kinetic parameters in the model, with normalized yield change 
coefficients as large as 0.5, while the C2H6, C2H4 and H2 yields are less sensitive with 
coefficients well below 0.1. The sensitivity analysis further shows that, to a large 
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extent, the improved CH4 yield can be attributed to the increased C2H6 dissociation 
rate coefficient when using the W1U enthalpies. A further increase in the CH4 yield 
may be achieved by using a two-dimensional PFR model as suggested by Van Geem 
et al. (2004) or, as shown later, by including the effect of pressure on the reaction 
rates. The predicted C2H2 yield is too high in all our simulations. This might be 
partially due to the neglect of coke formation. C2H2 is an important coke precursor 
and is incorporated seven times faster into coke than C2H4 (Kopinke et al., 1988). 
Coke formation might hence consume some of the C2H2. However, the typical coke 
yield is less than 0.1 wt% during ethane steam cracking (Velenyi et al., 1991) and 
coke formation alone cannot account for the high predicted C2H2 yields. Most of the 
C2H2 is formed via β-scission of ·C2H3 radicals, as also reported by Matheu and 
Grenda (2005a). A detailed flux balance analysis (Matheu and Grenda, 2005a) 
demonstrates that ·C2H3 radicals also add to olefins, ultimately leading to larger 
species such as benzene. Under high conversion ethane pyrolysis conditions and for a 
large reaction network, Matheu and Grenda find that only 25 % of the ·C2H3 radicals 
lead to C2H2, while the majority adds to olefins, leading to products larger than C3. 
Indeed, because of the low barrier, rate coefficients for ·C2H3 addition to olefins are 
significantly higher than the corresponding rate coefficients for ·CH3 or ·C2H5 
radicals, while the β-scission rate coefficient for ·C2H3 is similar to the value for 
·C2H5 (Table 5.3). Unfortunately, our reaction network of 150 elementary reactions 
does not include many of the reactions involving molecules larger than C3, and hence 
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most of the ·C2H3 radicals are converted to C2H2 in our simulations. The high C2H2 
yield therefore seems consistent with the low yield of larger molecules (“Others” in 
Table 5.4) predicted by our ab initio kinetic model. 
 
The reactor temperature and pressure profiles for the first set of simulations are 
shown in Figure 5.2. The simulated outlet temperature is 20 K lower than the 
temperature reported for the industrial reactor. A similar deviation is found for the 
other process conditions tested. A possible reason for the low predicted temperature is 
the use of a one-dimensional PFR model. Two-dimensional reactor simulations for a 
similar reactor geometry show radial temperature gradients of up to 50 K (Van Geem 
et al., 2004). In addition, one should note that the simulated outlet temperature is very 
sensitive to the predicted yields. For the first operating condition, about 80 % of the 
reactor heat input is consumed by the overall reaction enthalpy, while about 20 % 
goes to CpΔT heat. The difference between the industrial and the predicted yields 
increases the overall reaction enthalpy by about 2 %. This then leads to a 10 % 
change in the temperature rise along the reactor, since the reactor heat input 
consumed by CpΔT decreases from 20 % to 18 % of the overall heat input. The 





Figure 5.2. Reactor temperature and pressure profiles for operation condition I. 
Temperature profile for the I-hp (W1U) simulations: solid line, for the I-pdep (W1U) 
simulations: dotted line; Pressure profile for the I-hp (W1U) simulations: dashed line; 
Experimental pressures: solid circles; Experimental temperatures: solid square. 
 
The accuracy of the ab initio kinetic model was next tested for two additional 
operating conditions, one corresponding to a pilot-scale reactor with a tubular 
diameter of 1 cm and a residence time of 0.64 s, and another corresponding to an 
industrial split coil reactor with a lower inlet temperature of 898 K, a longer residence 
time of 1.2 s, and a lower ethane conversion of 51.1 %. Using the high-pressure-limit 
rate coefficients and the CBS-QB3 reaction enthalpies (II-hp (CBS-QB3) and III-hp 
(CBS-QB3) in Table 5.4) the predicted yields of C2H6, C2H4, and H2 again agree well 
with the experimental data. The largest deviation, 4 %, is found for the C2H4 yield for 
condition III. The W1U reaction enthalpies slightly improve the predicted C2H4 
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yields, while the effect on the predicted H2 yields and C2H6 conversions is small, as 
also observed for condition I. Using W1U reaction energies again increases the 
predicted CH4 yield. For condition II, this improves the agreement with experimental 
data, while for condition III this slightly reduces the agreement. Predicted C3H6 yields 
are quite accurate for condition III, but too low for condition II. Predicted C2H2 yields 
again seem high, but no experimental data were reported for these cases. The 
predicted yield for the other products is too low, in particular for condition II. The 
simulated outlet temperatures are again slightly low. 
 
Summarizing, the accuracy of the ab initio kinetic model seems to be consistent for 
the three cases. Predicted yields for C2H6, C2H4, and H2 are within 5 % of 
experimental data using only ab initio thermodynamic and kinetic parameters. 
Predicted CH4 yields tend to be slightly low, but generally improve when more 
accurate W1U reaction energies are used. Except for the split coil reactor (case III), 
they improve further when pressure-dependent rate coefficients are used. Improving 
the predicted yields of C2H2, C3H6 and of molecules larger than C3 likely requires an 





5.3.3 Simulations of an ethane cracker using pressure-dependent rate 
coefficients. 
High-conversion ethane pyrolysis simulations have indicated that some of the 
reactions are in the fall-off regime, affecting the yields of some of the minor products 
(Matheu and Grenda, 2005b). To evaluate the effect of the total pressure on the rate 
coefficients for R1 + R2  P, R  P1 + P2, and R  P-type reactions in our model, 
pressure-dependent rate coefficients were calculated at 1000 K, 2.5 atm and with 
steam as the bath gas using the QRRK-MSC method. Though more detailed Master 
Equation calculations (Wendell, 2003) or simulations involving the complete 
pressure-dependent reaction network (Matheu et al., 2003) would be needed to 
accurately predict yields under fall-off conditions, QRRK-MSC calculations have 
been found to be a reliable indicator of the effect of total pressure on the overall 
yields (Chang et al., 2000). 
 
The ratios of the pressure-dependent rate coefficients k(T,P) to the high-pressure-limit 
rate coefficients k∞(T) are summarized for the affected reactions in Table 5.5. W1U 
enthalpies of reaction were used to calculate the high-pressure-limit rate coefficients. 
As shown in Table 5.5, most of the reactions show a modest effect of the total 
pressure under the conditions used in the simulations, though the effect is typically 
less than a factor two. 
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Table 5.5. k(T,P)/k∞(T) ratios for pressure-dependent reactions in the ab initio kinetic 
model at 1000 K, 2.5 atm and using H2O as the bath gas. High-pressure-limit rate 
coefficients for the reverse reactions were calculated using the W1U enthalpies of 
formation. 
 Reaction k(T,P)/k∞(T)  Reaction k(T,P)/k∞(T) 
1 ·CH3 + ·CH3  C2H6 0.90 34 C4H10  ·CH3 + ·C3H7 0.83 
2 C2H6  ·CH3 + ·CH3 0.73 35 ·CH3 + ·C3H5  C4H8 0.99 
3 ·C2H5 + ·C2H5  C4H10 1.00 36 C4H8  ·CH3 + ·C3H5 0.93 
4 C4H10  ·C2H5 + ·C2H5 0.83 123 C2H4 + ·H  ·C2H5 0.80 
5 ·CH3 + ·C2H5  C3H8 0.99 124 ·C2H5  C2H4 + ·H 0.62 
6 C3H8  ·CH3 + ·C2H5 0.89 125 ·C2H5 + C2H4  ·C4H9 0.97 
7 ·C2H5 + ·H  C2H6 0.96 126 ·C4H9  ·C2H5 + C2H4 0.80 
8 C2H6  ·C2H5 + ·H 0.42 127 ·CH3 + C2H4  ·C3H7 0.87 
9 ·H + ·C2H3  C2H4 0.85 128 ·C3H7  ·CH3 + C2H4 0.85 
10 C2H4  ·H + ·C2H3 0.75 129 ·C2H3 + C2H4  ·C4H7 0.94 
11 ·C3H5 + ·H  C3H6 0.93 130 ·C4H7  ·C2H3 + C2H4 0.75 
12 C3H6  ·C3H5 + ·H 0.83 131 C2H2 + ·H  ·C2H3 0.28 
13 ·H + ·C3H7  C3H8 1.00 132 ·C2H3  C2H2 + ·H 0.19 
14 C3H8  ·H + ·C3H7 0.80 133 ·CH3 + C2H2  ·C3H5 0.94 
15 ·CH3 + ·C2H3  C3H6 0.99 134 ·C3H5  C2H2 + ·CH3 0.84 
16 C3H6  ·CH3 + ·C2H3 0.84 135 C3H6 + ·H  ·C3H7 0.97 
18 H2  ·H + ·H 0.28 136 ·C3H7  C3H6 + ·H 0.74 
19 ·C2H3 + ·C2H3  C4H6 0.99 137 C4H6 + ·H  ·C4H7 0.98 
20 C4H6  ·C2H3 + ·C2H3 1.00 138 ·C4H7  C4H6 + ·H 0.76 
21 ·C2H3 + ·C2H5  C4H8 0.77 139 C4H8 + ·H  ·C4H9 0.99 
22 C4H8  ·C2H3 + ·C2H5 0.72 140 ·C4H9  C4H8 + ·H 0.74 
23 ·CH3 + ·H  CH4 0.40 141 C3H6 + ·H  ·2-C3H7 0.94 
24 CH4  ·CH3 + ·H 0.34 142 ·2-C3H7  C3H6 + ·H 0.81 
25 ·H + ·C4H9  C4H10 1.00 143 C4H8 + ·H  ·2-C4H9 0.52 
26 C4H10  ·H + ·C4H9 0.79 144 ·2-C4H9  C4H8 + ·H 0.52 
27 ·H + ·2-C4H9  C4H10 1.00 145 ·CH3 + C3H6  ·2-C4H9 0.76 
28 C4H10  ·H + ·2-C4H9 0.80 146 ·2-C4H9  C3H6 + ·CH3 0.73 
29 ·H + ·2-C3H7  C3H8 1.00 147 ·C3H7  ·2-C3H7 0.75 
30 C3H8  ·H + ·2-C3H7 0.83 148 ·2-C3H7  ·C3H7 0.80 
31 ·H + ·C4H7  C4H8 1.00 149 ·C4H9  ·2-C4H9 0.75 
32 C4H8  ·H + ·C4H7 0.61 150 ·2-C4H9  ·C4H9 0.50 
33 ·CH3 + ·C3H7  C4H10 1.00    
 
For reactions of the type A + B ↔ AB *  AB, the dissociation rate of AB*  A + B 
increases with temperature. At high temperatures, the dissociation rate of AB* begins 
to compete with the stabilization of AB* to AB through collisions and the overall rate 
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A + B  AB reduces. The overall rate of AB ↔ AB *  A + B type reactions also 
reduces at low bath gas pressures, as illustrated by a typical Lindemann mechanism 
(Wendell, 2003). Though the reduction of the rate coefficients due to fall-off is 
generally less than 50 %, the rate coefficients for the reactions H2  ·H + ·H, ·CH3 + 
·H  CH4, CH4  ·CH3 + ·H, C2H2 + ·H  ·C2H3, and ·C2H3  C2H2 + ·H are 
reduced to less than 40 % of their high-pressure-limit rate coefficients. The fall-off 
behavior of these reactions can be expected to affect the yields of C2H2 and CH4. 
 
The steam cracking of ethane was next modeled for the three operating conditions 
using pressure-dependent rate coefficients (Table 5.4, I-pdep, II-pdep, III-pdep). 
Pressure-dependent rate coefficients change the yields of C2H6, C2H4 and H2 by less 
than 2 % for all three conditions. This is consistent with the simulations by Matheu 
and Grenda (2005b). The use of pressure-dependent rate coefficients however 
increases the predicted CH4 yields by about 10 % and decreases the C2H2 yields by 15 
to 25 % for the three cases. As discussed, the change in yields also affects the 
predicted temperature rise along the reactor. For all three cases, slightly less heat is 
used for the overall reaction, and a somewhat larger temperature rise is simulated. 
This further improves the predicted outlet temperatures. The limited effect of 
pressure-dependent rate coefficients on the yields of C2H6, C2H4, and H2 seems to be 
related to the limited sensitivity of those yields to the kinetic parameters. The yields 
for those three products are likely dominated by their thermodynamic properties, and 
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fall-off effects have a limited influence on the ratio between the forward and reverse 
rate coefficients (Table 5.4). Yields of CH4 and C2H2 are sensitive to the rate 
coefficients of several of the reactions that are predicted to be in the fall-off regime 
and are hence expected to change. 
 
5.3.4 Sensitivity analysis 
To identify the kinetic parameters which have the largest effect on the predicted 
yields, a sensitivity analysis was conducted for the yields of C2H6, C2H4, H2, CH4, 
C2H2 and C3H6 and for the simulations using the high-pressure-limit rate coefficients 
and W1U reaction enthalpies (case I-hp (W1U) in Table 5.4). Perturbation sizes of 
0.05 %, 0.1 %, 0.2 %, 0.5 %, 1 %, 2 %, 5 %, 10 % and 20 % were tested to choose 
the smallest perturbation size for this system. The normalized yield change 
coefficients of various species in different perturbation sizes for selected reactions are 
shown in Figure 5.3 to illustrate the selection of the perturbation size. For the reaction 
C2H6 + ·H = ·C2H5 + H2, when the perturbation size is decreased down to 1 %, the 
coefficient for C3H6 starts to fluctuate. For the reaction ·C2H5 + ·C2H5 = C4H10, 2 % is 
the smallest perturbation size to calculate an accurate coefficient for C2H4. For the 
reaction ·CH3 + ·CH3 = C2H6, the smallest perturbation size is 10 %. The overall 
results show that 10 % is the smallest perturbation size which gives accurate 





























































Figure 5.3. Normalized yield change coefficients (eq. 5.1) of C3H6, C2H4, and C2H2 
calculated using different perturbation sizes for the reaction pair C2H6 + ·H = ·C2H5 + 
H2, ·C2H5 + ·C2H5 = C4H10, and ·CH3 + ·CH3 = C2H6, respectively. 
 
To identify important reactions, the normalized yield change coefficients (eq 5.1) 
were calculated by increasing both the forward and reverse rate coefficients for each 
reaction pair by 10 %. Note that this approach does not change the equilibrium 
coefficient for the reaction pair and hence maintains thermodynamic consistency.  
 































Figure 5.4. Normalized yield change coefficients (eq. 5.1) for the major products C2H6, C2H4, H2, CH4, C2H2 and C3H6 for the I-hp (W1U) set 
of simulations in Table 5.4. Only reactions with a yield change coefficient larger than 0.01 for C2H6, C2H4, and H2, larger than 0.02 for C2H2, 
and larger than 0.05 for CH4 and C3H6 are included. 
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From Figure 5.4, it is clear that the normalized yield change coefficients for C2H6, 
C2H4, and H2 are smaller than the coefficients for CH4, C2H2, and C3H6. The 
predicted C2H6, C2H4, and H2 yields are hence less sensitive to the values of the rate 
coefficients and are mainly determined by the thermodynamic parameters in the 
kinetic model. Indeed, increasing the rate coefficients for any of the reaction pairs in 
the model by a factor two changes the predicted yields for those three products by 
less than 10 %. The C2H6 yield shows a modest sensitivity to the rate coefficients of 
the C2H6 = ·CH3 + ·CH3 initiation reaction and to the rate coefficients of the ·C2H5 + 
·C2H5 = C4H10 reaction. Increasing both the forward and reverse rate coefficient of the 
C2H6 = ·CH3 + ·CH3 reaction increases the concentration of ·CH3 radicals along the 
reactor. This increases the C2H6 conversion, and also the yields of C2H4, CH4, C3H6, 
and C2H2. The yield of C2H4 is most sensitive to the rates of the hydrogen abstraction 
reactions, C2H6 + ·H = ·C2H5 + H2 and also to the rates of the ·C2H5 + ·C2H5 = C4H10 
reactions, which are a net consumer of ·C2H5 radicals. 
 
The CH4, C2H2 and C3H6 yields are much more sensitive to the calculated transition 
state properties, with normalized yield change coefficients of 0.52, −0.28, and −0.40, 
respectively. A 10 % increase in the rates of the C2H6 = ·CH3 + ·CH3 reactions is 
calculated to change the CH4 yield by 5.2 %, while a 10 % increase in the rates of the 
C2H6 + ·H = ·C2H5 + H2 reactions decreases the CH4 yield by 5.1 %. Indeed, the yield 
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of CH4 will decrease while the H2 yield will increase if more C2H6 is consumed by 
hydrogen abstraction by ·H radicals. The kinetics of the C2H4 + ·H = ·C2H5 reactions 
are also important for the CH4 yield, as also reported before (Sundaram and Froment, 
1978). C3H6 is mainly formed via the β-scission of ·C3H7 radicals and the C3H6 yield 
is sensitive to the kinetics of these reactions. Again, this reaction was identified by 
Matheu and Grenda (2005a) and by Van Geem et al. (2004). The normalized yield 
change coefficient of −0.40 indicates that a 2.0 kJ/mol increase in the enthalpy of 
formation of the transition state for this reaction will increase the C3H6 yield by 11 %. 
Finally, the sensitivity analysis identifies reactions involving ·C2H3 radicals, i.e., C2H4 
+ ·H = H2 + ·C2H3 and ·C2H3 = C2H2 + ·H, as kinetically important to predict accurate 













An ab initio kinetic model consisting of 150 reversible elementary reactions and 
involving 20 species was constructed to simulate steam cracking of ethane. The 
thermodynamic and kinetic parameters in the model were obtained from CBS-QB3 
and W1U quantum chemical calculations in combination with transition state theory. 
The importance of pressure-dependent rate coefficients was evaluated using the 
QRRK-MSC approach, but was found to be relatively minor under typical industrial 
ethane steam cracking conditions. The accuracy of the ab initio kinetic model was 
tested for three operating conditions reported in the literature; an industrial reactor 
with a conversion of 60 % and a residence time of 0.93 s, a pilot-scale reactor with a 
similar conversion, and an industrial split coil reactor with a conversion of 51 % and a 
residence time of 1.2 s. C2H6 conversions, C2H4 and H2 yields were predicted with an 
accuracy of better than 5 % for the cases tested. The predicted yields of CH4, C2H2 
and C3H6 were found to be particularly sensitive to the accuracy of the kinetic 
parameters. Despite this high sensitivity, the predicted CH4 yields of 3.3, 2.3 and 2.8 
wt% are comparable with experimental yields of 3.4, 3.0 and 2.2 wt%, respectively. 
Predicted C2H2 yields are somewhat high, which could be attributed to the limited 
size of the reaction network. Finally, to put the accuracy of the predicted yields and 
conversions into perspective, it should be noted that the MAD of 1.9 kJ/mol between 
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the CBS-QB3 and the experimental enthalpies of formation translates to a 26 % 
uncertainty in the predicted equilibrium coefficients at 1000 K. 
 
This work hence illustrates that standard state-of-the-art computational chemistry 
calculations have become sufficiently accurate to begin to predict conversions and 
selectivities for large scale industrial processes such as ethane steam cracking. An 
extension to other complex radical reactions such as combustion, radical 
polymerization, and atmospheric chemistry can be envisioned. Ethane steam cracking 
was selected to limit the size of the reaction network, but the construction of a 
predictive ab initio kinetic model for naphtha and vacuum gasoil feedstock is in 
principle possible. For such large reaction networks, automated network generation 
(Clymans and Froment, 1984; Broadbelt and Pfaendtner, 2005; Van Geem et al., 
2006) becomes indispensable, and group contribution methods (Willems and 
Froment, 1988; Saeys et al., 2004; Saeys et al., 2006), group additivity methods 
(Benson, 1976; Cohen, 1992; Sumathi et al., 2001; Sabbe et al., 2005; Sabbe et al., 
2008) and structure-activity relationships (Broadbelt et al., 1994; Broadbelt and 
Pfaendtner, 2005) will be required to keep the number ab initio calculations tractable. 
Fortunately, the parameters for these methods can and have been derived from a 
limited set of accurate ab initio calculations (Sumathi et al., 2001; Saeys et al., 2004; 
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CONCLUSIONS AND OUTLOOK 
 
In this thesis, ab initio kinetic modeling of gas phase radical reactions for the low 
temperature atmospheric oxidation of carboxylic acids by hydroxyl radicals and the 
high temperature industrial steam cracking of ethane was performed. The main 
findings of this study are summarized as follows. 
 
First, the oxidation of formic and acetic acids by hydroxyl radicals was studied as a 
model for the oxidation of larger carboxylic acids using ab initio calculations. For 
formic acid, the CBS-QB3 effective activation barriers of 14.1 and 12.4 kJ/mol were 
calculated for the acid and for the formyl channel, respectively, are within 3 kJ/mol of 
benchmark W1U and large basis set CCSD(T) values. Tunneling was found to 
significantly enhance the rate coefficient for the acid channel and is responsible for 
the dominance of the acid channel at 298 K. At 298 K, SCT correction factors of 339 
and 2.0 were calculated for the acid and the formyl channels using the CBS-QB3 
potential energy surface. The Wigner, Eckart, and zero-curvature tunneling methods 
that do not account for the reaction path curvature coupling significantly 
underestimate the importance of tunneling for the acid channel. The calculated overall 
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rate coefficient at 298 K, 0.98×105 m3/(mol·s), is within a factor 2 to 3 of 
experimental values. 
 
For acetic acid, a lower barrier of 11.0 kJ/mol and a lower SCT tunneling correction 
factor of 199 were calculated for the acid channel. Two reaction paths compete for 
hydrogen abstraction at the methyl group in acetic acid, with activation barriers of 
11.9 kJ/mol and 12.5 kJ/mol and tunneling correction factors of 9.1 and 4.1 at 298 K. 
The resulting overall rate coefficient at 298 K, 1.2×105 m3/(mol·s), and branching 
ratio of 94 % compare well with experimental data. 
 
Based on the benchmark study of the oxidation of formic and acetic acids by 
hydroxyl radicals, ab initio calculations were also performed for the initial hydrogen 
abstraction from organic acids by hydroxyl radicals. To quantify the rate and 
selectivity of these reactions, the abstraction of hydrogen atoms at the acid, α, β, γ and 
methyl (δ) positions was studied for valeric acid, C4H9COOH, using ab initio 
calculations. At the high-pressure limit, an overall rate coefficient at 298 K of 4.3×106 
m3/(mol·s) was calculated. The dominant pathways are abstraction at the β, the γ, and, 
to a lesser extent, the acid positions with a selectivity of 55, 28, and 8 %, respectively, 
at 298 K. This differs from the high selectivity for the acid channel for formic and 
acetic acids and from the thermodynamic preference for abstraction at the α position, 
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but it is consistent with the experimentally observed preference for the β and the γ 
positions in larger organic acids. The rate and selectivity are controlled by the 
strength of hydrogen bonds between the acid group and the attacking hydroxyl radical 
in the different transition states and do not correlate with the stability of the products. 
This hydrogen bond stabilizes the transition state and leads to ring structures. The 
reaction between a hydroxyl radical and a carboxylic acid begins by the formation of 
a hydrogen-bonded pre-reactive complex. The hydrogen bond is still present in the 
transition state and determines the selectivity of the reaction. Abstraction of α 
hydrogen atoms is difficult because its proximity to the acid group does not allow the 
formation of a stable ring structure. The transition states for abstraction of the β- and 
γ-hydrogen atoms are characterized by favorable 7 and 8 member rings. Abstraction 
of hydrogen atoms further from the acid group requires the formation of larger rings 
and is hence associated with a high entropy cost. Indeed, two mechanisms were 
considered for abstraction of the δ hydrogen atoms. At 298 K, the rate coefficient for 
the mechanism via a transition state without a hydrogen bond is 36 % faster than the 
mechanism via a transition state with a hydrogen bond. At 298 K and below 0.1 atm, 
the collision frequency is insufficient to stabilize the prereactive complexes, and the 
reaction becomes chemically activated. However, the reaction rate and the selectivity 




To test the predicting capabilities of ab initio calculations for high temperature 
industrial processes, the industrial steam cracking of ethane was simulated using an 
ab initio kinetic model. The reaction network consists of 20 species and 150 
reversible elementary reactions. The thermodynamic and kinetic parameters in the 
model were obtained ab initio CBS-QB3 and W1U calculations in combination with 
transition state theory and agree well with available experimental data. The accuracy 
of the first principle kinetic model was tested for the three operating conditions 
reported in the literature; an industrial reactor with a conversion of 60 % and a 
residence time of 0.93 s, a pilot-scale reactor with a similar conversion, and an 
industrial split coil reactor with a conversion of 51 % and a residence time of 1.2 s. 
Predicted C2H6 conversions, C2H4 and H2 yields are within 5 % of experimental data 
for the three cases tested. Though CH4 yields and outlet temperatures are particularly 
sensitive to the accuracy of the kinetic parameters, they are simulated with an 
accuracy of the better than 10 %. The predicted methane yields of 3.3, 2.3 and 2.8 
wt% are comparable with experimental yields of 3.4, 3.0 and 2.2 wt%, respectively. 
Larger deviations for the C3H6 and C2H2 yields are attributed to the limited size of the 
reaction network. Finally, to put the accuracy of the predicted yields and conversions 
into perspective, it should be noted that the MAD of 1.9 kJ/mol between the CBS-
QB3 and the experimental enthalpies of formation translates to a 26 % uncertainty in 
the predicted equilibrium coefficients at 1000 K. The effect of total pressure on the 
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rate coefficients was evaluated using the QRRK-MSC approximation, and was found 
to be relatively minor for the reaction conditions tested. 
 
In summary, we have shown that ab initio calculations begin to be capable of 
predicting the kinetics of complex radical systems with high accuracy. The crucial 
role of multi-dimensional tunneling in determining the high selectivity of the acid 
channel in small carboxylic acids, and the importance of hydrogen-bond networks in 
determining the selectivity in larger organic acids is an intrinsic feature of these low 
temperature processes. At the other side of the temperature and complexity spectrum, 
a kinetic model based entirely on high-level quantum chemical calculations was able 




A single water molecule as a catalyst for the oxidation reaction of carboxylic 
acids by hydroxyl radicals 
In this study, we focus on the oxidation of carboxylic acids by hydroxyl radicals in 
the atmosphere without the presence of water. Recently, Vöhringer-Martinez et al. 
(2007) have experimentally proved that a single water molecule catalyzes the 
oxidation reaction of acetaldehyde with hydroxyl radicals. They found that even a 
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single water molecule accelerates the reaction by forming a hydrogen-bonded 
complex with CH3CHO and hydroxyl radicals and lowering the reaction barrier 
significantly. In the humid atmosphere where the catalytic effect of water cannot be 
neglected, the rate and the selectivity of the oxidation of carboxylic acids by hydroxyl 
radicals may also change. Therefore, ab initio study of the oxidation of valeric acid 
by hydroxyl radicals in water vapor is suggested for future work. The rate and the 
selectivity of the reaction should be able to be evaluated with water as a catalyst. 
 
Ab initio study of the oxidation of dicarboxylic acids by hydroxyl radicals 
In this study, we have shown that the selectivity of the oxidation reaction of valeric 
acid by hydroxyl radicals can be attributed to the presence of a hydrogen bond 
between the acid group and the hydroxyl radical in the transition state. In the 
atmosphere, dicarboxylic acids are also important constitutes. The presence of two 
acid groups in dicarboxylic acids may affect the selectivity of the oxidation reaction. 
Experimental work has been done to study the photooxidation rates and oxidation 
products among C2-C9 dicarboxylic acids (Yang et al., 2008). It will be very 
interesting to investigate the oxidation of dicarboxylic acids by hydroxyl radicals 





Modeling of industrial pyrolysis processes using a fully ab initio approach 
In this study, a steam cracker of light feedstock, ethane, was successfully modeled 
using a fully ab initio approach with a relatively small size of reaction network. The 
completeness of the reaction network was found to be extremely important for the 
simulation of an industrial pyrolysis process. In the future, a complete reaction 
network should be constructed ab initio to achieve a better prediction of the pyrolysis 
process. The fully ab initio approach should also be applied to the modeling of 
pyrolysis of heavier feedstock, such as naphtha, in the future to prove that the 
simulation of a pyrolysis process is not limited to light feedstock only. 
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