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Abstract 
Researchers who employ multivariate techniques often wish to 
compare solutions obtained from two independent studies. When factor 
analysis or component analysis procedures are employed, pattern matrices 
are compared, In the present study, the matching performance of several 
component matching indices, coefficient of congruence(~), i - statistic 
Ci), Pearson r (r), and kappa (k), were compared under a variety of 
experimental conditions. Independent variables manipulated were (1) 
component saturation or size of component loadings, (2) sample size, (3) 
the number of variables, and (4) the number of components. Five sample 
component patterns were computer generated and matched, employing each 
index, to their population component pattern. Matching performance was 
assessed both within indices and between indices. No index was free of 
the influence of the variables manipulated. Component saturation and 
sample s i ze exerted the primary influence on index matching 
performance. An increase in either of these variables resulted in index 
values that more accurately reflected whether or not components 
matched. With the exception of r, little difference in matching 
performance between indices was observed, For all practical purposes, 
matching performance for~.~. and k was indistinguishable when both 
corresponding components and non-corresponding components were 
compared. 
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Introduction 
Researchers who employ multivariate techniques often wish to 
compare solutions obtained from two independent studies. Relevant 
information from each solution is usually contained within a p x m (p > 
m) rectangular matrix. Examples of such matrices include canonical 
correlation's structure matrix, discriminant analysis' standardized 
weight matrix, and factor analysis' or component analysis' pattern 
matrix. The similarity between solutions may be assessed in several 
ways. An overall assessment of the similarity between matrices may be 
performed. In this case, a single scalar value is calculated which 
provides a global indication of the degree of congruence between 
solutions. Comparison of matrices may also occur at either the vector 
or matrix element level. In these instances, multiple indicators of 
congruence are generated. 
The most common matching situation for researchers who employ 
factor analysis or component analysis techniques is comparison of 
pattern matrices which result when the same variables are administered 
to different samples of individuals, This s i tuation provided the focus 
for the present study. This matching situation can be partitioned into 
designs which assess factorial replication and designs which assess 
factorial invariance (Derogatis, Serio, and Clear y , 1972). Factorial 
1 
replication designs are employed to assess similarity of solutions 
derived from random samples of individuals obtained from the same 
population, Replication between samples obtained when a population 
parameter (sex, age, race, SES, etc.) has been varied is assessed in 
factorial invariance designs. Alternative matching situations may 
involve the comparison of solutions derived from the same individuals 
but different variables; the same individuals and variables when 
different factor analysis techniques are employed; and different 
variables and different individuals. 
The purpose of the present study was to evaluate the performance 
of four factor matching indices, the coefficient of congruence (Burt, 
1948; Tucker, 1951; Wrigley and Neuhaus, 1955), the Pearson product -
moment coefficient of correlation, the s-statistic (Cattell, 1949; 
Cattell & Baggaley, 1960; Cattell Balcar, Horn, & Nesselroade, 1969), 
and kappa (Cohen, 1960). Index performance was assessed within the 
framework of principal component analysis (Hotelling, 1933) through 
comparison of component patterns. 
Advantages and disadvantages of each index have been identified. 
2 
A lack of consensus exists, therefore, as to the proper index to employ 
under these conditions. The performance of these indices was evaluated 
in order to select the index which most accurately identified components 
known to both match and not match under a variety of experimental 
conditions. Index performance was evaluated following manipulation of 
sample size, component saturation or size of component loadings, number 
of variables , and number of components. The influence of these 
variables was evaluated both between indices and within indices. 
Both other forms of matrices and other matching techniques may be 
employed to compare factor analysis or component analysis solutions. 
Nunnally (1978) suggested that factor or component scores be employed 
when comparing different solutions. However, since comparisons are 
often made between solutions obtained from different researchers (e.g. 
comparison of a literature reported solution with a solution obtained 
from one's own data) factor score comparison procedures were not 
assessed in the present study, Information required to calculate these 
indices (e. g. the R matrix) is generally not available to the 
researcher when comparison is made across studies. Factor pattern 
comparison was thought to be of greater interest and utility. 
3 
A different technique employed to assess factor similarity is the 
confirmatory maximum likelihood method (Joreskog, 1969). This approach 
is suggested, however, when a well defined theory with a highly specific 
structure is tested across solutions (Korth and Tucker, 1975, Gorsuch, 
1983). Ten Berge (1986) has argued that the confirmatory maximum 
likelihood method's technical problems, conceptual criticisms, and 
inability to identify where factors vary across populations make the 
technique of limited use to the practitioner. For these reasons, he has 
suggested that descriptive indices should not yet be i gnored. 
Prior to discussion of the specific matching indices employed in 
this study, it is emphasized that assessing the similarity of 
independently derived solutions is the focus of this research. When 
solutions are brought to maximum congruenc e (e. g. Tucker, 1951; 
Ahmavaara, 1954; Meredith, 1964, Baltes, Eyferth, & Schaie, 1969; 
Nesselroade & Baltes; 1970, Kaiser, Hunka, & Bianchini, 1971; Korth & 
4 
Tucker, 1975) or when one solution is rotated to match the structure of 
the other by Procrustes rotation, "the principles of evaluation of 
goodness of mutual fit is more complex and difficult" (Ca ttell, 1978, p. 
251). Given the lack of consensus as to the appropriate factor or 
component matching approach, such matters of complexity are better left 
to future research, It is also true that situations exist (e . g . in the 
evaluation of test bias) where independently derived solutions are the 
only practical sources of comparison (Reynolds & Harding, 1983). 
several researchers (Burt, 1948; Tucker, 1951; Wrigley and Newhouse, 
1955), is a measure of proportional similarity between two vectors of 
factor or component loadings. Computational simplicity and intuitive 
appeal have led to its extensive use by researchers. This measure is 
defined as: 
(~) (a,b) = cos(a,b) = a'b(a'ab'b)-1/2 
,,._ ,.,, ,- ,- ,- ,-., ,..,, ..,Al ,-I [ 1 ] 
where a and b represent individual factor or component loading vectors. 
Values of~ can range between -1.00 and +1.00 with~= 0.00 representing 
a total lack of agreement. Researchers have suggested that values 
greater than .90 (Cureton and D'Agostino, 1983; Hulaik, 1972) or ,80 
(Tucker, 1951) be employed to identify congruent factors. A maximum 
value of . 30 should result when factors expected to be non-congruent are 
matched (Andresen, Stemmler, Thom, and Irrganz, 1984), The coefficient 
of congruence is not a correlation coefficient since values used to 
compute the statistic are not deviates from their corresponding means. 
Cohen's (1969) general coefficient of relationship, rg, equals£ when 
deviations from zero are employed. Sjoberg and Holley's (1967) Hand 
the coefficient of proportionality (Zegers & ten Berge, 1985), Pij• are 
also identical to£, 
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While£ enjoys popularity, several criticisms have been leveled 
against it. A common problem is spuriously high values which result 
when factors containing variables with the same sign and a high 
p_roportion of salient loadings are compared (Pinneau & Newhouse, 1964; 
Derogatis, Serio, & Cleary, 1972). This result will occur whether or 
not the pattern of loadings on each factor is similar. Another problem 
relates to the fact that an adequate test of significance has not been 
developed for£, Korth and Tucker (1975), using simulated data, have 
explored the distribution of k when matching "chance'' factor patterns. 
Their results are of limited use, however, because factor patterns 
compared were transformed to a common space and only a limited number of 
pattern characteristics were examined. Cattell (1978) noted that an 
attempt to investigate the distributions of£ using actual data has also 
yielded limited results. Despite its drawbacks,£ remains a popular 
factor matching index. 
Ib~ f~a.~2D RI2dYkt = m2m~Dt k2~ffiki~Dt gf £QIIelati2D t.1. 
Calculation of r between factor or component loadings has been suggested 
as another matching technique. A minimum correlation of r = ,75 is 
suggested to imply factors of similar interpretation (Cliff, 1966). 
6 
This method suffers from two defects. In calculating r, information 
regarding the sign of a particular loading may be lost. Since 
deviations are calculated from the mean of each column of loadings, the 
presence of high loadings within a column may influence the mean such 
that low positive loadings will have negative deviations. The resulting 
deviations will, therefore, not reflect the actual pattern of factor 
loadings (Cattell, 1978). In addition, r is influenced by the rank 
order of factor loadings. If the rank order of loadings for two factors 
is identical, the resulting r will not vary as a result of differences 
in the magnitude of loadings between factors (Cattell, 1978). Cohen's 
(1969) rg equals r when deviates are calculated from the mean. Zegers 
a,nd ten Berge's (1985) coefficient of linearity is also identical tor. 
I~ i = ~tati~ti~. Cattell, over several phases (Cattell, 1949; 
Cattell & Baggaley, 1960; Cattell, Balcar, Horn, & Nesselroade, 1969) 
developed a non-parametric index (j) based on the presence of salient 
and non-salient (hyperplane) variables. The i index provides a test as 
to whether the number of salient loadings common between two factors or 
components could have occurred by chance. To calculate this index, the 
match between two factors or components must be assessed with respect to 
positive salients (P~), negative salients (NS), and hyperplane (H) 
variables. A tabulation table (Table 1) is constructed to calculate 
this index. The i index is then calculated as 
i = 
( 2] 
Table l 
IsQYlati2n_IaQl~-~~gyi~e4_tQ_~al~Ylate_tbe_~_ln4~~-
Factor 2 
Factor l PS H 
PS f11 f12 
H f21 f22 
NS f31 f32 
n, 1 n,2 
NS 
f13 n1 
f23 n2 
f33 03 
n,3 n 
H2t~. From Ibe i,i~ntifi, Yi~ Qf fakt2~ anali~i~ in Q~ba~i2~al and lif~ 
~~ien,~~ (p 257) by R, B. Cattell, 1978, New York: Plenum Press. 
7 
where fij represents the joint frequency of PS, NS, and H variables 
between factors. 
8 
Values of i range from +1.00 (perfect agreement) to -1.00 
(complete reflection) with 0.00 representing chance agreement between 
the two factors. Tables of significance (Cattell, 1978) based upon the 
number of variables in common and the percentage of variables present in 
the hyperplane have been developed. 
This index is not without its problems. Disagreement exists as to 
the appropriate cutoff value required to indicate a salient loading. 
This is a common problem when interpreting factor or component patterns 
in general. The value chosen is arbitrary and subjective. Cattell 
' (1978) suggested a value of± .10. This value is considered too low by 
many of today's researchers. A value of ±.30 to ±-40, more indicative 
of that actually employed by applied researchers, has been suggested 
(Velicer, Peacock , & Jackson, 1982). 
The test of significance for the i statistic has also been 
questioned. Probability values offered are estimated and apply to only 
a limited number of pattern situations (Derogatis et al., 1972). 
Cattell (1984) has stated that in his experience i is a more reliable 
index of factor matching than£• He feels, however, that the 
"computational convenience" of£ has lead to its wider use. 
KiRRa• Another method similar to that of the i statistic employs 
a 2 X 2 decision table (Table 2) created following a comparison of 
salient and non - salient loadings present in two factors or components 
of different solutions. This method also requires first deciding upon a 
cutoff value above which variables are determined to be salient. 
Table 2 
~~£iii2n_IaQl~-~2m~a~ini_D~~i~i2n~_Qn_Sali~n~~-~~t~~~n_fa~t2t~ 
Factor 1 YES 
NO 
Factor 2 
YES 
No Error: A 
Error 
NO 
Error 
No Error: B 
9 
10 
Variables are considered salient to a factor if they exceed the cutoff 
value without regard to sign. A great variety of agreement statistics 
(Fle iss, 1981) may be calculated from the type of decision table 
described in Table 2. The kappa (k) statistic (Cohen, 1960), a measure 
of agreement, is advocated because it provides a correction for chance 
expected agreement. Complete agreement between two factors is defined 
by a k of 1.00. K > 0.00 signifies agreement greater than or equal to 
the chance level, values below 0,00 represent agreement below the chance 
level. Landis and Koch (1977) provide guidelines for interpreting k. 
Values of k greater than ,75 represent excellent agreement, values 
between .40 and , 75 are indicators of fair to good agreement and values 
below .40 represent poor agreement. Cohen (1969) suggested that k less 
than zero is of academic rather than practical interest. 
Several researchers have empirically compared different approaches 
which assess factor similarity. Derogatis, et al. (1972) compared 
results obtained when~. rrv (a factor or component score (coefficient) 
method), and i were applied to real data sets representing several 
factor mat ching situations. Fixed variables and subjects - different 
rotational procedure, factorial replication, and factorial invariance 
situations were examined. Principal component analysis (PCA) was 
employed as the factor extraction technique. For all indices, the 
transition from the rotational situation to the invariance situation 
demonstrated a decrease in the comparability between factors expected to 
replicate, In all situations, the matrix of riv coefficients contained 
high diagonal values (comparison of corresponding components) and low 
off -dia gonal coefficients (comparison of non-corresponding components). 
Congruence coefficients were high for both diagonal and off-diagonal 
coefficients. Significant i statistic values resulted for both diagonal 
and off-diagonal values. The frequency of significant i statistics 
varied as a function of the hyperplane boundary selected, The more 
liberal hyperplane boundary (,35 as opposed to ,25) yielded fewer 
significant off-diagonal coefficients. Derogatis, et al, (1972) 
concluded that all three indices possessed validity, however, all 
(particularly k and j) also possessed limitations, The three measures, 
therefore, "cannot be judged in absolute terms" (Derogatis, et al., 
1972, p. 791). 
Baker (1973) matched matrices generated from sociometric rating 
data obtained from psychiatric patients. The Pearson r coefficient,£, 
§, and Nunnally's (1967) factor score matching method were employed to 
measure factor similarity, Five samples of patients ranging from N = 60 
to N = 306 were selected and a PCA solution obtained for each, 
Orthogonal rotation and two types of oblique rotation were performed. 
For each type of rotation, solutions were compared two at a time, 
Nunnally's (1967) procedure was employed only in a reduced set of 
comparisons. In addition to examining indices obtained from each 
comparison, Baker (1973) also correlated the results obtained from each 
matching procedure (i . e. Pearson r with k, Pearson r withs, etc.), 
Direct examination of each index's performance and assessment of 
correlations obtained between indices indicated that Pearson rand£ 
11 
performance were similar (particularly for orthogonal solutions), Both 
indices, however, sometimes resulted in ambiguous conclusions with 
respect to comparison of factors not expected to match. Baker (1973) 
concluded that "only the S-index provided an unambiguous, statistical 
test of the hypothesis of the equality or match of factors." This 
conclusion, however, appears to be based primarily on the argument that 
probability values are available to assess the~ statistic. The 
limitations associated with these published probability values have been 
discussed earlier. 
Reynolds and Harding (1983) employed six methods to compare (1) 
solutions obtained from black and white samples on the WISC-Rand (2) 
solutions obtained from males and females on the Revised-Children's 
Manifest Anxiety Scale (RCMAS). The six indices employed were~ 
determined from factor solutions obtained from a correlation matrix,~ 
determined from factor solutions obtained from a covariance matrix, 
Pearson r between factor loadings, Pearson r between Fisher-transformed 
factor loadings, i, and Pearson r between factor scores determined from 
t~e pooled solution with scores obtained separately for each solution. 
A principal factor method with varimax rotation was employed in each 
analysis. Comparable results were obtained across indices for each 
analysis. Reynolds and Harding (1983) stated that "conclusions would 
have remained constant in each study regardless of the index employed.'' 
(p. 723). Results were presented, however, only for comparison of 
factors expected to be similar (the diagonal of each index matrix). 
Without examination of the off-diagonal values for each index, a proper 
evaluation of matching performance cannot be made. 
12 
13 
Past research has failed to identify an index which provides 
unambiguous results when factors from two independent solutions are 
compared. Generally, researchers reported that the quality of the match 
between solutions would be consistent whatever the index employed. This 
was the case even when previously reported problems associated with 
various indices (e.g. high off-diagonal values for~; variability in~ 
with respect to hyperplane cutoff selection) arose in the empirical 
evaluation of these measures. Previous research is also limited in 
scope. Investigations were generally performed on one data set, thereby 
limiting study to the influence of one value of p (number of variables), 
m (number of factors), and N. 
The purpose of the present study was to assess the performance of 
several component matching indices(~,~. r, and k) when sample 
component patterns were matched to population component patterns. 
Component score or component coefficient methods, such as rrv, were not 
evaluated because information required to calculate these indices is 
generally not available when comparisons are made across studies. 
Matching performance both within and between indices was assessed. Of 
the indices chosen for evaluation,~.~, and rare commonly accepted as 
the more popular matching indices. Kappa was included as a less 
computationally complex alternative to~- Employing simulated data, a 
broader range of conditions than those examined in past research were 
assessed. The use of simulated data allowed direct control of variables 
manipulated and comparison to known solutions was possible. 
Index performance was assessed as a function of the manipulation 
of four variables: (1) component saturation (aij) or the size of 
component loadings. Guadagnoli and Velicer (1986) have shown that this 
variable exerted the most important influence on QY~~all component 
pattern stability. It was expected that the performance of all indices 
would be influenced by this variable, Greater component saturation was 
expected to result in more accurate index performance. (2) Sample 
14 
size. Secondary to aij• increased N has been shown to positively 
influence component pattern stability (Guadagnoli & Velicer, 1986). The 
accuracy of index performance was expected to increase with increased 
N. (3) The number of variables (p) and (4) the number of components 
(m). While these values have been observed to play a min?r role in 
QY~~all component pattern stability (Guadagnoli & Velicer, 1986), one or 
both of these factors (e.g. in combination as p/m) may influence 
matching at the component level. With respect to individual index 
performance, the magnitude of~, when non-corresponding components were 
matched, was also of interest since this index has been criticized as 
producing high values in this type of matching situation. Also, since k 
was offered as a less computationaly complex alternative to~. it was 
expected that matching performance would not differ greatly between 
these indices. 
While the influence of the factors manipulated can be predicted 
from past research, it was expected that, under the matching situations 
employed, the index which displayed the most accurate performance would 
be influenced least (relative to the other indices) by these factors. 
That is, while the performance of each index may be influenced by the 
factors manipulated, the influence should be differential if in fact one 
index is superior to the others. 
Method 
In order to assess performance of the factor matching indices 
selected, several variables were manipulated. Population and sample 
component solutions were generated as a function of various levels of p, 
m, N, and aij· An attempt was made to sample conditions which are 
similar to those often encountered by applied researchers. The 
situations generated, however, were typically simpler than real-world 
conditions. Population component patterns included variables which 
loaded on only one component. Each component was defined by an equal 
number of variables. All non-zero loadings were equal. These 
conditions may be perceived as representing relatively "clean" or 
idealized solutions, however, this study represented a necessary first 
step in the evaluation of this problem. 
15 
A principal component procedure (Hotelling, 1933) was employed to 
produce population and sample component patterns from computer-generated 
correlation matrices. Although factor analysis procedures are commonly 
recommended, Velicer (1974, 1976, 1977) and Velicer et al. (1982) 
demonstrated that principal component solutions differ little from 
solutions generated from factor analysis methods. Additionally, serious 
theoretical problems exist with the factor analysis model (Steiger and 
Schonemann, 1978). Component analysis does not suffer from some of the 
convergence problems and computational limitations that factor analysis 
does , permitting assessment of a wider range of situations (Jackson & 
Chan, 1980; Velicer & Jackson, 1985). Further, Glass and Taylor ( 1966), 
following a survey of educational research journals, reported that 
component analysis was the more frequently performed analysis. Pruzek 
and Rabinowitz (1981) 1 over a decade later, report that this trend not 
only has continued but has increased. 
Following principal component analysis of computer generated 
population and sample correla tion matrices, sample components were 
matched to population components employing each of the matching indices 
indicated above. 
16 
Methods for calculating£, i, r, and k have either been presented 
previously or are well known. For the calculation of i and k, loadings 
~ .30 were defined as salient. The i statistic was not evaluated with 
respect to associated probability values. Instead, factor replication 
as measured by the§ . statistic was " ••• considered in the same way as 
reliability, that is, with the aim being to achieve an index approaching 
unity rather than differing from zero" (Walkey & McCormick, 1985, p. 
65). Evaluation of i in this way is consistent with the commonly 
accepted interpretation of£, r, and k values. 
The performance of each index was examined as a function of five 
levels of N, two levels of p, three levels of aij• and two levels of m. 
Sample sizes of N = SO, 100, 150, 300 , and 500 were chosen to represent 
a range of levels which are often employed by the app lied researcher. 
Note that N = SO was not chosen as a practical lower limit for sample 
size but as an extremely low value to which solutions derived from 
larger sample sizes could be evaluated. 
17 
Number of variables (p) included p = 36 and p = 72. Past research 
involving pattern comparison (Guadagnoli & Velicer, 1986) suggested that 
values of p greater than or equal to 72 yielded results which were 
relatively homogeneous. 
The levels m = 6 and m = 9 were implemented for the number of 
components factor. Given the p levels employed, these values yield m/p 
ratios which are realistic relative to applied situations. 
Three levels of aij were utilized. As noted above, component 
loadings of .30 or .40 are usually regarded as salient to a particular 
component while loadings below the cutoff are ignored. Loadings 
selected for this design represented the range from close to the lower 
limit (aij = .40) to a very well defined value (aij = .80 ) above which 
loadings are usually not found. A value within the moderate range (aij 
= .60) was also included. 
The conditions described above represent 60 (5 X 2 X 2 X 3) 
possible conditions for the generation of correlation matrices. Of 
these, however, only 54 combinations were examined given the N > p 
condition necessary to perform a principal component analysis. Table 3 
provides a description of the overall design. 
18 
Population correlation matrices were generated following a 
procedure previously employed by Guadagnoli and Velicer (1986) and Zwick 
and Velicer (1982; 1986). A p x m population pattern matrix(~ was 
generated with respect to every possible p, m, and aij combination 
defined in the design. Post multiplying A by its transpose (A') 
~ ,-J 
generated a p x p matrix, a* (AA'= a*). The population correlation 
,... 
--- -
matrix<!) was obtained by replacing the elements in the diagonal of J* 
with unities. Table 4 presents an example of A for the case in which p 
= 12, m = 3, and aij = .60. A computer program developed by Montanelli 
(1975), based on a method suggested by Odell and Feiveson (1966), was 
used to generate five 1 sample ·correlation matrices from each R for every 
,-
level of N employed in the study. Principal component analysis was 
performed to obtain population and sample component patterns from their 
respective correlation matrices. 
The four indices of interest were applied to each individual 
Table 3 
p 
36 
72 
a· . l.J m 
6 
.40 9 
.60 
6 
9 
6 
• 80 9 
.40 
.60 
.80 
6 
9 
6 
9 
6 
9 
so 
X 
X 
X 
X 
X 
X 
100 
~Q~~- X indicates cell not examined: p > N, 
19 
N 
150 300 500 
Table 4 
fQRYlati2n_fatt~tn_Matti~_iAl_f2t-P-=-li~_m_=_l~_aij-=-~QQ 
m 
1 2 3 
1 0.60 o.oo o.oo 
2 0.60 o.oo o.oo 
3 0,60 o.oo o.oo 
4 0.60 o.oo o.oo 
5 o.oo 0.60 o.oo 
p 6 o.oo 0.60 o.oo 
7 o.oo 0.60 o.oo 
8 o.oo 0,60 o.oo 
9 o.oo o.oo 0.60 
10 o.oo o.oo 0,60 
11 o.oo o.oo 0.60 
12 o.oo o.oo 0,60 
20 
population - sample component comparison defined by the above design, 
Matching followed varimax rotation (Kaiser, 1958) of population and 
sample patterns. In order to facilitate comparison between components, 
a permutation matrix (Velicer, 1974, 1976, 1977), ;£., was generated. 
This matrix allowed a one to one component match to be made with the 
population pattern by permuting the columns of the sample component 
pattern. If T did not exist for a particular match, Twas defined as I, 
rv ,w ,-
the identity matrix. Matches following orthogonal Procrustes rotation 
of the sample component pattern were also considered. 
For each sample - population comparison, Gi (i = £, l, r, and k), 
,.., 
an m x m matrix, was constructed. This matrix contained index values 
for each possible population - sample component match, 
In order to compare performance between indices, a common 
statistic, root mean square deviation (RMS; the square root of the 
a~erage squared deviations between two vectors), was calculated. This 
statistic was obtained twice, once to represent the quality of 
performance relative to diagonal values of ,£.i (comparison of 
£QXX~l~QD9iDi £2m~2D~Dt1) and again to represent the quality of 
performance relative to off-diagonal values of Gi (comparison of 
-
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The indices employed in this study have in common that a perfect 
match between two components is indicated by an index value of 1.00 and 
total independence between two components is indicated by an index value 
of 0,00, By desi gn, sample component patterns were generated as a 
function of their population component pattern. It was expected, 
therefore, that Gi should equal the identity matrix (I), Whatever the 
;-J 
index involved, the diagonal elements of Gi, representing matches of 
,.., 
corresponding components, were expected to equal 1.00. Off diagonal 
elements of Gi, indicating the match between non-corresponding 
~ 
components, were expected to equal 0.00. Resulting Gi matrices varied 
~ 
from I as a function of the index's ability to describe the quality of 
rv 
the match between components and as a function of the experimental 
conditions (p, m, aij, and N) manipulated. 
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The calculation of RMS provided an indication of the average 
difference between expected (1.00 or 0.00, depending on the matching 
situation) and observed index values. For each cell in the design, 
RMSi(diag) (i = ~.~.rand k) and RMSi(off) were calculated in order to 
describe each index's performance between expected and observed values 
of diagonal and off-diagonal elements of Gi• The possible range of RMS 
,... 
values was 0.00 to 1.00. A value of 0.00 indicated perfect agreement 
between the observed index value and the expected index value. This was 
true whether assessing the quality of match between corresponding 
components or non-corresponding components. 
RMSi(diag), the deviation associated with comparison of 
corresponding components, was obtained by comparing diagonal values of 
Gi with a vector of unities. RMSi(off), the deviation associated with 
-
comparison of non-corresponding components, was obtained by comparing 
off-diagonal values of !=J with a vector of O.OOs. Wi thin each cell of 
the design, for each set of five population - sample component pattern 
comparisons, an average RMSi(diag) and RMSi(off) was calculated. 
The influence of the variables manipulated on index performance 
(Matching Performance Within Indices) was assessed through separate 
multiple regression models with RMSi(diag) and RMSi(off) as dependent 
variables. Matching Performance Between Indices was assessed through 
examination of plots generated by plotting RMSi(diag) and RMSi(off) as a 
function of the variables manipulated. 
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Results 
Five sample correlation matrices, generated for every level of N, 
were derived from each of the 12 population correlation matrices defined 
by the studr's design (i. e. defined by a combination of aij, m, and p 
levels). Following a principal component analysis of population and 
sample correlation matrices, the degree of similarity between solutions 
was assessed by calculating£, i, r, and k. For each population -
sample comparison an m x m matrix, Gi, containing index values for each 
,., 
individual component match was obtained. Resulting Gi values were 
,-J 
compared to expected index values using the RMS deviation statistic. 
Tables 5 through 7 display the average RMS~(diag), RMS1 (diag), 
RMSr(diag), and RMSk(diag) values obtained for all levels of N, p, and 
m. Each Table displays these values for a specific level of aij• 
RMSi(off) values are presented in a similar manner in Tables 8 through 
10. 
Multiple regression analysis was employed to assess the 
relationship between the factors manipulated (N, p, m, aij) and RMSi 
Table 5 
AY~tag~_EMS£(diag)~-BMSr(diag)~-BMSi(diag)~-an~_BMSk(diag)-ialY~i_f2t 
fatt~,n~-~itn-~SQ_L2a4ing~ 
p 
36 72 
m m 
RMSi(diag) N 9 6 9 6 
25 
-------------------------------------------------------------------------
£ 50 .0588 .04 73 * * 
100 .0279 ,0201 .0306 .0206 
150 .0201 .0123 .0202 .0139 
300 .0098 .0067 .0102 .0071 
500 .0063 .0040 .0066 .0043 
-------------------------------------------------------------------------
r so .0628 .0517 
* * 
100 .0293 .0229 .0331 .0230 
150 .0 212 • 0141 .0217 .0161 
300 .0108 .0076 .0113 .007 9 
500 ,0068 .0046 .0071 .0046 
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Table 5 (continued) 
-------------------------------------------------------------------------
p 
36 72 
m m 
RMSi(diag) N 9 6 9 6 
-------------------------------------------------------------------------
~ so .0409 .0381 * * 
100 .0000 .0000 .0000 .0000 
150 .0000 .0000 .0000 .0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
-------------------------------------------------------------------------
k so .0469 .0467 * * 
100 .0000 .0000 .0000 .0000 
150 .0000 .0000 .0000 .0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
Table 6 
AY~Iei~-BMS~(diag)L-BMSr(diag)L-BMSi(diag)L-ang_BMSk(diag)-~alY~i-fQI 
fatt~IDi-Hith_L~Q_L2a4inii 
p 
36 72 
m m 
RMSi(diag) N 9 6 9 6 
£ so .2234 .1505 * * 
100 .0992 .0548 .0925 .0576 
150 .0648 .0391 .0601 .0380 
300 .0296 .0198 .0303 .0191 
500 .0181 .0116 .0181 .0116 
27 
-------------------------------------------------------------------------
r so .23 99 .1688 
* * 
100 .107 9 .0634 .1014 .0671 
150 .0716 .0453 .0665 .0444 
300 .0325 .0233 .0332 .0219 
500 .0202 .0138 .0200 .0134 
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Table 6 (continued) 
p 
36 72 
m m 
RMS i(diag) N 9 6 9 6 
§. 50 .2425 .1840 * * 
100 ,0719 .0089 .0291 .0158 
150 ,0253 .0063 .0039 ,0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 . 0000 .0000 
-------------------------------------------------------------------------
k 50 .2812 .2274 * * 
100 .0826 .01 09 .0332 . 0191 
150 .0289 .0077 ,004 5 , 0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
Table 7 
AY~~ag~_BMS£(diag)~-BMSr(diag)~-BMSi(diag)~-and_BMSk(diag)-~alYei_fQ~ 
fatte~ni_~itb_£~Q_L2agin~1 
p 
36 72 
m m 
RMSi(diag) N 9 6 9 6 
29 
------------------------------------------------------------------------
£ so .8818 ,7473 * * 
100 ,6525 ,3988 ,7455 ,1711 
150 ,5364 .3193 .4 778 .1254 
300 ,2969 .0866 .1046 .0655 
500 ,0967 .0422 .0637 .0399 
-------------------------------------------------------------------------
r so • 8523 ,7475 * * 
100 .6667 .3904 ,7274 .1948 
150 • 53 79 .3331 .4889 .1430 
300 .2987 .0995 .1154 .07 56 
500 .1044 .04 98 .0703 .0467 
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Table 7 (continued) 
p 
36 72 
m m 
RMSi(diag) N 9 6 9 6 
~ 50 • 9057 • 7 901 * * 
100 .6969 .4261 , 7776 .1154 
150 • 5369 .3230 ,4645 .0561 
300 • 27 91 .0309 .0044 . 0119 
500 ,03 79 .0000 .0000 . 0000 
-------------------------------------------------------------------------
k 50 .9564 .8685 
* * 
100 ,7515 .4828 .8134 .1386 
150 ,5 707 .3675 .4815 .0668 
300 .2954 .0368 .0049 .0145 
500 .0429 .0000 .0000 .0000 
Table 8 
AY~rag~_£MS~(off)~-BMSr(off)~-BMS~ ( off)~-anQ_BMSk(off)-YslY~~-f2r 
fatt~rn~-~itb_~~Q_L2a4ing~ 
p 
36 72 
m m 
RHSi(Off) N 9 6 9 
31 
6 
-------------------------------------------------------------------------
~ so .0722 .0856 * * 
100 .04 72 .0495 .0485 .0 4 78 
150 .0426 .0359 .0364 .0403 
300 .0267 .0294 .0270 .0 269 
500 .0228 .0220 .0223 .0237 
------------------------------------------------------------------------
r so .1399 .2100 
* * 
100 .1307 .2029 .1311 .2 019 
150 .1301 .2011 .1283 .2021 
300 .1271 .2012 .12 70 .2005 
500 .1266 .2006 .1263 .2005 
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Table 8 (continued) 
p 
36 72 
m m 
N 9 6 9 6 
§. 50 .0262 .0318 
* * 
100 .0000 .0000 .0000 .0000 
150 .0000 .0000 .0000 .0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
-------------------------------------------------------------------------
k 50 .0125 .0000 * * 
100 .0000 .0000 .0000 .0000 
150 .0000 .0000 .0000 .0000 
300 .0000 .000 0 .0000 .0000 
500 .0000 .0000 .0000 .0000 
Table 9 
AY~ta&~-SMS~(off)~-BMSr(off)~-EMS~(off)~-an~_EMSk(off)-~alY~~-fQt 
~att~tn~_Hith_iQQ_L2agini~ 
p 
36 72 
m m 
N 9 6 9 
33 
6 
------------------------------------------------------------------------
£ 50 .1036 .0941 * * 
100 .0577 .0465 .0559 .0496 
150 .0448 ,0357 .0378 .0403 
300 .0295 .0292 .0286 .0296 
500 .0201 .024 7 .0232 . 0219 
----------------------------------------------------------------------
r 50 .1453 .1959 * * 
100 .1277 .1942 .1273 .1945 
150 .1256 .1951 .1235 .1959 
300 .1249 .1979 .1 245 .1979 
500 .1 244 .1993 .1 249 .1989 
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Table 9 (continued) 
p 
36 72 
m m 
RMS i( off) N 9 6 9 6 
-------------------------------------------------------------------------
§ so .1040 .0880 * * 
100 .0489 .0079 .0167 .0119 
150 .0179 .0056 .0028 .0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
-------------------------------------------------------------------------
k so .0546 .0261 * * 
100 .0264 .0000 .0000 .0000 
150 .0091 .0000 .0000 .0000 
300 .0000 .0000 .0000 .0000 
500 .000 0 .0000 .0000 .0000 
Table 10 
~Y~~ag~_BMS£(off)L-BMSr(off)L-BMS~(off)L-ang_BMSk(off)-Yal~~~-f2~ 
fstt~~D~-~itn_L~Q-L2a4in~~ 
p 
36 72 
m m 
N 9 6 9 
35 
6 
------------------------------------------------------------------------
£ 50 .2333 .2621 * * 
100 .2008 .1575 .2097 .0618 
150 .1704 .1448 .1446 .0514 
300 .1095 .0403 .0339 .0272 
500 .0433 .0264 .0236 .0196 
-------------------------------------------------------------------------
r 50 .2364 .2796 * * 
100 .2166 .2146 . 2218 .1754 
150 .1969 • 2·258 .1779 .17 99 
300 .1578 .1865 .1163 .1872 
500 .1223 , 1926 .1190 .1918 
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Table 10 (continued) 
p 
36 72 
m m 
N 9 6 9 6 
------------------------------------------------------------------------
§ 50 .2031 .2261 * * 
100 .182 8 .1535 .1968 .04 74 
150 .1608 .1256 .1399 .0214 
300 .1025 .0112 .0000 .0000 
500 .0182 .0000 .0000 .0000 
-------------------------------------------------------------------------
k 50 .1495 .1357 
* * 
100 .1315 .0807 .1661 .0009 
150 .1205 .0806 .1134 .0006 
300 .0809 .0000 .0000 .0000 
500 .0115 .0000 .0000 .0000 
values. This relationship is referred to as the simple model. For each 
index , separate analyses were performed for RMSi(diag) and RMSi(off)• 
Although the focus of this study related to the effect of N, p, m, and 
aij on index performance, additional models were also examined. These 
models included several transformations of the original independent 
variables. For example, N-1/ 2 , a transformation suggested by the 
standard error of a correlation coefficient, and p/m, the number of 
variables per component, were employed. Regression solutions were not 
significantly improved when these transformations were included. For 
this reason and for the sake of simplicity of interpretation, results 
are provided only for the simple model. 
£2mEiii§QD Qf £QI!~~EQDQing £2mEQD~nt~- Table 11 presents 
regression statistics resulting from application of the simple model to 
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prediction of RMS£(diag), RMSr(diag)• RMS~(diag)• and RMSk(diag)• In 
all cases a multiple R of > .70 was obtained. The performance of each 
index was influenced by both aij and N. Lower RMSi(diag) values (index 
values close to the expected value of 1.00) were associated with higher 
values of aij and increased N. For each index, aij surfaced as the more 
important variable as evidenced by its larger standarized regression 
coefficient. The regression coefficients associated with both p and m 
were not significant. 
The relationship of aij and Non matching performance may be 
observed in Tables 5 through 7. For all statistics, RMSi(diag) values 
were< .10 for N > 100 at aij = .60 and aij = .80. RHSi(diag) values in 
this range reflect index values > .90 . At aij = .40, the influence of N 
on RMSi(diag) values was more obvious than at higher aij• Larger sample 
Table 11 
MYl.ti~l~-B~~,~~~i2n_B~~Yl.t~_fr2111_fr~gi£.ti2n_Qf_BMSi(diag)-~~in& 
.ttuLSi111~l~_M2.!!d 
RMS i( diag) Predictor 
a·. 1. J 
N 
p 
m 
r a· . 1.J 
N 
p 
m 
a ·. 1.J 
N 
p 
m 
k a· . 1.J 
N 
p 
m 
*** p < . 001 
b 
-.591 
-.394 
-.120 
.188 
-.605 
-.401 
-.118 
.183 
-. 533 
-.386 
-.152 
.171 
-. 536 
-. 393 
-.160 
.159 
t 
-6.29*** 
-4 .15*** 
-1.26 
1.99 
-6.59*** 
-4.33*** 
-1.28 
1.99 
-5.28*** 
-3.79*** 
-1.49 
1.69 
-5.35*** 
-3.89*** 
-1.58 
1.58 
Multiple R 
• 7 5 
.77 
.71 
.71 
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sizes were required for RMSi(diag) values to approach 0.0. 
~QmQaii~2n Qf n2n=£QII~iQQngini ~QmQQn~nti, The regression 
statistics obtained following application of the simple model separately 
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to RMS£(off), RMSr(off), RMSi(off), and RMSk(off) are presented in Table 
12. For all cases, the fit of the model was reasonably good as 
indicated by multiple Rs of > ,70, Variables influencing RMSi(off) were 
not consistent across indices, 
Both increased aij and N improved RMSc(off) performance, The 
standardized regression weights reveal that N surfaced as the primary 
influence, While the same variables, in addition top, influenced 
RMSi(off) performance, aij asserted the major influence, Bigher values 
of aij were associated with lower values of RMS~(off)• For both 
RMSr(off) and RMSk(off), aij, N, and m affected the quality of matching 
performance, The major influence on RMSr(off) was m. RMSr(off) values 
decreased with an increase in the number of components. RMSk(off) 
performance was influenced most by aij· RMSk(off) approached the 
expected value (0.0) at larger levels of aij• In addition, RMSk(off) 
values decreased with decreased m. 
Tables 8 through 10 provide further evidence of the relationships 
between the variables manipulated and the quality of non-corresponding 
component matching performance. All RMS~(off), RMS~(off), and RMSk(off) 
values were< .10 at N > 100 for aij = .60 and aij = ,80. RMSi(off) 
values within this range reflect index values< .10. At aij = .40, the 
influence of Non matching performance was more obvious than at higher 
saturation levels. Greater values of N were required to yield RHSi(off) 
values which approached 0.0. Under no conditions were RMSr(off) values 
Table 12 
MYlti~l~-E~it~2§i2n_B~2Ylt2_ftQm_fx~gi~ti2n_2f_EMSi(off)-~~ini th~-
S.im~l~_M.2g~l 
RMSi(off) 
r 
k 
* p < .05 
*** p < .001 
Predictor 
a·. l. J 
N 
p 
m 
a ·. l. J 
N 
p 
m 
a · . l.J 
N 
p 
m 
a·. l. J 
N 
p 
m 
b 
-.486 
-.514 
-.18 6 
.124 
-.236 
-.240 
-.121 
-.726 
-. 549 
-.431 
-.197 
.143 
-. 531 
-.356 
-.161 
.226 
t 
-5.21*** 
-5.46*** 
-1.98 
1.33 
-2 .85*** 
-2.87*** 
-1.44 
-8.76** * 
-5.85*** 
-4. 55*** 
-2 .0 8* 
1.53 
-5.26*** 
-3.49*** 
-1.59 
2.24* 
Multiple R 
.76 
• 81 
.75 
.71 
40 
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below .10. At aij = .60 and aij = . 80 relatively constant RMSr(off) 
values were associated with each level of m employed. At aij = 4.0 
consistent relationships between RMSr(off) and N, m, and pare difficult 
to discern. It does appear, however, that for equal m and N RMSr(off) 
values associated with p = 72 were lower than values associated with p = 
36. 
~QmB§Iii2n 2f g2mBQD~nti E2ll2~ini Qxtb2i2Dal fx2,xYit~i R2t§ti2n 
Qf ~s!l!IB!~ fatt~IDi• Tables presenting RMSi values as a function of N, 
p, and mat each level of aij• obtained following Procrustes rotation, 
are displayed in Appendix A. These results did not differ a great deal 
from results following varimax rotation. This is not surprising since 
population matrices employed in this design were orthogonally 
constructed. Comparison at the aij = .80 and the aij = .60 levels 
yielded RMSi values which were nearly identical to values presented in 
previous sections, At aij = .40, Procrustes rotation did improve 
comparison between population and sample patterns with low p/m ratios 
and when N ~ 300, Improvement over varimax results was generally 
greater for comparison of non-corresponding components. 
~QmBaiiiQD Qf ,2II~iBQDgiDi £QmBQn~nti, Figure 1 displays the 
relationship of N to RMSi(diag) collapsed across levels of p, m, and 
aij• It is evident from this plot that, at equivalent levels of N, all 
indices yielded similar deviations from the expected value (1.00). Also 
evident is the relationship between RMSi(diag) and N discussed 
o.s o Figu r e l AvP r age ~IS. ( d" ) Acr oss All Levels o f a . .• p , and ::i 
l ia r, lJ 
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previously. The ability of indices to y ield deviations close to the 
expected value increased with sample size. Examination of RMSi(diag) 
values in Tables 5 to 7 also indicate that the variability in RMSi(diag) 
values across indices decreased with increased N. No index 
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out-performed the others by yielding RMSi(diag) values close to 0.0 
across all levels of N. The homogeneity of RMSi(diag) values is further 
observed in Table 13. In this table, the intercorrelations of 
RMSi(diag) values across all experimental conditions are presented. All 
correlation coefficients exceed .99. 
~QmBaiilQn Qf DQD=£QII~IBQDQiDi £QmBQD~Dti• In Figure 2 the 
relationship of RMSi(off) to N ~ollapsed across levels of p, m and aij 
is presented. This plot reveals greater variability in matching 
performance than occurred when corresponding components were matched. 
Relative to other indices, RMSr(off) values were high. RMSi(off) values 
associated with i and k resulted in the smaller deviations between 
expected and observed index values. RMS&(off) values were closer to 
those of RMSi(off) and RMSk(off) than to RMSr(off)• The 
intercorrelations between RMSi(off) values is presented in Table 14. 
The lack of similarity between RMSr(off) and the other RMSi(off) values 
is evident in this table. 
For i, k, and£, RMSi(off) values approached 0.0 with increasing 
N. While more variability in RMSi(off) values resulted between indices 
than did for RMSi(diag), RMSi(off) values were generally closer to 0.0 
at each level of N. 
RMSi(diag) and RMSi(off) values plotted in Figures 1 and 2 are 
collapsed for ease of interpretation. Index values associated with 
Table 13 
~QII~lati2n_Matiix_2f_BMSi(diag)-~alY~i 
RMS~(diag) 
RMS~(diag) 1,0000 
RMSr(diag) ,9994 
RMSi(diag) ,9945 
RMSk(diag) ,9929 
RMSr(diag) 
1.0000 
• 9927 
• 9918 
RMS§.(diag) 
1.0000 
.9994 
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RMSk(diag) 
1.0000 
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Figu r e 2 
Average !U-1Si (off) Across All Levels o f aij , p , and m 
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Table 14 
g2xx~lati2n_Matxix_2f_EMSi(off)-YalY~~ 
RMS£(off) 
RMSr(Off) 
RMS .a_( off) 
RMSk(off) 
RMS~(off) 
1.0000 
• 53 55 
• 9823 
.9572 
RMSr(Off) 
1 .0000 
.5015 
.4667 
1.0000 
• 9735 
RMSk(Off) 
1.0000 
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resulting RMS values at each level of N (e.g. k = .60 would be 
associated with RMSk(diag) = .40 at N = SO in Figure 1 and k = .06 would 
be associated with RMSk(off) = .06 at N = SO in Figure 2) should not be 
interpreted as the index value which results when components are matched 
at that level of N. That is, the values plotted in these figures are 
not benchmarks. One can not say that k = .60 is the index value 
expected when comparing components obtained from solutions generated 
with an N of SO. Tables S to 10 and the within index results discussed 
above indicated that for each index, variability in RMS values exists at 
each level of N. This variability resulted from the influence of the 
variables manipulated (primarily aij). 
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Discussion 
The purpose of this investigation was to assess performance of 
several component matching indices,£, r, ~. and k, under a variet y of 
experimental conditions. Index performance both within indices and 
between indices was assessed. With the exception of r, little 
difference in matching performance was observed. For all practical 
purposes, comparison performance for£,~. and k was indistinguishable 
when both corresponding components and non-corresponding components were 
compared. Performance of r, relative to the other indices, was 
particularly poor when non-corresponding components were compared. 
No index was free of the influence of the variables manipulated. 
When components expected to match (corresponding components) were 
compared, N and aij influenced matching performance. An increase in the 
magnitude of each of these factors resulted in more accurate performance 
for each index. The effect of the variables manipulated on comparison 
of non-corresponding components was not as consistent. In addition to N 
and aij• m influenced the performance of rand k, while p influenced~ 
performance. A direct implication of the influence of p and mis the 
level of p/m, the ratio of salient variables per component. For~ and k 
these results indicate that when better defined non-corresponding 
components (high p/m ratio) were mat ched, lower index values resulted. 
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The opposite was true for r. Here, comparison of more poorly defined 
components yielded lower index values. Given the non-additive 
properties of r, less accurate results were not unexpected under high 
p/m conditions since, by definition, a greater number of extreme 
(salient) values were present. The greater the number of salient values 
present, the more likely the mean value of the component, and therefore 
deviations from the mean, will not be accurately represented. 
Relative to the conditions appropriate for the performance of PCA 
(i.e. the presence of well defined components in terms of component 
saturation or N 1 300 under less well defined conditions (Guadagnoli & 
Velicer, 1986)) £, i and k provided average index values greater than 
.90 when corresponding components were compared and less than .10 when 
non-corresponding components were compared. Decisions made relative to 
the similarity of components based on any index would, therefore, be 
similar. This result reinforces the idea of identifiability relative to 
component solutions. Poorly defined components (p/m i 4, low component 
saturation) generated under low sample size conditions (N < 300) do not 
yield components which match their underlying population structure. 
This conclusion will be drawn whatever the matching index employed to 
assess similarity. 
While decisions made relative to£, i and k would be consistent, 
the actual index values obtained did vary. If forced to choose one 
index over all others, one might assess index performance relative to 
perfect matching performance. That is, one could determine the 
frequency of average index values of 1.00 when corresponding components 
were compared and 0.00 for comparison of non - corresponding components. 
Employing this criterion,~ and k performance was superior to£ 
performance. Under either comparison situation,£ never attained 
perfect performance. Both~ and k provided average values of 1.00 when 
corresponding components were matched in 52% of the conditions 
so 
examined. This percentage was even higher when non-corresponding 
components were matched. The~ statistic provided perfect performance 
for 56% of the conditions examined, while k met this criterion 69% of 
the time. These results support Cattell's (1984) and Baker's (1973) 
contention that~ is a more reliable index than£• Evaluation of the 
configuration of hyperplane and non-hyperplane variables as assessed by 
§ and k rather than the invariance of component loadings accounts for 
the differences observed in perfect performance between these statistics 
and£• Relative to the population patterns employed in this design, the 
computational simplicity associated with k as a result of ignoring the 
sign of salient variables did not sacrifice matching accuracy. 
In addition to the major finding of this study, several other 
points emerged. A criticism of~ has been the expected occurrence of 
high values when components containing variables of the same sign and a 
high proportion of salient component loadings, without respect to the 
pattern of loadings, are compared (Pinneau & Newhouse, 1964). This 
suggests that comparison of non-corresponding components should result 
in large rather than small£ values. Within the context of the present 
study, this did not occur. Under no condition examined did comparison 
of non-corresponding components result in average£ values which 
exceeded .30. The generation of high£ values under these conditions 
is, therefore, not an inherent characteristic of this index. 
The need for significance tables to interpret similarity 
statistics does not appear to be required. Under conditions of the 
present study, the performance of i, k and~, support Walkey and 
McCormick's (1985) notion that " ••• the concept of factor replication 
[can be] considered in the same way as reliability, that is, with the 
aim being to achieve an index approaching unity rather than differing 
from zero." (p. 65). All indices yielded high(~ .90) values under 
conditions known to match and low values(~ .10) when components were 
known to differ (when conditions were appropriate for performance of 
PCA). While observed values were close to expected values under the 
rather ideal conditions examined here, this may not be the case when 
data more reflective of applied conditions are employed. 
These results basically confirm the few empirical studies in the 
literature. Derogatis et al. (1972) and Reynolds and Harding (1983) 
concluded that major differences did not occur in the performance of~ 
and i and that conclusions based on either statis~ic would not vary. 
Here, little difference in index performance was reported. Conditions 
assessed in the present s tudy were more extensive, however, and 
comparison of both corresponding and non-corresponding performance was 
assessed. It is suspected that Reynolds and Harding (1983) would have 
observed the poor performance of r had they examined comparison of 
non-corresponding components. 
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Conclusions reported here would be consistent when Factor Analysis 
methods other component analysis are employed. Results obtained are not 
method specific . The problem under consideration was comparison of a 
sample p x m matrix to its population solution . The ability of the 
index to indicate congruence or non-congruence will not depend on the 
content (factor loadings vs component loadings) of the p x m matrices. 
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Conclusions may differ, however, under conditions representing 
more complex population patterns. The inclusion of unique and complex 
items, in addition to varied saturation, within the population pattern 
may affect the accuracy of index performance. These conditions would be 
expected to perturb the specific values of component loadings (more than 
the conditions employed in this design) and should, therefore, 
negatively affect the accuracy of~- Employing these conditions in 
future designs will determine whether the value of sample component 
loadings change to such a degree as to decrease the accuracy of i and 
k. A related issue is the choice of hyperplane bound when i or k are 
calculated. In this study .30 was employed. As the hyperplane bound 
approaches the level of salient loadings in the population, one would 
expect the performance of i and k to breakdown under certain 
conditions. Index performance will be accurate only when the value of 
sample component loadings do not vary from population loadings. Under 
conditions when this is not likely to occur (N < 300, low p/m) errors in 
deciding salience and non-salience will result and therefore the 
performance of A and k should be negatively influenced. 
To summarize, the matching performance of~, i, and k when 
comparing corresponding and non-corresponding population components to 
sample components was essentially indistinguishable. Index performance 
was primarily influenced by aij and N. No index produced accurate 
values under all experimental conditions. Under conditions appropriate 
for PCA (Guadagnoli & Velicer, 1986), however, each index yielded 
similar results. Average index values were 1 .90 when corresponding 
components were compared and 5 .1 0 for comparison of non-corresponding 
components. Both~ and k produced perfect results in greater than 50% 
of the conditions examined. Perfect perfor mance was never attained for 
f• The use of r as a viable matching index was not supported due to its 
poor matching performance relative to non-corresponding components. 
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Footnote 
1Prior to the formalization of this design five samples were 
generated for several conditions and a general comparison statistic, g 
(Guada gnoli & Velicer, 1986), was calculated as an indicator of 
similarity between the population pattern and each sample pattern. The 
standard error of the mean derived from the five comparison statistics 
generated for each cell was small. Further, for the case in which p = 
36, aij = .40, m = 6 and N = 150, five, ten and fifteen sample 
correlation matrices were generated and resulting mean gs and standard 
errors comp~red. Means and standard errors differed only in the fifth 
decimal place. These results suggest that five samples per cell are 
adequate to produce comparison statistics which are stable. 
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Appendix A 
Table A-1 
Aygrggg_SM~£(diag)L-BMSr(diag)L-EMS~(diag)L-ang_BMSk(diag)_YalY~i-
QQtsin~g_fQ1lQHing_fIQ£IYit~i-B2tati2n_2f_Sa111~l~_Fatt~xn_fQI_~att~ID~-
~ith_LaQ_LQa9iDii 
p 
36 72 
m m 
RMSi(diag) N 9 6 9 6 
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-------------------------------------------------------- ----------------
£ 50 .0587 .04 72 * * 
100 .0278 .0201 .0307 .0206 
150 .0201 .0124 .0201 .0139 
300 .0098 .0067 .0102 .0069 
500 .0062 .0040 .0066 .0043 
-------------------------------------------------------------------------
r 50 .0627 .0517 * * 
100 .0293 .0228 .0332 .0231 
150 .0212 .0142 .0218 .0160 
300 .0108 .0077 .0113 .0079 
500 .0068 .004 7 .0071 .0046 
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Table A-1 (continued) 
p 
36 72 
m m 
RMSi(diag) N 9 6 9 6 
------------------------------------------------------------------------
1l 50 .0355 .0387 * * 
100 .0000 .0000 .0000 .0000 
150 .0000 .0000 .0000 .0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
-------------------------------------------------------------------------
k 50 .0408 .04 74 
* * 
100 .0000 .0000 .0000 .0000 
150 .0000 .0000 .0000 .0000 
300 .0000 .0000 .0000 .0000 
500 .0000 . 0000 .0000 .0000 
Table A-2 
6Ygr~g~_SM~£(diag)L-SMSr(diag)L-EMS~(diag)L-ang_RMSk(diag)-YalYei_ 
QQtaineg_f2ll2~in~-~x2~,Y~t~i-R2tati2n_2f_SamPle_fatte,n_f2I_fatteini_ 
Hitb_L2Q_L2agin~i 
p 
36 72 
m m 
RMS i( diag) N 9 6 9 6 
£ so .1933 .13 95 * * 
100 .0979 .0546 .09 22 .0575 
150 .0646 .0389 .0601 .0379 
300 .0296 .0197 .0303 .0191 
500 .0181 .0116 . 0181 .0115 
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-------------------------------------------------------------------------
r so .2107 .1614 * * 
100 .1068 .06 31 .1009 .0671 
150 .0715 .0451 .0665 .0443 
300 .032 5 .0233 .0332 .0219 
500 .0202 .0138 .0199 .0135 
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Table A-2 (con tinued ) 
p 
36 72 
m m 
RMSi(diag) N 9 6 9 6 
§. so .2029 . 1516 * * 
100 .0564 .0000 .0234 .0149 
150 .0222 .0063 .0039 . 0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
-------------------------------------------------------------------------
k 50 .2369 . 1894 * * 
100 .0647 .0000 .026 7 .0181 
150 .0254 .0077 .0045 .0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
Table A-3 
AY~~sg~_gMS£(diag)~-BMSr(diag)~-BMSa(diag)~-and_BMSk(diag)-ial~ei_ 
Q~tain~g_f2ll2wini-~IQ£IYit~i-B2tati2n_2f_Sam~le_~attexn_f2,_Iattexni_ 
~itb_L~Q_L2a4inii 
p 
36 72 
m m 
RMSi(diag) N 9 6 9 6 
66 
-------------------------------------------------------------------------
£ 50 .3965 .3695 * * 
100 .3156 .2639 .3235 .1682 
150 .2447 .2029 • 23 92 .12 43 
300 .1661 .0855 .1043 .0652 
500 .0919 .04 21 .0636 .0399 
---------------------------------------------------------------------
r so .4177 .3998 
* * 
100 .3373 .2988 .3444 .1914 
150 .2586 .2144 .2550 .1418 
300 .1773 .0983 .1151 .07 53 
500 .0994 .0496 .0702 .04 67 
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Table A-3 (continued) 
p 
36 72 
m m 
RMS i( diag) N 9 6 9 6 
---------------------------------------------------------------------
~ so .4363 .4217 * * 
100 .3251 .2368 .2744 .0998 
150 .2128 .1729 .14 77 .0524 
300 .1098 .0200 .00 4 5 .0119 
500 .03 70 .0000 .0000 .0000 
-------------------------------------------------------------------------
k so .5143 • 5194 * * 
100 .3779 .2916 .3118 .1198 
150 .2446 .2114 .1662 .0 621 
300 .1251 .0241 .0049 .0145 
500 .0419 .0000 .0000 .0000 
Table A-4 
AY~Isg~_SMS£(off)~-SMSr(off)~-BMS~(off)~-ang_EMSk(off)-~al~~~-QQtaineg_ 
f2ll2~ing_fXQkIYit~~-E2tati2n_2f_Sam~le_fattei n_fQI-~atteini_~ith_~ao _ 
l!2s1.ginu_ 
p 
36 72 
m m 
RMSi(Off) N 9 6 9 6 
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-----------------------------------------------------------------------
£ so .0719 .0856 * * 
100 .04 72 .0494 .0485 .04 78 
150 .0426 .0359 .0364 .0403 
300 .0267 .0294 .0271 .0269 
500 .0228 .0220 .0223 .0237 
-------------------------------------------------------------------------
r so .13 98 .2100 * * 
100 .1307 .2030 .1311 . 2019 
150 .1300 .2010 .1283 .2021 
300 .1271 .2013 .1 270 .2006 
500 .1266 .2006 .1 263 .2005 
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Table A-4 (continued) 
---- -------------------------------------------------------------------
p 
36 72 
m m 
RMS i( off) N 9 6 9 6 
-------------------------------------------------------------------------
!! so .0223 .0324 * * 
100 .0000 .0000 .0000 .0000 
150 .0000 .0000 .0000 .0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
-------------------------------------------------------------------------
k so .0106 .0000 * * 
100 .0000 .0000 .0000 .0000 
150 .0000 .0000 .0000 .0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
-------------------------------------------------------------------------
Table A-5 
~ygr2gg_SMS£(off)~-EMSr(off)~-EMS~(off)~-ang_EMSk(off)-ialye~_QQtaine~-
f2ll2~ing_~IQ£XY~t~~-E2tati2n_Qf_Sam~l~-fattexn_f2t_fattetn~_witb_L~Q-
L2asing~ 
p 
36 72 
m m 
N 9 6 9 6 
70 
-------------------------------------------------------------------------
£ 50 .0852 .0887 * * 
100 .0558 .0455 .0551 .04 92 
150 .0443 .0351 .0376 .0401 
300 .0294 .0291 .0285 .0295 
500 .0201 .0247 .0231 .0219 
-------------------------------------------------------------------------
r 50 .133 9 .1936 
* * 
100 .126 9 .1941 .1270 .1944 
150 .1255 .1950 .123 5 .1959 
300 .124 9 .1980 .1245 .1979 
500 .1 244 .1993 .12 49 .1989 
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Table A-5 ( continued) 
p 
36 72 
m m 
N 9 6 9 6 
-------------------------------------------------------------------------
§. so .0841 ,0794 
* * 
100 .0399 .0000 .0153 .0119 
150 .0157 .0056 .00 28 .000 0 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
-------------------------------------------------------------------------
k so .0441 .0136 * * 
100 .0225 .0000 .0000 .0000 
150 .0079 .0000 .0000 .0000 
300 .0000 .0000 .0000 .0000 
500 .0000 .0000 .0000 .0000 
Table A-6 
AY~Iaie_BMS£(off)~-EHSr(off)~-EMS~(off)~-ang_BMSk(off)-Yalue~_QQtaine~-
fgllQHini_2xg~xY~te~_EQtatiQD_Qf_Sample_2attein_fQI_fattexni_Hitn_~~Q-
L2a4ini~ 
p 
36 72 
m m 
RMS i( off) N 9 6 9 6 
72 
-------------------------------------------- ---------------------------
£ 50 . 0999 .1008 * * 
100 .0959 .07 88 .0829 .0536 
150 .0739 • 0911 • 0682 .0480 
300 .0663 .03 58 .0325 .0261 
500 .0377 .0261 .0231 • 0194 
------------------------------------------------------------------------
r so .1265 .1605 * * 
100 .1308 . 1716 .1199 .1732 
150 .1212 .1831 .1189 .17 90 
300 .1266 .1853 .1160 .1870 
500 .1198 .1924 .1189 .1918 
