Hydronic heating and cooling systems are growing in complexity as the buildings and other infrastructure systems they serve demand greater efficiency and become larger. Increasing the scale and interconnectivity of these systems yields higher probabilities of component failure along with computational tractability issues. This paper presents a distributed hydronic control architecture featuring scalable computations and resiliency to component failure in both the cyberand physical-domains. In this agent-based control system, an agent is defined as a set of co-located components in the cyber-and physical-domains which together have sensations, actions, and/or goals. The proposed architecture consists of three types of agents: pumps, valves, and loads.
INTRODUCTION
The demand for greater efficiency, performance, and resiliency is driving the growing complexity found in civil infrastructure hydronic systems. The following four examples illustrate this growing trend. In HVAC systems, increased granularity of zones helps to achieve the energy saving benefits of occupancy-driven controls (Pérez-Lombard et al. 2011) . Hydronic systems with multiple boilers (Durkin 2006) heating with solar, electric, and/or gas heat can be optimized to track volatile economics or dynamic systems efficiencies, thereby reducing operating costs (DeGrove 2015).
Nuclear power, military, and other high-risk applications are demanding ever greater reliability, yielding hydronic networks with redundant flow paths and damage detection systems (Srivastava et al. 2008) . Lastly, flexibility in HVAC systems can be leveraged to provide value-added resources to electric grid operators, yielding dynamic interdependencies between these two largescale systems (Hao et al. 2014) . In all these cases, the classic independent thermostatic control paradigm no longer yields the efficient and resilient systems that society demands. To this end, this paper presents control system software and algorithms for a wirelessly-networked distributed controller with the following goals: energy efficiency, high performance, resiliency to component failures across the cyber-physical system (CPS), and low deployment cost through the use of wireless networking technology.
Hydronic systems tend to be large-scale, interconnected systems with bilinear control relationships, actuator constraints, and hybrid dynamics, which makes designing effective controllers difficult. A powerful tool for controlling such complex HVAC systems is modelpredictive control (MPC) (Afram and Janabi-Sharifi 2014) . The accurate real-time models required example (Chandan et al. 2009 ) applied graph clustering algorithms and model reduction to define agent's domains and links in a hydronic building-cooling system. Due to the hybrid dynamics, bilinearity, and networked interactions, engineers typically employ simplifications and approximations when designing controllers for hydronic networks and similar processes. Neglecting the dynamics, i.e. applying steady state analysis, yields a problem that can be solved using only the network structure, pairing inputs and outputs into a decentralized control structure (Glemmestad et al. 1996) . Adding a linearization of the bilinear dynamics, a proportionalintegral (PI) control can be implemented at each decentralized controller to modulate around the nominal steady state configuration (Uztürk and Akman 1997) . Adding the hybrid dynamics, a decentralized split range controller can be designed by solving an integer linear program (ILP) offline using a PC-based solver, e.g. CPLEX (Lersbamrungsuk et al. 2008) . To capture the linearized dynamics, constraints, and networked interactions, (and without hybrid dynamics) a distributed MPC implementation was developed to reach a Nash equilibrium among subsystems (Giovanini and Balderud 2006) . While these and other published architectures address aspects of the hydronic cooling problem at hand, to the authors' knowledge, little has been published on scalable control architectures that accurately capture the hybrid dynamics, bilinearity, and networked interactions.
The distributed control architecture proposed herein aims to address these challenges and opportunities. The manuscript continues by motivating the hydronic cooling problem and describes the modeling approach. Context is provided by way of the testbed used to simulate and experimentally verify the proposed controller. The following section develops a global objective function and the agent specifications, goals, sensations, actions, and coordination. Analytical methods, simulations, and experiments are then developed to analyze the efficacy of the proposed controller in terms of performance, resiliency, and scalability. The results of this analysis are presented and discussed, followed by a summary and conclusion.
PLANT MODEL AND DYNAMICS
The primary purpose of hydronic cooling networks is to cool thermal loads that are already too hot, or would otherwise become too hot. This goal is achieved by moving cooled water through the loads, thereby removing heat through forced convection. Typically, a reservoir contains cooled water which is pumped through a network of pipes and valves, and through thermal loads, back through the pipe network, and into the reservoir. Control hardware and software sense, compute, and actuate on the physical system to realize this goal. For control engineers, the notable characteristics of this system include: networked physics and computations, nonlinear hydronics, bilinear control relations, hybrid dynamics, and computational delays.
Hydronic Network Demonstrator
A testbed simulation environment and experimental platform (Fig. 1) is considered that captures the scalability, controllability, redundancy, and interdependencies that make the control of hydronic systems difficult. This testbed is based on the work of (Srivastava et al. 2008) . Thermal loads are represented by = 4 aluminum blocks (10×5×2.5cm), weakly coupled in pairs (T1-T2, T3-T4) with temperatures 1 , …, 4 . Resistive heaters (H1 ,…, H4) are affixed beneath each block capable of injecting 36W of heat into the thermal loads (ḣ 1 , …, ̇ℎ 4 ), only controllable in pairs. These thermal loads represent the cold-side of heat exchangers in real-world hydronic cooling problems. The thermal point-mass of the 'block' approximates the thermal mass of the heat exchanger and hot side fluid, the temperature approximates the stored energy in this thermal mass, and the heaters approximates the heat injected into the hot side fluid from the process to be cooled. , programmable with real-time C-code. The objective of the testbed is to maintain load temperatures within the safety limit, while minimizing pump energy.
Modeling the Temperature of Individual Thermal Loads
The thermal loads are assumed to be point masses of mass , specific heat capacity , and temperature . Their temperature is governed by the energy balance of heat flows from the heater, water, air, and adjacent thermal load, ̇ℎ , ̇, ̇, and ̇, respectively. Each heat flow is regulated by a heat transfer coefficient ℎ ℎ , ℎ , ℎ , and ℎ , respectively.
The state dynamics ̇ of this scalar differential system are controlled by ℎ and subjected to uncontrolled disturbances ̇, ̇ℎ , ̇, , and . To simplify the analysis, water is assumed to move with sufficient speed such that its temperature rise through a thermal load is negligible.
Therefore, the water temperature is constant throughout the network. The Dittus-Boelter correlation (Bergman 2011 ) models how , , the flowrate through the ℎ pipe of thermal load , algebraically defines ℎ , . The correlation is algebraically reduced to two parameters 0 and 1 determined empirically. This monotonically increasing function ℎ maps , to ℎ , one-toone and onto. Thus, an inverse exists and is unique. All the empirically determined thermal load model parameters are shown in Table 1 .
Derived from the energy balance and Dittus-Boelter correlation, this model of the thermal systems to be controlled, from , to , can be formulated in the canonical bilinear form of Eq. (7) with parameters defined in Eq. (8)- (14). In this equation, the state is defined by the thermal load temperature translated by a constant positive value and the control variable is defined proportional to the heat transfer coefficient that is a function of the flowrates through the thermal load.
Modeling the Hydraulic Network
A model of the hydraulic network is created to determine the map from the system level control :
In the same experiment that produced , a model of pump power was fit to measurements of the power consumed. The empirical function is a third-order polynomial fit to from this data, with 2 greater than 0.999 for each valve configuration.
The function : ↦ maps the pipe flowrates to the local thermal control variables. First, ℎ : ↦ ℎ is applied, then the linear map Ξ maps each element in ℎ to the appropriate thermal load, and summing to get the net ℎ at each thermal load. The result is then divided by to yield . Note, this assumes that ℎ is the same at every load.
:
where,
The resulting mapping from ↦ is unique; however, its inverse is not. Therefore, an arbitrary set of desired local thermal controls � may not be realizable, or may be satisfied by multiple .
However, for a given and domain � ∈ �0, �, it is guaranteed that is reachable such
The interconnections in the cyber-physical hydronic system considered in this paper are described by two the overlaid graphs ( Fig. 2) : the hydronic network and the communications network. These two networks have been designed to lie on the same graph for three reasons. Information sharing with neighbors can improve disturbance estimates and information on distant nodes is likely superfluous (Bakule 2008) . Second, a single graph reduces the number of links and nodes that must be analyzed to determine resiliency properties, since testing for failures in the physical domain can be analogous to testing for failures in the cyber-domain. Finally, physical links may serve as the actual media for wireless acoustic communication (Joseph and Kerkez 2014) .
Hybrid dynamical model
Hydronic networks are a class of hybrid dynamical systems. That is, they have states, controls, and/or disturbances in both the continuous domain and discrete domain ( 
DEVELOPING A SCALABLE DISTRIBUTED CONTROLLER
The following section develops a distributed control architecture for the hydronic testbed. First a global objective function is defined for the hydronic system. Agents are then defined in such a way that they cooperate to approach the solution of the global objective function. The cooperation contract states that agents must optimize not only their local objective function (a subset of the global objective function), but also an estimate of their actions (or requests) on the rest of the system. Additionally, a method of agent coordination is defined such that the distributed closedloop system approaches the solution that minimizes the global objective function with limited communication delay and bandwidth. Thus yielding a partially connected, noniterative, and cooperative distributed model-predictive control system as defined in (Scattolini 2009 ).
Global Objective Function
Generally, the goal of a hydronic cooling system is to maintain the thermal loads at safe temperatures (i.e. < � + �, ∈ ), while minimizing control energy. Intermittent violation of the maximum sustained safe operating temperature is admissible to save on excessive control costs as long as the violation is small (i.e. there exists a s.t. 0 < ≪ ).
Minimum-time and quadratic cost functions are common in industry. However, the former doesn't capture the efficiency objective, and the later poorly captures the efficiency objective and over specifies the safety threshold objective. To this end, Kane developed an "efficient cooling" MPC objective function with a quadratic cost on violating the safety threshold and a third-order cost on pump speed that accurately captures the pump power physics (Kane 2014 chap. 4) . That scalar objective function is extended to a global objective function of the system with weighting term ∈ ℝ + . Without loss of generality, it is assumed that the system is shifted such that the safety threshold lies on the origin (i.e., < 0 ⇔ < ).
The global MPC problem at each control instant is to determine a control trajectory = [ ( + ), … , ( + )] that minimizes the integral of over a -step prediction horizon of length .
min � ( , ; )
Over the entire horizon, the minimization must satisfy the state equation Eq. (7) for each thermal load = {1, … 4}, the hydronic system mappings and , the current state of the system ( ), and the control constraint ( ) ∈ . In this form, the optimization becomes a mixed-integer nonlinear program (MINLP) with 6 continuous variables and 4 binary variables. A problem that while solvable, isn't particularly scalable.
Defining the Agents
The centralized control problem is projected onto ten agents grouped into three classes: four thermal agents, four valve agents, and two pump agents. The thermal agents are assigned to optimize the first term in Eq. 
Thermal Agents
Each of the four thermal agents solves a constrained bilinear MPC problem to determine the desired controlled cooling � of their scalar hydronic sub-system (Kane 2014 chap. 4). The agent's local objective is the local portion of the thermal cost . Since the agents are cooperative, an estimate of the local pumping cost � , is added to to yield a cooperative local objective function .
In general, the inverse of is not unique; therefore, a unique pumping cost estimate is not guaranteed. If the flow through only a single pipe in the system is specified, then the inverse mapping of is unique, if one exists. For other cases, if both pump speeds are assumed to be identical, then this approximated mapping � is one-to-one. Thus, when the inverse of the approximation exists, it is unique. Thermal agents then estimate pumping costs for � by assuming that half of the cooling comes from each of the two pipes flowing through the thermal load.
The local MPC problem at each thermal load at each control instant then becomes the minimization of the integral of over a -step prediction horizon of length .
Over the entire horizon, the minimization must satisfy the state equation Eq. (7) for thermal load , the estimated control constraint � ( ) ∈ �0, �, and the current state of the thermal load ( ). The calculus of variations (Bryson and Ho 1975 ) and Pontryagin's Maximum principle (Kirk 2004) serve as the basis to derive the algorithm which aims to generate this optimal control trajectory � . A Hamiltonian ℋ and co-state are defined to capture the control constraint and state dynamics. Pontryagin's Maximum principle then yields the following four conditions at each step along the prediction horizon.
A first order gradient algorithm is employed to solve this two-point boundary value problem (TPBVP) at the current control step , as in ( 2) Backwards integrate ̇( ) from along the horizon using � ( −1) and ( ) .
3) Compute � ( * ) by solving the convex program at each step along the horizon using ( ) and from the state and co-state. As is standard in MPC, the first step of � is selected for implementation at time ( + ), at which time the optimization is updated.
Valve Agents
The hybrid dynamics of the centralized control problem are assumed to be time-scale separable into the fast dynamics of continuous transients and infrequent step changes in heater output. The valve agents are responsible for these slower dynamics, assumed to be steady-state. Specifically, the valves are switched such that a steady-state cooling requiring minimal pump energy is provided to each thermal load paired with thermal load , such that ≤ 0 for all ≤ 0. The (14), and the following assumptions hold.
After computing for each thermal load given ̇ℎ , a steady-state control 
Pump Agents
The pump agents' primary local objective is to minimize the power they consume. This objective guides their cooperation with the thermal agents such that the pumps generate flow to each thermal load such that ≥ � for the current .
= min
The constraint ≥ � is projected onto the domain of as � � ≥ � , a nonconvex mapping. A convex relaxation of this constraint is applied via an LMI (yielding only a 2% error) resulting in a convex program that can be solved efficiently (Scherer and Weiland 2000) . The program is solved using a custom adaptation of GSL's bounded simplex algorithm (i.e., the NelderMeade method) with an additional cost placed on violation of the constraint on . Each pump solves this whole system-wide problem in parallel. The computation in significantly shorter than the thermal agent's calculations, so the duplication of effort is worth avoiding costly and risky communication through the graph.
Agent Coordination
The agents operate as independent hybrid timed-automata that coordinate according to the following schedule for calculations and communication. The wireless bandwidth is shared using a time-division multiple access (TDMA) protocol. All communication between agents occurs over the links specified in Fig. 2 . The scheduling diagram of the resulting closed-loop hybrid system is shown in Fig. 3 . The closedloop automaton exhibits exponential stability towards ℝ − for all operating modes. Therefore, even under extreme transients, the time-scale separation of the hybrid dynamics leads to admissible paths to finite temperatures. However, these temperatures may not always be in the safe set.
REALIZATION AND ANALYSIS OF THE PROPOSED CONTROLLER
The following section illustrates the methods used to tune and analyze the performance and resiliency of the proposed control architecture. A test routine was developed for the tuning process and to analyze steady state and transient performance. The system was tuned to achieve the desired performance in MATLAB simulation, then ported to C and deployed on the network of Martlets.
Steady state analytical analyses were conducted to investigate the resiliency of the proposed architecture.
Test Routine
The test routine aims to emulate the thermal load behavior of real hydronic systems, exercise the system under a variety of nominal conditions, explore both transient and steady state behavior, and demonstrate that the assumptions made in the design of the controller are sufficiently accurate.
The hydronic systems which the testbed aims to model have loads that are on for extended periods, and loads that switch intermittently. Emulating this desired behavior, the experiment begins with 
Control System Tuning
The parameters of the control system are tuned by comparing the simulated performance on the test routine to the desired performance. Setting = 1 achieves an appropriate balance between state violation and pump use, i.e. allowing short periods of threshold violation to avoid excessive power consumption. The MPC implementation has a 500sec prediction horizon with 100 steps that are 5sec long. The horizon was selected conservatively longer than the system dynamics, while the time-step was defined approximately an order of magnitude faster than the system dynamics.
Convergence of the thermal agent optimization is defined as < 10 −6 , 250 iterations, or 5sec
elapsed. The rate of descent is initialized as 0 =0.05, and bounded 0.005 ≤ ≤ 0.3. These values were chosen such that the convergence was fast, yet reliable for all cases. All the parameters in the GSL minimization routines were left as the default values.
Analytical Resiliency Analysis
A steady state analysis of resiliency to valve failure was conducted assuming full pump flow. First, analysis of the graph in Fig. 2 illustrates that failure of V2 will not adversely affect T3 and T4, and failure of V4 will not adversely affect T1 and T2. All loads may be affected by failures of V1 detection fails, T1 and T2 would remain unaffected.
Scalability Analysis
The hydronic systems found in infrastructure systems may have hundreds of loads and valves, and Otherwise, the pumps are off. The MPC benchmark is based on the work of (Kane and Lynch 2012) , and comes in centralized and decentralized variations.
The benchmark objective function to be maximized is defined as the total estimated system utility
of doing nothing ( = 0) ∀ ∈ ( , ) minus the cost ̂( )� of the specified control trajectory, where the costs are defined as the weighted sum of the temperature, pump, and
, respectively.
The cost on temperature violation is quadratic when ≥ and quartic when temperatures are above a danger temperature = 49°, plus a negligible additional cost for switching valve states. The weights of these three costs are 0.95, 0.05, and 10 -20 respectively. To enable scalable centralized MPC implementation, pump speeds and valve configurations are assumed to be constant over the length of the prediction horizon. The agent-based implementation coordinates the units in utility maximization over six overlapping di-graphs from pump to valve to load.
SIMULATION AND EXPERIMENTAL RESULTS AND ANALYSES
To better understand the performance of the proposed controller, MATLAB simulations were conducted with the proposed controller and the benchmarks. Additionally, the proposed controller was implement on the physical testbed.
Simulation Results and Analysis
The three benchmark controllers and the proposed controller were tested in a simulation running through the test routine. To fairly compare the controllers (each optimizing its own objective) to one another, the integration of the instantaneous objective function values used by each of the controllers were retroactively computed from the simulation results. Additionally, the total computation time of the MATLAB simulation, executed in a single thread (i.e., not parallelized) of a 3.2GHz Intel Core i5 CPU is included as a metric of computational complexity. The resulting matrix of controller types and computed costs is shown in Table 2 .
As shown in Table 2 , the proposed distributed controller (row 4) significantly outperforms the constant-horizon controllers (rows 2 and 3) at their own objective function (columns 2 and 3). This may be due to the loss of optimality inherent in the constant-horizon assumption. On the other hand, the bang-bang (i.e. minimum time) controller (row 1) performs the best for the minimumtime objective (column 1), as expected. Yet, the bang-bang controller performs the worst on objective functions that include pump costs (columns 2 and 3). While the distributed controller had the second-longest run-time in MATLAB (column 4), distributing the computational load across the network of Martlets yields computation times on the order 5 seconds, as seen in the next section. Furthermore, the real-time computational delay of the proposed distributed system will grow at a more manageable rate than a centralized controller, as described in the Scalability Analysis section. Additionally, the proposed distributed controller and redundancy of the cyberphysical network, confers resilience as described in the Analytical Resiliency Analysis section.
Experimental Results and Analysis
After simulations demonstrated that the proposed controller outperformed benchmarks, the next step was to explore its potential for real-time control on a networked physical system. Each Martlet saved local measurements, observed packet losses, and computational results to internal μSD cards, creating log files of 2MB on average for each 49-minute experimental run. The data was manually collected from the μSD cards and saved to a PC for post-processing in MATLAB. estimate. These results show that the distributed control law is sub-optimal, yet can outperform other approaches (Table 2) 
NOTATION
The following symbols are used in this paper: 
