We study the problem of learning a node-labeled tree given independent traces from an appropriately defined deletion channel. This problem, tree trace reconstruction, generalizes string trace reconstruction, which corresponds to the tree being a path. For many classes of trees, including complete trees and spiders, we provide algorithms that reconstruct the labels using only a polynomial number of traces. This exhibits a stark contrast to known results on string trace reconstruction, which require exponentially many traces, and where a central open problem is to determine whether a polynomial number of traces suffice. Our techniques combine novel combinatorial and complex analytic methods.
Introduction
Statistical reconstruction problems aim to recover unknown objects while only having access to noisy samples of the underlying data. A widely-studied problem is string trace reconstruction, where the goal is to learn an unknown string of characters with high probability using independent samples from a deletion channel. More precisely, consider a path on n nodes, where each node has an unknown label from some finite alphabet. Sampling from this deletion channel involves independently deleting each node with probability q and concatenating the remaining nodes. The channel preserves the original node order, but it does not provide the indices of the deleted or remaining nodes. A sampled subsequence in this model is known as a trace.
We introduce the problem of tree trace reconstruction, which is a generalization of string trace reconstruction. Our focus on trees is motivated by applications in computational biology, such as Horizontal Gene Transfer [BKK + 18, KP08, WWC + 18], DNA Data Storage [CGK12, OAC + 18], and Phylogeny Reconstruction [Mos03, Roc07, Ste16] . From a technical point of view, tree trace reconstruction may also serve as a lens for understanding the interplay of combinatorial and analytic approaches to reconstruction problems and can be a springboard for new ideas.
Let X be a rooted tree with unknown binary labels on its n non-root nodes. We assume that X has a canonical ordering of its nodes, corresponding to some traversal from the root. The children of a node v in X have a left-to-right ordering; in other words, X has a specific planar embedding. The goal of tree trace reconstruction is to learn the labels of X with high probability, using the minimum number of traces, knowing only q, the deletion model, and the structure of X without labels. We consider two representative deletion models for trees. In both models, each non-root node v in X is deleted independently with constant probability q-the root is never deleted-and the resulting tree is called a trace. Also, in both models, deletions are associative, so it suffices to define the behavior of a single deletion. We now describe the first model, inspired by the edit distance metric on trees [Bil05] .
• Tree Edit Distance (TED) model: When v is deleted, all children of v become children of v's parent. Equivalently, contract the edge between v and its parent, retaining the parent's label. The children of v take v's place as a continuous subsequence in the left-to-right order.
A trace in the TED model is a random tree that is close to X in tree edit distance. In the TED model, deletions do not preserve the degree of nodes. For example, if X is a complete k-ary tree, then a trace can contain nodes with more or fewer than k children (see Figure 1 ). The second model that we consider, the Left-Propagation model, has the property that the number of children of a node never increases. To describe this model, we define the left-only path starting at v as the path that recursively goes from parent to left-most child, stopping at a leaf.
• Left-Propagation model: When v is deleted, recursively replace every node (together with its label) in the left-only path starting at v with its child in the path. In terms of the tree structure, this results in the deletion of the last node of the left-only path and the adjacent edge; otherwise the tree structure is unchanged. 1 Figure 1 depicts example traces in both the TED and the Left-Propagation models, for the same original tree X and the same set of deleted nodes. Note that it may not be clear from a trace which nodes were deleted. Also, observe that when X is a path (with first node as the root) or a star (with center as the root), then both models coincide with the string deletion channel.
Related Work
Previous results on string trace reconstruction Introduced by Batu, Kannan, Khanna, and McGregor [BKKM04] , string trace reconstruction has received a lot of attention, especially recently [DOS17, HHP18, HL18, HMPW08, HPP18, MPV14, NP17, VS08]. Yet there is still an exponential gap between the known upper and lower bounds for the number of traces needed to reconstruct an arbitrary string with high probability and constant deletion probability: it is known that exp(O n 1/3 ) traces are sufficient [DOS17, NP17] and Ω(n 5/4 ) traces are necessary [HL18] . Determining whether a polynomial number of traces suffice is a challenging open problem in the area. A well-studied variant is reconstructing a string with random, average-case labels, instead of arbitrary, worst-case labels [BKKM04, HPP18] . This is relevant for applications to DNA data storage [OAC + 18] .
In a few of our algorithms, we will reduce various subproblems to the string trace reconstruction problem, and hence, we will use existing results as a black box. For future reference, we precisely state the previous results now. Let T (n, δ) and T (n, δ) denote the minimum number of traces needed to reconstruct an n-bit worst-case and average-case string, respectively, with probability at least 1 − δ, where the dependence on the deletion probability q is left implicit.
Theorem 1 ( [DOS17, NP17] ). The number of traces T (n, δ) needed to reconstruct a worst-case string on n bits with probability 1 − δ satisfies T (n, δ) ln( 1 δ ) · e Cn 1/3 , for C > 0 depending on q.
Theorem 2 ( [HPP18] ). The number of traces T (n, δ) needed to reconstruct a random string on n bits with probability 1 − δ satisfies T (n, δ) ln( 1 δ ) · e C log 1/3 (n) , for C > 0 depending on q.
In terms of lower bounds, it is known that T (n, δ) = Ω(n 1.25 ) and T (n, δ) = Ω(log 9/4 (n)), for any δ bounded away from one [HL18] . The proofs of Theorem 1 rely on a mean-based algorithm, one only using the mean of single bits from traces, and the bound is optimal for mean-based algorithms [DOS17, NP17] .
Other graph reconstruction models
While we are unaware of previous work on reconstructing trees using traces (besides strings), a large variety of other graph-centric reconstruction problems have been considered.
The famous Reconstruction Conjecture, due to Kelly [Kel57] and Ulam [Ula60] , posits that every graph G is uniquely determined by its deck, where the deck of G is the multiset of subgraphs obtained by deleting a single vertex from G. Here, the (sub)graphs are unlabeled, and the goal is to determine G up to isomorphism. The Reconstruction Conjecture remains open, although it is known for special cases, such as trees and regular graphs [Kel57, LS16] .
An analogous problem exists for strings, and can be thought of as a deterministic version of string trace reconstruction. Let the k-deck of a string be the multiset of its length k subsequences. The question is to establish how large k must be to uniquely determine an arbitrary string of n bits.
Currently, the best known bounds stand at k = O( √ n) and k = exp(Ω( √ log n)), due respectively to Krasikov and Roditty [KR97] and Dudík and Schulman [DS03] . Mossel and Ross introduced and studied the shotgun assembly problem on graphs, where they use small vertex-neighborhoods to uniquely identify an unknown graph [MR19] . Ancestral state reconstruction is a generalization of string trace reconstruction, where traces are no longer independent, but instead evolve based on a Markov chain [ADHR12] . The term trace complexity has appeared in a network inference context, but the models and definition of a trace are incomparable to ours [ACKP13] . Other results on deletion channels appear in the survey by Mitzenmacher [Mit09] .
Our Results
We provide algorithms for two main classes of trees: complete k-ary trees and spiders. In a complete k-ary tree, every non-leaf node has exactly k children, and all leaves have the same depth. An (n, d)-spider consists of n/d paths of d + 1 nodes, all starting from the same root. Figure 3 depicts an example spider, and it demonstrates that both deletion models lead to the same trace for spiders. We focus on these two classes because of their varying amount of structure. Spiders behave like a union of disjoint paths, except when some paths have all of their nodes deleted. This allows us to extend methods from string trace reconstruction, with a slightly more complicated analysis. On the other hand, complete k-ary trees are so structured that we can use more combinatorial algorithms, which have proven less successful for string trace reconstruction so far. We believe our methods could be used to prove results for larger classes of trees, as well.
In what follows, we use with high probability to mean with probability at least 1 − O(1/n). Also, we let [t] for t ∈ N denote the set {1, 2, . . . , t}.
TED model for complete k-ary trees
Let X be a rooted complete k-ary tree along with unknown binary labels on its n non-root nodes. Since k = 1 and k = n are identical to string trace reconstruction, we focus on 1 < k < n. We provide two algorithms to reconstruct X, depending on whether the degree k is large or small.
We state our theorems in terms of T (k, δ), since our reductions use algorithms for string trace reconstruction as a black box and the current bounds on T (k, δ) may improve in the future.
Theorem 3. In the TED model, there exist c, c > 0 depending only on q such that if k c log 2 (n), then it is possible to reconstruct a complete k-ary tree on n nodes with exp(c · log k n) · T (k, 1/n 2 ) traces with high probability.
Theorem 1 implies that T (k, 1/n 2 ) = exp O k 1/3 if k c log 2 (n), so the trace complexity in Theorem 3 is currently exp O log k (n) + k 1/3 . This is poly(n) as long as k = O(log 3 n).
Theorem 4. In the TED model, there exists C > 0 depending only on q such that exp(Ck log k n) traces suffice to reconstruct a complete k-ary tree on n nodes with high probability.
In particular, when k is a constant, then the trace complexity of Theorem 4 is poly(n). Theorem 4 makes no restrictions on k, but uses more traces than Theorem 3 for k c log 2 n. It would be desirable to smooth out the dependence on k between our two theorems. In particular, we leave it as an intriguing open question to determine whether poly(n) traces suffice for all k log 3 (n).
Left-Propagation model for complete k-ary trees
We provide two reconstruction algorithms for k-ary trees in the Left-Propagation model, leading to the following two theorems.
Theorem 5. In the Left-Propagation model, there exists c > 0 depending only on q such that if k c log n, then T (d + k, 1/n 2 ) traces suffice to reconstruct a complete k-ary tree of depth d = O(log k n) with high probability.
When k c log n, then d + k = O(k), and we can reconstruct an n-node complete k-ary tree with exp(O(k 1/3 )) traces by using Theorem 1.
We also provide an alternate algorithm that makes no assumptions on k.
Theorem 6. In the Left-Propagation model, O(n γ log n) traces suffice to reconstruct an n-node complete k-ary tree with high probability, where γ = ln 1 1−q c k ln n + 1 ln k , for a constant c > 1.
Theorem 6 implies that poly(n) traces suffice to reconstruct a k-ary tree whenever k = O(log n) and q is a constant. Moreover, for small enough q and k, the algorithm needs only a sublinear number of traces (for example, binary trees with q < 1/2 − ε). From Theorem 1, the bound in Theorem 6 can be more simply thought of as exp(C ·(d+k)); and, in Theorem 5 as exp(C·(d+k) 1/3 ).
Spiders
Recall that the TED and Left-Propagation deletion models are the same for spiders. We provide two reconstruction algorithms, depending on whether the depth d is large or small.
Theorem 7. Assume that d log 1/q n. For q < 0.7, there exists C > 0 depending only on q such that exp(C · d(nq d ) 1/3 ) traces suffice to reconstruct an (n, d)-spider with high probability.
To understand the statement of this theorem, consider d = c log 1/q n with c < 1. A black-box reduction to the string case results in using exp( Ω(n 1−c )) traces for reconstruction (see Section 5.4), whereas Theorem 7 improves this to exp( O(n (1−c)/3 )).
Theorem 7 actually extends to any deletion probability q < 1/ √ 2 ≈ 0.707, but this requires taking d to be larger than some constant depending on q. We discuss further in Remark 1 why the regime of q > 1/ √ 2 is difficult to handle. Our approach extends previous results based on complex analysis [DOS17, NP17] . As the main technical ingredient, we prove new bounds on certain polynomials whose coefficients are small in modulus. In particular, we analyze a generating function that might be of independent interest, related to Littlewood polynomials.
For large depth d log 1/q n, full paths of the spider are unlikely to be completely deleted, and we derive the following result via a reduction to string trace reconstruction.
Proposition 8. For q < 1 and all n large enough, an (n, d)-spider with d log 1/q n can be reconstructed with 2 · T d, 1 2n 2 traces with high probability.
We leave it as an open question to unify the bounds in Theorem 7 and Proposition 8, and in particular, to determine whether the spike is necessary as d crosses log 1/q n.
Average-case labels for trees
Our results have focused on trees with worst-case, arbitrary labels. Assuming the binary labels are uniformly distributed independent bits leads to significantly improved bounds. For the string case, Theorem 2 implies that T (k, 1/n 2 ) = exp(O(log 1/3 k + log log n)) traces suffice to reconstruct a random binary string with high probability. For three of our results, we can use this as a black box and replace the dependence on T (k, 1/n 2 ) with T (k, 1/n 2 ) for average-case labeled trees. The average-case trace complexity for k-ary trees under the TED model-analogously to Theorem 3-becomes exp(O(log k (n) + log 1/3 k)) when k c log 2 (n). For the Left-Propagation modelanalogously to Theorem 5-the average-case trace complexity becomes exp(O(log 1/3 k + log log n)) when k c log n. For (n, d)-spiders with depth d log 1/q n-analogously to Proposition 8-the average-case trace complexity becomes exp(O(log 1/3 d+log log n)). Since it is straightforward to use the average-case string result instead of the worst-case result to obtain the results just described, we restrict our exposition to worst-case labeled k-ary trees and spiders.
Overview of TED Deletion Algorithms
Previous work on string trace reconstruction mostly utilizes two classes of algorithms: mean-based methods, which use single-bit statistics for each position in the trace, and alignment-based methods, which attempt to reposition subsequences in the traces to their true positions.
Although mean-based algorithms are currently quantitatively better for string reconstruction, they seem difficult to extend to k-ary trees under the TED deletion model. Specifically, mean-based methods require a precise understanding of how the bit in position j of the original tree affects the bit in position j of the trace. For strings, there is a global ordering of the nodes which enables this. Unfortunately, for k-ary trees with k / ∈ {1, n} under the TED model, nodes may shift to a variety of locations, making it unclear how to characterize bit-wise statistics. To circumvent this challenge, we provide two new algorithms, depending on whether or not the degree k is large (k c log 2 (n)). The main idea is to partition the original tree into small subtrees and learn their labels using a number of traces parameterized primarily by k and log k n, which can be much smaller than n.
When k is large enough, we will be able to localize root-to-leaf paths, in the sense that we can identify the location of their non-leaf nodes in the original tree with high probability. By covering the internal nodes of the tree by such paths, we will directly learn the labels for all non-leaf nodes. Then, we observe that the leaves can be naturally partitioned into stars of size k, and we can learn their labels by reducing to string trace reconstruction (for strings on k bits). Any improvement to string trace reconstruction will lead to a direct improvement for k-ary trees with large degree.
When k is small, our localization method fails, and we resort to looking at traces which contain even more structure (which requires more traces). We decompose the entire tree into certain subtrees and recover their labels separately. We define a property which is easily detectable among traces and show that when this property holds, we can extract labels for the subtrees that are correct with probability at least 2/3. Then, we take a majority vote to get the correct labels with high probability.
Overview of Left-Propagation Algorithms
As with the TED model, we combine mean-based and alignment-based strategies, and we provide different algorithms depending on whether the degree is large or small. The two algorithms differ in how they align certain subtrees of traces to positions in the tree.
When k is large enough (k c log n for a constant c > 0), our first algorithm will use results from string trace reconstruction as a black box. The key idea is that certain subtrees will behave as if they were strings on O(k) bits in the string deletion model. Although this does not happen in all traces, we show that it occurs with high probability. Overall, we partition X into such subtrees, and we reduce to string reconstruction results to recover the labels separately.
On the other hand, when k is small (such as binary trees with k = 2), we do not know how to reduce to string reconstruction. Instead, our second algorithm waits until a larger subtree survives in a trace. We show that this makes the alignment essentially trivial, and we can directly recover the labels for certain subtrees. Quantitatively, the trace complexity of the first algorithm is better, but the reconstruction only succeeds for large enough k.
Overview of Spider Techniques
When the paths of a spider are sufficiently long-specifically, if they have depth d log 1/q n-then with probability close to 1, no path is fully deleted in a given trace. This allows us to trivially match paths of the trace spider to paths of the original spider and then use string trace reconstruction algorithms on the individual paths, leading to Proposition 8.
When the paths of a spider are shorter (d < log 1/q n), many traces have paths fully deleted. As illustrated in Figure 3 , when paths are fully deleted from a spider, it is unclear which paths were deleted, which forces us to align paths from different traces. We bypass direct alignment-based methods and instead use a mean-based algorithm that generalizes the methods introduced in the proof of Theorem 1 by [DOS17, NP17] . The main difficulty we address is that, in contrast to strings which are one dimensional, spiders are two dimensional: one dimension representing which path in the spider a node is in, and the other representing where in a path a node is.
Outline
The rest of the paper is organized as follows. Preliminaries are in Section 2. The proofs of Theorem 3 and Theorem 4 for k-ary trees under the TED model appear in Section 3. The proofs of Theorem 5 and Theorem 6 for the Left-Propagation model appear in Section 4. The spider reconstruction preliminaries and algorithms for Theorem 7 and Proposition 8 are in Section 5. The three main sections can be read independently, after their preliminaries. We conclude in Section 6.
Preliminaries
In what follows, X denotes the (known) underlying tree, along with the (unknown) binary labels on its n non-root nodes. 
Standard tree definitions
We say that X is rooted if it has a fixed root node. We assume the root is never deleted (for further explanation see Remark 2). An ancestor (resp. descendant) of a node v is a node reachable from v by proceeding repeatedly from child to parent (resp. parent to child). We say v is a leaf if it has no children, and otherwise v is an internal node. The length of a path equals the number of nodes in it. The depth of v is the number of edges in the path from the root to v. The height of v is the number of edges in the longest path between v and a leaf. The depth of a rooted tree is the height of the root. We say that X is a complete k-ary tree of depth d if every internal node has k children and all leaves have depth d.
k-ary Tree Algorithm Preliminaries
Let X be a rooted complete k-ary tree with depth d. We index the non-root nodes according to the BFS order on X (the root is not indexed; the children of the root are {0, 1, . . . , k − 1}, etc.). We identify nodes of X with their index. For t ∈ [d], let J t be the nodes at depth t. Define I 1 := J 1 = {0, 1, . . . , k − 1}, and for t 2,
Define I := d−1 t=1 I t . We define three unlabeled subtrees of X. Let P X (i) be the path from the root to i in X. Define H X (i) as the union of the left-only path starting at i, descending to a leaf , and the k − 1 siblings of . Finally, define G X (i) := P X (i) ∪ H X (i). For clarity, if i has depth t in X (i.e., i ∈ J t ), then |P X (i)| = t + 1 and |H X (i)| = d − t + k and |G X (i)| = d + k.
Canonical subtrees of traces
We also consider certain subtrees of a trace Y . They will be analogous to P X (i), H X (i), and G X (i), and they only depend on the position of i in X. We will denote them as P Y (i), H Y (i), and G Y (i). Intuitively, they are subtrees in Y obtained by looking at nodes that should be in the same position as the corresponding ones in X. However, the node i does not necessarily belong to these subtrees (e.g., it may have been deleted in Y , or another node may be in its place). In what follows, we refer to subtrees as sequences of nodes in the BFS order, since the edge structure will be clear from context (i.e., the subtree is the induced subgraph on the relevant nodes).
We formally define P Y (i), H Y (i), and G Y (i), which are also depicted in Figure 2 . Fix i, and let u 0 , u 1 , . . . , u d−1 be the internal nodes in G X (i), where u t has depth t, and let u d , . . . , u d+k−1 be the leaf nodes, ordered left-to-right in the BFS order. Define π i : {0, 1, . . . , d − 1} → {0, 1, . . . , k − 1} so that π i (t) is the position of u t+1 in X among its siblings (the children of its parent u t ). Note that π i is independent of the labels of X. Let t i be the depth of i in X. We define P Y (i) as the path v 0 , v 1 , . . . , v t i in Y obtained from the following process. Set v 0 to be the root. Then, for
We remark that G Y (i), H Y (i), and P Y (i) depend only on π i and Y , and therefore, they do not use any label information from X. We also note that whether these subtrees are set to ⊥ will be significant, since it implies certain structural properties of traces.
If all nodes in G X (i) survive in a trace Y , then we say that Y contains G X (i). We write G Y (i) = G X (i) if the nodes in these subtrees are exactly the same (by construction, the edges will also be the same). In particular, if G Y (i) = G X (i), then we can reconstruct the labels for G X (i) by using the labels for the corresponding nodes in G Y (i). We similarly define these notions for H Y (i) = H X (i) and P Y (i) = P X (i).
Reconstructing Trees, TED deletion Model
We prove our two results for k-ary trees in the TED model.
Proof of Theorem 3 Concerning Large Degree Trees
Our algorithm utilizes structure that occurs when k c log 2 (n). Recall that for a node i in X, we think of i's children as being ordered consecutively, left-to-right, based on the BFS ordering of X.
Definition 1. Let Y be a trace of a tree X. We say that Y is b-balanced if, for every internal node i in X, at most b consecutive children of i have been deleted in Y .
Claim 9. If X has n nodes, then a trace Y is b-balanced with probability at least 1 − nq b .
Proof. Any set of b consecutive nodes is deleted with probability q b . Since there are at most n starting nodes for a run of b nodes, a union bound proves the claim.
We will reconstruct X using b-balanced traces Y . However, since we do not know how to detect whether a trace is balanced or not, we will set b large enough so that all traces are balanced with high probability. As T (k, 1/n 2 ) = exp(O(k 1/3 )), it suffices to take b = O( √ k).
The benefit of the balanced structure is that we will be able to determine the position in X of all internal nodes in Y that occur on some surviving root-to-leaf path. For the leaves, we will utilize string trace reconstruction, which applies because the k children of a node at depth d − 1 are leaves, and the deletion process for a star with k leaves is the same as for the string with k bits. We will only need T (k, 1/n 2 ) traces to reconstruct each set of k leaves with high probability.
Finding the positions and labels of root-to-leaf paths Lemma 10. Let c, c be large constants depending only on q. Assume that k c log 2 (n). For a node j ∈ J d−1 , if Y contains the path P X (j), then there is an algorithm to determine the original position in X of every node of P X (j) in Y with probability at least 1 − exp(−c √ k).
In what follows, we assume Y is b-balanced. In particular this implies that Y contains some child of every internal node in X, because k > b for k large enough (equivalently, n large enough, because k > c log 2 (n)). This property allows us to deduce the depth in X of nodes in Y . To see this, let u be any node in Y , and let t be the original depth of u in X. Then, Y contains a path from u to a leaf in Y with d − t + 1 nodes (including u). In other words, depth t nodes in X have height d − t in Y , when not deleted. As a consequence, Y contains some root-to-leaf path (u 0 , u 1 , . . . , u d ) from X, and u t has depth t in both X and Y .
Let φ : Y → X be the injective function mapping nodes in Y to their positions in X. We will determine φ(u t ) for every u t ∈ P X (j) such that Y contains P X (j) and j ∈ J d−1 . Without loss of generality, fix j and assume that P X (j) corresponds to the first d nodes (u 0 , . . . , u d−1 ). Our goal is to verify this fact by determining φ(u t ) for u t ∈ P X (j).
We know that u 0 is the root in both X and Y , so consider any depth t ∈ [d−1] and suppose that we have already determined φ(u t−1 ). Among the children of u t−1 in Y , there is a subset that were originally children of φ(u t−1 ) in X. Denote these surviving children as w 1 , . . . , w k , for 1 k k, where we order the w i from left-to-right in the BFS ordering. We can identify w 1 , . . . , w k in Y , because they will have height d − t in Y , while their siblings in Y will have height at most d − t − 1, which follows from our earlier discussion about consequences of being b-balanced. For some i , we have w i = u t , but we will more generally determine φ(w i ) for all i ∈ [k ]. We will do this by determining the original position of w i in X among the children of φ(u t−1 ).
Let a i be the (currently unknown) number of deleted children of u t−1 between w i and w i+1 , where we set a 0 (resp. a k ) to be the number of deleted nodes before w 1 (resp. after w k ) in Y . Observe that w i has position i + 0 j<i a j in X among the children of φ(u t−1 ). Therefore, our goal will be to determine a 0 , . . . , a k with high probability.
Let R i be the total number of surviving descendants in Y of these a i deleted children. Let m t = d−t =1 k be the number of edges in a complete k-ary tree of depth d − t, and observe that each of the a i deleted children has m t descendants in X, each which survive with probability (1 − q) independently. In other words, R i is a Binomial random variable with a i · m t trials and probability (1 − q) of success, and
Consider the event that, for every i = 0, 1, . . . , k , we have
(1)
We claim that Eq. (1) holds with probability at least 1 − exp(−C √ k) by a standard Chernoff bound, since the R i are Binomial random variables, where we use that
We now argue that if Eq. (1) holds, then we can determine the position of each w i among the children of φ(u t−1 ), and so, we can determine φ(w 1 ), . . . , φ(w k ). To achieve this, set a i to be the unique integer satisfying
(1), we have that a i = a i for i = 0, 1, . . . , k . We deduce that the node w i has position i + 0 j<i a j in X among the children of φ(u t−1 ), for i = 0, 1, . . . , k . Therefore, knowing φ(u t−1 ) and assuming Eq.
(1) allows us to determine φ(w i ) as well.
We now put everything together.
. When Y is b-balanced and contains P X (j), we determine the positions of the nodes in this path with probability 1 − exp(−O( √ k)). Although Y may contain P X (j) for many values of j ∈ J d−1 , there are at most n such paths. Since k c log 2 n, we can take a union bound, and we succeed in determining the positions of every P X (j) in Y with probability at least 1 − exp(−c √ k) for some constant c > 0 depending only on q.
Lemma 11. Fix j ∈ J d−1 . Using T (k, 1/n 2 ) traces that each contain P X (j), we can reconstruct the labels for P X (j) and all children of j with probability at least 1 − 2/n 2 .
Proof. Consider a trace Y containing P X (j). Using Lemma 10, we can locate every node of P X (j) in Y with probability at least 1 − exp(−c √ k). Finding the labels for P X (j) is trivial, since the path from the root to j in Y will correspond to the nodes of P X (j), in order, and these will have the correct labels. For the leaves, we will utilize the string trace reconstruction algorithm (Theorem 1). Indeed, since we have assumed that each trace Y contains P X (j), we know that the children of j in Y are a subset of the k children of j in X. Each one of these leaves is deleted with probability q independently, and they are presented in the same order as a string of length k through the deletion channel. Therefore, Theorem 1 applies, and the T (k, 1/n 2 ) traces will suffice to reconstruct the labels for the k children of j in X with probability at least 1 − 1/n 2 − exp(−c √ k). In conclusion, with probability 1 − 2/n 2 , we can reconstruct the labels for P X (j) and the children of j.
Finishing the proof of Theorem 3
Proof of Theorem 3. The path P X (j) for j ∈ J d−1 consists of d − 1 non-root nodes, and therefore it survives in a trace with probability (1 − q) d−1 . Sample C (1 − q) −(d−1) T k, 1/n 2 traces, where C is a large enough constant to guarantee that after this many traces, with probability at least 1 − O(1/n 2 ), we will see at least T k, 1/n 2 traces that contain P X (j). Using Lemma 11, we can reconstruct P X (j) and all children of j using some T (k, 1/n 2 ) traces that contain P X (j) with probability 1 − O(1/n 2 ). Applying a union bound over J d−1 with |J d−1 | n allows us to learn the labels for all nodes in X with probability 1 − O(1/n).
Proof of Theorem 4 Concerning Arbitrary Degree Trees
At a high-level, we will recover the labels for G X (i) separately for each i ∈ I, which is sufficient because these subtrees cover all of the non-root nodes in X.
The challenge is that, in the TED deletion model, G X (i) may shift to an incorrect position, even when G Y (i) =⊥. This happens, for example, when the parent of i has children deleted in such a way that i moves to the left or right, but i still has k − 1 siblings (some of which are new). The intuition for overcoming this issue is as follows. Let u be a node in G X (i) with child u that is not a leaf (so u and u both originally have k children). If u and all of its k children survive in a trace, then we will be in good shape. However, consider the situation when u survives and u is deleted. In the TED model, we expect (1 − q)k children of u to move up to become children of u. Since this occurs for every deleted child of u, we expect u to now have many more than k children.
The bad case is when u has exactly k children in a trace after some of its original children are deleted. This only happens when subtrees rooted at children of u are completely deleted. If such a subtree is large (that is, u is higher up in the tree), then this is extremely unlikely. To deal with the nodes u closer to the leaves, we use the following property to force the relevant subtrees to survive.
An obvious way for Y to be s-stable is for it to contain G X (i) and enough relevant descendants of nodes in G X (i). Let G + X (i) be the union of G X (i) and the k children of every internal node in G X (i). Then Y will be s-stable if it contains G + X (i) and at least one path to a leaf (in X) from every node in G + X (i) with height at most s. In Lemma 12, we even argue that this happens with high enough probability to achieve the bound in the theorem.
Unfortunately, we cannot directly check whether Y contains the exact nodes in G + X (i). We can check if Y is s-stable for i by examining the nodes of G Y (i) and their descendants in Y . But if Y is s-stable, then it is still not necessarily the case that G Y (i) = G X (i), since the nodes in G X (i) may have shifted in Y or been deleted.
To get around this complication, we rely on the s-stable property of a trace. We argue in Lemma 13 that if s is large enough and a trace Y is s-stable for i, then with probability at least 2/3, we have G Y (i) = G X (i). We take a majority vote of G Y (i) over O(log n) traces Y to recover G X (i) with high probability. Since the subtrees G X (i) for i ∈ I cover X, we will be done.
Analyzing and using stable traces
In what follows, we fix s = log k log 1/q (3dk) . We first show that a trace is s-stable with good enough probability.
Lemma 12. For i ∈ I, a trace is s-stable for i with probability at least (1 − q) dk+s 2 k .
Proof. Being s-stable has two conditions. First, we need G Y (i) =⊥. Let G + X (i) be the union of G X (i) and the k children of every internal node in G X (i), where |G + X (i)| = dk + 1. We will prove
Since the root is never deleted, all nodes in G + X (i) survive in a trace with probability (1 − q) dk , and so G Y (i) = G X (i) with at least this probability.
Assume that Y contains G + X (i). Let G X (i) = u 0 , . . . , u d+k−1 , and consider building G Y (i) = v 0 , . . . , v d+k−1 using π i . We argue recursively: For t ∈ [d − 1], we assume that v t = u t for all t < t, and we prove that v t = u t as well. The base case t = 0 holds because the root v 0 = u 0 is never deleted. Then, since Y contains G + X (i), we know that v t = u t has exactly k children in Y , which are the children of u t in X. Moreover, the left-to-right order of these k children is preserved in the deletion model. Therefore, the child of v t in position π i (t ) must indeed be u t +1 for all t < t. This establishes v t = u t for all t ∈ {0, 1, . . . , d − 1}. For the leaves of G X (i), when v d−1 = u d−1 , and v d−1 has k children in Y , then we must also have v d , . . . , v d+k−1 = u d , . . . , u d+k−1 .
For the second condition of s-stable, consider an internal node u t in G X (i) with height h = d − t satisfying 1 h s. Let u 0 , . . . , u k−1 be the children of u t in X. Because u j has height h − 1 in X, there is some path with h nodes from u j to a leaf in X. Consider one such path for each j = 0, . . . , k − 1 such that j = π i (t). Since there are k − 1 choices for j, let P t be the union of these k − 1 paths, where |P t | = h(k − 1) s(k − 1). The survival of P t guarantees that u j has the correct height for Y to be s-stable. Since | d−1 t=d−s P t | s 2 (k − 1), and each node survives independently with probability (1 − q), we have that P d−s , . . . , P d−1 survive with probability at least (1 − q) s 2 (k−1) .
Combining these two conditions, Y is s-stable with probability at least (1 − q) dk+s 2 k .
We now formalize the intuition that if all nodes in G Y (i) have k children, and the parents are high enough in the tree, then the children are probably correct. The reason is that subtrees rooted at their children are unlikely to be completely deleted. This is the only bad case, since otherwise, we expect deleted nodes to cause their parents to have many more than k children. Finally, since the trace is s-stable, the nodes near the leaves will be correct as well.
Lemma 13. For i ∈ I, if Y is a random s-stable trace for i, then G Y (i) = G X (i) with probability at least 2/3.
where v t and u t have depth t ∈ {0, 1, . . . , d − 1}, and v d−1 and u d−1 have children v d , . . . , v d+k−1 and u d , . . . , u d+k−1 , respectively. Our strategy is to define an event E that happens with probability at least 2/3 and implies that v t = u t for t d + k − 1. Consider t ∈ [d], and let u 0 , . . . , u k−1 be the children of u t−1 in X. Define E t to be the event that, for every j ∈ {0, 1, . . . , k − 1}, at least one node in the subtree rooted at u j survives in Y . Then, define E m = m t=1 E t and set E = E d . We first argue that when E m holds, then v t = u t for all t m. Because the root has not been deleted, we have v 0 = u 0 . Then, for t ∈ [m], we assume that v t = u t for t < t, and we prove that v t = u t .
Because Y is s-stable, v t−1 has k children in Y . Denote them v 0 , . . . , v k−1 . We need to show that u t is in position π i (t − 1) among them, so that v t = v π i (t−1) = u t . Since E t holds, there is some surviving node in Y from the subtree rooted at each original child of u t−1 in X. Moreover, since u t−1 = v t−1 , this accounts for at least k children of v t−1 in Y . Because there are exactly k children of v t−1 , it must be the case that v π i (t−1) is originally from the subtree rooted at u t in X. In particular, v π i (t−1) = u t if and only if u t survives in Y .
We claim that if u t were deleted, then it would contradict Y being s-stable, since we would have G Y (i) =⊥ instead. Indeed, the deletion of u t would cause v π i (t−1) to have height less than d − t in Y . This would imply that at some depth d with t < d < d, the node v d in G Y (i) would be a leaf, leading to G Y (i) =⊥. We conclude that u t survives in Y , and so that v t = v π i (t−1) = u t , as desired.
We have shown that E guarantees that v t = u t for all t d − 1. In particular, v d−1 = u d−1 , and the k children of v d−1 in Y must be the children of u d−1 in X. This finishes the argument that E implies that v t = u t for all t d + k − 1, that is, G Y (i) = G X (i). Now, we prove that E happens with probability at least 2/3 in an s-stable trace. We prove this in two steps. First, we argue that E d−s occurs with probability at least 2/3. Then, we show that
, and let u 0 , . . . , u k−1 be the k children of u t−1 in X. Since the height of u j is at least s, the subtree rooted at u j in X contains at least s =0 k k s nodes. The probability that all of these nodes are deleted is at most q k s .
Because s = log k log 1/q (3dk) , this is at most 1/(3dk). Taking a union bound over the k children implies that E t occurs with probability at least 1 − 1/(3d), and taking a union bound over t ∈ [d − s] implies that E d−s holds with probability at least 2/3. The final step is to prove that E happens with probability one, in an s-stable trace, assuming that E d−s holds. More precisely, we will show that E d−s+ implies E d−s+ +1 for = 0, 1 . . . , s − 1.
We have already argued that E d−s+ guarantees that v d−s+ = u d−s+ . We claim that the k children v 0 , . . . , v k−1 of v d−s+ are the original children of u d−s+ in X (and this clearly implies 
Completing the proof of Theorem 4
Proof of Theorem 4. Let A be a set of T = C log(n)/(1 − q) dk+s 2 k traces with C a large enough constant. By Lemma 12, each trace in A is s-stable for i with probability (1 − q) dk+s 2 k . Therefore, by setting C large enough and taking a union bound over i ∈ I, we can ensure that with probability at least 1 − 1/n 2 , there is a subset A i ⊆ A that of s-stable traces for i with |A i | C log n, for every i ∈ I, for a constant C to be set later.
By Lemma 13, each trace Y ∈ A i has the property that G Y (i) = G X (i) with probability at least 2/3.
we have that at least a 2/3 fraction of Y satisfy f i (Y ) = f i (X). Therefore, since |A i | C log n for a large enough constant C , we have by a standard Chernoff bound that the majority value of f i (Y ) over Y ∈ A i is equal to f i (X), with probability at least 1 − 1/n 2 . For each i ∈ I, our reconstruction algorithm will use this majority vote to deduce the labels for G X (i). Taking a union bound over i ∈ I, where |I| n, we correctly label all nodes with probability at least 1 − 2/n.
It remains to show that T = exp(O(dk)), where d = O(log k n). Recall that we have set s = log k log 1/q (3dk) . If k d, then s c log log k/ log k for a constant c, since q is a constant, and so s = O(1). If k d, then s c log log d, and in particular, s 2 < c d for some constant c . Therefore, for any k, we have T C log n · exp(c dk) for some constant c > 1 depending only on q, and since log log n < dk, we conclude that that T = exp(O(dk)).
Reconstructing Trees, Left-Propagation Model
We present our two algorithms for the k-ary trees in the Left-Propagation model.
Proof of Theorem 5 Concerning Large Degree Trees
For complete k-ary trees with sufficiently large k c log n, a trace Y has P Y (j) =⊥ for all nodes j ∈ J d−1 with high probability. When P Y (j) =⊥ and j ∈ H X (i), we can extract a subset of H X (i) that behaves as if it went through the string deletion channel (i.e., as if it were a path on |H X (i)| nodes). Therefore, using traces with P Y (j) =⊥ for all j ∈ J d−1 , we reduce to string trace reconstruction, and we reconstruct the labels for each H X (i) separately. This suffices because the subtrees H X (i) for i ∈ I partition the non-root nodes of X.
Observe that |I| = |J d−1 |, and each subtree H X (i) for i ∈ I contains exactly one node j ∈ J d−1 . This defines a bijection that maps j ∈ J d−1 to i ∈ I such that j ∈ H X (i). We first argue that P Y (j) =⊥ with high probability when k c log n.
Lemma 14. Let k c log n. In the Left-Propagation model, a random trace Y has P Y (j) =⊥ for every j ∈ J d−1 with probability at least 1 − exp(−ck).
Proof. The property that Y has P Y (j) =⊥ for every j ∈ J d−1 is equivalent to Y containing a complete k-ary subtree of depth d − 1 with the same root as X. Consider any node j ∈ J d−1 , and recall that the subtree G X (j) has d + k − 1 non-root nodes. Each non-root node in G X (j) survives independently in Y with probability (1 − q). Let E be the event that at least d nodes from G X (j) survive in Y for every j ∈ J d−1 . Because k c log n and d log k n and |J d−1 | n, a standard Chernoff and union bound implies that E holds with probability 1 − exp(−c k) for a constant c > 0 depending on q. When E holds, for all j ∈ J d−1 , every node in P Y (j) has exactly k children in Y and P Y (j) =⊥ .
Proof of Theorem 5. Let T = T (d + k, 1/n 2 ) be the number of traces needed to learn d + k bits with probability 1 − 1/n 2 in the string model with deletion probability q. We will reconstruct X with probability 1 − O(1/n) using T traces from the Left-Propagation model.
By Lemma 14, a trace Y has P Y (j) =⊥ for every j ∈ J d−1 with probability 1 − exp(−c k). This holds for all Y in a set of T traces of X with probability at least 1 − exp(−c k) for a constant c . From now on, assume that P Y (j) =⊥ for every trace we consider.
Recall that H X (i) for i ∈ I partition the non-root nodes of X, and each H X (i) contains exactly one node from J d−1 . Define the bijection ψ : J d−1 → I as ψ(j) = i for the distinct i such that j ∈ H X (i). We will extract a bit-string s Y (j) from Y for each fixed j ∈ J d−1 and use it to reconstruct the labels for H X (ψ(j)). To define s Y (j), we need some notation. Let v 0 , v 1 , . . . , v d−1 be the nodes in P Y (j), where v t has depth t in Y . Then, let v d , . . . , v d+k be the children of v d−1 in Y , where k k − 1. Let i = ψ(j) and let t i be the depth of i in X. Finally, define s Y (j) as a bit-string of length d + k − t i + 1 consisting of the labels in Y of the nodes v t i , . . . , v d+k . Decompose X into subtrees H X (ψ(j)) for j ∈ J d−1 . For each of the T traces Y , extract the bitstring s Y (j). Consider these as T traces from the string deletion model on |H X (ψ(j))| < d + k bits. More precisely, let s X (j) be the labels in X for the nodes in H X (ψ(j)). We claim that s Y (j) is a valid trace for the string deletion model with unknown string s X (j). In the Left-Propagation model, when P Y (j) =⊥, the nodes considered in Y for s Y (j) form a subsequence of the corresponding nodes in X. Therefore, since each node is deleted with probability q, the bits in s Y (j) will be a trace of the string s X (j). Though we only consider traces with at least d bits remaining, the probability that at least one trace of T has less than d bits occurs with probability at most exp(−O(k)). So by slightly increasing the factor C in T , we can use Theorem 1 to see T traces suffice to reconstruct s X (j) with probability 1 − 1/n 2 . Moreover, s X (j) are the labels for H X (ψ(j)). Taking a union bound over |I| n, we can reconstruct H X (i) for all i ∈ I with probability at least 1 − 1/n.
Proof of Theorem 6 Concerning Arbitrary Degree Trees
As in the proof of Theorem 5, we reconstruct X by reconstructing the subtrees H X (i) for i ∈ I, which partition the non-root nodes of X. Instead of reducing to string reconstruction, we will use traces with G Y (i) =⊥ to directly obtain labels for H X (i). We only need to take enough traces to balance out the fact that a trace with G Y (i) =⊥ for i ∈ I occurs with probability exp(−O(d + k)).
Recovering the labels for subtrees
We first show that if a trace satisfies G Y (i) =⊥, then we can reconstruct the labels of H X (i).
Lemma 15. In the Left-Propagation model, if G Y (i) =⊥, then H Y (i) = H X (i) and the labels for these subtrees are identical in Y and X.
Proof. Let G Y (i) = v 0 , . . . , v d+k−1 and G X (i) = u 0 , . . . , u d+k−1 , where v t and u t have depth t for t ∈ {0, 1, . . . , d−1}, and v d−1 and u d−1 have children v d , . . . , v d+k−1 and u d , . . . , u d+k−1 , respectively. Let t i be the depth of i in X. We will prove that u = v for all ∈ {t i , . . . , d + k − 1}. This is equivalent to the claim H X (i) = H Y (i). Moreover, if H X (i) and H Y (i) correspond to identical subtrees in X and Y , then all of their nodes will have the same labels.
Assume for contradiction that u = v for some ∈ {t i , . . . , d + k − 1}. Let be the smallest such index. We argue separately depending on the value of .
If ∈ {d, . . . , d + k − 1}, then all non-leaf nodes of H X (i) and H Y (i) are identical ( is the smallest index with u = v ). In the Left-Propagation model, the children of u d−1 = v d−1 do not change order, and new children of v d−1 are never inserted. Therefore, the only way for u = v with d is for a child of u d−1 to have been deleted. However, when G Y (i) =⊥, all children of u d−1 must have survived, since v d−1 has exactly k children in Y . Now consider the case when ∈ {t i , . . . , d − 1}. The property G Y (i) =⊥ ensures that v t has k children in Y for all t ∈ {0, 1, . . . , d − 1}. This implies that v t originally has depth t in X. In particular, v must correspond to a node w = u with depth in X. Because w is not in G X (i), the deletions in Y must have caused w to shift positions, ending up as v in Y . If this is the case, then for some t ∈ {0, 1, . . . , − 1}, there must be a child z of u t in X such that the subtree rooted at z in X has been completely deleted in Y . Let t be the smallest index in {0, 1, . . . , − 1} such that the subtree rooted at a child z of u t has been completed deleted in Y . We claim that v t must have fewer than k children in Y . Indeed, v t must either be u t or a descendant in X of u t , and in either case, in the Left-Propagation model, children of u t can never be inserted to replace nodes from the subtree rooted at z. Therefore, v t has fewer than k children, which contradicts G Y (i) =⊥.
Lemma 16. In the Left-Propagation model, for i ∈ I, we have G Y (i) =⊥ in a random trace Y with probability at least (1 − q) d+c k for an absolute constant c > 1.
Proof. There are d + k nodes in G X (i) and they all survive in Y with probability (1 − q) d+k . From now on, we assume this holds. Let G X (i) = u 0 , . . . , u d+k−1 , where u t has depth t ∈ {0, 1, . . . , d}, and u d−1 has children u d , . . . , u d+k−1 . Consider t ∈ [d], and let u 0 , . . . , u k−1 be the k children of u t−1 in X. Define E t to be the event that, for every j ∈ {0, 1, . . . , k − 1}, at least one node in the subtree rooted at u j survives in Y . We observe that, in the Left-Propagation model, if both d t=1 E t holds and G X (i) survives, then we have G Y (i) =⊥.
Because G X (i) surviving implies that the k children of u d−1 survive, we already know that E d holds. For t ∈ [d − 1], each child u j of u t−1 has height h = d − t + 1 in X. In particular, the subtree rooted at u j in X contains at least k d−t+1 nodes. If u j ∈ G X (i), then we have assumed it survives, otherwise there are k − 1 other subtrees. Since the subtrees considered are independent, at least one node survives from each of them (for all t ∈ [d − 1]) with probability at least
for some constant c. Putting everything together, G X (i) survives and d t=1 E t holds, and therefore G Y (i) =⊥, with probability at least (1 − q) d+k · (1 − q) ck = (1 − q) d+(c+1)k
Completing the proof of Theorem 6
Proof of Theorem 6. By Lemma 16, the probability that none of T traces satisfy G Y (i) =⊥ for some i ∈ I is at most
To ensure that at least one trace has G Y (i) =⊥ for every i ∈ I with high probability, we take T = O(T log n) traces, where T satisfies
By Lemma 15, any trace with G Y (i) =⊥ induces the correct labeling of H X (i) by using the labels for the nodes in H Y (i). In other words, with high probability, a set of T = O(T log n) traces yields a correct labeling of H X (i) for all i ∈ I. Since the subtrees H X (i) for i ∈ I form a partition of X, we can recover all labels in X. 
Reconstructing Spiders
In this section, we describe how to reconstruct spiders and prove Theorem 7 and Proposition 8. We start with preliminaries in Section 5.1. An outline of the proof for Theorem 7 is followed by the full proof in Section 5.2. The proof assumes a lemma requiring complex analysis that is deferred to Section 5.3. Proposition 8 is proven in Section 5.4. The remaining proofs of lemmas stated in this section are detailed in Section 5.5.
Spider Algorithm Preliminaries
When a labeled (n, d)-spider, X, goes through the deletion channel, we assume that its trace, Y , is an (n, d)-spider by inserting length d paths of 0s after the remaining paths and nodes labeled 0 to the end of paths. After this, traces have n/d paths of length d (excluding the root).
We define a left-to-right ordered DFS index for (n, d)-spiders, illustrated in Figure 3 . The labels increase along the length of the paths from the root and increase left to right among the paths. Specifically, if node v is in the i th path from the left and has depth j, then its label is (i−1)d+j −1. These labels will be used to define appropriate generating functions. As discussed in Remark 2, we need not consider the root as part of the generating function.
Proof of Theorem 7 Concerning (n, d)-spiders with Small d
In the regime where spiders have short paths (d log 1/q n), we use mean-based algorithms that generalize the methods of [DOS17, NP17] . Using the DFS indexing of nodes, let X be an (n, d)spider with labels {a j } n−1 j=0 and let Y be a trace of X, with the labels of Y denoted by {b j } n−1 j=0 . Consider now the random generating function n−1 j=0 b j w j for w ∈ C. Due to the special structure of spiders, the expected value of this random generating function can be computed (see Lemma 17 below), and while it is more complicated than the corresponding formula for strings, it is still tractable. This is useful since by averaging samples we can approximate this expected value.
We then show that for every pair of labeled (n, d)-spiders, X 1 and X 2 , with different binary labels, we can carefully choose w ∈ C so that the corresponding values of the respective generating functions differ in expectation at some index j = j(X 1 , X 2 ). In choosing between candidate spiders X 1 and X 2 , the algorithm deems the better match of the pair to be the spider for which the expected value of the generating function at w ∈ C is closer to the mean of the traces at j. If any spider is a better match compared to every other spider, it is said to be the best match, and the algorithm outputs that spider.
For the quantitative estimates, the key technical challenge is to lower bound the modulus of the (expected) generating function on a carefully chosen arc of the unit disc in the complex plane. Our analysis, based on harmonic measure, is inspired by [BE97] , as well as the recent work of [HHP18] .
When d is constant, the reconstruction problem on (n, d)-spiders can be reduced to string trace reconstruction (see Proposition 24). Hence, we will assume that d is greater than a specific constant (d 20 suffices). We begin by computing the expected value of the generating function for an (n, d)-spider which has gone through a deletion channel with parameter q. We denote this expected generating function by A(w), where w ∈ C.
Lemma 17. Let a = {a i } n−1 i=0 be the labels of an (n, d)-spider with labels a i ∈ R and let b = {b j } n−1 j=0 be the labels of its trace from the deletion channel with deletion probability q. Then
where the expectation is over the random labels b.
While A(w) is written as only a function of w, it implicitly depends on the labels a of the original spider. The proof of Lemma 17 is in Section 5.5, as it follows from a standard manipulation of equations. We use this generating function to distinguish between two candidate (n, d)-spiders X 1 and X 2 , which have labels a 1 = {a 1 j } n−1 j=0 and a 2 = {a 2 j } n−1 j=0 which are different (that is, there exists j ∈ {0, 1, . . . , n − 1} such that a 1 j = a 2 j ). Let Y 1 and Y 2 denote random traces with labels b 1 = {b 1 j } n−1 j=0 and b 2 = {b 2 j } n−1 j=0 that arise from passing X 1 and X 2 through the deletion channel with deletion probability q.
Define a := a 1 − a 2 and let A (w) be the expected generating function with input a. From Lemma 17 we have that
Let * := arg min 0 {a = 0} (note that * n − 1 by construction) and define
Observe that A(w) = (q d + (1 − q d )w d ) * d · A(w); accordingly, we call A(w) the factored generating function. Taking absolute values in Eq. (2) we obtain that
Ultimately, we aim to bound from below max j E b 1 j − E b 2 j by choosing w ∈ C appropriately.
To do this, we balance |w| on the left hand side of Eq. (3) with |(1−q d )w d +q d | on the right; it would be best if |w| were small while |(1 − q d )w d + q d | were large, and so a compromise is to let w vary along an arc of the unit disc D. In particular, let γ L := {e iθ : −π/L θ π/L}, where we assume that L 20, a choice which will become clear later. The following lemma bounds (1 − q d )w d + q d from below while w ∈ γ L . The proof is a standard calculation, deferred to Section 5.5.
Lemma 18. For w ∈ γ L we have that
Additionally, we bound sup γ L | A(w)| from below using Lemma 19, whose proof is in Section 5.3.
Lemma 19. Let 0 < q < 0.7 be a constant. There exists ζ ∈ γ L , as well as a constant C > 0 depending only on q, such that | A(ζ)| exp (−C · dL).
We are now ready to prove Theorem 7.
Proof of Theorem 7. Let ζ ∈ γ L be the point guaranteed by Lemma 19. Substituting ζ into Eq.
(3), we use Lemma 19 and the fact that |ζ| = 1 to see that
for a constant C > 0 depending only on q. Using the bound * < n, as well as Lemma 18 (where we drop the factor of 1 − q d in the exponent), we have that
Setting L = max{ 4π 2 nq d /C 1/3 , 20} and plugging into the display above, we find that there exists an index j such that
for some constant C > 0 depending only on q. Therefore, we have shown that there is some index j = j X 1 , X 2 where we expect the traces corresponding to X 1 and X 2 to differ significantly. Suppose spider X 1 goes through the deletion channel and we observe T samples, S 1 , . . . , S T where sample S t has labels {u t j } n−1 j=0 . Let η denote the right hand side of Eq. (4). We say that a spider X 2 is a better match than X 1 for traces {S t } t∈[T ] if at the index j = j(X 1 , X 2 ), X 2 looks closer to the traces than X 1 ; that is, if
As before, the expectation is over the random labels b 1 and b 2 . A Chernoff bound implies that if the traces {S t } t∈[T ] came from spider X 1 , then the probability that X 2 is a better match than X 1 is at most exp(−T η 2 /2). Repeating this for all pairs of binary labeled (n, d)-spiders, the algorithm outputs X * , the (n, d)-spider which is a better match than all others (the best match), if such a spider exists. Otherwise, the algorithm outputs a random binary labeled (n, d)-spider.
Lastly, we show that the algorithm correctly reconstructs an (n, d)-spider with high probability when d log 1/q n. We bound from above the probability that the algorithm does not find that X 1 is the best match by a combination of a union bound and a Chernoff bound (as discussed above). The probabilities below are taken over the random traces {S t } t∈[T ] :
Pr[X 2 is a better match than X 1 ] 2 n · exp −T η 2 /2
for a constant C > 0 depending only on q. This latter expression is at most 1/n if and only if T 2n 2 (n ln(2) + ln(n)) exp Cd nq d 1/3 .
This holds if T exp cd nq d 1/3 for a large enough constant c depending only on q.
Proof of Lemma 19
We assume basic knowledge of subharmonic functions and harmonic measure. For background, we refer readers to any introductory complex analysis book (e.g., [Ahl53, GM05] ). For a more elementary (but slightly weaker) bound, see Lemma 25 in Section 5.5.
Let Ω ⊂ C be a bounded, open region, and let ∂Ω denote its boundary. The harmonic measure of a subset γ ⊂ ∂Ω with respect to a point w 0 ∈ Ω, denoted µ w 0 Ω (γ), is the probability that a Brownian motion starting at w 0 exits Ω through γ. Let f (w) denote an analytic function; we will choose f = A, which is a polynomial and hence analytic. Given |f (w 0 )| at a point w 0 ∈ Ω and a condition on the growth of |f | in Ω, we utilize harmonic measure to bound |f | on ∂Ω. Specifically, we use that log |f | satisfies the sub-mean value property: for all w 0 ∈ Ω we have that
As in Eq. (5), we will define a region of integration where the value of log A(w) is controlled along the boundary, and the boundary will contain γ L = {e iθ : −π/L θ π/L}. We need to separate this boundary into a few different pieces and use different techniques to upper bound log | A(w)| on each curve. In fact, the methods of [HHP18] show a lower bound for sup γ L |f (w)| for an analytic function f (w) satisfying the growth condition in Lemma 21 (see below), by using Eq. (5) and a particular choice of w 0 . We show that A satisfies the growth condition specified in Lemma 21, then borrow techniques from [HHP18] to upper bound the right hand side of Eq. (5). However, we have to work more to find an appropriate point w 0 ∈ D in order to find a lower bound for the left hand side of Eq. (5), so that we can also show a lower bound for sup γ L | A(w)|. We discuss this difficulty in Remark 1.
In what follows, open discs of radius r centered at a point z are denoted as D r (z). The unit disc, D 1 (0), is an exception, denoted as D. Recall that L 20, and let upper and lower case c's with tick marks denote constants depending only on q.
Proof of Lemma 19. First, we choose an appropriate point w 0 where we can lower bound A(w 0 ) , as stated in Lemma 20.
Lemma 20. Let q < 0.7 and for fixed integer d > 0, let w 0 := −q if d is odd and w 0 := qe i·π(d−1)/d if d is even. Then there exists a constant c > 0 depending only on q such that A(w 0 ) e −c·d .
The calculation justifying the bound is standard and deferred to Section 5.5, but the choices of w 0 are quite careful. The choices depend on the parity of d so as to control the sign of w d 0 . With these choices we can relate |q + (1 − q)w 0 | to |q d + (1 − q d )w d 0 |, a motive which becomes clear in the proof of Lemma 20. Note that our inability to handle constant q 1/ √ 2 comes from Lemma 20, as detailed in Remark 1.
In the following we fix w 0 according to the specifications of Lemma 20. Next, we define a region Ω L that contains w 0 , and whose boundary we integrate over; see Figure 4 for an illustration. For a translate h L ∈ R + , let
Observe that L 20 implies h L 1/10. We also define a rectangle R ⊂ D that has the following properties: R contains w 0 , R has nonempty intersection with D L , and ∂R has bounded distance from w 0 and ∂D. As we only consider q bounded away from 1 and d 20, we may (and will) choose R to be centered about the real axis, with height 1/5 and with length extending from −0.8 to 1/2. Our region of integration is then defined as Ω L := (D ∩ D L ) ∪ R.
We partition the boundary of Ω L into three parts by defining
We thus have that ∂Ω L = γ L ∪ γ L ∪ γ L ; see Figure 4 , where the different parts of the contour are colored differently. Using the sub-mean value property, we see that
Next, we upper bound each of the integrals. Our upper bounds for γ L and γ L are simple modulus length bounds. We start with the integral over γ L . We know that the boundary ∂Ω L has constant length, the curve γ L has length bounded by c/L for some constant c, and w 0 is bounded away from γ L . Therefore the probability that a Brownian motion starting at w 0 exits Ω L through the arc γ L is at most C/L for some constant C. That is, µ w 0 Ω L (γ L ) C/L, where we can choose C to hold for all w 0 as q and d vary. Therefore we have that
Somewhat more work is needed to show that
To prove these bounds, we use Lemma 21, a growth condition for the generating function.
Lemma 21. For all w ∈ D and all deletion probabilities q ∈ (0, 1), we have A(w) 1 (1−q)(1−|w|) . The proof of Lemma 21 is a triangle inequality calculation that we defer to Section 5.5. We can directly apply Lemma 21 to bound the integral over γ L . By our choice of R and the fact that h L 1/10, we have for all w ∈ γ L that |w| 0.83. Applying Lemma 21, we see that A(w) 10/(1 − q) for all w ∈ γ L . Noting that harmonic measure is a probability measure and thus µ w 0 Ω L (γ L ) 1, we have that
We turn now to the integral over γ L , where we cannot use modulus length bounds because as |w| approaches 1, the factor 1/(1 − |w|) becomes arbitrarily large. However, we can still use Lemma 21 to obtain that
It remains to bound the integral on the right hand side of the display above. A Brownian motion in Ω L starting at w 0 must hit the segment s L = {w ∈ Ω L : Re(w) = 1 4 + h L } before it hits γ L , so
Note that z and ∂Ω L will not be arbitrarily close. Considering Brownian motions starting at z, we will upper bound the probability that it exits Ω L through γ L by the probability that it exits D L through γ L . As z is bounded away from ∂Ω L and ∂D L , the measures µ z D L and µ z Ω L are equivalent, meaning they have the same null sets. Then by the Radon-Nikodym theorem, there exists a measurable function f = dµ z Ω L /dµ z D L such that for any measurable set S, µ z Ω L (S) = S f (w)dµ z D L (w). From the probabilistic definition of harmonic measure, observe that there exists a constant c > 0 such that for any measurable S ⊂ γ L ,
Since µ z Ω L /µ z D L is bounded on γ L , so is f up to a set of measure 0 2 . The upper bound on f almost everywhere is sufficient. Then returning to our remaining integral over γ L , we obtain the upper bound
We move to harmonic measure with respect to a disc, instead of Ω L , so that we can switch measures to integrate with respect to angles on the disc. Specifically, we have an explicit form for the Radon-Nikodym derivative. Letting s denote the arc length measure and D r denote a disc of radius r containing the point z, dµ z Dr /ds at a point ζ ∈ ∂D r is the Poisson kernel P (z, ζ) = r 2 −|z| 2 2π·r|z−ζ| 2 . Note that P (z, ζ) is uniformly bounded above by a constant for all ζ ∈ γ L , as all z ∈ s L are bounded away from γ L , since w ∈ γ L has Re(w) 1/2. This is a useful observation, as now we can integrate with respect to the angle on D L between w = (1/2 + h L ) + e iθ /2 ∈ γ L and x = e iπ/L = 1/2 + h L + e iθ 0 /2, while only gaining a constant factor depending on q in the upper bound. Recall x is the intersection point of ∂D L and ∂D in the first quadrant. We use the following lemma to obtain a new bound. There are several proofs for it using only elementary geometry, and we include one in Section 5.5.
Lemma 22. For translate 0 < h L 1/10 satisfying e iπ/L ∈ D L ∩ D, consider the points w = (1/2 + h L ) + e iθ /2 with 0 θ π/2, and x = e iπ/L = 1/2 + h L + e iθ 0 /2 with 0 θ 0 θ. Then 1 − |w| 1 64 (θ − θ 0 ) 4 . As our region of integration is symmetric, it suffices to only show the inequality for γ L in the first quadrant. From the boundedness of the Poisson kernel and Lemma 22,
2 If f is unbounded on a set of positive measure, A ⊂ γ L , then for all C, f
Having proven the bounds on the integrals in Eq. (6) and Eq. (7), we are now ready to conclude the proof of Lemma 19. Combining these bounds with Lemma 20 and the sub-mean value property inequality, we see that
where all constants are positive and depend only on q. Rearranging, we now have the lower bound sup w∈γ L A(w) exp (−C dL) for some constant C depending only on q. As γ L is a closed arc, there exists ζ ∈ γ L such that | A(ζ)| = sup w∈γ L A(w) , as desired.
Bounds for Spiders from String Trace Reconstruction
String reconstruction methods can be used as a black box for spiders. For depth d log 1/q n, this achieves the best known bound. However, for smaller depths, our algorithm is more efficient.
Large depth (n, d)-spiders
Proof of Proposition 8. With probability (1 − q d ) n/d , a trace contains at least one non-root node from each of the n/d paths in the spider. When all paths are present, we can match paths of the trace to paths of the original spider and learn paths separately. Using only such traces, we are faced, for each path, with a string trace reconstruction problem with censoring (see Appendix A), where the string length is d, the deletion probability is q, and the censoring probability is γ = 1− 1 − q d n/d−1 . Lemma 26 in Appendix A (with ε = 1/2) tells us that
where the second inequality holds (for all n large enough) because 1 − q d n/d → 1 as n → ∞ when d log 1/q n. That is, if we observe 2·T d, 1 2n 2 traces of the spider, then the bits along each specific path can be reconstructed with error probability at most 1/n 2 . Hence, by a union bound the bits along all paths can be reconstructed with error probability at most (n/d) × (1/n 2 ) 1/n. We can extend Proposition 8 to the following result. We omit the proof, which follows the same outline and ideas as the proof of Proposition 8.
Proposition 23. For n large enough, α 0, and d log 1/q n − log 1/q log 1+α n , an (n, d)-spider can be reconstructed with exp (C (log α n)) · T d, 1 2n 2 traces with high probability, where C is a constant depending only on q.
Small depth (n, d)-spiders
When d = c log 1/q n with constant 0 < c < 1, the same reconstruction strategy still applies, but it does worse than our mean-based algorithm (which results in Theorem 7). In this regime of d, to ensure that with high probability we see even a single trace containing all n/d paths, we must take exp Ω n 1−c / log n traces. It suffices to take exp O n 1−c / log n · T d, 1/n 2 = exp(Õ(n 1−c )) traces to ensure that enough traces contain all n/d paths. However, our mean-based algorithm resulting in Theorem 7 does better than this, requiring only exp( O(n (1−c)/3 )) traces to reconstruct.
We observe that the previous results on string trace reconstruction can also be used to derive the following proposition (in addition to Proposition 8 and Proposition 23). The consequences are twofold: (i) when d = O(1), then the trace complexity of spiders is asymptotically the same as strings, and (ii) our result in Theorem 7 offers an improvement when d = ω(1).
Proposition 24. For d < log 1/q n, we can reconstruct an (n, d)-spider with high probability by using at most exp
traces, for C > 0 depending on q.
We sketch the proof. A path in the spider of depth d retains all of its nodes with probability (1 − q) d . Equivalently, some node is deleted with probability q = 1 − (1 − q) d . For any trace, consider the modified channel that deletes any path entirely if it is missing at least one node. With this modification, every row of the spider behaves as if it were a string on n/d bits in a channel with deletion probability q . Opening up the proof of Theorem 1, for non-constant deletion probability q = 1 − (1 − q) d , then gives the proposition.
Additional Proofs and Remarks for Reconstructing Spiders
Remark 1 (Remark for Theorem 7). In the proof of Lemma 19, which is needed to prove Theorem 7, we are unable to handle general generating functions with deletion probability 1/ √ 2 < q < 1. We require some anchor point, w 0 , for which we can lower bound | A(w 0 )| and a simple curve surrounding w 0 for which we can upper bound | A(w)| along that curve. For any fixed |w| > 1, for d = Ω(1) we see that |(1 − q d )w d + q d | > 1 for sufficiently large n. This results in terms on the order of c n/d in our generating function, for constant c > 1. So our anchor point cannot lie outside of D, and more specifically the surrounding curve cannot leave D.
Inside the unit disc, upper bounds on | A(w)| have a nice form due to Lemma 21. It seems for any fixed point in w 0 ∈ D, there is a factored generating function A(w) which is small at w 0 , |A(w 0 )| = Θ(q d ). However it is not clear whether for every factored generating function A(w) there is some w 0 ∈ D, not tending to the boundary, such that | A(w 0 )| > c for come constant c depending only on q. Such arguments are common in complex analysis for families of analytic functions which are sequentially compact, but our family of generating functions does not satisfy this property.
Proof of Lemma 17. We index the non-root nodes of the spider according to the DFS ordering described in Section 5.1. We can uniquely write any j ∈ {0, 1, . . . , n − 1} as j = d · s j + r j with s j ∈ {0, 1, . . . , n/d − 1} corresponding to a particular path of the spider and r j ∈ {0, 1, . . . , d − 1} describing where along this path node j is. Consider two nodes, j = d · s j + r j and = d · s + r , with j . After passing a through the deletion channel to get the trace b, b comes from a j if and only if a j is retained, exactly r of the first r j nodes in the path of j are retained, and exactly s of the first s j paths are retained. This leads to the following generating function:
where we used linearity of expectation and interchanged the order of summation. Observing that the sums are binomial expansions we have that
which proves the claim.
Proof of Lemma 18. Writing w = cos(θ) + i sin(θ), we see that cos(dθ) ). Now using the fact that 1 − cos(y) y 2 /2, as well as the inequality 1 − y exp(−4y) which holds for all y ∈ [0, 0.9] (in our case indeed q d (1 − q d )d 2 θ 2 ∈ [0, 0.9] for all possible parameter values), we obtain that
Taking a square root of the last line shows
. Finally, the assumption that w ∈ γ L implies that θ 2 π 2 /L 2 and the claim follows.
Proof of Lemma 20. We will consider the case of even and odd d separately, starting with the cleaner case of when d is odd. Recall that we assume that d 20 and we choose w 0 = −q when d is odd and w 0 = qe i·π(d−1)/d when d is even. Let α := |q + (1 − q)w 0 | and β := |q d + (1 − q d )w d 0 |. When d is odd, α = q 2 , and also w d 0 = −q d , hence β = q 2d . When d is even, w 0 is still chosen so that w d 0 = −q d and thus β = q 2d , as in the case when d is odd. It is clear geometrically that α q 2 , but we include the calculation as well: α = (Re(q + (1 − q)w 0 )) 2 + (Im(q + (1 − q)w 0 )) 2 = (q + (1 − q)q cos(π(d − 1)/d)) 2 + ((1 − q)q sin(π(d − 1)/d))) 2 = 2q 2 (1 − q)(1 + cos(π(d − 1)/d)) + q 4
where we use that cos(π(d − 1)/d) −1. By our choice of β, we also see that α d q 2d = β.
We are now ready to prove a lower bound on A(w 0 ) which holds for both d even and d odd. First, recalling the definition of A and the fact that w d 0 = −q d , we have that
where we used that q + (1 − q)|w| < 1 and * − d * /d 0. Note that the same upper bound holds for |A(w)| as well, since |A(w)| A(w) for all w ∈ D.
Proof of Lemma 22. For the setup of this proof, it may be helpful to refer to Figure 4 . x = e iπ/L lies on the disc D L , and so we can write also write x as x = 1/2 + h L + e iθ 0 /2. On the other hand, letting ε = 1 − |w| we see that |1/2 + h L + (1/2 + ε)e iθ | = 1. We will assume that θ 0 and θ are in the first quadrant, and we could obtain the same result when they are both in the fourth quadrant by symmetry. Set the two moduli equal to each other:
Computing the left hand side of Eq. (8):
|1/2 + h L + 1/2e iθ 0 | 2 = (1/2 + h L + 1/2 cos(θ 0 )) 2 + (1/2 sin(θ 0 )) 2 = (1/2 + h L ) 2 + 1/4 cos 2 (θ 0 ) + 1/4 sin 2 θ 0 + (1/2 + h L ) cos(θ 0 ) = (1/2 + h L ) 2 + 1/4 + (1/2 + h L ) cos(θ 0 ).
Computing the right hand side of Eq. (8):
|1/2 + h L + (1/2 + ε)e iθ | 2 = (1/2 + h L + (1/2 + ε) cos(θ)) 2 + ((1/2 + ε) sin(θ)) 2 = (1/2 + h L ) 2 + (1/2 + ε) 2 cos 2 (θ) + (1/2 + ε) 2 sin 2 (θ) + 2(1/2 + h L )(1/2 + ε) cos(θ) = (1/2 + h L ) 2 + (1/2 + ε) 2 + 2(1/2 + h L )(1/2 + ε) cos(θ).
Setting the simplified terms equal:
(1/2 + h L ) 2 + 1/4 + (1/2 + h L ) cos(θ 0 ) = (1/2 + h L ) 2 + (1/2 + ε) 2 + 2(1/2 + h L )(1/2 + ε) cos(θ) 1/4 + (1/2 + h L ) cos(θ 0 ) = 1/4 + ε 2 + ε + 2(1/2 + h L )(1/2 + ε) cos(θ)
(1/2 + h L )(cos(θ 0 ) − cos(θ)) = ε 2 + ε + 2(1/2 + h L ) · ε cos(θ) 4ε.
Recall that 0 < h L < 1/10 and 0 < θ 0 < θ π/2. Then using standard identities,
(1/2 + h L )(cos(θ 0 ) − cos(θ)) 4ε 2(1/2 + h L ) · sin((θ − θ 0 )/2) sin((θ 0 + θ)/2)) 4ε.
Using the fact that x 2 /4 sin(x/2) for 0 x π/2 and θ θ 0 , we see that
(θ − θ 0 ) 4 64ε = 64(1 − |w|).
The following lemma and its proof are analogous to Lemma 3.1 in [NP17] .
Lemma 25. Let 0 < q < 1/2 be a constant. We have that
where c is a constant depending only on q.
Proof. Let λ := sup w∈γ L A(w) to simplify notation. Define the following analytic function on D:
A w · e 2πij/L .
Note that F (w) is entire, as it is the product of polynomials. We bound sup w∈∂D |F (w)| from above and below. For the upper bound, we use λ for one of the factors, and for the other L − 1 factors, we use the following trivial bound. For |w| 1, the moduli of both terms in the factored generating function are at most 1, since w d (1 − q d ) + q d q d + (1 − q d )|w| d 1, and so for w ∈ ∂D we have that A(w) n. Putting these together, we obtain that |F (w)| n L−1 λ for all w ∈ ∂D. To obtain a lower bound for sup w∈∂D |F (w)| we use the maximum principle. Observe that |F (0)| = A(0) L . Since F is analytic in D, by the maximum modulus principle it must achieve modulus at least A(0) L on ∂D. Combining the upper and lower bounds on sup w∈∂D |F (w)|, we see that A(0) L n L−1 λ and hence λ A(0) L n −L .
It remains to lower bound A(0) . From the definition of A we have that
Recall from the definition of * that |a * | = 1 and that a ∈ {−1, 0, 1} for all . This implies that
Our assumption that q < 1/2 implies that this lower bound is positive. Putting the previous two displays together and noting that * − d * /d d, we have that
(1 − 2q)q d .
Thus we have that λ (1−2q) L q dL n −L , which proves the claim with constant c = − log(q−2q 2 ).
Conclusion
We introduced the problem of tree trace reconstruction and demonstrated, for multiple classes of trees, that we can utilize the structure of trees to develop more efficient algorithms than the current state-of-the-art for string trace reconstruction. We provided new algorithms for reconstructing complete k-ary trees and spiders in two different deletion models. For sufficiently small degree or large depth, we showed that a polynomial number of traces suffice to reconstruct worst-case trees.
Future Directions
1. Improved bounds. Can our existing sample complexity bounds be improved? Our results leave open several questions for complete k-ary trees and spiders. Of particular interest are (1) the TED model for complete k-ary trees with ω(1) k c log 2 n and (2) spiders with depth d = c log 1/q n, c < 1; can we reconstruct with poly(n) traces in these cases? 2. General trees. We believe our results can extended to more general trees. In general, we do not know if the trace complexity can be bounded simply in terms of the number of nodes, the depth, and the min/max degree of the tree. What other tree structure must we take into account for tight bounds?
3. Lower bounds. Lower bounds have recently been proven for string trace reconstruction [HL18] . When can analogous bounds be proven for trees? For example, is it possible to reconstruct worst-case or average-case complete binary trees with polylog(n) traces?
4. Insertions and substitutions. We have focused on deletion channels, but insertions and substitutions are well-defined and relevant for tree edit distance applications. Similar to previous work, it would be worthwhile to understand the trace complexity for these edits.
5.
Applications. Can insights from tree trace reconstruction be helpful in applications, for instance in computational biology? In particular, DNA sequencing and synthesis techniques are rapidly evolving, and the future statistical error correction techniques will likely be different from the ones used currently. For instance, Anavy et al.
[AVA + 18] recently demonstrated a new DNA storage method using composite DNA letters. Similarly, future DNA synthesis techniques may use physical constraints to enforce structure on the written bases; this could take the form of a two-dimensional array or a tree as we study.
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the deletion channel with censoring have the same distribution. That is, if x is the original string, Y is a trace obtained by passing x through the deletion channel, and Z is a censored trace, then Pr (Y = y | Y = ∅) = Pr (Z = y | Z = ∅) for every y ∈ S 1 . Suppose that we have
T (n, (1 − ε)δ) censored traces and let T denote the number of these censored traces that are not empty. By our first two observations we have that if T T (n, (1 − ε)δ), then we can reconstruct the original string (no matter what it was) with probability at least 1 − (1 − ε)δ. By construction we have that T ∼ Bin (T, (1 − q n ) (1 − γ)) and thus ET = (1 + ε)T (n, (1 − ε)δ). Hence by a Chernoff bound we have that Pr (T < T (n, (1 − ε)δ)) exp − ε 2 2(1+ε) 2 ET = exp − ε 2 2(1+ε) T (n, (1 − ε)δ) . Since T (n, (1 − ε)δ) = Ω n 1.25 (see [HL18] ) and lim inf n→∞ 1 n log δ > −∞, it follows that exp − ε 2 2(1 + ε) T (n, (1 − ε)δ) εδ
for large enough n. The probability that we cannot reconstruct the original string is at most δ.
Note that this result is essentially optimal up to constant factors (depending on q, γ, and δ). Note also that the range of δ for which the statement holds can be relaxed (this sufficient condition was chosen for its simplicity).
