Time-frequency analysis for non-linear and non-stationary signals is extraordinarily challenging. To capture features in these signals, it is necessary for the analysis methods to be local, adaptive and stable. In recent years, decomposition based analysis methods, such as the empirical mode decomposition (EMD) technique pioneered by Huang et al., were developed by different research groups. These methods decompose a signal into a finite number of components on which the time-frequency analysis can be applied more effectively.
Introduction
Data and signal analysis has become increasingly important these days. Decomposing signals and finding features of data is quite challenging especially when the data is non-stationary and it is generated by a non-linear system. Time-frequency analysis have been substantially studied in the past, we refer to [1] and [9] for more information on this rich subject. Traditionally, Fourier spectral analysis as well as wavelet transforms have been commonly used. Both approaches are effective and easy to implement, however there are some limitations. Fourier transform works well when the data is periodic or stationary and the associated systems are linear, it can not deal with non-stationary signals or data from non-linear systems. The wavelet transform is also a linear analysis tool. Both use predetermined bases and they are not designed to be dataadaptive. Hence these techniques often can not achieve desirable results for non-linear and non-stationary signals.
In the last decade, several decomposition techniques have been proposed to analyze non-linear and non-stationary signals. All these methods share the same approach: first they decompose a signal into simpler components and then they apply a time-frequency analysis to each component separately. The signal decomposition can be achieved in two ways: by iteration or by optimization.
The first iterative algorithm of this kind, the empirical mode decomposition (EMD), was introduced by Huang et al. [17] in 1998. This method aims to iteratively decompose a signal into a finite sequence of intrinsic mode functions (IMFs) whose instantaneous frequencies are well behaved. We will come back to instantaneous frequency later in this paper, let us instead describe the iterative structure of EMD which is called the Sifting Process.
Let L be an operator getting the moving average of a signal f (t) and S be an operator capturing the fluctuation part S(f )(t) = f (t) − L(f )(t). Then the first IMF produced by the sifting process is I 1 (t) = lim n→∞ S 1,n (f n ) (t) (1) where f n (t) = S 1,n−1 (f n−1 )(t) and f 1 (t) = f (t). Here the limit is reached so that applying S one more time does not change the signal. The subsequent IMFs are obtained one after another by
where r n (t) = S k,n−1 (r n−1 )(t) and r 1 (t) = r(t) which is the remainder f (t) − I 1 (t) − . . . − I k−1 (t). The sifting process stops when r(t) = f (t) − I 1 (t) − I 2 (t) − . . . − I m (t) becomes a trend signal, which means it has at most one local maximum or minimum. So the decomposition of f (t) is
In this iterative process the moving average L(f )(t) is given by the mean function of the upper envelope and the lower envelope, which are given by cubic splines connecting local maxima and local minima of f (t) respectively. However, this method is not stable under perturbations since cubic splines are used repeatedly in the iteration. To overcome this issue, Huang et al. developed the Ensemble Empirical Mode Decomposition (EEMD) [36] where the IMFs are taken as the mean of many different trials. In each trial a random perturbation is artificially added to the original signal. More details on EMD method and its analysis can be found, for instance, in [14] and [15, 25, 5, 27, 23, 24, 6] .
Another iterative decomposition technique is the Iterative Filters (IFs) method which is inspired by EMD [19] . It uses the same algorithm framework as the original EMD, but the moving average of a signal f (x), x ∈ R, is derived by the convolution of f (x) with low pass filters, for example the double average filter a(t) given by a(t) = l + 1 − |t|
IFs is stable under perturbation and the convergence is guaranteed for periodic and l ∞ signals using uniform filters [19, 31] . However, the convergence for general signals with uniform and non-uniform filters hasn't been explored yet. Recently, Wang et al. in [29] and [30] developed the mode decomposition evolution equations which can achieve similar decompositions to the IFs algorithm through some high order partial differential equations.
A different way to decompose a signal is by optimization. Using the multicomponent amplitude modulation and frequency modulation (AM-FM) representation, which has been studied for example in [20] and [32] , Hou et al. developed an adaptive data analysis via sparse time-frequency representation in [13] and [12] ; Daubechies et al. proposed synchrosqueezed wavelet transforms in [2, 3] and Gilles the Empirical wavelet transform [8] as an EMD-like tool. These methods assume that each IMF can be written as an AM-FM or wavelet function, a signal f (t) is decomposed into a group of IMFs by seeking the minimizer of some functional of f (t). We refer interested readers to [13, 12, 2, 3, 21, 22, 26, 4] and [33] for more details on this kind of techniques.
In this paper we review the IFs technique and present a new one, called Adaptive Local Iterative Filtering (ALIF) algorithm, which generalizes the IFs method to non-uniform filters applied to general oscillatory signals.
There are two main aspects in ALIF that are different from the existing IFs algorithm. One is that we use a Fokker-Planck equation, a second order partial differential equation (PDE), to construct smooth low pass filters which have compact support that we call FP filters. The other is that we adapt the filter length point by point according to the signal itself.
To effectively handle non-linear and non-stationary signals, it is highly desirable to use filters with compact support. In fact filters with long support may mix features that are far apart in a signal which could be troublesome, especially for signals with transient information. However, the compact support low pass filters, such as the double average filters, used in the existing IFs algorithms are not smooth enough. They may create artificial oscillations in subsequent IMFs, due to their non-smoothness. This motivates us to design filters from the solution of Fokker-Planck equations. These newly designed FP filters are compactly supported, infinitely differentiable and vanishing to zero smoothly at both ends. Such features ensure that no artificial oscillations are introduced during the iterative filtering process.
More importantly, to capture the non-stationary changes in the frequency and amplitude of a signal, the length of the filters must be adapted accordingly. However not all compact support low pass filters and adaptive strategies can lead to convergent decompositions. The adaptive strategy must be carefully designed. In this paper we propose a strategy that is completely data driven and we show a few numerical results produced using this method.
Moreover, we propose an alternative definition for the instantaneous frequency. In the existing instantaneous frequency analysis algorithms, Hilbert transform is used to build analytical signals. However Hilbert transform is a global operator, which is not ideal to handle signals with transient features. To localize the analysis, we define the instantaneous frequency of an IMF, obtained by the IFs and ALIF algorithms, as the rotation speed calculated by the normalized IMF and its derivative. We show that such definition for instantaneous frequency can better capture the frequency changes in non-linear signals.
The rest of the paper is organized as follows: In Section 2 we review the IFs method and we study its convergence when used to decompose a general non-periodic and non-stationary signal. In Section 3, we present the ALIF algorithm and we discuss about its convergence. Section 4 is devoted to develop the so called FP filters that can be used in both IFs and ALIF techniques. In Section 5 we give a new definition of instantaneous frequency as well as a method to compute it. Finally in Section 6 we show numerical results obtained applying IFs and ALIF methods on different kinds of signals.
Iterative Filters Algorithm
The Iterative Filters (IFs) [19] is, as the name suggests, an iterative technique which allows to decompose a given signal into a finite number of simple components called Intrinsic Mode Functions (IMFs).
As defined in [17] , an IMF is a function fulfilling two properties: the number of extrema and the number of zero crossings must either equal or differ at most by one; considering an upper envelope connecting all the local maxima and a lower envelope connecting all the local minima of the function, their mean has to be zero at any point.
Given a signal f (x), x ∈ R, let L be an operator such that L(f ) is a moving average of the signal f (x). Considering a low pass filter like, for instance, the double average filter a(t), the moving average of the signal f (x) is given by the convolution
In the IFs method the operator L(f ) is always given by the convolution of the signal f and some filter function w.
If we define f 1 = f and the operator S 1,n (f n ) = f n − L 1,n (f n ) = f n+1 which captures the fluctuation part of f n , then the first IMF is given by I 1 = lim n→∞ S 1,n (f n ), where L 1,n depends on the mask length l n , which is the length of the filter at step n. Similarly, applying the operators S to the remainder signal f − I 1 , we obtain I 2 , the second IMF. Iterating the process we get the k-th IMF as I k = lim n→∞ S k,n (r n ) = r n+1 , where r 1 = f − I 1 − . . . − I k−1 . The IFs method stops when r = f − I 1 − . . . − I m , m ∈ N, becomes a trend signal, which means the remainder r has at most one local maximum or minimum, and hence the signal is decomposed into (3) .
The IFs algorithm contains two nested loops: an Inner Loop, to compute each single IMF, and an Outer Loop, to derive all the IMFs.
IFs Algorithm IMF = IFs(f ) IMF = {} while the number of extrema of f ≥ 2 do f 1 = f while the stopping criterion is not satisfied do compute the filter length
For the computation of the mask length l n , following [19] , we can compute it as
where N is the total number of sample points of a signal f n (x), k is the number of its extreme points, χ is a parameter usually fixed around 1.6, and ⌊·⌋ rounds a positive number to the nearest integer closer to zero. We observe that even though the IFs algorithm allows for the updating of the mask length l n at each step of the inner loop, in the implemented algorithm for every inner loop we do compute the mask length only in the first step and then use the same value throughout all the other steps. The reason for doing so is to ensure that each IMF produced by the method does contain a well defined set of instantaneous frequencies.
For this reason the operators S and L are going to be independent on the step number n. Hence, given the signal f , the first IMF is simply given by
f (x + t)w(t)dt, with l the mask length computed in the first step of the inner loop and w(t) some suitable filter function. In the implemented algorithm, instead of letting n to go to infinity, we stop the inner loop based on some stopping criterion. We discuss about this in more details in Section 3.
The convergence for the inner loop is guaranteed for periodic signals [19] and it has been studied for l ∞ functions in [31] . However, the convergence of IFs applied to general signals using uniform or non-uniform filter hasn't been explored yet. With this in mind, in the following we provide an explicit formula for each IMF and we show sufficient conditions on the filter w(t) that ensure the convergence of the IFs inner loop. In Section 4 we present a class of filters that fulfill these sufficient conditions.
The Convergence of the IFs inner loop
Let f (x), x ∈ R be a continuous signal. When the uniform filter w(t), t ∈ [−l, l], is used, the moving average of f (x) computed in the inner loop of the IFs algorithm can be written as the operator
If we define the operator S as
then one step of the inner loop of IFs corresponds to applying S to the current signal. Furthermore if we fix the mask length l throughout all the steps of an inner loop, the intermediate function sequence generated is {S n (f )}. Hence the convergence of the inner loop is equivalent to the convergence of this sequence. Assuming {S n (f )} is convergent, the first IMF of f (x) is given by
It is proved in [19] that {S n (f )} is convergent when f is a periodic signal. In this section, we discuss the convergence of the sequence {S n (f )} for L 2 signals. Before doing that, we need some preliminary analysis, which takes the symmetry of the filter and the Fourier transform of S n (f ) into account. Let the filter w(t) be continuous, compactly supported and symmetric, i.e. w(t) = w(−t), t ∈ [−l, l]. So w(t) ∈ L 2 (R). Then the moving average of f (x) computed by (6) is the convolution of f and w:
The Fourier transform of w is
By the convolution theorem of the Fourier transform, we have
Thus by linearity of the Fourier transform
Based on this preliminary analysis, we present the convergence theorem of the sequence {S n (f )}.
Since the Fourier transform is an invertible operator, {S n (f )} is also convergent and its limit is
This theorem provides sufficient conditions on the filter that guarantee the convergence of the inner loop. Furthermore (8) is an explicit formula for the IMF of a signal f obtained using IFs equipped with the filter w.
The previous sufficient conditions on the filter are not unrealistic. For example, the double average filter a(t) given in (4) satisfies these requirements and F (a)(ξ) = 0 when ξ = k l+1 , 1 ≤ k ≤ l + 1. But it is not the only choice. In fact, filters which have the property |1 − F (w)(ξ)| < 1 or F (w)(ξ) = 0 are easy to obtain.
It is well known that for symmetric and nonnegative filters w, F (w)(ξ) is real and
In addition, since
Hence for symmetric and nonnegative filters w(t), t ∈ [−l, l], −1 < F (w)(ξ) < 1, for every ξ ∈ R. To have that 0 ≤ F (w)(ξ) < 1, we can simply consider the filter u(t), t ∈ [−2l, 2l], given by the convolution of the filter w(t), t ∈ [−l, l], with itself, i.e.
u(t) = w(t) ⋆ w(t).
Therefore the Fourier transform of u(t) is simply given by F (u)(ξ) = F (w)(ξ) · F (w)(ξ), which satisfies 0 ≤ F (u)(ξ) < 1, for every ξ ∈ R. So every filter given by the convolution of a symmetric, nonnegative and finitely supported L 2 filter with itself satisfies the sufficient conditions of Theorem 1. In Section 4 we present a class of this kind of filters.
Adaptive Local Iterative Filtering Techniques
In this Section we present the Adaptive Local Iterative Filtering (ALIF) algorithm and discuss about its convergence. This method is based on IFs, the main differences are in the way we compute locally and adaptively the filter length and that to generate the moving average of signals we make use of the so called FP filters produced as solutions of Fokker-Planck equations.
ALIF Algorithm IMF = ALIF(f ) IMF = {} while the number of extrema of f ≥ 2 do f 1 = f while the stopping criterion is not satisfied do compute the filter length
As for IFs, ALIF algorithm contains two loops: the inner and the outer loop. The former captures a single IMF, while the latter produces all the IMFs embedded in a signal.
Given a signal f (x), x ∈ R, we define the operator that represents the moving average of the signal f (x) as
, is a filter centered at x with mask length 2l n (x).
Assuming f 1 = f , if we define the operator which captures the fluctuation part of
, then the first IMF is given by I 1 = lim n→∞ S 1,n (f n ), where L 1,n depends on the mask length l n (x) at step n.
In practice we do not let n to go to infinity, instead we use a stopping criterion. We first define I 1,n = S 1,n (f ) where S 1,n denotes the operator used in the n-th step of the 1-st inner loop. We define then
We can either stop the process when the value SD reaches a certain threshold as suggested in [17] and [19] or we can simply introduce a limit on the maximal number of iterations for all the inner loops. It is also possible to adopt different stopping criteria for different inner loops. Considering for instance a noisy signal, we may use a loose stopping criterion for the first few IMFs, this will reduce the number of noise components.
For the remaining IMFs we could use instead a more restrictive stopping criterion to detect finer differences in the patterns of the components. These stopping criteria can be used in both the ALIF and IFs methods.
To produce the k-th IMF, as we do in the IFs method, we apply the previous process to the remainder signal r = f − I 1 − . . . − I k−1 , k ∈ N, and the algorithm stops when r becomes a trend signal, meaning it has at most one local extremum.
The difference here is that the operator L is no more a plain convolution of f and w since the mask length l n (x) does depend on x.
The computation of l n (x) is a crucial step of the ALIF technique. The mask length has to be a strictly positive function and it can be either a constant for every x, in which case l n (x) is a uniform mask length and the ALIF algorithm simply reduces to the IFs method, or l n (x) can change point by point producing a non-uniform mask length. In both cases the choice of l n (x) is not unique. We discussed the uniform case in the previous section where we provided the formula (5) for the computation of the mask length. In this section we focus on the non-uniform case.
Given a signal f (x) we can easily identify its extrema and their positions. To generate the function l n (x) we interpolate the distance between consecutive extrema of f (x) and use IFs method to remove possible high frequency oscillations. If the range of l n (x) is small we consider directly a uniform mask length.
To establish the convergence theorem for the inner loop of the ALIF algorithm we define the operator
f (x + t)w(x, t)dt and we consider the equivalent formulation for the operator S n (f n ) given by
where
is a filter with fixed length 2L and
is a scaling function which can be set for example to be the linear function g n (x, y) = l n (x)y/L or the cubic one
By means of g n we ensure that f n (x + g n (x, y)) catches up with the fixed filter W .
Then {f n (x)} converges a. e. to an IMF.
As a result the moving average
and {f n (x)} is almost uniformly convergent. Let F (x) denote lim n→∞ f n (x). Since
if we rewrite the left hand side using the equivalent formulation introduced in (10) and take the limit we get
Since the sequence of scaling functions {g n (x, y)} is by construction almost uniformly convergent whenever {f n (x)} almost uniformly converges, if we assume lim
The right hand side follows directly from the hypotheses, while for the left hand side it suffices to prove that f n (x + g n (x, y)) − F (x + G(x, y)) L ∞ → 0 as n → ∞. We start observing that
Since {f n (x)} and {g n (x)} are almost uniformly convergent to F (x) and G(x) respectively, we have
From the continuity of f (x) = f 1 (x) it follows by construction that f n (x) is continuous for every n ∈ N and that also F (x) has to be continuous. Therefore ∀ ε > 0 ∃ δ such that
In conclusion if we fix ε > 0 there are N, N such that for every
Whence (18) holds true. By (15) the moving average of F (x) is zero, and by (18) F (x) itself is non zero. Hence F (x) is an IMF.
Note that in order to satisfy the convergence conditions in Theorem 2, it is not necessary to have ε n < 1 for each n ∈ N. The ε n 's are allowed to be greater than 1 for some n ∈ N. This is consistent with what we observe in the implementation of ALIF. There are signals whose L ∞ norm grows at the beginning of the inner iteration but eventually converge. We should also remark that δ n does not have to be greater than 1 to have δ i to converge to a positive value, for example
We conclude this section observing that, even though the function l n (x) can be computed at each step n of an inner loop, in the implemented code we compute the mask length only in the first step of an inner loop and then use that value for the subsequent steps. This is to ensure, as we do in the IFs technique, that each IMF contains only a limited set of instantaneous frequencies. Therefore the operators S and L are going to be independent on the step number n so that, given the signal f , the k-th IMF is I k = lim n→∞ S n (h),
Local Filters developed from a PDE model
An important aspect in ALIF and IFs methods is the choice of the low pass filters used in the inner loops. To handle non-linear and non-stationary signals, we want to design smooth filters with compact support. We produce such filters by means of a diffusion process. The idea is very natural: when applying the diffusion to the data, the oscillations will eventually be eliminated and a curve will be generated as the average.
It is well known that diffusion processes are associated with PDEs. For a given diffusion equation, we can get its fundamental solution and treat it as the filter in the iterative filtering algorithm. Here we note that the well known heat equation may not be a good choice, because its solution leads to a filter with infinite support which is not desirable. To have compact support and smoothness for the filters, we select Fokker-Planck equations to construct what we call FP filters. Let us consider the Fokker-Planck equation
Assume h(x) and g(x) are smooth enough functions such that there exist a < 0 < b satisfying:
The (g 2 (x)p) xx term generates diffusion effect and pulls out the solution p from the center of (a, b) towards a and b while the −(h(x)p) x term transports it from a and b towards the center of the interval (a, b). When the two forces are balanced, the steady state is achieved. There exists a smooth non trivial solution p(x) of the stationary problem:
satisfying p(x) ≥ 0 for x ∈ (a, b), and p(x) = 0 for x ∈ (a, b). That means the solution is concentrated in the interval [a, b] and there is no leakage outside. So p(x) is a local filter satisfying our requirements. Based on this analysis and given the Dirac delta function δ(x), we shall use the solution to the initial value problem
as the filter in our decomposition algorithm. By adjusting the functions h(x), g(x) as well as the coefficients α, β, we can get different shapes for the FP filter. In Figure 1 , we plot two steady states, obtained by Crank-Nicolson scheme, for fixed h(x) and g(x) functions and two different couples α, β. We can see that the larger α is, the more the weight is concentrated in the center; on the other hand, the larger β is, the more the weight is diffused and less concentrated in the center. When designing the local FP filters based on the Fokker-Planck equation we first fix the functions h(x) and g(x) and then adjust the coefficients α and β to get the filter shape we want.
Another issue is on the design of FP filters with same shape with different lengths. There are at least two approaches available. One way is to solve the Fokker-Planck equation again with h(x) and g(x) scaled in x for every different a or b. Assume we get the steady state of (23), in order to get the filter with length fromâ tob, we solve (24) and the steady state is the filter we want.
The other way is to solve the Fokker-Planck equation for a fixed a and b only once and take a spatial interpolation of the steady state to get the filter with the desired length. Given the numerical solution p(x) for the steady state of (23) computed at the discrete points {x 1 , x 2 , . . . , x 2s+2 }, where s is a large natural number and x 1 = a, x 2s+2 = b, the value p i , i = 1, 2, . . . , 2s + 1, represents the weight of the filter in the interval [x i , x i+1 ) and the sum of weights in all the intervals equals 1. We want to compute the numerical solution for the steady state of (23) for a new interval [â,b] with a different discretization {x 1 ,x 2 , . . . ,x 2n+2 }, where n < s andx 1 =â,x 2n+2 =b, as shown in Figure 2 . We call this new numerical solution w(x). The idea is to make use of the previously computed values p i to approximate the new numerical solution w(x). We start mapping the interval [â,b] to the interval [a, b] by linear scaling and shifting. As a result, the points {x 1 ,x 2 , . . . ,x 2n+2 } are mapped into {y 1 , y 2 , . . . , y 2n+2 } with y 1 = a, y 2n+2 = b, ref. Figure 2 . The values w j , j = 1, 2, . . . , 2n + 1, in the interval [â,b] will be the weights in the intervals [y j , y j+1 ) ⊆ [a, b], j = 1, 2, . . . , 2n + 1, given by
The integral in (25) can be approximated by the Riemann sum based on the discrete points x i and the weights p i , i = 1, 2, . . . , 2s + 1. If y j falls in the interval (x m1−1 , x m1 ) and y j+1 in (x m2 , x m2+1 ), then the filter weight w j will be
Using this special interpolation method, the shapes of filters with different lengths are the same. Moreover, the filter length can be any positive real number, also a non integer one. In summary to produce FP filters with a fixed shape for different support lengths we can either solve the PDE each time or we can solve it once and then interpolate the computed filter to produce the new ones. Solving PDEs numerically is much slower than interpolating existing filters, therefore in our simulations we use the interpolation strategy to get FP filters with same shape for different lengths.
A Different View of Instantaneous frequency
We first consider the instantaneous frequency definition proposed by Huang et al. which allows to construct the spectrum of a signal [16, 18, 34] . This definition is based on the Hilbert transform of a signal f (t), which is given by
provided this integral exists as a principal value [10] . It is well known that z(t) = f (t) + iH(f )(t) is an analytic function [7] and one can write it as
where a(t) and θ(t), both real functions, represent the amplitude and the phase of z(t) respectively. The instantaneous frequency w(t) for the signal f (t) is defined as
This definition may be controversial, first of all because it may lead to negative frequencies, which are not meaningful in practice. To overcome this issue we simply need to first decompose the signal into IMFs, whose statistical significance was studied in [35] . The IMFs, which can be produced using for instance EMD, IFs or ALIF algorithm are guaranteed to have a well behaved positive instantaneous frequency due to their properties: number of extrema and number of zero crossings that is either equal or differ at most by one and the mean value of the upper and lower envelope is zero at any point.
The other problem is that the Hilbert transform is a global operator which is not ideal for a local time-frequency analysis. In this section, we present a new definition which relies only on local information.
Before we move on to the new definition of the instantaneous frequency, we first review the behavior of a system of second ordinary differential equations (ODEs) in the polar coordinates, where the rotation speed corresponds to one equation of the system. For example, consider the linear system of ODEs (x ′ = cos t, y ′ = − sin t). By changing the coordinate from (x, y) to (r, θ) by x = r cos θ, y = −r sin θ, this linear system can be written as (θ ′ = 1, r ′ = 0). The rotation speed of this ODE system is given directly as θ ′ in the first equation. Since θ ′ is a constant, the rotation speed is a constant, which is consistent with the previous analysis. Let us consider also the case of a non-linear ODE such as the van der Pol oscillator given as x ′′ + α(x 2 − 1)x ′ + x = 0, α > 0. The standard first-order form of it is (x ′ = y, y ′ = −x − α(x 2 − 1)y). Using polar coordinates x = r cos θ, y = −r sin θ, this non-linear system can be written as (r ′ = −α(r 2 cos 2 θ − 1)r sin 2 θ, θ ′ = 1 + α(r 2 cos 2 θ − 1)r sin θ cos θ). The second equation gives the rotation speed θ ′ which is not a constant any more. When α << 1, θ ′ is positive. Let f (t) be an IMF that represents some pattern of oscillations. We treat this f (t) as the x coordinate of some second order ODE, we can get the frequency naturally as the derivative of the phase angle in the polar coordinate θ ′ . It is not necessary to derive the corresponding ordinary differential equation, instead we can compute the rotation speed directly. The procedure contains two steps: first f (t) is mapped to θ(t) in the polar coordinate and second the rotation speed θ ′ is computed. We mainly have to deal with step one since the second step consists simply in taking a derivative. When mapping f (t) to θ(t), we should get rid of the impact of r since r and θ are independent in the polar coordinate. The way we do it is to normalize both f (t) and f ′ (t) by their envelopes. Thus after normalization, (f (t), f ′ (t)) is the unit circle or a perturbation of the unit circle if the normalization is not perfect. In the latter case, although the perturbation is not a perfect unit circle, we can still see its rotation standing at the center. Thus the rotation speed θ ′ is a positive function.
Based on these observations, we propose a new local definition of instantaneous frequency as the rotation speed of the phase angle.
Let f (t) be a function satisfying the IMF requirements, there exists an envelope function q(t) of f (t) such that
Considering the derivative of f (t), there exists an envelope function r(t) of f ′ (t) such that
Functions q(t) and r(t) are not unique. They can be taken for instance to be the cubic splines connecting the local extrema in f (t) and f ′ (t) respectively. If we define
then F (t) corresponds to a curve in [−1, 1] × [−1, 1] on the complex plane. F (t) is a perturbation of the unit circle and we define the angle for the rotation of F (t) as
and the instantaneous frequency for f (t) as
We observe that even though the envelope functions q(t) and r(t) are not unique, in general the instantaneous frequency we just defined depends scarcely on their choice.
Another observation is that if the magnitude of the IMF f (t) or its derivative change significantly in a short time, the envelopes q(t) and r(t) might not follow closely the changes of the IMF and its derivative.
This may cause unexpected errors in the instantaneous frequency. So it is advisable to identify and properly handle these sudden changes when constructing the envelopes. To address this problem we can make use of the essentially non-oscillatory (ENO) technique for shock capturing developed in computational fluid dynamics [11, 28] .
The ENO technique is a divide et impera method. First, based on the differences of consecutive extrema of a given signal, we detect possible sudden changes in the magnitude using a preselected threshold. If a sudden change is detected between two consecutive extreme points we compute the differences of consecutive sample points in between those extrema. The sudden change is assumed to happen where the left difference differs most from the right difference. We use this point to divide the signal into two parts and to construct two separate envelopes one for the left and one for the right hand side.
Let us consider two test examples where we compute the instantaneous frequency using both the new definition and the definition based on Hilbert transform. Figure 3a is given by
Test 1 The signal in
The amplitude of the signal changes slowly, both frequency analysis methods show the gradual change in the instantaneous frequency as shown in Figure 3 . However when there is a significant change in the amplitude of the signal the instantaneous frequencies defined by the two approaches are different. Figure 4a is generated by f (t) = a(t) sin (2πt), where a(t) = 1 − 0.9χ [3, 6] , t ∈ [0, 10]
Test 2 The signal in
It has a sudden change in the amplitude at time 3 and 6. Except for these two positions, the signal is a constant frequency signal. We expect the time frequency analysis to return an instantaneous frequency which is almost a constant. Using the instantaneous frequency definition based on Hilbert transform, the transitory change in the amplitude affects faraway positions and this leads to strange behaviors in the instantaneous frequency. On the other hand, using the proposed method together with the ENO technique we get an instantaneous frequency which is almost a constant, ref. Figure 4c .
Numerical Experiments
In this section we test both the IFs method and the proposed ALIF algorithm on artificial and real life signals. For both techniques we use the FP filter given in Figure 5a which is based on the PDE model described in Section 4, where h(x), g(x) are the functions shown in Figure 1 and the coefficients are α = 0.005, β = 0.09. We point out that FP Filters with different lengths are computed using the special interpolation method introduced in Section 4.
As observed previously, a good decomposition method should capture all the finest oscillations around a moving average. That means the IMFs should satisfy at least the following condition: all the local maximal values are positive and all the local minimal values are negative, as shown in Figure 5c . It is important to note that using an iterative filtering method and tuning the stopping criterion described in (9) we can get an IMF that looks like Figure 5b to be like Figure 5c . In the following experiments we generally set the threshold for SD to be around 10 −5 . It is time now to test the methods on five artificial and three real-life data sets. We show that both IFs and ALIF are stable under perturbations. Example 1 We apply the IFs algorithm on the non-stationary frequency modulated signal
From Figure 6 , we see that the IFs method decompose f (t) into two components. The first is the frequency modulated signal (2(t−0.5) 2 +0.2) sin ((20π + 0.2 cos (40πt))t) and the second is the so called trend 4(t−0.5) 2 . Example 2 We test the IFs technique on the highly non-stationary signal
After the decomposition, we compute the instantaneous frequency of each component by the method proposed in Section 5. As shown in Figure 7 , f (t) is separated into two IMFs. One has a varying instantaneous frequency and the other has a constant instantaneous frequency, ref. Example 3 This time we study the highly non-stationary signal showed in Figure 8b obtained by adding together the following non-stationary signals f 1 (t) and f 2 (t), plotted in Figure 8a , and then shifting them upward of one. To explain this behavior we take advantage of the fact that the components of the signal f (t) are known a priori, so we can analyze them. Following Section 5, we compute the instantaneous frequencies of f 1 and f 2 . The result is plotted in Figure 9b . We observe that these instantaneous frequencies are well separated at each instant of time, however their ranges overlap. This is the very reason why the IFs method fails to decompose this signal: IFs can only separate components whose instantaneous frequencies have well separated ranges. In fact in IFs to produce a single IMF we use a fixed mask length. Hence the algorithm can produce only an IMF that contains all the components of a signal whose instantaneous frequencies are inside a well defined interval regardless if these components were originated by different signals or a single one.
One way to decompose the signal f (t) to produce the components f 1 and f 2 is to use a technique that allows to adaptively change the mask length from point to point. This is done by the ALIF method. Using the mask length plotted in Figure 10a , derived from the signal itself as described in Section 3, the ALIF algorithm produce the decomposition showed in Figure 10b . It is important to point out here that to produce such a decomposition the ALIF technique does not make use of any a priori knowledge on the given signal f (t). 
where n 1 (t) and n 2 (t) are white noise: n 1 (t) ∼ N (0, 0.01) and n 2 (t) ∼ N (0, 1) for every t ∈ R. We apply the IFs algorithm on f 0 (t), f 1 (t) and f 2 (t). From Figure 11 , we see that f 0 (t) is separated into two IMFs, which correspond to the components sin (4πt) and sin (πt) respectively. f 1 (t) is decomposed into seven IMFs as shown in Figure 12 . The first few IMFs come from the impact of the noise and the last two IMFs reveal the two sinusoidal functions sin (4πt) and sin (πt). f 2 (t) is decomposed into nine IMFs and only the last seven are shown in Figure 13 . As for f 1 (t), the first few IMFs come from the impact of the noise and the last two IMFs reveal the two sinusoidal functions sin (4πt) and sin (πt). Via this example, the IFs algorithm is shown to be robust to white noise. What is more important, denoising is automatically achieved by getting rid of the first few highly oscillatory IMFs. 
where n(t) is white noise and α i , i = 1, 2, are constants so that the corresponding Signal to Noise Ratio, computed as SNR = 20 log( signal 2 / noise 2 ), is around 0 and -10 respectively. Given the signal f 0 (t), plotted in Figure 14b , the IFs algorithm can decompose it, but fails to reproduce the two basic components g 1 (t) = cos 20 cos t 10 − 4t and g 2 (t) = cos 20 cos t 10 − 7t contained in it. As it was for Example 3, the reason is these two components have corresponding instantaneous frequencies with overlapping ranges as showed in Figure 14a . To overcome the problem we make use of the ALIF code. The ALIF decomposition is plotted in 14c. The method can handle high levels of noise as showed in Figure 15 where SNR is around 0. As plotted in Figure 15b the first components in the decomposition contain purely noise, while the last two contain mainly the signal we want to recover.
In Figures 17 and 18 we compare the last two components in the ALIF decompositions of f 1 and f 2 with the signals g 1 and g 2 + 1. These examples show the stability of this technique to white noise. Figure 19 where 4 of them are IMFs and the last one is the trend. From the four IMFs, we can see very regular patterns: the half monthly change pattern, the monthly change pattern, the half yearly change pattern as well as the yearly change pattern. 
Example 8
1 LOD data set http://hpiers.obspm.fr/eoppc/eop/eopc04/eopc04.62-now 2 Honshu earthquake and tsunami data set http://oldwcatwc.arh.noaa.gov/previous.events/03-11-11_Honshu/index.php
We show the stability of the IFs algorithm using this time real world signals. The two data sets shown in Figure 21 are troposphere monthly mean temperature inferred from two research groups from Jan 1979 to Dec 2004. We see that these two signals are quite close each other, i.e. they have almost the same increasing and decreasing patterns except the magnitudes are a slightly different. So we can regard one signal as a perturbation of the other. If we apply the IFs algorithm to both signals we get a decomposition for each of them. The results show that the IFs technique generates the same number of components for these two signals. We compare the corresponding components in Figure 22 . It is clear that each pair of corresponding components are close to each other.
This particular example shows the stability of the IFs method applied to real-life signals.
Conclusion
In this paper we first review the IFs method, proving its convergence when applied to general non-stationary and non-periodical signals. Secondly we propose the Adaptive Local Iterative Filtering (ALIF) algorithm with the purpose of designing a local, adaptive and stable iterative filtering method. The adaptivity of the ALIF algorithm is achieved by means of a filter length who is changed pointwise following the behavior of the signal we want to decompose. The locality is guaranteed by the use of FP filters we designed based on a PDE model. The stability of both IFs and ALIF algorithm is shown by numerical examples in Section 6.
Furthermore we prove the convergence of the inner loops for both IFs and ALIF methods. All the numerical tests we ran suggest that under mild sufficient conditions on the filters the outer loops of both schemes converge. We plan on working on a rigorous proof of these convergences in the upcoming future.
We present also a new definition of instantaneous frequency which makes use only of local properties of a given signal, allowing for a completely local time-frequency analysis. 
