ABSTRACT In fault diagnosis of rotating machinery, the shift in domain distributions caused by working condition fluctuations poses a major obstacle for accurate diagnosis. Due to the lack of domain adaptation ability, the diagnosis performance of existing deep learning-based methods degrades significantly when confronting other unseen working conditions. To address this problem, we develop a cross-domain stacked denoising autoencoders (CD-SDAE) with a new adaptation training strategy. Taking advantages from both domain adaptation and manifold learning, the adaptation training strategy consists of two successive paradigms: 1) unsupervised adaptation pre-training to correct marginal distribution mismatch and 2) semisupervised manifold regularized fine-tuning to minimize conditional distribution distance between domains. In this way, the marginal distributions between the source and target domains are first matched. Then, on this basis, the conditional distributions can be matched more effectively thus makes the model become more adaptable to the target domain. The CD-SDAE is evaluated on gearbox and engine rolling bearing fault datasets. The experimental results show that CD-SDAE is superior to not only conventional deep learning method but also state-of-the-art deep domain adaptation method in terms of diagnostic accuracy.
I. INTRODUCTION
Health monitoring and fault diagnosis of rotating machinery is of great significance to maintain its performance, reliability and service life. In the last two decades, intelligent fault diagnosis method has attracted considerable attentions [1] , [2] . In essence, intelligent fault diagnosis of rotating machinery is a pattern recognition problem, in the process of which the feature extraction is the key [3] . The sensor-collected vibration signals are first processed by some signal processing techniques or statistical methods to extract low dimensional features [4] . Then some pattern recognition algorithm is applied for fault classification using the extracted features. Shallow learning pattern recognition methods such as artificial neural network (ANN) [5] , [6] and support vector
The associate editor coordinating the review of this manuscript and approving it for publication was Shagufta Henna. machine (SVM) [7] , [8] have been widely used. However, their diagnostic capabilities depend heavily on the manually extracted features and are also limited to their shallow architectures [9] .
Recently, with the huge success achieved by deep learning methods in the field of computer vision [10] , [11] , natural language processing [12] and speech recognition [13] , they have been also applied to rotating machinery fault diagnosis. These methods include stacked autoencoders (SAE) and its variants [1] , [9] , [14] - [17] , deep belief network (DBN) [18] - [20] and convolutional neural network (CNN) [21] - [23] . As deep learning methods can extract high-level features directly from raw sensory vibration data, they do not need much prior knowledge or signal processing technique and show much better performance than shallow learning methods.
However, most of these studies were applied to the vibration data of the same working condition, where training and testing data are sampled from the same distribution. However, this situation is challenged by real-world applications as rotating machinery often works under different working conditions, where the rotating speed and load may change from time to time [24] . For example, a turbo-shaft engine of a helicopter works under several different working conditions (i.e. steady-state operating points) during flight such as ''Flight idle'', ''Take off'' and ''Cruise'' which are characterized by different fuel supply rates and rotating speeds [25] . Due to the differences in rotating speed and load, the probability distribution of the extracted feature representations from one working condition could be very different from another [26] , [27] . As a result, the deep learning models trained using data from one working condition cannot diagnose faults accurately for other working conditions. For example, in Ref. [14] , the diagnosis accuracy of SAE trained using data from one working condition (0HP, 1797rpm) drops significantly from 99. 57% to 88.27% when confronting another working condition (3HP, 1730rpm). The performance deterioration caused by domain distribution mismatch of different working conditions has become a major obstacle to the safe operation of rotating machinery.
Of course, we can enhance the cross-domain diagnosis accuracy by retraining the model using labeled data from corresponding target conditions. However, collecting labeled data of different working conditions will cost lots of time and efforts. Worse, in many cases, it is so expensive or even impossible to collect them as the fault data from real equipment during service life is scarce and cannot be accessed easily. Hence, it is unrealistic to collect labeled data from all working conditions to train a universal model [1] . Therefore, the key to solve this problem is to extract good feature representations, which can reduce the differences in domain distributions between working conditions as much as possible and preserve important properties (such as geometric properties) [28] .
Domain adaptation provides a potential way to learn domain-invariant features from vibration data. As a new research area in machine learning, domain adaptation has attracted considerable attention in recent years [29] - [31] . Domain adaptation problems involve two datasets, one from the source domain and the other from the target domain. The source domain has sufficient labeled data samples while the target domain has large amount of unlabeled data samples that follows substantially different probability distribution. The goal is to transfer knowledge from the source domain to the target domain to build a target prediction model with good generalization performance. The methods handling domain adaptation problems can be categorized into three categories [32] : instance-based methods, feature-based methods and parameter-based methods. Our work belongs to the feature-based method category, which has a lot of applications in cross-domain classifications [32] - [34] .
Feature-based domain adaptation methods try to reduce the distribution discrepancy between domains in the feature space, i.e., to learn domain-invariant feature representations [35] . For example, Pan et al. [28] proposed transfer component analysis (TCA), which explicitly reduces the distributions mismatch between domains by learning a feature space projection that minimizes a distribution distance metric maximum mean discrepancy (MMD). As a result, with the new feature representations standard classification models can be trained in the source domain for use in the target domain. Recently, a number of neural network-based domain adaptation methods have been developed [36] - [40] , they usually incorporate MMD measure as a regularization into the objective function. By minimizing the new objective, the distributions of the source and target domain are enforced to be similar in the feature space. Specifically, some deep domain adaptation methods have achieved state-of-the-art results in visual categorization applications [37] - [40] .
However, there are still some shortcomings in these deep domain adaptation methods. First, the MMD is calculated using the hidden layer activations. Hence, the distribution distance information between domains could be destroyed by conventional nonlinear mapping [41] , which in turn weakens the probability matching performance. Secondly, the MMD penalty coefficient has been assigned with the same value for all hidden layers, which is not appropriate for deep neural network with multiple hidden layers of different feature transferability [42] . Furthermore, these methods adapt the model to the target domain by matching the marginal distribution during both pre-training and fine-tuning. They do not make use of geometric information of probability distribution, which could be exploited to further boost the cross-domain classification performance [43] .
To solve these problems in the existing deep domain adaptation methods and extract domain-invariant features while preserve geometric properties of distribution, we propose a cross-domain stacked denoising autoencoders (CD-SDAE) for fault diagnosis under different working conditions. The model's generalization capacity to the fluctuation of working conditions is achieved by a novel adaptation training strategy consists of two successive paradigms: 1) unsupervised adaptation pre-training; 2) semi-supervised manifold regularized fine-tuning.
Our model can first effectively reduce the marginal distribution discrepancy between domains by unsupervised adaptation pre-training. On this basis, we can approximately assume that the source and target domains have the same marginal distribution. According to the smoothness assumption in semi-supervised learning [43] , if the labeled data and the unlabeled data are drawn from the same marginal distribution, then two close points will have similar conditional probabilities. Therefore, inspired by the smoothness assumption, our model continues semi-supervised manifold regularized fine-tuning. In this way, the manifold consistency of different fault patterns between domains is maximized, thus the conditional distributions of both domains are naturally matched. This is an easier and more effective way to match the conditional distribution than existing conditional distribution matching methods [44] , [45] , as our model does 77278 VOLUME 7, 2019 not need the pseudo labels of target examples and to update them iteratively.
With the proposed unsupervised adaptation pre-training and semi-supervised manifold regularized fine-tuning, the marginal and conditional distributions between domains can be successively matched. As a result, the model can be effectively adapted to the target domain of different working conditions. The contributions of this paper can be summarized as:
1) To cope with domain mismatch caused by different working conditions, we propose a cross-domain stacked denoising autoencoders. The ideas of domain adaptation and manifold learning are brought together in a natural way to successively match the marginal and conditional distributions to achieve an excellent domain adaptation performance. Thus, our model can give an accurate and reliable diagnosis results under different working conditions. As far as we know, matching the marginal and conditional distribution successively by two training stages in deep architecture has not been studied before.
2) Unlike existing methods, the proposed unsupervised adaptation pre-training is characterized by two novel ingredients which enable more effective marginal distribution adaptation: (1) MMD is calculated using the weighted inputs of the hidden layer to avoid distribution information being destroyed by nonlinear mapping; (2) MMD regularization coefficient increases along the network according to the transferability variation in the hidden layers.
3) A semi-supervised manifold regularized fine-tuning is proposed by incorporating additional geometry information of distributions. The new fine-tuning paradigm uses the discrimination information from labeled source domain to match the conditional distributions of both domains, thus ensures a more accurate domain adaptation and further enhances the model's diagnostic performance.
4) The proposed model is applied to gearbox and engine rolling bearing fault diagnosis under different loads and rotating speeds. Results on cross-domain tasks show the superiority of our model to other state-of-the-art methods.
The remainder of this paper is organized as follows. Related works are first summarized in Section II. Then some preliminary knowledge is introduced in Section III. Section IV details the proposed deep cross-domain model and its learning algorithm. In Section V, experiments on gearbox and engine rolling bearing fault datasets are conducted. Effectiveness of the new adaptation training strategy is also verified. In Section VI time complexity of the model is analyzed. Finally, Section VII draws the conclusions.
II. RELATED WORK
Since the proposed CD-SDAE combines domain adaptation and manifold learning in deep neural network, we first would like to introduce neural network-based domain adaptation methods, especially some deep domain adaptation methods which are close to our work. Then some related manifold regularized methods will be introduced.
The first study to use MMD in neural networks is domain adaptive neural networks (DANN) proposed by Ghifary et al. [36] . DANN incorporates MMD as a regularization term in the supervised learning of the single hidden layer neural network to reduce the distribution mismatch between domains in the feature space. However, the representation capability of DANN is limited to the shallow architecture. Recently, deep learning has been applied to domain adaptation. Tzeng et al. [37] proposed deep domain confusion (DDC) network which optimizes a deep CNN for both classification loss and MMD as domain invariance. Long et al. [38] proposed deep adaptation network (DAN), which generalizes deep CNN to the target domain by incorporation of multi-kernel maximum mean discrepancy (MK-MMD) into CNN cost function. It obtains better performance than DDC and other transfer learning methods on image datasets. Zhuang et al. [39] proposed a multilabel learning based deep transfer neural network taking advantage of unsupervised domain adaptation by embedding MK-MMD loss layers into the deep CNN architecture. The above mentioned deep domain adaptation methods are based on CNN architecture. Recently, deep domain adaptation methods based on stacked autoencoders have been also proposed. Zhuang et al. [34] proposed a supervised representation learning method for transfer learning and named it as transfer learning with double encoding-layer autoencoders (TLDA). TLDA impose both KL-divergence and autoencoder to reduce the distribution mismatch between domains. Long et al. [40] proposed a transfer deep network (TDN) based on marginalized stacked denoising autoencoders (mSDA) by embedding MK-MMD into the model objective function of both pre-training and fine-tuning. It achieves comparable performance as DAN while outperforms other stateof-the-art methods in cross-domain visual object recognition tasks.
Among previous works, TDN [40] is the closest in spirit to our work. They both try to match domain distributions by minimizing MMD-based measure using stacked autoencoders architecture. Our work is different from TDN in that: (1) TDN sets the same MMD penalty coefficient for all hidden layers while our work increases it along the network according to the transferability variation in hidden layers. (2) In TDN, MK-MMD is calculated using the hidden layer activations, while in our work, MMD is calculated based on the weighted inputs of the hidden layer to better preserve the distribution information. (3) Since the unsupervised adaptation pre-training can effectively reduce the marginal distribution distance, our work does not try to match the marginal distributions again in fine-tuning as TDN does. Instead, our work introduces manifold regularization in finetuning to match the conditional distributions of both domains.
Manifold learning assumes that measured signal samples usually distribute on or near the nonlinear low-dimensional manifolds embedded in the high-dimensional signal space [46] . Following this intuition, some manifold regularization learning methods have been proposed [47] , [48] VOLUME 7, 2019 to exploit the geometry of data distribution based on support vector machine and regularized least squares classifier. Manifold regularization in single hidden layer neural network has been investigated in [49] . Recently manifold regularization has also been applied in deep learning. Tomar et al. [50] proposed a manifold regularized deep neural networks (MRDNN) which incorporates discriminative manifold regularizer to deep neural network training. MRDNN shows much better performance in automatic speech recognition tasks than conventional DNN.
MRDNN is the closest to our work in that they all incorporate manifold regularization in the training of deep neural network to extract intrinsic high-level features. However, constructing discriminative manifold regularizer for MRDNN needs labeled target samples. In fault diagnosis applications, the to-be-diagnosed target domain samples have no labels. Meanwhile MRDNN does not consider the distribution mismatch across domains and is not suitable for cross-domain applications. While in our work, the manifold regularizer is constructed using both the source and target domain data without the need of target label information. Therefore, our work is more applicable to cross-domain fault diagnosis applications.
III. CROSS-DOMAIN STACKED DENOISING AUTOENCODERS
This section describes our proposed CD-SDAE. Its 'crossdomain' ability is achieved by the two-stage adaptation training strategy which can first match the marginal distributions, then the conditional distributions of both domains. We first discuss the unsupervised adaptation pre-training and semisupervised manifold regularized fine-tuning, then present the diagnosis procedures using CD-SDAE and the learning algorithm.
A. UNSUPERVISED ADAPTATION PRE-TRAINING
To enhance domain adaptation efficacy, we propose a novel unsupervised adaptation pre-training paradigm and term the pre-trained DAE as cross-domain denoising autoencoder (CD-DAE). To make fully use of sensory data of different working conditions, CD-DAE learns features from both the source and target domain data. And it incorporates the square of empirical MMD as a regularization term to reduce the marginal distribution discrepancy under the hidden representation. Given the source domain data X s and the target domain data X t the objective function of CD-DAE is given by
where Z s and Z t are the outputs of the source and target domain samples separately. Q s = WX s + b, Q t = WX t + b are the weighted inputs of the hidden layer, λ is the penalty coefficient controlling the importance of MMD contribution to the objective. Fig.1 illustrates the architecture of CD-DAE.
To solve the problems in TDN, our unsupervised adaptation pre-training paradigm has been endowed with two novel attributes as follows: 
1) CALCULATING MMD USING WEIGHTED INPUTS OF HIDDEN LAYER
In TDN, MMD is computed using the hidden layer activations. However, in CD-DAE, MMD is computed using the weighted inputs of the hidden layer instead of the outputs. This is because the distribution distance information between two domains may not be preserved adequately by conventional nonlinear mapping [41] . As illustrated in Fig.2 , suppose x 1 -x 4 are the centroids of four different domains. Originally, the distance between x 1 and x 2 is larger than that between x 3 and x 4 . However, after the 'sigmoid' nonlinear activation, the distance between y 1 and y 2 becomes smaller than that between y 3 and y 4 , which is opposite to the fact. This phenomenon poses an obstacle for efficient minimization of domain distribution discrepancy. Therefore, we calculate MMD based on Q s and Q t to better retain distribution information.
2) INCREASING MMD IMPORTANCE ALONG THE HIDDEN LAYERS
The latest finding [42] reveals that the feature transferability drops gradually along the deep network, i.e. features extracted by lower hidden layers are general, while features in higher hidden layers are more task-specific and less transferable. Therefore a fixed MMD penalty coefficient as in TDN is not appropriate for deep architecture. Inspired by this finding, we enhance the importance of MMD along the network by increasing λ correspondingly. This scheme helps to reduce the marginal distribution discrepancy in higher layers more efficiently thus set a good starting point for conditional distribution adaptation in the following fine-tuning.
By the above two schemes, the distribution distance between the source and target domains can be estimated more accurately and the marginal distributions can be matched effectively in each hidden layer.
B. SEMI-SUPERVISED MANIFOLD REGULARIZED FINE-TUNING
Conventional deep learning models are fine-tuned using only labeled data and lack domain adaptation ability. While most existing deep domain adaptation models are fine-tuned with MMD to match the marginal distributions [37] - [40] . As Ref. [44] suggested matching both the marginal distribution and conditional distribution helps to achieve better transfer performance. However, calculation of the conditional distribution distance is intractable in the absence of target domain labels. Some previous studies proposed a circuitous way by exploiting the pseudo labels of target data to handle the conditional distribution adaptation in unsupervised domain adaptation [44] , [45] . And the pseudo labels must be updated iteratively to obtain a satisfied classification performance, which is difficult and time-consuming.
Unlike previous methods, we propose a semi-supervised manifold regularized fine-tuning paradigm for conditional distribution adaptation with high efficiency. Recall the two assumptions of semi-supervised learning: (1) both the labeled data and the unlabeled data are drawn from the same marginal distribution. (2) If two points are close to each other, then their conditional probabilities should be similar as well [43] .
As the proposed unsupervised adaptation pre-training can effectively match the marginal distributions of both domains, it can be approximately regarded that the first assumption is satisfied. Then we can use the second assumption to boost the transfer performance. According to this assumption, if two points x i ∈ X s and x j ∈ X t are close in the intrinsic geometry of the marginal distributions P s (x i ) and P t (x j ) (P s ≈ P t by now), their conditional probability distributions Q s (y s |x i ) and Q t (y t |x j ) are similar as well. Under this smoothness assumption, the manifold regularizer is calculated using both the source and target domain data as
where W is the graph affinity matrix, L is the normalized graph Laplacian matrix. W is defined using the Euclidean distance based Gaussian heat kernel as
where ρ is the kernel scale parameter, we set ρ = 2s 2 , s is the standard deviation of the data samples.
2 is a scale factor for the empirical estimate of the Laplacian matrix. Y s+t is the output matrix of the source and target domain data samples.
By incorporating the manifold regularization term, we have the following semi-supervised fine-tuning objective function:
where Y S is the labels of source domain data X S . Note that unlike standard semi-supervised learning, the manifold regularization term in Eq. (4) is constructed with both the source and target domain data. Therefore, the discrimination information from source domain can be leveraged to adapt the model to the structure property of target domain. Specifically, the manifold regularization enforces two close points x i ∈ X s and x j ∈ X t have similar model outputs f (x i ) and f (x j ). As the output of a classifier can be regarded as the conditional probability of the input, the new fine-tuning paradigm naturally matches the conditional probability distributions of both domains, and thus further enhances the model's cross-domain diagnostic performance.
C. DIAGNOSIS PROCEDURES USING CD-SDAE
The method to apply CD-SDAE to fault diagnosis is shown in Fig.3 . The general procedures are summarized as follows.
Step 1: The time-series vibration signals of different working conditions are measured and collected from test rig. Then they are divided into samples of equal window length.
Step 2: Calculating the corresponding frequency spectra of time-series samples using fast Fourier transform. They are normalized and then divided into training and testing datasets.
Step 3: Pre-train each CD-DAE using both the source training data (X s ) train and the unlabeled target training data (X t ) train , then construct the CD-SDAE architecture.
Step 4: Fine-tune CD-SDAE using labeled source training data (X s , Y s ) train and unlabeled target training data (X t ) train
Step 5:Produce diagnosis results for target domain test data (X t ) test with the already trained CD-SDAE model.
D. LEARNING ALGORITHM
The proposed CD-DAE and CD-SDAE can be both trained with mini-batched stochastic gradient descent (SGD), which has become a standard practice in deep neural network training. To minimize the objective functions (1), we need to compute the gradient of J CD−DAE w.r.t. network parameters based on each mini-batch.
Let U (1) = [b (1) W (1) ] ∈ R n×(m+1) be the parameter matrix between the input layer and hidden layer in CD-DAE, U (2) = [b (2) W (2) ] ∈ R m×(n+1) be the parameter matrix between the hidden layer and the output layer. The gradient of J CD−DAE w.r.t U (1) has three parts: We omit the description of computing ∇U
MSE−s and ∇U MMD depends on the choice of kernel function. We adopt the Gaussian kernel function k(x i , x j ) = exp − x i − x j 2 2s 2 which is considered as a universal kernel. Then the MMD 2 e (Q s , Q t ) term can be computed as
the element of 1 in each sample is used to incorporate the computation with the biases, s is the standard deviation of the samples.
And the gradient of MMD 2 e w.r.t. U (1) is computed as
where
This computation incurs a complexity of O(n 2 ), which is a rather high computational cost and is undesirable for deep learning. To reduce computation cost, we apply MMD 2 e over each mini-batch and then sum them up. In this way ∇U Fine-tuning CD-SDAE needs the gradient of J CD−SDAE w.r.t. network parameters. Let U (L−1) be the parameter matrix connecting the highest hidden layer and output layer, the gradient of J CD−SDAE w.r.t. U (L−1) is as follow
Computing the gradient of ∇U
is the (L − 1)th hidden layer output matrix of the source and target batch samples, n L−1 is the number of neurons in the highest hidden layer. The gradient of J CD−SDAE w.r.t other hidden layer parameter matrix can be obtained using the equations of back propagation (BP) algorithm. The complete procedures for training CD-SDAE are summarized in Algorithm 1. In the implementation of pretraining, we separate the minimization of mean squared errors and MMD term into two steps. L MSE (X s , Z s ) and L MSE (X t , Z t ) are firstly minimized by min-batched SGD to updateU (1) , then MMD 2 e (Q s , Q t ) is minimized to re-update U (1) in one epoch.
Algorithm 1 CD-SDAE Learning Algorithm
Input:source domain data and lablesX s , Y s , target domain data X t , the depth and the number of each layers, penalty coefficientλ,γ , corruption probability c, the size of minibatch B, the learning rate of pre-training and fine-tuning, the number of training epochs Output:the learned CD-SDAE model begin: / Unsupervised adaptation pre-training 1: for layer i =1 to L do 2: construct autoencoder using i-th and (i+1)-th layer, initialize U (1) and U (2) 3: for epoch t = 1 to T do 4:
upgrade U (1) and
end for 7:
re-upgrade U (1) by minimizing MMD 2 e (Q s , Q t ) term using gradient descent 8: end for 9: U (1) is retained as the parameter matrix of i-th layer 10: end for / Supervised manifold regularized fine-tuning 11: for epoch t = 1 to T do 12: for batch k = 1 to (n s + n t )/B do 13:
upgrade U (i) using mini-batched SGD by minimizing both MSE and manifold regularization term 15: end for 16: end for 17:end for
IV. EXPERIMENTS
In this section, comprehensive experiments on two representative rotating machinery faults are conducted to demonstrate the efficiency, superiority as well as practical value of our proposed model.
A. EXPERIMENTAL SETTINGS AND DATA DESCRIPTION 1) GEARBOX FAULT DATASET
Gearbox is an important component of transmission system in rotating power sources such as wind turbines. As gearboxes operate under harsh working conditions, they often suffer from various faults, especially in gears and rolling bearings [1] , [2] . Hence data of both faulty gear and rolling bearing is used. The fault data is collected from a custom-built gearbox fault test rig as shown in Fig.4 . The test rig mainly consists of variable speed motor, planetary gearbox, parallel gear box, coupling, rolling bearings and electromagnetic brake. The vibration signal is measured by an accelerometer (PCB-355B03) attached on the cover of parallel gearbox with a sampling frequency of 10 kHz. The motor rotating speed can be set by variable speed motor. An electromagnetic brake is used to control working load by setting different load current and voltage. Fig. 5 shows the internal configuration of the parallel gearbox. There are 3 shafts and 4 gears composing a twostage transmission of the gearbox. We choose gear G 21 and rolling bearing G − BFK − 1 as two test components (the red parts in Fig.5 ) in experiments.
Altogether, eight patterns are considered, including one healthy pattern, four gear faults and three rolling bearing faults, which are most typically encountered in real gearbox. The four gear faults are: (1) broken teeth, (2) missing teeth, (3) tooth surface wear, (4) tooth root crack. They are produced by damaging the tooth of gear G 21 as shown in Fig.6 . The three rolling bearing faults are: (1) inner race fault, (2) ball fault and (3) outer race fault. The G − BFK − 1 bearings with different faults are shown in Fig.7 .
In each experiment, a faulted gear or rolling bearing is installed to simulate a specific fault pattern. Experiments are VOLUME 7, 2019 carried out under four working conditions with different rotating speeds and loads as listed in Table 1 . Different loads are achieved by varying the voltage and current supplied to the electromagnetic brake.
Some deep learning methods directly extract features from raw time-series vibration signals [14] - [16] , [22] , [23] and some others learn features from frequency spectra of raw vibration signals [1] , [9] , [17] , [21] . In this paper, frequency spectra of both domains are selected as the inputs for the model training. This is mainly because time-series vibration signals show shift variant properties which may be disadvantageous for SDAE to extract discriminate features [52] . On the contrary, frequency spectra can show that how their constitutive components are distributed with discrete coefficients and provide clear information about the health conditions of the rotating machinery [1] , [9] . And the benefits of using frequency spectra as inputs will be discussed later.
The length of a sample decides the input size of the deep model. Better representation could be obtained with larger input size [14] . However, larger input size also incurs more computations. In this paper, we experimentally decide this parameter by finding a balance between diagnostic accuracy and computational cost. In our experiments, the time-series measurements are first divided into examples of equal window length of 1024 data points. Then, all the time-series samples are transformed to frequency spectrum samples by fast Fourier transformation (FFT). Note that a time-series sample contains 1024 data points, thus its corresponding frequency spectrum also has 1024 Fourier coefficients. Since these coefficients are symmetric, the first half (512 coefficients) is used for each frequency spectrum sample. The frequency domain samples are then normalized to [0, 1] interval. We have generated four datasets under four working conditions. In each dataset, every fault pattern has 500 samples, thus each dataset contains 4000 samples. The training and testing samples of each pattern are randomly selected. The description of datasets is as Table 2 .
Meanwhile, to tune the hyper parameters and obtain the best parameter setting of the methods, a separate validation 
FIGURE 8. Engine rolling bearing test rig main body.
set is also generated from working condition C1. For fast implementation thus wider range of values can be evaluated, the validation set has a small size of 800 samples, i.e. each pattern has 100 samples.
2) ENGINE ROLLING BEARING FAULT DATASET
As rolling bearing faults accounts to around 45-55% of the equipment failures [54] , it is very important to diagnosis rolling bearing faults for real equipment. In this case, a rolling bearing from a real turbo-shaft engine is used to evaluate the proposed model. This rolling bearing is employed to support the gas turbine rotor and is subjected to both axial and radial forces during operation. To simulate the real working conditions for this engine rolling bearing, a test bed is specially developed in our laboratory and its main body is shown in Fig. 8 . The engine rolling bearing fault test rig mainly consists of the main body which contains the engine rolling bearing, a motor driving system to rotate the bearing with predefined rotating speed, a hydraulic loading system to apply both axial and radial loads, and the measurement system to measure the vibration and temperature signals. The vibration signals from the accelerometer attached to the end of the main body with 50 kHz sampling frequency are used in this case.
In this case, three fault types were simulated in the test rig. They are inner race fault, ball fault and outer race fault. Then we have four patterns together with a healthy pattern. Experiments were conducted under three different working conditions corresponding to three real steady-state operating points of a turbo-shaft engine (for confidentiality reasons, the engine type is not provided). These operating points are simulated by setting different rotating speeds and loads listed in Table 3 .
Like in the first case, the measured time domain samples are transformed to frequency spectrum samples by FFT. And the length of each frequency domain sample is set as 400 by experiments. We have generated three datasets corresponding to the three working conditions. In each dataset, every fault pattern has 500 samples, thus each dataset contains 2000 samples. The training and testing samples of each pattern are randomly selected. The description of datasets is as Table 4 . Meanwhile, a separate validation set with 400 samples is also generated from condition C1 to obtain optimal parameter setting.
B. MODEL PARAMETERS
To evaluate the proposed model, we apply it to the fault diagnosis of gearbox and engine rolling bearing under different working conditions and compare it with other existing deep learning and domain adaptation methods. Among deep learning models, SAE and SDAE are both widely used [1] , [14] - [16] , [17] . Experimental results show the diagnosis performance of SDAE outperforms SAE [1] , [14] , hence we select SDAE as one comparative model. Domain adaptive neural network (DANN) [36] is an effective shallow learning model to deal with domain adaptation problem and we select it as a comparative method. We also compare our model with transfer deep network (TDN), which produced state-of-the-art performance on cross-domain visual object recognition and sentiment classification problems [40] . Altogether, there are four methods to be investigated: SDAE, DANN, TDN and CD-SDAE.
These methods incur some hyper parameters which affect their performances greatly. Thus, to make a fair comparison, all the methods are empirically evaluated on the validation to select these parameters.
As SDAE, TDN and CD-SDAE are all deep learning models, we follow the model selection procedures as Ref. [14] . More specifically, the number of input layer neurons is equal to the sample's length and the number of output layer neurons is equal to the number of patterns. And a ''dimension reduction'' architecture with three hidden layers is adopted as suggested in Ref. [14] . The numbers of neurons in each hidden layer are decided by experiments on SDAE. To compare fairly, other deep models (TDN and CD-SDAE) adopt the same network structure as TDN. All the deep models are trained using mini-batched SGD with the same parameters by experiments on SDAE. For denoising autoencoder, the input data is corrupted using zero-masking noise with the same corruption probability. Unlike SDAE and CD-SDAE, TDN is based on marginalized stacked denoising autoencoders (mSDA) [53] to speed up training. It first simplified DAE using linear activation, then the nonlinearity is injected after the linear hidden representation is computed.
Our model incurs three extra parameters: MMD penalty coefficient λ, the manifold penalty coefficient γ and the number of neighbors k. These parameters have to be carefully selected to get the best results. Exploring combinations of all these parameters require a number of training runs which is exponential to the number of parameters. Therefore, we first decide MMD penalty coefficient experimentally, then the combination of γ and k is decided using grid search on validation set, where k is selected with a step size of 2 from 2 to 20 and γ is selected from {10 −2 , 10 −1 , 1, 10, 10 2 }.
DANN is a single-hidden layer neural network model, to enable fair comparison, it is firstly pre-trained by DAE and then trained using the same mini-batched SGD. Both DANN and CD-SDAE use single-kernel MMD for distribution matching. TDN adopts multi-kernel MMD and the optimal kernel parameters are learned by Quadratic Program as in [40] . The detail parameter descriptions of all methods on two cases are listed in Table 5 and Table 6 separately.
C. RESULTS AND DISCUSSIONS 1) RESULTS OF GEARBOX FAULT DATASET
We have designed 12 cross-domain diagnosis tasks as listed in Table 7 , where ''C2→C1'' stands for a cross-domain diagnosis task from working condition C2 to C1, i.e. train the diagnostic model with labeled training samples from C2 dataset and unlabeled training samples from C1 dataset, then evaluate the model with unseen testing samples from C1 dataset. All the experiments were conducted in Matlab R2013a running on workstations with two-core 3.4 GHz CPUs and 64GB RAM. Table 7 lists the mean diagnostic accuracies over 10 independent runs of each method on all cross-domain tasks. Meanwhile, the average diagnostic accuracies over the 12 tasks of each method and their standard deviations are also listed on the bottom row.
It's important to note that our model is trained with two novel paradigms: 1) unsupervised adaptation pre-training and 2) semi-supervised manifold regularized fine-tuning. These two training paradigms are used to match the marginal and conditional distributions successively. In order to respectively demonstrate their effects, we have also made an ablation study. We term the model without unsupervised adaptation VOLUME 7, 2019 pre-training (with only standard pre-training) as CD-SDAE-1, and term the model without manifold regularized fine-tuning (with only standard fine-tuning) as CD-SDAE-2. These two partly adapted methods have been also evaluated on the same cross-domain tasks and their results are included in Table 7 .
Several encouraging observations can be firstly noted from Table 7: 1) Our model consistently outperforms TDN and other methods on all the cross-domain tasks. It obtained the highest average diagnosis accuracy, which verifies the effectiveness of its domain adaptation ability.
2) The performance of DANN (shallow model) is inferior to other deep models, which verifies that extracting high-level features using deep architecture is useful for fault diagnosis.
3) CD-SDAE-1 and CD-SDAE-2 perform better than standard SDAE on all tasks, which verifies that two paradigms indeed are effective to boost cross-domain classification.
4) However, both CD-SDAE-1 and CD-SDAE-2 are inferior to CD-SDAE. This suggests that putting the two paradigms together, i.e., match the marginal and conditional distributions successively could further enhance the transfer performance thus obtain better cross-domain diagnosis performance.
It is worth noting that the difficulty of domain adaptation varies with tasks. For example, the difference between working condition C1 and C2 are closer than that between C1 and C4. As a result, the performance of TDN is relatively satisfactory on C1→C2, but it drops significantly on C1→C4. By contrast, CD-SDAE is more stable over these tasks. And this can be partly confirmed by its smaller standard deviation of average accuracy than others. The stable performances on these harder tasks further demonstrate the key roles of the two paradigms in cross-domain classification.
Meanwhile, we have also evaluated all methods on the same working conditions. Table 8 lists the diagnostic results of all methods. Out method still performs better than other compared method. The main reason can be attributed to the semi-supervised manifold regularized fine-tuning which enforces similar data points have similar category. And the good results also verify the applicability of our method.
2) RESULTS OF ENGINE ROLLING BEARING FAULT DIAGNOSIS
We have designed 6 cross-domain diagnosis tasks for this case, and the diagnostic results of each method are listed in Table 9 .
It can be seen from the table that our model still performs better than other methods. It achieved the highest testing accuracies on all these cross-domain tasks, which again verifies its effectiveness for fault diagnosis under different working conditions. CD-SDAE-1 and CD-SDAE-2 perform better than standard SDAE on all tasks, which verifies that the two paradigms are effective to enhance cross-domain diagnosis performance for this rolling bearing from real turbo-shaft engine. We also have compared our method with others under the same working conditions. Table 10 further demonstrates that our method has better accuracy regardless the working conditions.
D. EFFECTIVENESS VERIFICATION OF THE NEW ADAPTATION TRAINING STRATEGY
To achieve an in-depth understanding and further verify the effectiveness of the proposed adaptation training strategy, we specifically present effectiveness verification of the two paradigms on the first case as it has more fault patterns.
1) EFFECTIVENESS VERIFICATION OF UNSUPERVISED ADAPTATION PRE-TRAINING
To explicitly show how well can our unsupervised adaptation pre-training paradigm match the marginal distributions, Fig.9 visualizes the source and target domain deep features extracted by the unsupervised pre-trained SDAE, TDN and CD-SDAE on C2→C1 task. We can observe great difference between two domain distributions of SDAE features in Fig.9 (a) . In Fig.9 (b) , the marginal distributions of the source and target domains are matched better by TDN than SDAE. However, some parts are not aligned well. It can be observed from Fig.9 (c) that CD-SDAE achieved much better domain adaptation performance than TDN and SDAE, which verifies the adaptation pre-training can correct the marginal distribution mismatch in feature space effectively.
It is also interesting to see that although no label information being used during unsupervised pre-training, some data points of the same pattern assembled and formed a few clusters. This can be attributed to the use of frequency spectra as training samples. For comparison, we have also done the 2D PCA visualization of SDAE and CD-SDAE in Fig.10 with time-series samples as training data. It can be seen that CD-SDAE still matches the marginal distributions much better than SDAE. We can also find that there are no obvious clusters in both the source and target domain data distribution. Comparing Fig.9 with Fig.10 , we can conclude that frequency domain data can provide more discriminate information than time domain data thus is more suitable for fault classification. This conclusion is consistent with the suggestions given in Ref. [1] , [9] .
In our distribution matching paradigm, MMD is computed using the weighted inputs of the hidden layer. To show the benefit, we change CD-SDAE by computing MMD using the hidden layer activations and term it as CD-SDAE-3. We plot the mean diagnosis accuracies obtained by CD-SDAE and CD-SDAE-3 over10 trials on C2→C1, C3→C1, C4→C1 and C1→C2 tasks of the first case in Fig. 11 . It can be seen that the accuracies of CD-SDAE are consistently higher than that of CD-SDAE-3. This verifies that computing MMD using the weighted inputs of the hidden layer instead of the outputs is more effective to minimize domain distribution thus produces higher cross-domain diagnosis accuracy.
A key characteristic of our distribution matching paradigm is that the MMD importance is increased along hidden Fig.12 shows the diagnostic accuracies of four tasks with the three λ settings. It can be observed that the diagnostic accuracy with increasing λ is higher than others on the four tasks and decreasing λ has the lowest accuracy. This result is in accordance with the conclusion on transferability of hidden layers, i.e. the higher layer representation is less transferable [42] , hence should be assigned with higher λ to enhance the invariance of feature representations.
2) EFFECTIVENESS VERIFICATION OF SEMI-SUPERVISED MANIFOLD REGULARIZED FINE-TUNING
We have plotted the diagnostic accuracy curves of SDAE and CD-SDAE on C2→C1 task during fine-tuning in Fig.13 . It can be seen that SDAE achieve a high diagnostic accuracy in the source domain, while the accuracy in the target domain is unsatisfactory. The curves stop increasing after around 200 iterations, which suggests that SDAE over-fits to the source domain. On the contrary, the diagnostic accuracies of CD-SDAE keeps increasing and the margin between two curves is much smaller than that of SDAE, which suggests that our model generalizes well across domains during finetuning, thus enhances the target domain diagnostic accuracy effectively.
We have also done a PCA visualization of the deep features extracted by the fine-tuned models to gain insight into their capacities to learn domain-invariant features. Fig.14 shows 2D PCA visualization of the deep features extracted by CD-SDAE and TDN respectively on C4→C1 task. As shown in the figure, different colors represent different fault patterns described in Table 2 . And the dark colors represent the source domain data while the light colors represent the target domain data.
Because label information is used during fine-tuning, clusters of fault patterns are formed in the figures. Most of the fault patterns of the source samples are well separated in both figures. It can be observed that, in general, both our model and TDN can align the feature distributions of the same pattern between domains, i.e. match the conditional distributions of both domains. However, our model seems better than TDN as there are some patterns of the source and target domains do not overlap very well in Fig.14 (b) .
To quantitatively evaluate the domain adaptation performance of the two models, we have calculated the average pattern center distance by the following measurement 
V. TIME COMPLEXITY ANALYSIS
We empirically analyze the time complexity of all methods by comparing their training time. Table 11 lists the average training time over the twelve cross-domain tasks.
It can be seen from Table 11 that CD-SDAE needs more training time than DANN and TDN. The reason can be attributed to the extra computational costs caused by computing gradients of MMD and manifold regularizer. Although the gradient of MMD can be computed with linear-time cost using the proposed trick in Section IV, the estimation of the weights in the affinity matrix and selection of k nearest neighbors for manifold regularized fine-tuning incurs much computation. As TDN introduces marginalized stacked denoising autoencoders to speed up training, it has comparable training time as SDAE. As our model is based on stacked denoising autoencoders, the neat idea of mSDA can be also used to speed up training, and this is left for our future work. 
VI. PARAMETER SENSITIVITY ANALYSIS
CD-SDAE is based on denoising autoencoders thus involves a hyper parameter, i.e. the corruption probability c. The unsupervised pre-training introduces a regularization parameter λ and the manifold matching fine-tuning involves two hyper parameters: the regularization parameter γ and the number of nearest neighbors k. As we have shown the effect of λ in Section IV, in this section, we investigate the effects of the left hyper parameters on diagnostic performance. We conduct the parameter sensitivity analysis on C2→C1 and C3→C1 crossdomain tasks of the first case. When testing a specific hyper parameter, we only vary the parameter of interest and fix the others. The diagnostic accuracy of TDN is included as baseline.
A. CORRUPTION PROBABILITY C
We run CD-SDAE with varying values of c and the diagnosis accuracies of two tasks w.r.t. c are plotted in Fig.15 . It can be seen that the diagnosis accuracies increase firstly, then when c is larger than 0.5, the accuracies decrease rapidly. CD-SDAE performs well when c is in the range [0.2, 0.5].
B. NUMBER OF NEAREST NEIGHBORS K
The number of nearest neighbors k affects the construction of graph. Theoretically, k should be neither too large nor too small, because a very dense graph (k → ∞) will connect dissimilar samples, and very sparse graph (k →0) will capture limited similarity information between samples. We run CD-SDAE with varying values of k and show the performance variations. Fig.16 indicates that CD-SDAE can obtain stable performance in a pretty wide range of k ∈ [6, 26] .
C. MANIFOLD REGULARIZATION PARAMETER γ
We have also investigated how γ affects models' diagnostic performance. Fig.17 shows the diagnostic accuracies with varying γ . It can be seen that CD-SDAE favors moderate manifold parameter, i.e. γ ∈ [0.5, 2.0]. As γ controls the importance of manifold consistency, a good trade-off between deep learning and manifold consistency matching is important for model's discriminative ability.
VII. CONCLUSIONS
To give an accurate and reliable results for rotating machinery fault diagnosis under different working conditions, this paper proposed a cross-domain stacked denoising autoencoders with a novel training strategy. Taking advantages from both domain adaptation and manifold learning, the new model solves the problems in existing deep domain adaptation methods and can learn domain-invariant features while preserve geometric properties of distribution. Experiments on gearbox and engine rolling bearing fault datasets demonstrate the efficacy of the proposed model. It achieved better crossdomain diagnostic results than not only conventional deep learning method but also state-of-the-art deep domain adaptation method (TDN).
Effectiveness verification further proves: 1) calculating MMD using weighted inputs and with increasing penalty coefficient make the distribution matching performance of our pre-training paradigm competitive to TDN and is much easier to implement. 2) Manifold regularized fine-tuning is effective to match the conditional probability distributions by using discrimination information from the source domain and geometry properties of both domains.
