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1 Introduction
La mesure du risque d'insolvabilité dans un cadre espérance variance est dé
finie par la capacité d'une institution financière à réaliser une profitabilité
donnée pour un niveau de risque minimal. Cet article cherche, d'une part,
à mesurer de manière relative le risque d'insolvabilité au sein de l'indus
trie bancaire française et, d'autre part, à en éclairer les déterminants. En
particulier, on teste si les différences observées entre banques en termes de
capitalisation, de structure de l'actif et de coût des ressources conduisent
à des différences significatives en termes de risque d'insolvabilité. Dans ce
contexte, une variable supplémentaire qui retient l'attention est la taille. En
effet, la taille confère-t-elle des avantages, notamment en termes de diversi
fication, conduisant à une réduction du risque, ou, au contraire, induit-elle
des comportements de prise excessive de risque ? Afin d'apporter des élé
ments de réponse à ces interrogations, on va s'appuyer sur une méthodologie
développée par Hughes et Moon (1996) permettant une mesure conjointe de
l'espérance de profit et de sa variance. Ces indicateurs sont ensuite con
vertis en une mesure du risque d'insolvabilité par la construction d'une
frontière rendement risque du secteur bancaire. Cette frontière s'apparente
à une frontière de production : les banques emploient, du risque afin de pro
duire de la rentabilité. Chaque banque est caractérisée par sa position par
rapport à cette frontière et sa performance est mesurée par un score d'ef
ficience calculé par enveloppement non paramétrique (méthode DEA). La
procédure est appliquée à un échantillon de banques françaises sur la pé-
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riode 1993-1997. La section 2 présente les principaux résultats théoriques et
empiriques quant aux interactions entre capitalisation, taille et risque d'in
solvabilité. La section 3 présente les méthodologies visant à rendre compte
du risque dans les mesures d'efficience productive. La section 4 présente la
fonction de dépense à partir de laquelle sont dérivés dans la section 5 les
scores d'efficience. La section 6 présente l'analyse des scores d'efficience.
2 Taille, capitalisation et risque d'insolvabilité
Le risque d'insolvabilité d'une institution financière résulte, d'une part,
des réalisations des risques qu'elle est susceptible de porter à travers
l'ensemble de ses activités et, d'autre part, de sa capacité à les absorber.
Dans ce contexte, deux aspects ont fait l'objet d'une attention particulière :
la capitalisation, qui va déterminer la capacité d'absorption des pertes
de l'institution financière, et la taille, qui est susceptible d'induire des
comportements face au risque spécifiques.
2.1 Capitalisation et risque d'insolvabilité
La détention de fonds propres et la réglementation qui l'encadre visent à
réduire la probabilité d'insolvabilité des banques en les dotant d'une capacité
suffisante d'absorption des pertes. Dans ce contexte, un niveau de fonds
propres plus élevé à actif inchangé doit conduire à une réduction globale
de la probabilité de défaillance des institutions financières. Toutefois, ceci
suppose l'indépendance de la composition des portefeuilles d'actifs et de
la structure du capital des banques. Kim et Santomero (1988) montrent
qu'en l'absence de contrainte réglementaire sur le niveau de fonds propres,
les banques présentant une aversion pour le risque relativement faible
sélectionnent des actifs plus risqués ainsi qu'un taux de fonds propres
plus faible. L'hétérogénéité des préférences en matière de risque au sein
de l'industrie bancaire implique une relation négative entre risque des actifs
et taux de fonds propres. On s'attend donc à observer une relation négative
entre capitalisation et risque des actifs qui débouche finalement sur une
relation négative entre capitalisation et risque d'insolvabilité. Parallèlement
à la relation inverse entre risque et niveau de fonds propres, trois raisons
peuvent conduire à l'existence d'une relation positive cette fois entre
variations du risque des actifs et variations du niveau de fonds propres. La
première découle de l'introduction de normes réglementaires de détention
de fonds propres. Merton (1972), Kahane (1977), Koehn et Santomero
(1980) ainsi que Kim et Santomero (1988) montrent qu'en présence d'une
telle contrainte, des banques riscophobes procèdent à un ajustement entre
risque de l'actif et fonds propres de telle manière à atteindre un niveau
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contrainte réglementaire, on conjecture donc un accroissement du risque
de l'actif, à objectif de solvabilité (matérialisé par exemple par un rating
cible) inchangé. La deuxième raison de l'observation d'une relation positive
entre variation de risque et variation du niveau de fonds propres découle de
l'existence de coûts de faillite, qui regroupent autant des coûts de procédure
que des coûts de liquidation d'actifs ou plus généralement la perte de la
valeur d'agrément définie comme la somme actualisée des profits futurs
associés au fait d'avoir l'autorisation d'exercer une activité bancaire (Keeley
(1990)). Dans ce contexte, Milne et Whalley (1998) introduisent la valeur
d'agrément dans le cadre d'un modèle d'option et montrent que les banques
sélectionnant des portefeuilles plus risqués détiennent alors plus de fonds
propres. La troisième et dernière cause d'un lien positif entre risque et fonds
propres s'inscrit dans le cadre de la théorie de l'agence. Celle-ci a depuis
longtemps identifié l'existence de préférences pour le risque hétérogènes
comme source de coûts d'agence. Saunders et al. (1990) montrent que les
dirigeants, agissant en tant qu'agents des actionnaires, ont une incitation
à sélectionner une probabilité de faillite inférieure à celle souhaitée par les
actionnaires. En effet, les dirigeants perçoivent d'une part un salaire fixe et
risqué (car soumis au risque de défaillance) et d'autre part ils développent
un capital humain spécifique à la banque.
Schrieves et Dahl (1992) montrent l'existence d'un tel ajustement
entre variation du risque de l'actif et variation du niveau de fonds propres.
De la même manière, Calem et Rob (1999) observent un lien positif entre
variation du risque de l'actif et niveau de fonds propres suite à l'application
de l'accord de Bâle de 1988. Demsetz. Saidenberg et Strahan (1996) étudient
plus précisément le rôle de la valeur d'agrément dans les choix de risque
et de capitalisation des banques commerciales américaines. Ils observent
une relation positive en section entre valeur d'agrément et niveau de fonds
propres ainsi qu'une relation négative entre valeur d'agrément et risque.
Toutefois, ceci ne permet pas de conclure quant au sens de la relation entre
niveau de fonds propres et risque mais renforce l'évidence en faveur d'un
ajustement entre niveau de fonds propres et risque de l'actif. Ces travaux
empiriques mettent en évidence l'existence d'un ajustement dynamique
entre le risque de l'actif et les fonds propres détenus. L'ensemble de ces
résultats suggère que les décisions de capitalisation des banquiers sont
au moins partiellement basées sur un objectif de risque d'insolvabilité,
synthèse du risque des activités et des fonds propres détenus par l'institution
financière. Sur la base de ce constat, l'article vise à analyser si la relation
positive entre variations de la capitalisation et variations du risque des actifs
peut être transposée au cas d'une coupe transversale. Si la relation entre
capitalisation et risque des actifs est négative, alors le risque d'insolvabilité
est effectivement bien décroissant dans la capitalisation. En revanche, en
cas de relation positive entre capitalisation et risque des actifs, l'effet de
la capitalisation sur le risque d'insolvabilité devient indéterminé a priori.
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s'attend à observer une relation inverse entre niveau de fonds propres et
risque d'insolvabilité.
2.2 Taille et risque d'insolvabilité
Les arguments théoriques fondant le lien entre taille et risque peuvent être
divisés en deux catégories non exclusives. D'une part, les arguments en
faveur d'un lien négatif entre taille et risque et, d'autre part, les arguments
en faveur d'un lien positif. En premier lieu, l'existence d'un lien négatif
entre taille et risque est lié à la justification même de l'existence de banques.
L'argument le plus naturel est celui de la diversification par la taille. En effet,
une banque ne se diversifie pas en répartissant une richesse initiale entre
un grand nombre d'actifs existants, mais en augmentant le nombre de ses
actifs. Un argument similaire est celui de l'existence d'économies d'échelle
dans les coûts de transactions introduit par Diamond (1984) ou encore
Ramakrishnan et Thakor (1986). L'existence d'intermédiaires financiers
serait justifiée par les économies réalisées dans la résolution d'asymétries
informationnelles via la délégation à un intermédiaire financier du contrôle
des emprunteurs. Le résultat inverse d'un lien positif entre taille et risque
n'est pas incompatible avec l'existence de bénéfices liés à la taille, mais
découle de l'environnement institutionnel des banques. La prise de risque
excessive résulte alors de l'existence de mécanismes explicites ou implicites
de protection publique liés à l'assurance des dépôts et à la doctrine du "too
big tofail".
Boyd et Runkle (1993) cherchent à tester ces deux théories non
contradictoires a priori. Ils concluent que si les grandes banques sont
effectivement plus diversifiées, leur probabilité de faillite n'est pas inférieure
à celle des banques moins grandes. Leurs résultats suggèrent donc que si
les grandes banques bénéficient d'effets positifs liés à la diversification, elles
ont des actifs moins rentables et sont moins capitalisées. Goyeau, Sauviat et
Tarazi (1998) appliquent une méthodologie similaire sur données comptables
à un ensemble de pays européens ainsi qu'aux États-Unis et au Japon. Leurs
résultats ne permettent cependant pas de conclure à l'existence pour les
banques françaises d'un lien entre taille et risque d'insolvabilité. Liang et
Rhoades (1991) ainsi que Demsetz et Strahan (1997) étudient les liens entre
taille, diversification et risque dans l'industrie bancaire américaine. Leurs
résultats montrent que les grandes banques détiennent effectivement des
portefeuilles plus diversifiés, mais ceci n'implique pas un risque des actifs
plus faible. Au contraire, la composition des portefeuilles de crédits évolue
vers des segments plus risqués à mesure que la taille de la banque augmente.
De plus, Demsetz et Strahan (1997) observent un lien négatif entre risque
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3 Efficience productive et risque d'insolvabilité
Les applications des méthodes de frontière d'efficience aux banques se sont
principalement concentrées sur l'efficience coût - la capacité à produire un
vecteur donné d'outputs au meilleur coût - ou l'efficience profit - la sélection
de vecteurs d'outputs et d'inputs qui maximisent le profit. Ces approches
exclusivement orientées vers la production bancaire font généralement abs
traction de l'exposition au risque dans le calcul de l'efficience. L'introduction
du risque dans ce contexte méthodologique s'est principalement effectuée de
deux manières. La première démarche se fonde sur l'hypothèse qu'une ban
que qui maîtrise ses coûts maîtrise également ses risques. Dietsch (1996)
observe une relation négative entre efficience de coût et taux de créances
douteuses ce qui confirme l'hypothèse d'une relation négative entre effi
cience et prise de risque. Berger et De Young (1997) analysent également
les relations entre qualité des crédits, efficience coût et niveau de fonds pro
pres. Ils concluent que les banques les moins bien gérées tendent à prendre
plus de risque afin de compenser ce désavantage. Dans le même esprit, Kwan
et Eisenbeis (1997) étudient l'interaction des mêmes variables à travers une
représentation en termes d'équations simultanées. Ils concluent également à
l'existence d'une relation positive entre inefficience coût et prise de risque.
Ils observent également un lien positif entre efficience et capitalisation, les
banques les mieux gérées étant en mesure d'accumuler des fonds propres.
La deuxième démarche consiste à intégrer de manière explicite le ris
que à des mesures de performance productive. Le lien s'effectue à travers
l'hypothèse que la réduction du risque est coûteuse et nécessite l'emploi d'un
facteur spécifique : les fonds propres. MacAllister et MacManus (1993) intè
grent le risque de l'actif dans une fonction de coût via une approximation du
coût des fonds propres nécessaire à compenser le risque du portefeuille de
prêts. Sur la base de cette modélisation, les auteurs déduisent des mesures
classiques d'économies d'échelle. Dans ce cadre, une banque plus diversi
fiée bénéficie d'économies d'échelle et à besoin de moins de fonds propres
pour maintenir constant son risque d'insolvabilité. Ils observent effective
ment l'existence d'économies d'échelle pour les banques les plus grandes
alors que la plupart des études contemporaines n'introduisant pas le con
trôle des risques dans les coûts font état d'absence d'économies d'échelle
voir de déséconomies d'échelle pour les banques les plus grandes (Berger et,
Humphrey (1991) ou Noulas. Ray et Miller (1990)). Dans la même optique,
Hughes et Mester (1998), Hughes, Lang. Mester et Moon (1996) intègrent
explicitement le risque dans une fonction de coût et en dérivent des mesures
d'économies d'échelle. Leur méthodologie consiste en une remise en cause
de l'hypothèse de neutralité au risque qui sous-tend la démarche de minimi-
sation des coûts dont sont déduites les mesures classiques de productivité.
Ces auteurs observent également l'existence d'économies d'échelle plus im
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L'article propose une application à un échantillon de banques françai
ses de la méthodologie développée par Hughes et Moon (1996). Celle-ci
consiste en l'estimation d'une fonction de dépense des dirigeants des banques
admettant l'aversion pour le risque afin d'en retirer des indicateurs de
rentabilité et de risque. Ceux-ci entrent ensuite dans la construction d'une
frontière rendement risque des choix des banques permettant d'évaluer leurs
performances relatives. Cette démarche est similaire à DeYoung, Hughes et
Moon (1998) qui analysent les résultats d'audits réglementaires (ratings
CAMEL). Cependant, ces auteurs n'analysent pas de manière directe les
déterminants de l'efficience qui traduisent les choix des banquiers et que
l'on supposera se traduire dans la structure du bilan.
4 La fonction d'utilité des banquiers : une application
du Système Presque Idéal de Demande
En supposant que les banquiers maximisent le profit, la plupart des modèles
de la production de la firme bancaire font implicitement l'hypothèse de neu
tralité au risque. Les banquiers choisissent le vecteur d'inputs qui minimise
le coût moyen et ce indépendamment du niveau de risque qu'induisent ces
choix. L'estimation d'une fonction de coût ou de profit peut donc introduire
un biais dans la mesure de la performance. En effet, un banquier riscophobe,
consacrant par exemple plus de ressources au contrôle des crédits, apparaî
tra relativement peu performant en termes de coût ou de profit, sa volonté
de réduire le risque obérant la rentabilité à court terme de la banque. En
revanche, les banques apparaissant comme les plus performantes pourront
également être les plus exposées au risque. Pour une banque, les coûts liés
aux pertes peuvent être de natures très différentes : coûts liés à la procédure
de faillite elle-même, vente d'actifs sous leur valeur, réduction du périmètre
d'activité. Pour les dirigeants, on peut de plus envisager la perte de rentes,
des pénalités monétaires, des sanctions pénales le cas échéant, mais plus
vraisemblablement des sanctions en termes de réputation sur le marché des
dirigeants.1 Un banquier non neutre au risque a en particulier la possibilité
de substituer à du profit les inputs ou les outputs préférés et ainsi atteindre
le niveau de risque préféré. Une banque désireuse de réduire son exposition
au risque peut choisir des activités et/ou des moyens de financement rela
tivement plus stables, ou encore renforcer les critères d'attribution et les
procédures de suivi des crédits. L'organisation et le coût de la production
dépendent donc des préférences des dirigeants en matière de risque, le con
trôle des risques générant des coûts supplémentaires. Afin de rendre compte
de cette généralisation des préférences, on représente (suivant Hughes et
1 L'existence de coûts en cas d'épisode d'insolvabilité peut également conduire à l'apparition d'un problème
d'agence entre dirigeants et propriétaires/actionnaires. On négligera ici cet aspect. Dans la suite, le terme de
banquier recouvre l'ensemble des organes de décisions regroupant propriétaires et dirigeants à proprement
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Moon (1996)) celles-ci par une fonction d'utilité qui dépend du profit, mais
également des inputs et des fonds propres de la banque pour un vecteur
d'outputs donnés. De cette manière, on interprète la structure du bilan et
du compte d'exploitation de chaque banque comme traduisant les choix en
matière de risque.
On considère la fonction d'utilité U(tt, x) où tt est le profit et x le
vecteur d'inputs. On note y le vecteur d'outputs, p le vecteur de prix des
outputs, k les fonds propres, w le vecteur de prix des inputs et m les autres
sources de revenus, essentiellement des commissions. On suppose que la
fonction d'utilité U est croissante et concave dans le profit et les inputs. Le
Çprix È nominal d'un franc de profit réel estnoté pv que l'on supposera dans
la suite égal à l2. Le profit est défini par :
■p^ir = py -\-m — wx
La maximisation de l'utilité est représentée par le programme :
maxt7{7r,x) (1)
sic : p.y + m — w.x — p-^ir = 0 (2)
T(x]y,k)^0 (3)
où T(x) y, k) est la fonction de transformation représentant la technologie
bancaire. Cette contrainte est supposée saturée à l'optimum. L'utilité est
donc maximisée sous contrainte d'un budget équilibré (2) et de la technologie
disponible (3). Le programme de maximisation de l'utilité est transformé par
dualité en programme de minimisation de la dépense. La fonction de dépense
représente la dépense minimale qu'un agent doit engager pour atteindre un
niveau d'utilité U° donné :




dont la solution est constituée des demandes à utilité constante xu(y,p,w,
PnikyU0) et ^"(j/jP.iy.pTrjfe,!/0). La substitution de ces solutions dans
(4) permet d'obtenir la fonction de dépense E{y,p,w,p^,k,U°). La forme
fonctionnelle retenue est celle du système presque idéal de demande (Almost
Idéal Demand System) dû à Deaton et Muellbauer (1980) qui retient la
forme suivante de la fonction de dépense notée E :
2 Lintroduction du prix nominal d'un franc de profit réel p( est ici purement formelle. Toutefois, cette variable
devient nécessaire afin d'intégrer la fiscalité dans la modélisation lorsque celle-ci n'est pas uniforme au sein
de la population d'entreprises analysée. Ceci serait le cas si l'étude portait sur plusieurs pays.408 Recherches Économiques de Louvain - Louvain Economie Review 70(4), 2004
ou:
ln(P) = a0 + aP lnp + ^<5< \nyt + ^Uj Inwj + r)n \npn + pin k
* 3
ÇS <% ln Mln2/j + è°pp (M* + 5
ln Wt + ipkk{ln k)2
S t
<t>ps Inplnws + i^pk lnplnk
S ln % ln w* + S 7j* In % ln fc + ^ wa7r ln iys
J s j s
wsfc lniys ln A: + 77^ lnp^ lnfc
Afin de réduire le nombre de paramètres du modèle, on a remplacé les
prix des outputs par leur moyenne pondérée p. L'annexe A rassemble
les contraintes de symétrie, d'homogénéité et d'additivité requises. Ces
conditions assurent en particulier l'homogénéité de la fonction de dépense
dans les prix et les quantités. En appliquant le lemme de Shephard à la
fonction de dépense par rapport aux prix des facteurs et au profit, on obtient
finalement les équations de parts des inputs et du profit dans les recettes :
d\nE(.) _ WiXi
d ln Wi py-\-m
u>ij ln Wj + <f>pi ln p -f- u>ik ln k -f /^ jSi ln ys + lj,
3
+ vi [ln(py + m) - ln P] (8.i)
pour i inputs et :
d\nE(.) __p£7r_
d\npn py + m
=T}n + Tfcnr ln^ + 1ppir lïlp + ^ Isn ln y8 + ^ ^3" llï W3 + ^k ln fc
s 3
(9)
pour le profit3. Les fonds propres occupent une place centrale dans la gestion
des risques dans la mesure où ils déterminent la capacité de la banque à
3 Hughes, Lang, Mester et Moon (1995) démontrent que la fonction de coût translog et les équations de
parts des facteurs correspondantes sont un cas particulier du système presque idéal de demande soumis
à des restrictions sur les valeurs des paramètres. Ceci découle du fait que la neutralité au risque est un cas
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compenser des pertes. Afin de traduire la fonction centrale des fonds propres
dans la gestion du risque, DeYoung, Hughes et Moon (1998) introduisent
une étape supplémentaire dans le programme de maximisation de l'utilité.
La maximisation de l'utilité indirecte par rapport à A; permet d'obtenir la
condition du premier ordre suivante :
dV(.) _ dV(.) dlnk
dk ~ dlnk dk
p + pkk lnk + ippk In p + ^2 7»* In yK + ^ u)ik In «/,-
s i
-lnF] = 0 (10)
Ainsi, les choix de parts des facteurs et du profit dans les recettes
donnés par le système de fonctions de demande (8.i) pour i inputs et
(9) s'effectuent conditionnellement au niveau de fonds propres préféré. Le
niveau de fonds propres devient alors endogène.
5 Estimation du couple rendement-risque
Le système d'équations formé des équations de part des inputs (S.i) et
du profit (9) dans les recettes auquel on ajoute la condition du premier
ordre (10) constitue le point de départ de la construction de la frontière.
Cette section présente le modèle économétrique, les données utilisées dans
l'estimation ainsi que la dérivation des indicateurs de risque et de rentabilité
et la construction de la frontière rendement risque.
5.1 Modèle économétrique
Dans la spécification du modèle, on distingue quatre inputs : les dépôts,
notés xi, somme des dépôts à vue et dépôts à terme de la clientèle'1 ; x2
les autres moyens de financement : financement interbancaire, emprunts à
long terme, titres et dettes subordonnés; x-j le travail mesuré par la masse
4 On fait l'hypothèse que les dépôts sont des inputs. On se place donc dans le cadre de la théorie de
l'interrrtédiation financière qui postule que les banques utilisent des dépôts afin de produire (entre autres)
des crédits. On aurait également pu considérer les dépôts (ou une partie dss dépôts) comme des outputs.
Pour une évaluation empirique de l'impact potentiel de cette hypothèse, voir en particulier Hunter et Timme
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salariale et x4 le capital physique mesuré par les immobilisations corporelles.
Les prix des inputs financiers (notés w\ pour les dépôts et w2 pour les autres
financements) sont mesurés par les intérêts versés rapportés au montant
inscrit au bilan. Le prix wa du travail correspond au salaire annuel moyen
calculé en rapportant la masse salariale à l'effectif en fin d'exercice. Le
prix w4 du capital physique (immobilisations) résulte des Çautres frais
administratifs È rapportés au total du bilan. On retient deux outputs : les
prêts notés y\ et les autres actifs portant intérêts notés y2. Comme pour
les inputs financiers, les prix des outputs sont obtenus en rapportant les
intérêts perçus pour chaque output à son volume. Les autres revenus m
correspondent aux revenus autres que les intérêts (commissions, portage
de titres...). On obtient donc un système formé des équations de parts de
facteurs et de profit et augmenté de la condition de premier ordre sur le
niveau de fonds propres.
L'estimation porte sur un ensemble de 113 banques françaises dont les
données ont été empilées sur cinq années, de 1993 à 1997. Le fait d'empiler
les données permet d'augmenter le nombre d'observations, le nombre de
paramètres du modèle étant élevé en raison de sa grande flexibilité. On
fait ainsi implicitement l'hypothèse d'une indépendance des conditions
économiques sous-jacentes et de la structure des bilans d'une année sur
l'autre. Cette hypothèse peut s'avérer problématique dans l'analyse des
coûts qui dépendent des conditions macroéconomiques comme le coût
des ressources empruntées. La population est composée de 37 banques
AFB (commerciales), 58 banques mutualistes et 18 caisses d'épargne. Les
données individuelles sont issues de la banque de données BVD-Bankscope.
L'imposition de seuils minimaux de la part des dépôts et des prêts dans
le total du bilan permettent de centrer l'analyse sur les banques de détail.
Dans le même but, on a choisi d'éliminer les filiales de banques étrangères qui
ne disposent pas de réseau d'agences en France. L'échantillon comporte 501
banques-années, les 113 banques n'étant en effet pas présentes sur l'ensemble
de la période. L'annexe B rassemble les résultats de l'estimation. Le tableau
B.l en annexe présente des statistiques descriptives pour l'échantillon. De
plus, les conditions de symétrie, d'additivité et d'homogénéité font l'objet
d'un test et ne sont donc pas imposées a priori.5 Le tableau B.3 rassemblant
les tests de Wald sur les contraintes montre que le modèle ne supporte en
particulier les contraintes de symétrie sur les prix des inputs. De la même
manière, des tests joints des trois types de contraintes amènent à les rejeter
(tableau B.4). Ce système est estimé en utilisant la méthode des doubles
moindres carrés non linéaires.
5 Seules les restrictions de symétrie portant sur les produits croisés entre prix des facteurs et profit (S7 à
S11) ainsi que sur les produits croisés entre outputs (S12) sont imposées a priori sur les modèles pour des
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5.2 Dérivation des mesures de rendement et de risque
Le modèle précédent sert de point de départ de la dérivation des indicateurs
de rentabilité et de risque utilisés dans la construction de la frontière
d'efficience rendement risque. Cette dérivation s'opère à partir de l'équation
(9). qui définit la part prédite du profit dans les dépenses. L'indicateur de
rentabilité résulte de la conversion de la part du profit dans les dépenses
en taux de rendement. On considère dans l'étude deux mesures de la
rentabilité : la rentabilité des actifs et la rentabilité des fonds propres
(comptables). La part estimée du profit dans les recettes s^ U3j est convertie
en rendement, par exemple de l'actif, par le calcul suivant :
Rendement = s* (ô) . [{py + m) /actifs actifs] (11)
La mesure du risque retenue est l'écart type de l'estimation du profit. L'idée
sous-jacente au choix de cette mesure de risque est que chaque banquier peut
être caractérisé par une distribution subjective du profit. Cette distribution
reflète ses croyances quant aux réalisations des variables qui déterminent
le profit. En cas de non neutralité au risque, le banquier va intégrer des
moments d'ordre supérieurs, en particulier la variance, de la distribution du
profit dans ses choix.
Cet indicateur de risque dépend pour une part des choix propres à
chaque banque, et d'autre part de la technologie bancaire, représentée par
les paramètres du modèle. Le modèle estimé représente en effet les choix
moyens des dirigeants sur la période considérée. La variance élevée d'un
paramètre traduit alors la disparité des choix portant sur cette dimension
de la technologie bancaire et reflète le fait que les appréciations subjectives
des banquiers sur l'impact de cette dimension de la technologie sur le
profit divergent fortement. Cette divergence d'appréciation est interprétée
comme une mesure du risque sous-jacent à cette dimension de la technologie






où var (ô) est la matrice de variance covariance des paramètres du modèle,
J3 le vecteur des paramètres estimés et s-^ la part du profit dans les dépenses.
La même mesure de risque est également construite pour la rentabilité des
fonds propres. En conséquence, chaque observation peut être représentée par
un point dans le plan risque rendement. La figure 1 représente l'échantillon
de banques françaises dans le plan espérance variance.412 Recherches Économiques de Louvain - Louvain Economie Review 70(4), 2004












Note : Le risque et la rentabilité sont exprimés par rapport aux fonds propres
5.3 La frontière rendement risque des banques françaises
En théorie, chaque banque peut être caractérisée par une frontière rende
ment risque spécifique. Etant donné cette capacité à générer du profit pour
un certain niveau de risque, la banque sélectionne les vecteurs d'inputs et
d'outputs qui maximisent son utilité. Cependant, les banques n'ont pas
toutes la même maîtrise du lien entre risque et rendement. La construction
d'une frontière rendement risque commune au secteur permet alors de juger
des performances relatives des banques en matière de gestion du risque. La
performance d'une banque s'apprécie donc par sa capacité à réduire le risque
au moindre coût en terme de rendement. L'idée sous-jacente à la représenta
tion de la performance de gestion des banques à travers une frontière d'effi
cience est que le risque est un input unique employé pour produire un output
unique : le profit. Pour construire cette frontière, on a recours à la méthode
non paramétrique DEA. On privilégie cette approche car elle ne pose pas d'à
priori quant à la relation technologique entre risque et rendement. En rai
son du fait que les mesures de risque et de rendement utilisées ici découlent
d'un modèle de maximisation de l'utilité, il n'est pas nécessaire de spécifier à
nouveau une relation fonctionnelle. Cette méthodologie permet d'obtenir un
classement des observations selon leur performance et surtout d'obtenir une
mesure relative de cette performance sous forme d'un score synthétique. La
spécification retenue correspond à une hypothèse de rendements variables de
la technologie de transformation du risque en rendement, méthodologie in
troduite par Banker, Charnes et Cooper (1984). L'hypothèse de rendementsJoël Petey 413
d'échelle variables permet de décomposer l'efficience en efficience technique
(la banque minimise le gaspillage de ressources) et efficience à l'échelle (la
banque a une taille optimale en termes de risque Ç consommé Èpour exercer
son activité). L'efficience à l'échelle est relativement élevée (une large majo
rité de banques présente une efficience à l'échelle supérieure à 0.90), mais la
plupart des banques opèrent avec une technologie à rendements croissants,
c'est-à-dire que leur échelle d'opération est insuffisante. Dans la suite, on
se concentrera sur l'analyse de l'efficience technique. Le tableau 1 présente
la distribution des scores d'efficience technique à rendements d'échelle va
riables. Les scores d'efficience constituent une mesure indirecte du risque
d'insolvabilité. Une banque présentant une efficience faible supporte un ni
veau de risque trop élevé par rapport, au rendement de ses fonds propres en
regard des pratiques de l'industrie.
Tableau 1 : Distribution des scores d'efficience technique (TEvrts)
Moyenne : 0,65 Observations : 500
Écart type : 0,18 Ql:0,53
Minimum : 0,072 Médiane : 0,69
Maximum:! Q3:0,80
6 Modèle explicatif des scores d'efficience
Cette section analyse les déterminants de l'efficience technique à travers
une régression (par OLS) des scores d'efficience. Les scores d'efficience,
synthétiques par construction, ne fournissent pas d'informations quant aux
déterminants de l'efficience. On va donc supposer que la paire rendement
risque sélectionnée découle, pour un coût donné des fonds empruntés, de
la composition de l'actif et des fonds propres détenus par la banque. Dans
ce cadre, l'hétérogénéité des choix résulte, pour part, de l'hétérogénéité des
préférences au sein de l'industrie bancaire, mais également des différences de
compétences dans la sélection des actifs et des différences dans les coûts des
fonds empruntés. Sur la base d'une représentation des choix en termes de
gestion de portefeuille, la première variable explicative retenue est le coût
des fonds empruntés. Ce coût, noté CM, est calculé comme la moyenne
pondérée par la part dans la dette des deux inputs financiers retenus dans
la modélisation initiale. En second lieu, la modélisation des choix par une
fonction de dépense suppose que les choix d'inputs sont réalisés à output
donné. C'est donc l'ensemble du bilan qui est supposé optimal pour la
banque. Afin de tenir compte de l'effet de la structure de l'actif sur les
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l'intermédiaire de la part des prêts dans l'actif, notée Loans6. La troisième
dimension du choix d'une paire rendement risque est le niveau de fonds
propres. À coût de la dette et frontière efficace des actifs donnés, la structure
du capital est déterminée par les préférences de la banque en matière de
risque. On introduit donc le taux de fonds propres noté Capital.
Les trois variables CM, Loans et Capital sont supposées caractériser
de manière complète le choix d'une paire rendement risque. Toutefois, la
nature du lien entre ces variables et l'efficience de la paire rendement
risque sélectionnée est susceptible de dépendre d'autres caractéristiques
de la banque. En particulier, l'impact de ces trois premières variables sur
l'efficience est susceptible de varier selon la taille (mesurée par le logarithme
du total du bilan, noté Assets). En effet, si la taille détermine le choix par
une banque d'une paire rendement risque, cette influence ne s'exerce que
de manière indirecte à travers les choix d'investissement, de financement
et de capitalisation. Cette possibilité est matérialisée par l'inclusion dans
la régression de trois termes d'interaction multiplicatifs entre la taille et
les trois premières variables explicatives. De plus, la taille est elle-même
introduite de manière directe dans les régressions en tant que variable de
contrôle. Introduite en sus des termes d'interaction, la taille constitue une
variable de contrôle devant capturer des effets liés à la taille ne débouchant
pas directement sur des choix en termes de rendement et de risque. Elle peut
par exemple contrôler des différences de densité des réseaux d'agences ou
d'effectifs. De la même manière, on introduit dans la régression des scores
des variables d'interaction entre le coût des fonds empruntés, la part des
prêts à l'actif et le niveau de fonds propres7. Afin de compléter l'analyse des
scores d'efficience, on procède à des régressions des deux mesures de risque
définies par (12) : l'écart type de la rentabilité des fonds propres {VARROe)
et l'écart type de la rentabilité des actifs {VARaciij). La deuxième mesure
de risque s'interprète comme une mesure du risque des actifs d'une banque
si on fait l'hypothèse de coûts non stochastiques. En effet, le système de
demande conduit à une modélisation du profit et non pas des recettes. Pour
un coût donné des fonds empruntés, la variance du profit est une proxy
de la variance des recettes. Cette formulation de deux mesures de risque
permet en particulier de mettre en évidence l'impact du levier financier sur
le choix d'une paire rendement risque. Les résultats des trois régressions
sont rassemblés dans le tableau 28.
6 La fonction de dépense ne faisant intervenir que deux outputs, prêts et autres actifs, la part des autres actifs
est parfaitement complémentaire de la part des prêts. Cette dernière est donc suffisante pour caractériser
entièrement l'actif.
7 L'intégration d'un nombre important de termes d'interaction crée un problème de quasi-multicolinéarité entre
variables explicatives. Afin de réduire la variance estimée des paramètres, on centre les variables. De plus,
on teste le degré de quasi-multicolinéarité en calculant l'indice de colinéarité k(X) d'après Belsley Kuh et
Welsch (1980).
8 L'échantillon comporte 3 types de banques différant par leur structure de propriété : 37 banques com
merciales, 58 banques mutualistes et 18 caisses d'épargne. La structure de propriété est susceptible de
déterminer les arbitrages risque rentabilité des établissements de crédit. Par exemple, le statut public de
certains établissements est susceptible de conduire à une prise de risque excessive. De la même manière, leJoël Petey 415
Tableau 2 : Régressions des scores et des mesures de risque
Variables Variable expliquée : Variable expliquée : Variable expliquée :


















































k(X) désigne l'index de colinéarité
*** : significatif au seuil de 1%
** : significatif au seuil de 5%
* : significatif au seuil de 10%
(a) Dans cette régression, les variables ont été centrées et réduites afin de réduire la
colinéarité entre variables, due essentiellement à la présence des termes d'interaction.
Les variables explicatives sont le coût moyen des fonds empruntés (CM), le ratio
de fonds propres comptables (Capital), la part des crédits à l'actif (Loans) et le
logarithme du total de l'actif (Assets).
double statut des sociétaires des banques mutualistes (à la fois propriétaires et clients) peut conduire à des
arbitrages différents de ceux de banques commerciales où les actionnaires ne sont a priori pas clients. La
structure de propriété apparaît effectivement comme un facteur explicatif des différences de performance.
En effet, l'efficience moyenne des banques commerciales s'établit à 0,54 contre une efficience moyenne
de 0,75 et 0,58 respectivement pour les banques mutualistes et les caisses d'épargne. Toutefois, des
régressions séparées par structure de propriété des scores d'efficience permettent d'établir la robustesse
des relations entre risque, efficience et fonds propres dans la mesure où le sens de ces relations n'est pas
affecté qualitativement par le choix d'une régression groupée. En revanche, les principales différences entre
types de banques quant aux déterminants de l'efficience portent sur l'effet du coût des fonds empruntés.
Ceci indique que les banques diffèrent quant à leurs conditions d'accès à ces ressources. Toutefois, ceci
n'est pas forcément relié à des considérations de gouvernement d'entreprise. De plus, l'effet résiduel {de
contrôle) de la taille et de la part des crédits à l'actif n'est positif et significatif que pour les seules banques
commerciales.416 Recherches Économiques de Louvain - Louvain Economie Review 70(4), 2004
La régression des scores d'efficience faisant intervenir des termes
d'interaction entre variables explicatives, l'effet global de chaque variable
explicative sur l'efficience ne peut être déduit directement mais correspond
à la dérivée partielle du modèle explicatif par rapport à chaque variable
explicative. Cette dérivée dépend du paramètre estimé affecté à chaque
variable ainsi que des paramètres des variables d'interaction et des variables
d'interaction elles-mêmes. Le tableau 3 rassemble les dérivées partielles du
modèle explicatif par rapport aux quatre variables explicatives retenues :
le niveau des fonds propres, le coût moyen des ressources empruntées, la
part des prêts dans le total de l'actif et la taille. Les dérivées partielles sont
évaluées à la moyenne des variables explicatives.
L'effet global sur l'efficience rendement risque des fonds propres et de
la part des prêts est positif alors que l'effet global de la taille et du coût
des ressources empruntées est négatif. De manière globale, un niveau de
fonds propres plus élevé se traduit par un arbitrage rendement risque qui se
traduit par une augmentation de la volatilité du rendement des actifs. Les
banques plus capitalisées poursuivent donc des politiques d'investissement
qui se traduisent par un niveau de risque plus élevé.
L'activité de crédit apparaît comme un facteur explicatif du niveau de
risque d'une banque, les banques relativement spécialisées dans ce secteur
présentant un risque de l'actif plus élevé. Toutefois, ce risque accru se traduit
par un gain en termes de rentabilité qui vient renforcer l'efficience rendement
risque des banques relativement spécialisées dans l'activité de crédit. Cet
effet traduit soit une expertise dans l'activité de crédit pouvant s'interpréter
comme un actif immatériel des banques spécialisées dans le crédit dont
le rendement est supérieur à l'expertise mise en œuvre dans les autres
segments de l'activité bancaire. Cependant, ce résultat peut également
traduire l'existence de rentes découlant d'un pouvoir de marché ou bien
encore n'être que la traduction d'une conjoncture favorable en termes de
risque de crédit par rapport aux réalisations sur la même période des autres
risques financiers liés aux activités de marché et de marchés dérivés.
Tableau 3 : Effet global des variables explicatives





Les dérivées partielles ainsi que les élasticités sont estimées à la moyenne des variables
explicatives de l'échantillon.









Toutefois, le gain en rentabilité qui en découle se traduit par une
amélioration de l'efficience rendement risque, c'est-à-dire par une réduction
du risque d'insolvabilité. Les banques les plus capitalisées apparaissent en
conclusion comme les plus performantes, c'est-à-dire les plus à même de
gérer de manière efficace des niveaux de risque plus élevé. De plus, ce résultat
renforce l'évidence en faveur de l'existence d'une gestion globale (au niveau
de l'institution financière dans son ensemble) du risque d'insolvabilité. Ce
résultat vient conforter l'hypothèse d'aversion pour le risque qui sous-tend
la modélisation des deux premiers moments de la distribution du profit. En
effet, l'espérance et la volatilité de la rentabilité des fonds propres sont plus
faibles pour les banques les plus capitalisées. Par conséquent, les banques qui
sélectionnent des niveaux de fonds propres plus élevés ajustent partiellement
leurs stratégies d'investissement en sélectionnant un risque de l'actif plus
élevé, mais cet ajustement n'est que partiel. L'aversion pour le risque se
traduit finalement par un niveau d'efficience plus élevé, c'est-à-dire un risque
d'insolvabilité plus faible.
Par ailleurs, le coût des ressources empruntées apparaît comme asso
cié à des niveaux de risque plus importants. Cependant, cette variable ne
peut pas être considérée comme strictement exogène dans l'analyse. En effet,
le coût des ressources empruntées est au moins partiellement une fonction
du niveau de risque de la banque (appréhendé par exemple par un rating),
les prêteurs ajustant leurs conditions au niveau de risque de la banque.
Ce raisonnement s'applique particulièrement aux financements de marchés
comme le marché interbancaire et plus généralement à tout financement ne
bénéficiant d'aucun mécanisme d'assurance comme l'assurance des dépôts.
Toutefois, des coûts plus élevés constituent bien une contrainte de rentabilité
plus resserrée pour la banque et se traduit par des politiques d'investisse
ment plus risquées. Si le modèle proposé ne permet pas de discriminer entre
ces deux effets qui s'entretiennent mutuellement, le signe du paramètre est
bien cohérent avec l'analyse. Cette analyse s'étend à la relation négative en
tre coût des ressources empruntées et efficience. Des ressources plus chères
sont à la fois le reflet d'un risque d'insolvabilité plus élevé et une contrainte
qui tend à sélectionner des niveaux de risque plus élevé sans que la banque
puisse en attendre un gain net compensant totalement les risques encourus.
En dernier lieu, la taille apparaît comme un facteur qui accroît globa
lement le risque d'insolvabilité. Toutefois, l'effet de la taille est globalement
faible, l'élasticité de l'efficience à la taille étant significativement différente
de zéro, mais faible en moyenne. L'effet global de la taille sur l'efficience est
négatif (risque d'insolvabilité accru) et semble découler essentiellement d'un
manque de rentabilité, toutes choses égales par ailleurs. En effet, l'effet de la
taille sur le risque de l'actif est négatif et significatif, ce qui indique que les
banques de grande taille bénéficient d'un potentiel de réduction du risque
de l'actif par exemple en termes de diversification ou qu'elles suivent des
politiques d'investissement de risque moindre. Ces résultats rejettent l'exis
tence de comportements de prise de risque excessive directement liés à la
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tion plus élevés liés à la densité des réseaux bancaires pour les établissements
de grande taille.
L'analyse des termes d'interaction va permettre de décomposer l'effet
global des variables explicatives tel qu'il apparaît dans le tableau 3 et dans
les régressions du risque de l'actif et de la rentabilité des fonds propres.
L'effet global de la capitalisation sur l'efficience se décompose entre un effet
propre (qui correspond formellement à l'effet du niveau des fonds propres
sur l'efficience conditionnellement à une valeur nulle des autres variables
explicatives) et des effets d'interaction avec les autres variables explicatives.
L'effet propre de la capitalisation est positif, ce qui signifie qu'indépendam
ment de tout autre choix d'activité et de financement les fonds propres
contribuent à réduire le risque d'insolvabilité des banques. Le terme Ca-
pital*Loans mesure l'interaction pouvant exister entre la composition de
l'actif et la capitalisation. L'effet de ce terme est négatif. Par conséquent,
l'interaction de ces deux dimensions du choix d'une paire rendement risque
implique une augmentation du risque d'insolvabilité alors que, considérées
séparément, ces deux variables sont associées à des niveaux plus élevés d'ef
ficience. Ce signe négatif met en évidence une moindre efficacité des choix
des banques qui sont à la fois fortement capitalisées et qui présentent une
relative spécialisation dans l'activité de crédit. La capitalisation plus forte
semble induire une moindre sélectivité dans l'activité de crédit d'où une
dégradation (marginale) de l'efficience. De la même manière, l'effet propre
de la part des crédits dans le total de l'actif sur l'efficience est positif ce qui
renvoie aux conditions de rentabilité du crédit ainsi qu'à l'expertise déployée
par les banques spécialisées dans cette activité.
L'effet globalement négatif de la taille est décomposé selon la même
procédure entre un effet propre et des effets d'interaction. La taille de la
banque est supposée s'exprimer par deux canaux de sens inverse : d'une part,
des gains en termes de diversification des portefeuilles et des activités et,
d'autre part, une prise de risque excessive liée à l'existence (supposée) d'une
assurance implicite en cas de problèmes de solvabilité. En termes de gestion
de portefeuille, la taille n'a d'effet sur les arbitrages rendement risque qu'à
travers les effets de diversification ou les comportements de prise de risque
qu'elle peut induire. La taille de la banque mesurée par le total de son bilan
interagit positivement avec les fonds propres. Cela signifie que le potentiel
de réduction du risque attaché aux fonds propres est d'autant plus fort
que la banque est grande. Cet effet trouve une interprétation en termes de
diversification : si on admet l'hypothèse que la taille confère des avantages en
termes de diversification, la réduction du risque d'insolvabilité par les fonds
propres est d'autant plus importante que la banque détient des portefeuilles
efficients, c'est-à-dire de risque minimal pour une espérance de rendement
fixée. Dans le même ordre d'idée, l'effet propre de la taille sur l'efficience est
positif. La taille, indépendamment de toute autre considération confère un
avantage en termes de réduction du risque d'insolvabilité. En revanche, la
taille interagit négativement avec la part des crédits dans le total du bilan.
Cet effet domine les deux effets positifs précédents puisque l'effet marginalJoël Petey 419
global de la taille sur l'efficience est négatif. La taille conduit à une prise de
risque excessive dans le domaine du crédit et cet effet est d'autant plus fort
que la banque est spécialisée dans cette activité. Cette prise de risque peut
résulter soit d'une politique d'attribution des crédits moins stricte dans les
grandes banques soit d'une spécialisation des banques de grande taille sur
certains segments du marché du crédit (crédits aux pays émergents...).
La dernière variable explicative introduite dans le modèle est le
coût moyen des ressources empruntées dont l'effet global sur l'efficience
rendement risque est négatif. Ce coût n'a pas d'effet propre sur l'efficience
et n'interagit pas de manière significative avec la taille. En revanche, le
coût des ressources empruntées interagit de manière négative avec les fonds
propres (terme CM*Capital) et de manière positive avec la part des crédits
dans le total de l'actif (terme CM*Loans). Le premier effet implique que
des ressources plus chères traduisent une prise de risque excessive et que
cette prise de risque est d'autant plus élevée que la banque est capitalisée.
Toutefois, ce raisonnement, comme on l'a noté plus haut, remet en cause la
stricte exogénéité du coût des ressources empruntées. De plus, la part des
ressources empruntées autres que les dépôts de la clientèle (variable x2) est
positivement corrélée avec la part des fonds propres dans le passif alors que
la corrélation entre les variables Capital et CM n'est pas significative. Or,
le coût de ces ressources est vraisemblablement plus réactif au risque que la
rémunération des dépôts. Il s'en suit mécaniquement que le coût moyen des
fonds empruntés augmente avec la capitalisation, ces ressources étant plus
chères que les dépôts dont la seule rémunération en termes d'intérêt prise
en compte ici sous-estime le coût réel pour la banque, les coûts de collecte
ne pouvant pas être captés à partir des seules données comptables. Le cadre
théorique développé dans ce travail ne permet pas de fournir d'explication
à cette observation. Il en va de même pour l'effet d'interaction positif du
coût des ressources empruntées avec la part des crédits. En effet, il est
surprenant que les banques spécialisées dans le crédit soit également celles
qui ont le moins recours aux dépôts de la clientèle. Le coût moyen des
ressources empruntées est vraisemblablement une mesure très imparfaite
des contraintes de financement qui s'imposent aux établissements bancaires
et il serait nécessaire de modéliser les choix de financements externes des
banques, ce que les régressions des scores d'efficience ne permettent pas.
7 Conclusion
Les choix des banques que nous avons modélisés sont supposés être des
choix optimaux sous contrainte de la technologie disponible. On observe
que ces choix, représentés par une combinaison rendement risque, diffèrent
fortement entre banques comme le traduit la dispersion des scores d'effi
cience. Cela signifie que certaines banques sont effectivement éloignées de la
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dément risque reflète donc la capacité de chaque banque à mettre en œuvre
une gestion des risques efficace au niveau de son bilan. La définition d'une
gestion efficace du risque est particulièrement large dans la modélisation
retenue. En effet, une banque est jugée efficace dès lors qu'elle atteint un
niveau de rentabilité suffisamment élevé en regard du risque global qu'elle
supporte. L'analyse des scores d'efficience permet de mettre en évidence des
déterminants de l'efficience rendement risque. Cependant, cette représenta
tion reste sommaire dans la mesure où on néglige des caractéristiques im
portantes qui conditionnent la prise de risque comme la réglementation pru-
dentielle qui n'apparaît pas de manière explicite dans l'analyse. Toutefois,
les mesures de risque et d'efficience rendement-risque permettent de tester
deux relations centrales dans l'analyse de la prise de risque des banques. En
premier lieu, on observe l'existence d'un lien positif entre capitalisation et
risque de l'actif. Cette relation traduit la volonté des banques de rémunérer
des ressources supplémentaires. Toutefois, pour la période considérée, une
capitalisation plus importante se traduit par une diminution du risque d'in
solvabilité, signe d'aversion pour les pertes au sein de l'industrie bancaire.
En second lieu, la taille induit un risque d'insolvabilité supérieur en con
duisant notamment à la constitution de portefeuilles de crédits plus risqués
pour les banques relativement spécialisées sur cette activité. Toutefois, l'ef
fet s'avère être marginal en termes d'explication des différences entre scores
d'efficience. De plus, l'activité de crédit apparaît comme la source principale
de risque à l'actif. Toutefois, la caractérisât ion simpliste de l'actif retenue
dans cette étude empêche de caractériser plus avant l'impact du risque de
crédit sur le risque d'insolvabilité.




SBt = ôta Vs, t (512)
Les restrictions (S7) à (S 12) sont imposées a priori sur le modèle.
Homogénéité :
Vl+V2 + V3+V4+fX = Q (Hl)
Ctp + U)\ + W2 + U»3 ■+• W4 + Tj-n = 1 (-^2)
Qpp + ^/»1 + 0;>2 + 0p3 + <Pp4 + ^/"r = 0 (#3)
0pt +W]i + ti;2t + w;jj + w.i; + u)tt =0 Vi (-^4) — (H7)
Ot + lu + 72i + 73». + 74* + 7t* =0 Vt = 1,2 (#8) - (W9)
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Annexe B Résultats de l'estimation
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Note : le système d'équations formé par les équations de parts des facteurs et la restriction
sur le niveau de fonds propres étant non linéaire, on a procédé à l'estimation
en utilisant l'algorithme de Marquardt-Levenberg avec un critère de convergence
n = 0,0001.
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