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In this paper we study the numerical approximation for the heat equation with a singular
absorption.Weprove that the numerical quenching rate coincideswith the continuous one.
We also see that the quenching time and the quenching set converge to the continuous one.
In fact, under some restriction on the initial data, the numerical quenching coincides with
the continuous one. Finally, we give some numerical results to illustrate our analysis.
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1. Introduction
In this paper we deal with the finite difference approximation of the quenching problem
ut = uxx − λu−p, (x, t) ∈ (0, 1)× (0, T ),
u(0, t) = 1, t ∈ (0, T ),
ux(1, t) = 0, t ∈ (0, T ),
u(x, 0) = ϕ(x), x ∈ (0, 1).
(1)
Here λ, p > 0 and ϕ(x) is a positive C1([0, 1]) function which is compatible with the boundary condition. Therefore, the
equation also is satisfied by u at the boundary x = 1, see [1].
It is well known that for some initial data this problem reaches the level zero at a finite time T , see [2]. This phenomenon
is called quenching. It was studied for the first time in [3] for the problem vt = vxx + (1− v)−1 where quenching happens
when v reaches the value v = 1. Since then, the phenomenon of quenching for different problems has been the issue of
intensive study, see for example the surveys [4–6,2] and the references therein. From a numerical point of view, in [7–9]
the authors present different algorithms for computing the solution of some problems with quenching. Let us remark that
in these papers, the authors do not study the properties of the numerical solution near the quenching time.
We define the quenching set for problem (1) as
Q (u) = {x ∈ [0, 1] : ∃ (xn, tn)→ (x, T ) such that u(xn, tn)→ 0}.
It is proved in [10] that the quenching set consists of a finite number of points which remain at positive distance from x = 0.
In particular, we have single point quenching if ϕ(x) has a unique minimum. Moreover, in [11], it is proved that if x0 is a
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quenching point then
lim
t→T(T − t)
1
p+1 u(x0, t) = (λ(p+ 1))
1
p+1 . (2)
To approximate the solution of problem (1) we introduce the following scheme,
uj0 = 1,
δtu
j
i =
uji+1 − 2uji + uji−1
h2
− λ(uji)−p, 1 ≤ i ≤ N − 1,
δtu
j
N =
2
h2
(ujN−1 − ujN)− λ(ujN)−p,
u0i = ϕ(ih), 0 ≤ i ≤ N,
(3)
where,
δtu
j
i =
uj+1i − uji
1tj
.
To define the time step, we take into account the following:
(1) If λ = 0 it is well known that the stability condition of this approximation is 1tj < h2/2. This restriction gives us a
comparison principle for problem (3), see Lemma 2.1.
(2) As problem (1) has a singularity when the solution reaches the level zero, we look for a positive approximation. Let U j
be the vector solution at time tj and
‖U j‖min = min
i=0,...,N u
j
i.
It is easy to check that taking µ ∈ (0, 1) such that
1− µ ≥ 21tj
h2
and µ ≥ λ1tj(uji)−p−1 1 ≤ i ≤ N
the numerical approximation satisfies ‖U j‖min > 0 for all j ≥ 0. These restrictions are equivalent to
1tj ≤ min
(
h2
1− µ
2
,
µ
λ
‖U j‖p+1min
)
,
(3) If we consider a decreasing initial data, we have that U j is a decreasing vector if1tj < h2/3, see Lemma 2.3.
(4) In order to obtain a lower quenching rate independent of hwe take µ = h2, see Remark 3.1.
Summing up, we define
1tj = h2min
(
1− h2
3
,
1
λ
‖U j‖p+1min
)
.
We say that a solution of (3) quenches in finite time if
‖U j‖min → 0 as j→∞ and
∞∑
j=0
1tj = Th <∞.
If Th = ∞, we say that U is a global solution of problem (3).
Remark 1.1. Notice that if U quenches at finite time, then for large j
1tj = h
2
λ
‖U j‖p+1min .
First we state a convergence result that says that for any τ > 0, the method converges uniformly in sets of the form
[0, 1] × [0, T − τ ]. Let us observe that we cannot expect that the convergence result extends up to T , due to the singularity
developed by the absorption term at time t = T .
Theorem 1.1. Let u ∈ C4,2([0, 1] × [0, T − τ ]) be the solution of (1) and U the numerical approximation given by (3). Then
there exists a positive constant such that for h small enough the following estimates hold
max
0≤j≤J
max
0≤i≤N
|uji − u(xi, tj)| ≤ Ch,
where tJ = max{tj ∈ [0, T − τ ]}.
Next we begin with the analysis of the asymptotic behavior of the solution of (3). The following theorem describes when
(3) has a solution with quenching.
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Theorem 1.2. There exists λh such that:
(i) if λ > λh then all solutions quench;
(ii) if λ ≤ λh then there exist both, global and quenching solutions.
Now we describe the quenching rate for the numerical scheme.
Theorem 1.3. There exist two positive constants, K1 and K2, such that if a solution of (3) quenches at time Th < ∞, then for
large j
K1(Th − tj)
1
p+1 ≤ ‖U j‖min ≤ K2(Th − tj)
1
p+1 .
We remark that the numerical quenching rate coincides with the continuous one, see (2).
The independence on h of the constant K1 allows us to prove that the numerical quenching time Th converges to T as h
goes to zero.
Corollary 1.4. Let ϕ be an initial datum such that u and U quench, then
lim
h→0 Th = T .
Finally, we study the numerical quenching set, which is defined as the set of nodeswhereU reaches the level zero. That is,
Q (U) = {xi : uji → 0 as j→∞}.
Considering the usual distance between two sets A and B,
dist (A, B) = inf{|x− y| : x ∈ A, y ∈ B},
we see that the numerical quenching set is close to the continuous one.
Theorem 1.5. For all ε > 0 there exists h0 such that for h < h0,
dist (Q (U),Q (u)) < ε.
Now, we consider the case when the initial data is a decreasing function. This property is preserved by the scheme,
therefore the minimum is localized at the node xN for all time.
Theorem 1.6. Let ϕ be a decreasing function, then Q (U) = {1}.
This result contrasts with the study of the numerical approximation of the blow-up problem
ut = uxx + up, (x, t) ∈ (0, 1)× (0, T ),
ux(0, t) = 0, t ∈ (0, T ),
u(1, t) = 0, t ∈ (0, T ),
u(x, 0) = ϕ(x), x ∈ (0, 1),
(4)
where ϕ is a decreasing function. In [12] the author considers a similar scheme to approximate the solution. He proves that
the monotonicity is preserved, but the singularity can propagate to other nodes with different rates.
This paper is organized as follows: In Section 2 we state and prove some auxiliary results that will be used in the rest of
the paper and also, we prove our convergence result, Theorem 1.1. In Section 3 we prove Theorem 1.2. In Sections 4 and 5
we study the behavior of the numerical solution near the quenching time. Finally in Section 6 we present some numerical
experiments.
2. Preliminaries
In this section we collect some preliminary results for our numerical method. In particular we prove convergence for
regular solutions.
First, we prove a comparison principle, for a more general problem
uj0 = 1,
δtu
j
i =
uji+1 − 2uji + uji−1
h2
+ f (uji), 1 ≤ i ≤ N − 1,
δtu
j
N =
2
h2
(ujN−1 − ujN)+ f (ujN),
u0i = ϕ(ih), 0 ≤ i ≤ N.
(5)
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Definition 2.1. We callW a supersolution (resp. a subsolution) if it satisfies (5) with upper (resp. lower) inequalities instead
of equalities.
Lemma 2.1. Let f be an increasing function. Let S and W be a supersolution and a subsolution of (5) respectively, then
sji ≥ wji, for i = 0, . . . ,N, and j ≥ 0.
Proof. Let E = S −W , which satisfies
ej0 ≥ 0,
δte
j
i ≥
eji+1 − 2eji + eji−1
h2
+ f (sji)− f (wji), 1 ≤ i ≤ N − 1,
δte
j
N ≥
2
h2
(ejN−1 − ejN)+ f (sjN)− f (wjN),
e0i ≥ 0, 0 ≤ i ≤ N.
If the statement of the lemma is false, then there exist a first time tj+1 and a node xi such that ej+1i < 0. Then, if 1 ≤ i < N ,
we have
ej+1i ≥
(
1− 21tj
h2
)
eji +1tj
(
eji+1 + eji−1
h2
+ f (sji)− f (wji)
)
,
while for i = N ,
ej+1N ≥
(
1− 21tj
h2
)
ejN +1tj
(
2ejN−1
h2
+ f (sjN)− f (wjN)
)
.
Notice that, f is increasing and by definition, 1tj < h2/2. Therefore, in both cases, all terms in the right-hand side of the
equations are positive, which is a contradiction. 
As a consequence of this comparison principle we obtain the following result.
Lemma 2.2. Let U be a solution of (3). Then
uji ≤ ‖ϕ‖∞, for i = 0, . . . ,N, and j ≥ 0.
Proof. Notice that the constant vector (‖ϕ‖∞, . . . , ‖ϕ‖∞) is a supersolution of our problem. 
We are ready now to proceed with the main result of this section.
Proof of Theorem 1.1. We define the error function as
ε
j
i = u(xi, tj)− uji.
Let c be a constant such that u ≥ c for every t ∈ [0, T − τ ] and
t˜ = max{tj ∈ [0, T − τ ] such that |εji| ≤ c/2} (6)
so as to ensure that, up to time t˜ , none of the solutions, neither the approximation nor the continuous solution, quench. The
following estimates will be performed restricting ourselves to tj ∈ [0, t˜]. Afterwards, we will show that, indeed we can take
t˜ = tJ .
Applying the Mean Value Theorem to the equation satisfied by εji we obtain that for 1 ≤ i ≤ N − 1
δtε
j
i =
ε
j
i+1 − 2εji + εji−1
h2
+ λpν−p−1εji + O(h2)+ O(1tj)
≤ ε
j
i+1 − 2εji + εji−1
h2
+ λp
( c
2
)−p−1
ε
j
i + O(h2),
while for i = N ,
δtε
j
N ≤
2
h2
(ε
j
N−1 − εjN)+ λp
( c
2
)−p−1
ε
j
N + O(h).
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Therefore the error function is a subsolution of the problem
v
j
0 = 0,
δtv
j
i =
v
j
i+1 − 2vji + vji−1
h2
+ C1vji + C2h, i = 1, . . . ,N − 1,
δtv
j
N =
2
h2
(v
j
N−1 − vjN)+ C1vjN + C2h,
v0i = 0, i = 0, . . . ,N.
From Lemma 2.1 a comparison principle holds for this system. Moreover,
w
j
i = h
C2
C1
(
eC1tj − 1) , i = 0, . . . ,N
is a supersolution of this problem. Therefore, εji(t) ≤ wji .
Arguing in same way with−εji(t)we arrive at
|εji| ≤ h
C2
C1
(
eC1tj − 1) ,
from which it is immediate to see that t˜ = tJ . 
To finish this section, we prove that the monotonicity of the initial data is preserved by our scheme.
Lemma 2.3. Let ϕ be a non-increasing function. Then, for fixed j we have
uji ≥ uji+1 i = 0, . . . ,N − 1.
Proof. Let eji = uji − uji+1. Suppose that there exists a first time tj+1 and a node xi such that ej+1i < 0. Then, if 1 ≤ i < N − 1,
we have
ej+1i =
(
1− 21tj
h2
)
eji +1tj
[
eji+1 + eji−1
h2
− λ
(
(uji)
−p − (uji+1)−p
)]
,
while for i = N − 1,
ej+1N−1 =
(
1− 31tj
h2
)
ejN−1 +1tj
[
ejN−2
h2
− λ
(
(ujN−1)
−p − (ujN)−p
)]
.
Observe that, by definition 1tj < h2/3. Therefore, all terms in the right-hand side of the equations are positive, which is a
contradiction. 
3. Numerical quenching vs global existence
In this section we prove Theorem 1.2. The proof is given in several lemmas.
Lemma 3.1. If the initial data ϕ verifies
‖ϕ‖min ≤ K˜ = min
( h2λ
4‖ϕ‖∞
) 1
p
,
(
λ
1− h2
3
) 1
p+1

then U quenches in finite time and satisfies the estimateλ1−
(
1− h22
)p+1
h2

1
p+1
(Th − tj)
1
p+1 ≤ ‖U j‖min. (7)
Proof. From the hypothesis on the initial data we have
2‖ϕ‖∞
h2
− λ‖U0‖−pmin ≤ −
1
2
λ‖U0‖−pmin, 1t0 =
h2
λ
‖U0‖p+1min . (8)
Let xi0 be the node such that ‖U0‖min = ui0 . From the equation for this node, we have
δtu0i0 ≤
2‖ϕ‖∞
h2
− λ(u0i0)−p ≤ −
1
2
λ(u0i0)
−p,
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which implies that
‖U1‖min ≤ u1i0 ≤
(
1− h
2
2
)
‖U0‖min.
Therefore,
2‖ϕ‖∞
h2
− λ
2
‖U1‖−pmin <
2‖ϕ‖∞
h2
− λ
2
‖U0‖−pmin ≤ 0,
and
1t1 = h
2
λ
‖U1‖p+1min .
Then, by induction, (8) holds for all time. Moreover we have the estimate
‖U j+1‖min ≤
(
1− h
2
2
)
‖U j‖min.
Therefore, U quenches in finite time. On the other hand,
Th − tj =
∞∑
n=j
1tn =
∞∑
n=j
h2
λ
(‖Un‖min)p+1
≤ h
2
λ
(‖U j‖min)p+1
∞∑
n=j
[(
1− h
2
2
)p+1]n−j
= 1
λ
h2
1−
(
1− h22
)p+1 (‖U j‖min)p+1,
and the lower bound follows. 
Remark 3.1. At this point, we explain why we chooseµ = h2. Notice that ifµwould be independent of h then the constant
in the left-hand side in (7) would be
Cλ(h, µ) =
λ 1−
(
1− h22
)p+1
µ

1
p+1
,
which goes to zero as h→ 0. Notice that
Cλ(h, µ) ∼
(
λ
p+ 1
2µ
h2
) 1
p+1
.
Thus µ = h2 is the only possible choice to obtain a positive and finite limit.
Lemma 3.2. Let U be the solution of (3). Then, either it quenches in finite time or it converges to a stationary solution.
Proof. From Lemma 3.1 we have that if ‖U j‖min → 0 then it quenches in finite time. Assume now that ‖U j‖min ≥ C1 > 0.
By Lemma 2.2,
C1 ≤ ‖U j‖min ≤ ‖ϕ‖∞.
Therefore there exists a sequence such that for i = 0, . . . ,N,
uji → u∞i as j→∞.
Since1tj ≥ h2min((1− h2)/3, Cp+11 /λ), we have that δtuji → 0. Then u∞i must be a stationary solution. 
To end this section, we study the stationary solutions of problem (3). To do that, we use a shooting argument. We look
for (λ,wN) such that the vectorW given bywN−1 = h
2λ
2
w
−p
N + wN ,
wi−1 = h2λw−pi + 2wi − wi+1, i = 0, . . . ,N − 1,
(9)
satisfies thatw0 = 1. Observe thatwi > wi+1 for i = 0, . . . ,N − 1. ThereforeW ≤ 1.
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Lemma 3.3. There exists 0 < λh < 2 such that for λ ≤ λh there exists a stationary solution of (3), while for λ > λh no
stationary solution exists.
Proof. The proof is given in several steps.
Step 1. For allwN ∈ (0, 1) there exists λ ∈ (0, 2(1−wN )w
p
N
h2
) such thatw0 = 1.
Notice that the function w0 = w0(λ) is continuous and w0(0) = wN < 1. On the other hand if λ = 2(1−wN )w
p
N
h2
then
wN−1 = 1, sow0( 2(1−wN )w
p
N
h2
) > 1.
Step 2. If λ ≥ 2 no stationary solution exists.
We consider the initial data ϕ = 1 and assume that U does not quench. By Lemmas 3.1 and 2.2 we have that K˜ ≤ U ≤ 1.
Now, we observe that U is a subsolution of
v
j
0 = 1,
δtv
j
i =
v
j
i+1 − 2vji + vji−1
h2
− λ, 1 ≤ i ≤ N − 1,
δtv
j
N =
2
h2
(v
j
N−1 − vjN)− λ,
v0i = 1, 0 ≤ i ≤ N.
(10)
Since, 1 ≥ vji ≥ uji ≥ K˜ , there exists a sequence such that
v
j
i → v∞i i = 0, . . . ,N,
where V∞ is a stationary solution of (10). This solution is explicit and is given by
v∞i =
λ
2
(ih)2 − λih+ 1 i = 0, . . . ,N.
Notice that v∞N ≤ 0 if λ ≥ 2. This is a contradiction which proves that U quenches.
Finallywe observe that, if there exists a stationary solution, thenW ≤ 1. Therefore, by comparison, no stationary solution
exists.
Step 3. Let (˜λ, w˜N) be such that a stationary solution exists. Then for λ < λ˜ there exists a stationary solutionW ≥ W˜ .
Observe that W˜ is a subsolution for problem (3). Then, by comparison, the solution with initial data ϕ = 1 is bounded
from below by W˜ . Applying Lemma 3.2 we obtain that it converges to a stationary solution, which is bigger than W˜ .
Step 4. Finally, in the case λ = λh we observe that the limit of the stationary solutions as λ→ λh is a solution of problem
(9) with λ = λh. 
4. Quenching rate and quenching time
Proof of Theorem 1.3. From Lemma 3.1 we have that
‖U j‖min ≥
λ1−
(
1− h22
)p+1
h2

1
p+1
(Th − t)
1
p+1 .
We note that the function
g(h) =
1−
(
1− h22
)p+1
h2
is C1[0, 1] and decreasing. Thus, we can take
K1 =
(
λ
(
1−
(
1
2
)p+1)) 1p+1
.
In order to obtain the upper estimates, we consider
w
j
i =
(
(p+ 1)(Th − tj)
) 1
p+1 , i = 0, . . . ,N,
and define tj1 as the first time such thatw
j1
1 < 1. Notice that for j > j1 the functionW is a subsolution of (3) which quenches
at the same time as U . Therefore,W cannot be smaller than U and the upper bound follows. Indeed, if we suppose that for
some time tq > tj1 we have the inequality
w
q
i < u
q
i for i = 0, . . . ,N,
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then, considering a small perturbation ofW
w˜
j
i =
(
(p+ 1)(Th + ε − tj)
) 1
p+1 , i = 0, . . . ,N,
we have a subsolution of (3). Moreover, at time tq, it satisfies w˜
q
i < u
q
i for i = 0, . . . ,N . Therefore, by comparison, we obtain
that U j ≥ W˜ j for all n > q, but this is a contradiction with the fact that U quenches at time Th. 
This result allows us to prove the convergence of the quenching times. Since u quenches at time T , then there exist two
positive constants such that
C1(T − t) ≤
(
min
x∈[0,1] u(·, t)
)p+1
≤ C2(T − t),
see [11].
On the other hand, given ε > 0, we can take h small enough to ensure that there exists tj < T such that
min
x∈[0,1] u(·, tj) ≤ ε and T − tj <
1
C1
εp+1.
By Theorem 1.1, we have ‖U j‖min ≤ 2ε. Therefore,
|Th − T | ≤ |Th − tj| + |T − tj| ≤
((
2
K1
)p+1
+ 1
C1
)
εp+1,
where K1 is the constant given in Theorem 1.3.
5. Quenching sets
In this section, we look for the quenching set of our numerical approximation. We prove that the numerical quenching
set is near the continuous one. In particular, if we suppose the monotonicity of the initial data, we obtain that both the
numerical and the continuous quenching sets are only the point x = 1.
First, we prove that U quenches at all the quenching points with the same rate. As we say in the introduction, this is a
difference with the approximation of the blow-up problem (4), where the singularity can propagate with different rates.
Lemma 5.1. Let xi ∈ Q (U). Then, there exist two positive constants independent of h, such that
C1(Th − tj)
1
p+1 ≤ uji ≤ C2(Th − tj)
1
p+1 .
Proof. The lower bound follows from Theorem 1.3. In order to obtain the upper bound we observe that, since xi ∈ Q (U)we
have that uji → 0 as j→∞. Then, for j large enough,
δtu
j
i ≥ −
2‖ϕ‖∞
h2
− λ(uji)−p ≥ −2λ(uji)−p.
On the other hand, using the convexity of the function s→ sp+1 we have
(uj+1i )
p+1 − (uji)p+1 ≥ (p+ 1)(uji)p(uj+1i − uji).
Therefore,
(uj+1i )
p+1 − (uji)p+1 ≥ −2λ(p+ 1)1tj.
Now, summing from j = n to∞we obtain
−(uji)p+1 ≥ −2λ(p+ 1)
∞∑
n=j
1tn = −2λ(p+ 1)(Th − tj),
and the upper bound follows. 
Using this lemma, we prove that the numerical quenching set is close to the continuous one.
Lemma 5.2. For all ε > 0 there exists h0 such that for h < h0,
dist (Q (U),Q (u)) < ε.
Proof. We define the function ψ : (0,∞)→ (0,∞) given by
ψ(d) = inf {u(x, t) : dist(x,Q (u)) ≥ d, ∀ t ∈ [0, T )} .
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Notice that this is a continuous, non-decreasing function with ψ(0+) = 0 and such that for all t ∈ (0, T )
u(x, t) ≥ ψ(dist(x, B(u))).
Let xih ∈ Q (Uh). We observe that
ψ(dist(xih ,Q (u))) ≤ u(xih , tj) ≤ ujih + |u(xih , tj)− ujih |.
From the convergence of the quenching times, Corollary 1.4, there exists hˆ0 such that |Th− T | ≤ δ/2 for all h < hˆ0. Now,
applying Lemma 5.1 and choosing tj < T such that T − tj < δ/2, we have
ujih ≤ C2(Th − tj)
1
p+1 ≤ C2(|Th − T | + |T − tj|)
1
p+1 ≤ C2δ
1
p+1 .
On the other hand, from our convergence result, Theorem 1.1, there exists h¯0 such that, for all h < h¯0,
|u(xih , tj)− ujih | ≤ C2h¯20.
Summing up, we obtain that
dist(xih , B(u)) ≤ ψ−1(C1δ1/(1+p) + C2h20) = ε,
where h0 = min(h¯0, hˆ0). 
Finally, we give an example where the numerical quenching set coincides with the continuous one. Therefore, no
propagation of the singularity occurs.
Lemma 5.3. Let ϕ be a decreasing function, then Q (U) = {1}.
Proof. Since ϕ is non-increasing, from Lemma 2.3, uji ≥ uji+1 for all j ≥ 0 and 0 ≤ i ≤ N . Therefore, ‖U j‖min = ujN .
Arguing by contradiction, we assume that xN−1 ∈ Q (U). From Lemma 5.1 there exist two positive constants such that,
for large j
C1 ≤
(
ujN
ujN−1
)p+1
≤ C2.
Using that, for fixed j, uji is non-increasing in i and the Mean Value Theorem we have that,
δt
(
ujN−1 − ujN
)
= 1
h2
(
ujN−2 − 4ujN−1 + 3ujN
)
− λ
(
(ujN−1)
−p − (ujN)−p
)
≥
(
λp(ξ j)−p−1 − 3
h2
)(
ujN−1 − ujN
)
where ξ j ∈ (ujN−1, ujN). As we assumed that both xN−1 and xN are in the numerical quenching set, we conclude that ξ j → 0
as j→∞. Then, for large j
δt
(
ujN−1 − ujN
)
≥ λp
2
(ξ j)−p−1
(
ujN−1 − ujN
)
.
Therefore,(
uj+1N−1 − uj+1N
)
≥
(
1+ λp
2
1tj(ξ j)−p−1
)(
ujN−1 − ujN
)
=
1+ p
2
h2
(
ujN
ξ j
)p+1(ujN−1 − ujN)
≥
(
1+ p
2
C1h2
) (
ujN−1 − ujN
)
,
and by induction we deduce that(
ujN−1 − ujN
)
→∞ as j→∞.
This is a contradiction with the fact that both ujN−1 and u
j
N go to zero. 
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Fig. 1. Decreasing case. Quenching rate and final profile.
Fig. 2. Decreasing case. ujN vs tj .
6. Numerical experiments
In this section we perform some numerical experiments that illustrate our results. In all examples, we take p = 1 and
N = 100.
First, we consider the case λ = 1 with constant initial data ϕ ≡ 1. In this case the quenching time is given by
Th = 0.77891647335193. We obtain the pictures in Fig. 1.
In the left-hand-side picture we can observe that the slope corresponding to ujN is 1/2, which implies that u
j
N ∼
(Th − tj)1/(p+1). Also, it can be observed that the slope corresponding to ujN−1 is zero. Therefore the node xN−1 6∈ Q (U)
and the propagation of the singularity does not occur.
In the right-hand-side picture we can see the profile of U at time Th. We note that this profile is decreasing. Therefore,
we have that Q (U) = {1} = Q (u).
In Fig. 2, we see the evolution of the last node xN = 1. Observe that the slope tends to −∞ as ujN tends to zero, which
matches with the fact that ut(1, t)→−∞ as t → T .
Next, we consider the case λ = 1/2 and we observe that the numerical solution converges to a stationary profile (see
Fig. 3).
Finally, we take u0 = 0.51901+ 0.48099 cos(2pix), which has a minimum point at x = 1/2. In this case the quenching
time is given by Th = 0.00741325094561 and at this time the minimum of the solution is reached at node x51.
The picture on the left-hand side in Fig. 4 represents the profile of U at time Th, and the picture on the right is a zoom of
the first one. As we can observe the quenching set is given by two nodes (x50 and x51).
In Fig. 5, it can be observed that for the quenching nodes the behavior of the solution satisfies uji ∼ (Th − tj)
1
2 .
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Fig. 3. Decreasing case. Stationary solution and ujN vs tj .
Fig. 4. Non-decreasing case. Final profile.
Fig. 5. Non-decreasing case. Numerical quenching rate.
References
[1] A. Friedman, Partial Differential Equation of Parabolic Type, Prentice-Hall, Englewood Cliffs, 1969.
[2] H.A. Levine, Quenching and beyond: A survey of recent results, in: Nonlinear Mathematical Problems in Industry II, in: GAKUTO Internat. Ser. Math.
Sci. Appl., vol. 2, Gakko¯tosho, Tokyo, 1993, pp. 501–512.
[3] H. Kawarada, On solutions of initial-boundary problem for ut = uxx + 1/(1− u), Publ. Res. Inst. Math. Sci. 10 (1974/75) 729–736.
[4] C.Y. Chan, Recent advances in quenching phenomena, Proc. Dynam. Systems. Appl. 2 (1996) 107–113.
[5] M. Fila, H.A. Levine, Quenching on the boundary, Nonlinear Anal. 21 (1993) 795–802.
[6] H.A. Levine, The phenomenon of quenching: A survey, in: V. Lakshmikantham (Ed.), Trends in the Theory and Practice of Nonlinear Analysis, Elsevier
Science Publ., North Holland, 1985, pp. 275–286.
[7] K.W. Liang, P. Lin, R.C.E. Tan, Numerical solution of quenching problems usingmesh-dependent variable temporal steps, Appl. Numer. Math. 57 (2007)
791–800.
[8] Q. Sheng, H. Cheng, An adaptive grid method for degenerate semilinear quenching problems, Comput. Math. Appl. 39 (2000) 57–71.
[9] Q. Sheng, A.Q.M. Khaliq, A compound adaptive approach to degenerate nonlinear quenching problems, Numer. Methods Partial Differential Equations
15 (1999) 29–47.
R. Ferreira / Journal of Computational and Applied Mathematics 228 (2009) 92–103 103
[10] J.S. Guo, On the quenching behaviour of the solution of a semilinear parabolic equation, J. Math. Anal. Appl. 151 (1990) 58–79.
[11] J.S. Guo, On the quenching rate estimate, Quart. Appl. Math. 49 (1991) 747–752.
[12] P. Groisman, Totally discrete explicit and semi-implicit Euler methods for a blow-up problem in several space dimensions, Computing 76 (2006)
325–352.
