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1 Introduction
The reader should see [K] for the standard descriptive set theoretic notation used in this paper.
We study a definable coloring problem. We will need some more notation:
Notation. The letters X, Y will refer to some sets. We set ∆(X) :={(x0, x1)∈X2 | x0=x1}.
Definition 1.1 (1) Let A⊆X2. We say that A is a digraph if A does not meet ∆(X).
(2) Let A be a digraph. A countable coloring of (X,A) is a map c :X→ ω such that A does not
meet (c×c)−1
(
∆(ω)
)
.
In [K-S-T], the authors characterize the analytic digraphs of having a Borel countable coloring.
The characterization is given in terms of the following notion of comparison between relations.
Notation. Let X,Y be Polish spaces, A (resp., B) be a relation on X (resp., Y ), and Γ be a class of
sets. We set
(X,A) Γ (Y,B) ⇔ ∃f :X→Y Γ-measurable with A⊆(f×f)−1(B).
In this case, we say that f is a Γ-measurable homomorphism from (X,A) into (Y,B). This notion
essentially makes sense for digraphs (we can take f to be constant if B is not a digraph).
We also have to introduce a minimum digraph without Borel countable coloring:
• Let ψ : ω→ 2<ω be a natural bijection. More specifically, ψ(0) := ∅ is the sequence of length 0,
ψ(1) :=0, ψ(2) :=1 are the sequences of length 1, and so on. Note that |ψ(n)|≤n if n∈ω. Let n∈ω.
As |ψ(n)| ≤ n, we can define sn := ψ(n)0n−|ψ(n)|. The crucial properties of the sequence (sn)n∈ω
are the following:
- (sn)n∈ω is dense in 2<ω. This means that for each s∈2<ω , there is n∈ω such that sn extends
s (denoted s⊆sn).
- |sn|=n.
• We put G0 := {(sn0γ, sn1γ) | n ∈ ω and γ ∈ 2ω} ⊆ 2ω×2ω . Note that G0 is analytic (in fact
difference of two closed sets) since the map (n, γ) 7→(sn0γ, sn1γ) is continuous.
The previous definitions were given, when Γ=∆11, in [K-S-T], where the following is proved:
Theorem 1.2 (Kechris, Solecki, Todorcˇevic´) Let X be a Polish space, and A be an analytic relation
on X. Then exactly one of the following holds:
(a) There is a Borel countable coloring of (X,A), i.e., (X,A) ∆11
(
ω,¬∆(ω)
)
,
(b) (2ω,G0) Σ01 (X,A).
This result had several developments during the last decade. Here is a non-exhaustive list:
- We can characterize the potentially open sets via a Hurewicz-like test, and in finite dimension it is
a consequence of the previous result. Let us specify this. The following definition can be found in
[Lo2] (see Definition 3.3).
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Definition 1.3 (Louveau) Let X,Y be Polish spaces, A be a Borel subset of X×Y , and Γ be a Borel
class. We say that A is potentially in Γ
(
denoted A∈pot(Γ)
)
if we can find a finer Polish topology
σ (resp., τ) on X (resp., Y ) such that A∈Γ
(
(X,σ)×(Y, τ)
)
.
The pot(Σ01) sets are the countable unions of Borel rectangles. A consequence of this is that
the Borel hierarchy built on the Borel rectangles is exactly the hierarchy of the classes of the sets
potentially in some Borel class. The good notion of comparison to study the pot(Γ) sets is as follows
(see [L3]). Let X0,X1, Y0, Y1 be Polish spaces, and Aε0, Aε1⊆Xε×Yε be disjoint. We set
(X0, Y0, A
0
0, A
0
1) ≤ (X1, Y1, A
1
0, A
1
1)⇔
∃f :X0→X1 ∃g :Y0→Y1 continuous with A0ε⊆(f×g)−1(A1ε) for each ε∈2.
The following theorem is proved in [L1], and is a consequence of Theorem 1.2:
Theorem 1.4 Let X,Y be Polish spaces, and A0, A1 be disjoint analytic subsets of X×Y . Then
exactly one of the following holds:
(a) The set A0 can be separated from A1 by a pot(Σ01)= (∆11×∆11)σ set (i.e., there is S ∈ pot(Σ01)
with A0⊆S⊆¬A1),
(b) (2ω, 2ω ,∆(2ω),G0) ≤ (X,Y,A0, A1).
In [L1], it is also proved that we cannot have f one-to-one in Theorem 1.2.(b) in general. It is easy
to check that Theorem 1.2 is also an easy consequence of Theorem 1.4. This means that the study of
the Borel countable colorings is highly related to the study of countable unions of Borel rectangles.
- We can extend Theorem 1.2 to any finite dimension, and also in infinite dimension if we change the
space in which lives the infinite dimensional version of G0 (see [L2]).
- B. Miller recently developped some techniques to recover many dichotomy results of descriptive
set theory, but without using effective descriptive set theory. He replaces it with some versions of
Theorem 1.2. In particular, he can prove Theorem 1.2 without effective descriptive set theory.
When A is Borel, it is natural to ask about the relation between the Borel class ofA and that of the
coloring f when Theorem 1.2.(a) holds. This leads to consider ∆0ξ-measurable countable colorings
(or equivalently Σ0ξ-measurable countable colorings). We have the following conjecture:
Conjecture 1 Let 1≤ξ<ω1. Then there are
- a 0-dimensional Polish space Xξ,
- an analytic relation Aξ on Xξ
such that for any 0-dimensional Polish space X, and for any analytic relation A on X, exactly one of
the following holds:
(a) (X,A) ∆0
ξ
(
ω,¬∆(ω)
)
,
(b) (Xξ,Aξ) Σ01 (X,A).
We will prove it when 1≤ ξ≤ 2, and in these cases we do not have to assume that A is analytic.
We will also prove it when ξ=3, which is much more difficult. We should not have to assume that X
is 0-dimensional when ξ≥2, but we have to do it when ξ=1.
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We saw that the study of the Borel countable colorings is highly related to the study of count-
able unions of Borel rectangles, and gave some motivation for studying Σ0ξ-measurable countable
colorings. This motivates the study of countable unions of Σ0ξ rectangles. Another motivation is that
(X,A) 
∆0
ξ
(
ω,¬∆(ω)
)
is equivalent to the fact that ∆(X) can be separated fromA by a (Σ0ξ×Σ0ξ)σ
set, by the generalized reduction property for the class Σ0ξ (see 22.16 in [K]).
Conjecture 2 Let 1≤ξ<ω1. Then there are 0-dimensional Polish spaces X0ξ ,X1ξ and disjoint analytic
subsets A0ξ ,A1ξ of X0ξ×X1ξ such that for any Polish spaces X,Y , and for any pair A0, A1 of disjoint
analytic subsets of X×Y , exactly one of the following holds:
(a) The set A0 can be separated from A1 by a (Σ0ξ×Σ0ξ)σ set,
(b) (X0ξ ,X1ξ ,A0ξ ,A1ξ) ≤ (X,Y,A0, A1).
It is trivial to prove this when ξ=1. We will prove that Conjecture 2 holds when ξ≤2, which is
significantly more and more difficult when ξ increases. We use effective descriptive set theory, and
give effective strengthenings of our results. The reader should see [M] for basic notions of effective
descriptive set theory. In particular, we will see that to test whether an analytic relation has a Σ0ξ-
measurable countable coloring, it is enough to test countably many partitions instead of continuum
many. We will use the topology Tξ generated by the Σ 11 ∩ Π0<ξ subsets of a recursively presented
Polish space (introduced in [Lo1]) when ξ is 2 or 3 (T1 is just the basic topology). The last result can
be strengthened as follows (see [L3]).
Theorem 1.5 Let 1≤ξ≤2. Then there are 0-dimensional Polish spaces X0ξ ,X1ξ and disjoint analytic
subsets A0ξ ,A1ξ of X0ξ×X1ξ such that for any recursively presented Polish spaces X,Y , and for any
pair A0, A1 of disjoint Σ 11 subsets of X×Y , the following are equivalent:
(a) The set A0 cannot be separated from A1 by a (Σ0ξ×Σ0ξ)σ set.
(b) The set A0 cannot be separated from A1 by a ∆11 ∩ (Σ0ξ×Σ0ξ)σ set.
(c) The set A0 cannot be separated from A1 by a Σ01(Tξ×Tξ) set.
(d) A0 ∩ A1Tξ×Tξ 6=∅.
(e) (X0ξ ,X1ξ ,A0ξ ,A1ξ) ≤ (X,Y,A0, A1).
2 Some general effective facts
One can hope for an effective strengthening of Conjecture 1:
Effective conjecture 1 Let 1≤ ξ<ω1. We can find a 0-dimensional Polish space Xξ and an analytic
relation Aξ on Xξ such that (Xξ,Aξ) 6∆0
ξ
(
ω,¬∆(ω)
)
, and for any α∈ωω with 1≤ξ<ωα1 , for any
0-dimensional recursively in α presented Polish space X, and for any Σ 11 (α) relation A on X, one
of the following holds:
(a) (X,A) 
∆11(α)∩∆
0
ξ
(
ω,¬∆(ω)
)
,
(b) (Xξ,Aξ) Σ01 (X,A).
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We will see that this effective conjecture is true when 1 ≤ ξ ≤ 3. The following statement is a
corollary of this effective conjecture, and is in fact a theorem:
Theorem 2.1 Let 1≤ ξ <ωCK1 , X be a 0-dimensional recursively presented Polish space, and A be
a Σ 11 relation on X. We assume that (X,A) ∆0
ξ
(
ω,¬∆(ω)
)
. Then (X,A) 
∆11∩∆
0
ξ
(
ω,¬∆(ω)
)
.
A consequence of this is that to test whether an analytic relation has a Σ0ξ-measurable countable
coloring, it is enough to test countably many partitions instead of continuum many. Another con-
sequence is the equivalence between Conjecture 1 and the Effective conjecture 1. We have in fact
preliminary results that will help us to prove also the equivalence between (a)-(d) in Theorem 1.5, in
the general case.
Lemma 2.2 Let 1 ≤ ξ < ωCK1 , X,Y be recursively presented Polish spaces, A ∈ Σ 11 (X) ∩ Σ0ξ ,
B ∈Σ 11 (Y ) ∩Σ
0
ξ , and C ∈Σ 11 (X×Y ) disjoint from A×B. Then there are A′, B′ ∈∆11 ∩Σ0ξ such
that A′×B′ separates A×B from C . This also holds for Π0ξ instead of Σ0ξ .
Proof. Note that A and {x∈X | ∃y∈B (x, y)∈C} are disjoint Σ 11 sets, separable by a Σ0ξ subset
of X. By Theorems 1.A and 1.B in [Lo1], there is A′∈∆11 ∩Σ0ξ separating these two sets. Similarly,
B and {y∈Y | ∃x∈A′ (x, y)∈C} are disjoint Σ 11 sets, and there is B′∈∆11 ∩Σ0ξ separating these
two sets. The proof for Π0ξ is identical to the one for Σ0ξ . 
Theorem 2.3 Let 1≤ ξ<ωCK1 , X,Y be recursively presented Polish spaces, and A0, A1 be disjoint
Σ
1
1 subsets of X×Y . We assume that A0 is separable from A1 by a
(
Σ
0
ξ×Σ
0
ξ
)
σ
set. Then A0 is
separable from A1 by a ∆11 ∩
(
(∆11 ∩Σ
0
ξ)×(∆
1
1 ∩Σ
0
ξ)
)
σ
set.
Proof. By Example 2 of Chapter 3 in [Lo2], the family (N(n,X))
n∈ω
is regular without parameter.
By Corollary 2.10 in [Lo2], Π0ξ(X), as well as Σ0ξ(X) =
(⋃
η<ξ Π
0
η(X)
)
σ
, are regular without
parameter. By Theorem 2.12 in [Lo2], Σ0ξ(X)×Σ0ξ(Y ) is also regular without parameter. By Theorem
2.8 in [Lo2], the family Φ := (Σ0ξ(X)×Σ0ξ(Y ))σ is separating, which implies the existence of
S∈∆11 ∩ Φ separating A0 from A1.
With the notation of [Lo2], let n be an integer with (0∞, n)∈W and C0∞,n=S. Then (0∞, n) is
in WΦ, which by Theorem 2.8.(ii) in [Lo2] is{
(α, n)∈W | ∃β∈∆11(α) ∀m∈ω
(
α, β(m)
)
∈W
Σ0
ξ
(X)×Σ0
ξ
(Y ) and Cα,n=
⋃
m∈ω
Cα,β(m)
}
.
This implies that S∈∆11 ∩
(
∆
1
1 ∩ (Σ
0
ξ×Σ
0
ξ)
)
σ
. It remains to check that
∆
1
1 ∩ (Σ
0
ξ×Σ
0
ξ)=(∆
1
1 ∩Σ
0
ξ)×(∆
1
1 ∩Σ
0
ξ).
The second set is clearly a subset of the first one. So assume that R=A×B ∈∆11 ∩ (Σ0ξ×Σ0ξ). We
may assume that R is not empty. Then the projections A, B are Σ 11 since R∈∆11. Lemma 2.2 gives
A′, B′∈∆11 ∩Σ
0
ξ with A×B⊆A′×B′⊆R=A×B. 
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Recall that if A is a relation on X and D⊆X, then D is A-discrete if A ∩D2=∅.
Proof of Theorem 2.1. We apply Theorem 2.3 to Y :=X, A0 :=∆(X) and A1 :=A. As
(X,A) ∆0
ξ
(
ω,¬∆(ω)
)
,
∆(X) is separable from A by a (Σ0ξ×Σ0ξ)σ set. Theorem 2.3 gives Cn,Dn ∈ ∆11 ∩ Σ0ξ such that
S :=
⋃
n∈ω Cn×Dn ∈∆
1
1 separates ∆(X) from A. As the set of codes for ∆11 ∩ Σ0ξ subsets of X
is Π 11 (see Proposition 1.4 and Theorem 1.A in [Lo1]), the ∆11-selection theorem and the separation
theorem imply that we may assume that the sequences (Cn) and (Dn) are ∆11. Note that (Cn∩Dn) is
a ∆11 covering of X into A-discrete ∆11∩Σ0ξ sets. As X is 0-dimensional we can reduce this covering
into a ∆11 covering of X consisting of ∆11 ∩ Σ0ξ sets, which are in fact ∆0ξ . This gives the desired
partition. 
Notation. Following [Lo1], we define the following topologies on a 0-dimensional recursively in α
presented Polish space X, for any α ∈ ωω. Let T1(α) be the topology of X, and, for 2 ≤ ξ < ω1,
Tξ(α) be the topology generated by the Σ 11 (α) ∩Π0<ξ subsets of X. The next proposition gives a
reformulation of the inequality (X,A) ∆11(α)∩∆0ξ
(
ω,¬∆(ω)
)
of the Effective conjecture 1.
Proposition 2.4 Let 1≤ ξ <ωCK1 , X be a 0-dimensional recursively presented Polish space, and A
be a Σ 11 relation on X. Then (X,A) ∆11∩∆0ξ
(
ω,¬∆(ω)
)
is equivalent to ∆(X) ∩ ATξ×Tξ=∅.
Proof. Assume first that (X,A) ∆11∩∆0ξ
(
ω,¬∆(ω)
)
. Then there is a partition (Bn) of X into
A-discrete ∆11 ∩∆0ξ sets. In particular, Theorem 1.A in [Lo1] implies that Bn is a countable union
of ∆11 ∩Π0<ξ sets if ξ ≥ 2. In particular, Bn is Tξ-open and ∆(X) is disjoint from A
Tξ×Tξ (even if
ξ=1).
Conversely, assume that ∆(X) ∩ ATξ×Tξ = ∅. Then each element x of X is contained in a A-
discrete Σ 11 ∩Π0<ξ set (basic clopen set if ξ=1). Lemma 2.2 implies that each element x of X is in
fact contained in a A-discrete ∆11 ∩Π0<ξ set if ξ≥2. It remains to apply Proposition 1.4 in [Lo1] and
the ∆11-selection theorem to get the desired partition. 
One can also hope for an effective strengthening of Conjecture 2 generalizing Theorem 1.5:
Effective conjecture 2 Let 1≤ξ<ω1. Then there are
- 0-dimensional Polish spaces X0ξ ,X1ξ ,
- disjoint analytic subsets A0ξ ,A1ξ of the space X0ξ×X1ξ , not separable by a (Σ0ξ×Σ0ξ)σ set,
such that for any α∈ωω such that 1≤ξ<ωα1 , for any recursively in α presented Polish spaces X,Y ,
and for any pair A0, A1 of disjoint Σ 11 (α) subsets of X×Y , the following are equivalent:
(a) The set A0 cannot be separated from A1 by a (Σ0ξ×Σ0ξ)σ set.
(b) The set A0 cannot be separated from A1 by a ∆11(α) ∩ (Σ0ξ×Σ0ξ)σ set.
(c) The set A0 cannot be separated from A1 by a Σ01
(
Tξ(α)×Tξ(α)
)
set.
(d) A0 ∩ A1Tξ(α)×Tξ(α) 6=∅.
(e) (X0ξ ,X1ξ ,A0ξ ,A1ξ) ≤ (X,Y,A0, A1).
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In fact, the statements (a)-(d) are indeed equivalent:
Theorem 2.5 Let 1≤ ξ<ωCK1 , X,Y be recursively presented Polish spaces, and A0, A1 be disjoint
Σ
1
1 subsets of X×Y . The following are equivalent:
(a) The set A0 cannot be separated from A1 by a (Σ0ξ×Σ0ξ)σ set.
(b) The set A0 cannot be separated from A1 by a ∆11 ∩ (Σ0ξ×Σ0ξ)σ set.
(c) The set A0 cannot be separated from A1 by a Σ01(Tξ×Tξ) set.
(d) A0 ∩ A1Tξ×Tξ 6=∅.
Proof. Theorem 2.3 implies that (a) is indeed equivalent to (b). It also implies, using the proof of
Proposition 2.4, that (c) implies (a), and the converse is clear. It is also clear that (c) and (d) are
equivalent. 
A consequence of this is that Conjecture 2 and the Effective conjecture 2 are equivalent.
3 The case ξ=1
(A) Continuous colorings
As in [L3], we can separate Conjecture 1 in two parts. We introduce the following notion, that
will help us to characterize the relations A for which there is a continuous homomorphism from A
into any relation without countable continuous coloring:
Definition 3.1 Let ξ be a countable ordinal, Π00 :=∆01, and X be a 0-dimensional Polish space. A
family F of subsets of X is ξ-disjoint if the elements of F are Π0ξ and pairwise disjoint.
The first part ensures the existence of complicated examples.
Lemma 3.2 (a) Assume that (Cεi )(ε,i)∈2×ω is a 0-disjoint family of subsets of the space X such that
X\(
⋃
(ε,i)∈2×ω C
ε
i ) 6=∅ and no clopen set meeting X\(
⋃
(ε,i)∈2×ω C
ε
i ) is (
⋃
i∈ω C
0
i ×C
1
i )-discrete.
Then (X,
⋃
i∈ω C
0
i ×C
1
i ) 6∆01
(
ω,¬∆(ω)
)
.
(b) There is a 0-disjoint family (Cεi )(ε,i)∈2×ω of subsets of 2ω satisfying the assumption (and thus the
conclusion) of (a).
Proof. (a) We argue by contradiction, which gives f : X→ ω continuous such that f(x) 6= f(y) if
(x, y) ∈
⋃
i∈ω C
0
i ×C
1
i . We set Dk := f−1({k}), so that (Dk)k∈ω is a partition of X into clopen
sets discrete for
⋃
i∈ω C
0
i ×C
1
i . Choose z ∈ X\(
⋃
(ε,i)∈2×ω C
ε
i ), and k with z ∈ Dk. This gives
(x, y)∈(
⋃
i∈ω C
0
i ×C
1
i ) ∩D
2
k, which is absurd.
(b) We set Cεi :=N02i+ε1, so that
⋃
i∈ω C
0
i×C
1
i ={(0
2i1α, 02i+11β) | i∈ω and α, β∈2ω}. Note that
{0∞}=X\(
⋃
(ε,i)∈2×ω C
ε
i ). If C is a clopen neighborhood of 0∞, then N0i ⊆C if i is big enough.
This gives an integer i with (02i1∞, 02i+11∞)∈(
⋃
i∈ω C
0
i ×C
1
i ) ∩ C
2
. 
The second part ensures the existence of the continuous homomorphism.
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Lemma 3.3 Let X be a 0-dimensional Polish space, (Cεi )(ε,i)∈2×ω be a 0-disjoint family of subsets
of X, X be a 0-dimensional Polish space, and A be a relation on X. Then one of the following holds:
(a) (X,A) 
∆01
(
ω,¬∆(ω)
)
,
(b) (X,⋃i∈ω C0i ×C1i ) Σ01 (X,A).
Proof. Assume that (a) does not hold. Let us fix a compatible complete metric on X. In the sequel,
the diameter will refer to this metric (this will also be the case in all the proofs where diameters are
involved to come). We enumerate a basis (N(p,X))
p∈ω
for the topology of X made of clopen sets.
• We build
- an increasing sequence of integers (pi)i∈ω ,
- a sequence (xk)k∈ω of points of X.
We want these objects to satisfy the following conditions:
(1) (x2i, x2i+1)∈A ∩N(pi,X)
2
(2) N(pi+1,X)⊆N(pi,X)
(3) diam
(
N(pi,X)
)
≤2−i
(4) There is no covering of N(pi,X) consisting of A-discrete clopen subsets of X
• Assume that this is done. Then we can define a point x of X by {x}=
⋂
i∈ω N(pi,X). Note that
(xk)k∈ω tends to x. We define f :X→X by f(z) :=x if z /∈
⋃
(ε,i)∈2×ω C
ε
i , f(z) :=x2i+ε if z∈Cεi .
Note that f is continuous. Moreover,
(
f(y), f(z)
)
=(x2i, x2i+1)∈A if (y, z)∈C0i ×C1i , so that (b)
holds.
• Let us prove that the construction is possible. We set N(p−1,X) :=X. Assume that (pi)i<l and
(x2i, x2i+1)i<l satisfying (1)-(4) have been constructed, which is the case for l = 0. We choose a
covering of N(pl−1,X) with basic clopen sets of diameter at most 2−l, contained in N(pl−1,X).
Then one of these basic sets, say N(pl,X), satisfies (4). It remains to choose (x2l, x2l+1) in the set
A ∩N(pl,X)
2
. 
We set X1 :=2ω and A1 :={(02i1α, 02i+11β) | i∈ω and α, β∈2ω}=
⋃
i∈ω C
0
i ×C
1
i , so that A1
is a Σ01 relation on X1.
Corollary 3.4 Let X be a 0-dimensional Polish space, and A be a relation on X. Then exactly one
of the following holds:
(a) (X,A) 
∆01
(
ω,¬∆(ω)
)
,
(b) (X1,A1) Σ01 (X,A).
Moreover, there are a non 0-dimensional Polish space X, and a closed relation A onX, for which
neither (a), nor (b) holds (with this couple (X1,A1) or any other). There are also a 0-dimensional
Polish space X, and a relation A on X (a difference of two closed sets), for which it is not possible
to have f one-to-one in (b) (with this couple (X1,A1) or any other).
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Proof. Note first that (a) and (b) cannot hold simultaneously, by Lemma 3.2. Lemma 3.3 implies that
(a) or (b) holds.
• Consider now X :=R and A :={(0, 1)}. Then (a) does not hold since R is connected. If (b) holds,
then we must have f(02i1α)=0 and f(02i+11β)=1. By continuity of f , we get f(0∞)=0=1.
This would be the same with any (X1,A1). Indeed, as (X1,A1) 6∆01
(
ω,¬∆(ω)
)
, we have
Π0[A1] ∩ Π1[A1] 6= ∅, since otherwise there would be a clopen subset C of the 0-dimensional space
X1 separating Π0[A1] from Π1[A1], and we would have ∆(X1) ⊆ C2 ∪ (¬C)2 ⊆ ¬A1. So we can
choose x∈Π0[A1] ∩Π1[A1], x2i∈Π0[A1] such that (x2i) tends to x, y2i+1∈Π1[A1] such that (y2i+1)
tends to x, y2i with (x2i, y2i)∈A1, and x2i+1 with (x2i+1, y2i+1)∈A1. Then f(x2i)=0, f(y2i+1)=1
and we conclude as before.
• Consider X :=2ω and A :={0∞}×(2ω\{0∞}). Then (a) does not hold since if a clopen subset C
of 2ω contains 0∞, then it contains also some α 6=0∞, so that (0∞, α)∈A ∩ C2. If (b) holds, then
f(02i1α)=0∞ for each integer i and f is not one-to-one.
This argument works as soon as Π0[A1] has at least two elements. If we argue in the other factor,
then we see that an example (X1,A1) with injectivity must satisfy that A1 is a singleton {(α, β)}.
As (X1,A1) Σ01 (2
ω,G0), α 6= β. So take a clopen subset C of X1 containing α but not β. Then
∆(X1)⊆C2 ∪ (¬C)2⊆¬A1. 
The notion of a 0-disjoint family is essential in the following sense:
Proposition 3.5 Let X be a 0-dimensional Polish space, and A be a relation on X. The following are
equivalent:
(a) For any 0-dimensional Polish space X, and any relation A on X,
(X,A) 6
∆01
(
ω,¬∆(ω)
)
⇒ (X,A) 
Σ01
(X,A).
(b) There is a 0-disjoint family (Cεi )(ε,i)∈2×ω of subsets of X such that A⊆
⋃
i∈ω C
0
i ×C
1
i .
Proof. (a) ⇒ (b) We set X := X1 and A := A1. By Lemma 3.2, we get f : X → 2ω such that
A⊆(f×f)−1(A1). We set Cεi :=f−1(N02i+ε1).
(b) ⇒ (a) By Lemma 3.3 we get (X,⋃i∈ω C0i ×C1i ) Σ01 (X,A), so that (X,A) Σ01 (X,A). 
(B) Countable unions of open rectangles (i.e., open sets)
The content here is completely trivial. It is just the fact that a subset of a metric space is not open
exactly when it contains a point that we can approximate by a countable sequence contained in its
complement. We give some statements since the situation will be more complicated in the case ξ=2.
As in (A) we can characterize the tuples (X0,X1,A0,A1) ≤-below any tuple (X,Y,A0, A1) with A0
not separable from A1 by a (Σ01×Σ01)σ set.
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Lemma 3.6 (a) Assume that (Cεi )i∈ω is a 0-disjoint family of subsets of the space Xε such that(
X0\(
⋃
i∈ω C
0
i )
)
×
(
X1\(
⋃
i∈ω C
1
i )
)
6=∅ and no open set meeting
(
X0\(
⋃
i∈ω C
0
i )
)
×
(
X1\(
⋃
i∈ω C
1
i )
)
is disjoint from ⋃i∈ω C0i ×C1i . Then (X0\(⋃i∈ω C0i ))×(X1\(⋃i∈ω C1i )) is not separable from⋃
i∈ω C
0
i ×C
1
i by a (Σ01×Σ01)σ set.
(b) There are 0-disjoint families of subsets of 2ω satisfying the assumption (and thus the conclusion)
of (a).
Proof. (a) is obvious.
(b) We set Cεi := N0i1, so that
⋃
i∈ω C
0
i ×C
1
i = {(0
i1α, 0i1β) | i ∈ ω and α, β ∈ 2ω}. Note that
{0∞}=Xε\(
⋃
i∈ω C
ε
i ). If O is an open neighborhood of (0∞, 0∞), then N20i⊆O if i is big enough.
This gives an integer i with (0i1∞, 0i1∞)∈(
⋃
i∈ω C
0
i ×C
1
i ) ∩O. 
Lemma 3.7 Let X0,X1 be 0-dimensional Polish spaces, (Cεi )i∈ω be a 0-disjoint family of subsets of
Xε, X,Y be Polish spaces, and A0, A1 be disjoint subsets of X×Y . Then one of the following holds:
(a) A0 is separable from A1 by a (Σ01×Σ01)σ set,
(b) (X0,X1, (X0\(⋃i∈ω C0i ))×(X1\(⋃i∈ω C1i )),⋃i∈ω C0i ×C1i ) ≤ (X,Y,A0, A1).
Proof. Assume that (a) does not hold. Pick (x, y)∈A0 ∩A1, and (xi, yi) in A1 tending to (x, y). We
define f :X0→X by f(z) :=x if z /∈
⋃
i∈ω C
0
i , xi if z∈C0i . Note that f is continuous. Similarly, we
define g :X1→Y , so that (b) holds. 
We define Xε1 := 2ω , A01 := {(0∞, 0∞)} =
(
X01 \ (
⋃
i∈ω C
0
i )
)
×
(
X11 \ (
⋃
i∈ω C
1
i )
)
and also
A11 := {(0
i1α, 0i1β) | i ∈ ω and α, β ∈ 2ω}=
⋃
i∈ω C
0
i ×C
1
i . As in (A) we get the two following
consequences:
Corollary 3.8 Let X,Y be Polish spaces, and A0, A1 be disjoint subsets of X×Y . Then exactly one
of the following holds:
(a) A0 is separable from A1 by a (Σ01×Σ01)σ set,
(b) (X01,X11,A01,A11) ≤ (X,Y,A0, A1).
Proposition 3.9 Let X0,X1 be 0-dimensional Polish spaces, and A0,A1⊆X0×X1 be disjoint. The
following are equivalent:
(a) For any Polish spaces X,Y , and any A0, A1⊆X×Y disjoint,
A0 is not separable from A1 by a (Σ01×Σ01)σ set ⇒ (X0,X1,A0,A1) ≤ (X,Y,A0, A1).
(b) There is a 0-disjoint family (Cεi )i∈ω of subsets of Xε such that the inclusions A1⊆
⋃
i∈ω C
0
i ×C
1
i
and A0⊆
(
X0\(
⋃
i∈ω C
0
i )
)
×
(
X1\(
⋃
i∈ω C
1
i )
)
hold.
10
4 The case ξ=2
(A) Baire class one colorings
Lemma 4.1 (a) Assume that (Cεi )(ε,i)∈2×ω is a 1-disjoint family of subsets of X such that no non-
empty clopen subset of X is (⋃i∈ω C0i ×C1i )-discrete. Then (X,⋃i∈ω C0i ×C1i ) ∆02 (ω,¬∆(ω)).
(b) There is a 1-disjoint family (Cεi )(ε,i)∈2×ω of subsets of ωω satisfying the assumption (and thus the
conclusion) of (a).
Proof. (a) We argue by contradiction, which gives a ∆02-measurable map f :X→ω with f(x) 6=f(y)
if (x, y)∈
⋃
i∈ω C
0
i ×C
1
i . We set Dk := f−1({k}), so that (Dk)k∈ω is a partition of X into ∆02 sets
discrete for
⋃
i∈ω C
0
i ×C
1
i . By Baire’s theorem, there are an integer k and a nonempty clopen subset
C of X such that Dk contains C . This gives (x, y)∈(
⋃
i∈ω C
0
i ×C
1
i ) ∩C
2⊆(
⋃
i∈ω C
0
i ×C
1
i ) ∩D
2
k,
which is absurd.
(b) Let b :ω→ω<ω be a bijection. We set Cεi :=
{
b(i)
(
2|b(i)|+ε
)∞}
, so that⋃
i∈ω
C0i ×C
1
i =
{(
u(2|u|)∞, u(2|u|+1)∞
)
| u∈ω<ω
}
.
If ∅ 6=C ∈∆01(ωω), then C contains some basic clopen set Nu, and
(
u(2|u|)∞, u(2|u|+1)∞
)
is in
(
⋃
i∈ω C
0
i ×C
1
i ) ∩ C
2
. 
Remark. There are a 1-disjoint family (Cεi )(ε,i)∈2×ω of subsets of ωω, and a relation A on ωω such
that (ωω, A) 6
∆02
(
ω,¬∆(ω)
)
and (ωω,
⋃
i∈ω C
0
i ×C
1
i ) 6Σ01 (ω
ω, A), so that Lemma 3.3 cannot be
extended to Σ02-measurable countable colorings.
Indeed, we set Cεi := {u(2i+ε)∞ | u ∈ ωi} and A :=
{(
u(2|u|)∞, u(2|u|+1)∞
)
| u ∈ ω<ω
}
.
Then (Cεi )(ε,i)∈2×ω is clearly a 1-disjoint family. Lemma 4.1 gives the first assertion. For the second
assertion, assume, towards a contradiction, that f :ωω→ωω is continuous and satisfies the inclusion⋃
i∈ω C
0
i ×C
1
i ⊆(f×f)
−1(A). If i∈ω, then there is ui∈ω<ω with
f [C0i ]×f [C
1
i ]⊆
{(
ui(2|ui|)
∞, ui(2|ui|+1)
∞
)}
.
In particular, for any α, β∈ωω we get(
f(α), f(β)
)
= limi→∞
(
f
(
(α|i)(2i)∞
)
, f
(
(β|i)(2i+1)∞
))
= limi→∞
(
ui(2|ui|)
∞, ui(2|ui|+1)
∞
)
.
But this implies that f is constant, which is absurd. To fix this, we refine the notion of a ξ-disjoint
family.
Definition 4.2 Let 1≤ξ<ω1. A ξ-disjoint family (Cεi )(ε,i)∈2×ω of subsets of a 0-dimensional Polish
space X is said to be comparing if for each integer q there is a partition (Opq )p∈ω of X into ∆0ξ sets
such that, for each i∈ω,
(a) if q<i, then there is piq∈ω such that C0i ∪ C1i ⊆O
piq
q ,
(b) if q≥ i and ε∈2, then Cεi ⊆O2i+εq .
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Lemma 4.3 There is a comparing 1-disjoint family (Cεi )(ε,i)∈2×ω of subsets of ωω satisfying the
assumption (and thus the conclusion) of Lemma 4.1.(a).
Proof. Let b :ω→ω<ω be a bijection satisfying b−1(s)≤b−1(t) if s⊆ t. It can be built as follows. Let
(pq)q∈ω be the sequence of prime numbers, and I :ω<ω→ω defined by I(s) :=ps(0)+10 ...p
s(|s|−1)+1
|s|−1 if
s 6=∅, and I(∅) :=1. Note that I is one-to-one, so that there is an increasing bijection ϕ :I[ω<ω]→ω.
We set b := (ϕ ◦ I)−1 :ω→ω<ω. We define (Cεi )(ε,i)∈2×ω as in the proof of Lemma 4.1.(b), so that
(Cεi )(ε,i)∈2×ω is a 1-disjoint family. It remains to see that (Cεi )(ε,i)∈2×ω is comparing. We set
Opq :=


N
b(i)(2|b(i)|+ε)
maxl≤q (|b(l)|+1)−|b(i)| if p=2i+ε≤2q+1,
ωω\(
⋃
p′≤2q+1 O
p′
q ) if p=2q+2,
∅ if p≥2q+3,
so that (Opq )p∈ω is a partition of ωω into ∆01 sets. Note that (b) is fulfilled. If q < i, then there is at
most one couple (j, ε)∈(q+1)×2 such that b(j)(2|b(j)|+ε)maxl≤q (|b(l)|+1)−|b(j)| is compatible with
b(i). If it exists and if |b(i)| ≥maxl≤q (|b(l)| + 1), then C0i ∪ C1i ⊆O
2j+ε
q and we set piq := 2j+ε.
Otherwise, C0i ∪ C1i ⊆O
2q+2
q and we set piq :=2q+2. 
We have a stronger result than Conjecture 1, in the sense that we do not need any regularity
assumption on A, neither that X is 0-dimensional.
Lemma 4.4 Let X be a 0-dimensional Polish space, (Cεi )(ε,i)∈2×ω be a comparing 1-disjoint family
of subsets of X, X be a Polish space, and A be a relation on X. Then one of the following holds:
(a) (X,A) ∆02
(
ω,¬∆(ω)
)
,
(b) (X,⋃i∈ω C0i ×C1i ) Σ01 (X,A).
Proof. If A is not a digraph, then choose x0 with (x0, x0)∈A, and put f(x) :=x0. So we may assume
that A is a digraph. We set
U :=
⋃{
V ∈Σ01(X) | ∃D∈Π
0
1(ω×X) V ⊆
⋃
p∈ω
Dp and ∀p∈ω A ∩D2p=∅
}
.
Case 1. U=X.
There is a countable covering of X into A-discrete Σ02 sets. We just have to reduce them to get a
partition showing that (a) holds.
Case 2. U 6=X.
Then Y :=X\U is a nonempty closed subset of X.
Claim If V ∈Σ01(X) meets Y , then V ∩ Y is not A-discrete.
We argue by contradiction. As V ∩ U can be covered with some
⋃
p∈ω Dp’s, so is V . Thus
V ⊆U , so that V ∩ Y ⊆U \U=∅, which is the desired contradiction. 
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• We construct a family (xu)u∈ω<ω of points of Y , and a family (Xu)u∈ω<ω of open subsets of Y .
We want these objects to satisfy the following conditions:
(1) xu∈Xu
(2) Xup⊆Xu
(3) diam(Xu)≤2−|u|
(4) (xu(2n), xu(2n+1))∈A if u∈ωn
(5) xu(2n+ε)=xu if u /∈ωn and ε∈2
• Assume that this is done. We define f :X→Y ⊆X by
{f(x)} :=
⋂
q∈ω
Xp0...pq−1=
⋂
q∈ω
Xp0...pq−1,
where pi satisfies x ∈ Opii witnessing comparability, so that f is continuous. Note that f(x) is the
limit of xp0...pq−1, and that xu(2|u|+ε)=xu(2|u|+ε)2= ...=xu(2|u|+ε)q+1 for each (u, ε)∈ω<ω×2. Thus
f(x)= limq→∞ xu(2|u|+ε)q+1=xu(2|u|+ε) if x∈Cεi and u :=pi0...pii−1, and(
f(x), f(y)
)
=(xu(2|u|), xu(2|u|+1))∈A
if (x, y)∈C0i ×C1i . So (b) holds.
• Let us prove that the construction is possible. We choose x∅∈Y and an open neighborhood X∅ of
x∅ in Y , of diameter at most 1. Assume that (xu)u∈ω≤l and (Xu)u∈ω≤l satisfying (1)-(5) have been
constructed, which is the case for l=0.
An application of the claim gives (xu(2l), xu(2l+1))∈A ∩X2u if u∈ωl. We satisfy (5), so that the
definition of the xu’s is complete. Note that xu∈Xu|l if u∈ωl+1.
We choose an open neighborhood Xu of xu in Y , of diameter at most 2−l−1, ensuring the inclu-
sion Xu⊆Xu|l. 
We set X2 :=ωω and A2 :=
{(
u(2|u|)∞, u(2|u|+1)∞
)
| u∈ω<ω
}
=
⋃
i∈ω C
0
i ×C
1
i , so that A2 is
a Σ02 relation on X2. As in Section 3.(A) we get the two following consequences:
Corollary 4.5 Let X be a Polish space, and A be a relation on X. Then exactly one of the following
holds:
(a) (X,A) ∆02
(
ω,¬∆(ω)
)
,
(b) (X2,A2) Σ01 (X,A).
Proposition 4.6 Let X be a 0-dimensional Polish space, and A be a relation on X. The following are
equivalent:
(a) For any Polish space X, and any relation A on X,
(X,A) 6
∆02
(
ω,¬∆(ω)
)
⇒ (X,A) 
Σ01
(X,A).
(b) There is a comparing 1-disjoint family (Cεi )(ε,i)∈2×ω of subsets of X such that A⊆
⋃
i∈ω C
0
i×C
1
i .
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(B) Countable unions of Σ02 rectangles
Lemma 4.7 (a) Assume that (Cεi )(ε,i)∈2×ω is a 1-disjoint family of meager subsets of X such that
no nonempty clopen subset of X is (⋃i∈ω C0i ×C1i )-discrete. Then ∆(X\(⋃(ε,i)∈2×ω Cεi )) is not
separable from ⋃i∈ω C0i ×C1i by a (Σ02(X\(⋃i∈ω C1i ))×Σ02(X\(⋃i∈ω C0i )))
σ
set.
(b) There is a comparing 1-disjoint family (Cεi )(ε,i)∈2×ω of subsets of ωω satisfying the assumption
(and thus the conclusion) of (a).
Proof. (a) We argue by contradiction, which gives Cn ∈Π01
(
X\(
⋃
i∈ω C
1
i )
)
on one side, and also
Dn ∈Π
0
1
(
X\(
⋃
i∈ω C
0
i )
)
with ∆
(
X\(
⋃
(ε,i)∈2×ω C
ε
i )
)
⊆
⋃
n∈ω (Cn×Dn)⊆¬(
⋃
i∈ω C
0
i ×C
1
i ).
In particular, X\(
⋃
(ε,i)∈2×ω C
ε
i ) =
⋃
n∈ω Cn ∩ Dn, and Baire’s theorem gives n and a nonempty
clopen subset C of X such that C\(
⋃
(ε,i)∈2×ω C
ε
i )⊆Cn ∩Dn. Note that C\(
⋃
i∈ω C
1
i )⊆Cn and
C\(
⋃
i∈ω C
0
i )⊆Dn since the Cεi ’s are meager and X\(
⋃
(ε,i)∈2×ω C
ε
i ) is dense in X\(
⋃
i∈ω C
ε
i ).
The assumption gives (x, y)∈ (
⋃
i∈ω C
0
i ×C
1
i ) ∩ C
2
. Then (x, y)∈ (
⋃
i∈ω C
0
i ×C
1
i ) ∩ (Cn×Dn),
which is absurd.
(b) Let (Cεi )(ε,i)∈2×ω be the family given by Lemmas 4.1.(b) and 4.3. As the Cεi ’s are singletons, they
are meager. 
Remark. Note that ∆
(
X\(
⋃
(ε,i)∈2×ω C
ε
i )
)
=∆(X) ∩
((
X\(
⋃
i∈ω C
1
i )
)
×
(
X\(
⋃
i∈ω C
0
i )
))
is a
closed subset of
(
X\(
⋃
i∈ω C
1
i )
)
×
(
X\(
⋃
i∈ω C
0
i )
)
. This shows that the spaces X02,X12 of Conjecture
2 cannot be both compact, which is quite unusual in this kind of dichotomy (even if it was already the
case in [L2]). Indeed, our example shows that A02,A12 must be separable by a closed set C , and C,A12
must have disjoint projections. If X02,X12 are compact, then C and its projections are compact too.
The product of these compact projections is a (Σ02×Σ02)σ set separating A02 from A12, which cannot
be. We will meet an example where X=3ω. This fact implies that we cannot extend the continuous
maps of Theorem 1.5.(e) to 3ω in general.
To ensure the possibility of the reduction, we introduce the following notion:
Definition 4.8 Let 1≤ξ<ω1. A ξ-disjoint family (Cεi )(ε,i)∈2×ω of subsets of a 0-dimensional Polish
space X is said to be very comparing if for each integer q there is a partition (Opq )p∈ω of X into ∆0ξ
sets such that, for each i∈ω,
(a) if q<i, then there is piq∈ω such that C0i ∪ C1i ⊆O
piq
q ,
(b) if q≥ i and ε∈2, then Cεi ⊆O2i+εq ,
(c) if (ε, i)∈2×ω, then ⋃r≥i ⋂q≥r O2i+εq =Cεi .
Lemma 4.9 There is a very comparing 1-disjoint family (Cεi )(ε,i)∈2×ω of subsets of ωω satisfying the
assumptions (and thus the conclusion) of Lemma 4.7.(a).
Proof. Let (Cεi )(ε,i)∈2×ω be the family given by Lemmas 4.1.(b), 4.3, and 4.7.(b). It remains to
check Condition (c). Note first that the inclusion ⋃r≥i ⋂q≥r O2i+εq ⊇Cεi holds for any comparing
ξ-disjoint family.
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Conversely,⋃
r≥i
⋂
q≥r O
2i+ε
q =
⋃
r≥i
⋂
q≥r Nb(i)(2|b(i)|+ε)maxl≤q (|b(l)|+1)−|b(i)|
={b(i)(2|b(i)| + ε)∞}=Cεi .
This finishes the proof. 
Notation. We now recall some facts about the Gandy-Harrington topology (see [L2]). Let Z be a
recursively presented Polish space. The Gandy-Harrington topology GH on Z is generated by the
Σ
1
1 subsets of Z . We set ΩZ := {z∈Z | ωz1=ωCK1 }. Then ΩZ is Σ 11 , dense in (Z,GH), and W ∩ΩZ
is a clopen subset of (ΩZ ,GH) for each W ∈Σ 11 (Z). Moreover, (ΩZ ,GH) is a 0-dimensional Polish
space. So we fix a complete compatible metric dGH on (ΩZ ,GH).
The following notion is important for the next proof.
Definition 4.10 Let a be a countable set, ξ < ω1, and F := (Sεi )(ε,i)∈2×ω be a ξ-disjoint family of
subsets of aω . We say that s∈a<ω is F-suitable if there is (α, β)∈⋃i∈ω S0i×S1i such that s=α∧ β
is the longest common initial segment of α and β.
Example. In the next proof, we will take a := 3, ξ := 1, and s will be suitable when s is empty
or finishes with 2. If θ : ω → {s ∈ 3<ω | s is suitable} is a bijection such that (|θ(i)|)
i∈ω
is non-
decreasing, then we can define a 1-disjoint family F of subsets of 3ω by Sεi :={θ(i)εα | α∈2ω}, and
s is suitable exactly when s is F-suitable.
In particular, a non suitable sequence is of the form sεt, where s is suitable, ε∈2 and t∈2<ω (we
will use this notation in the next proof). If ∅ 6=s is suitable, then we set
s− :=s|max{l< |s| | s|l is suitable}.
Lemma 4.11 Let X be a 0-dimensional Polish space, (Cεi )(ε,i)∈2×ω be a very comparing 1-disjoint
family of subsets of X, X,Y be Polish spaces, and A0, A1 be disjoint analytic subsets of X×Y . Then
one of the following holds:
(a) A0 is separable from A1 by a (Σ02×Σ02)σ set,
(b) (X\(⋃i∈ω C1i ),X\(⋃i∈ω C0i ),∆(X\(⋃(ε,i)∈2×ω Cεi )),⋃i∈ω C0i ×C1i ) ≤ (X,Y,A0, A1).
Proof. We may assume that X,Y are recursively presented and that A0, A1 are Σ 11 . Assume that (a)
does not hold. By Theorem 2.5 we get N :=A0 ∩A1
T2×T2 6=∅. Lemma 2.2 implies that
(x, y) /∈A1
T2×T2 ⇔ ∃C,D∈Σ 11 ∩Π
0
1 (x, y)∈C×D⊆¬A1
⇔ ∃C,D∈∆11 ∩Π
0
1 (x, y)∈C×D⊆¬A1.
This and Proposition 1.4 in [Lo1] show that N is Σ 11 . We construct
- A sequence (xu)u∈3<ω of points of X,
- A sequence (yu)u∈3<ω of points of Y ,
- A sequence (Xu)u∈3<ω of Σ 01 subsets of X,
- A sequence (Yu)u∈3<ω of Σ 01 subsets of Y ,
- A sequence (Vs)s∈3<ω suitable of Σ
1
1 subsets of X×Y .
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We want these objects to satisfy the following conditions:
(1) (xu, yu)∈Xu×Yu
(2) (xs, ys)∈Vs⊆N ∩ ΩX×Y if s is suitable
(3) Xuε⊆Xu if u is suitable or u=s0t, and Xs1t2⊆Xs
(4) Yuε⊆Yu if u is suitable or u=s1t, and Ys0t2⊆Ys
(5) Vs⊆Vs− if ∅ 6=s is suitable
(6) diam(Xu), diam(Yu)≤2−|u|
(7) diamGH(Vs)≤2
−|s| if s is suitable
(8) (xs0, ys1)∈
(
Π0[(Xs×Ys) ∩ Vs]×Π1[(Xs×Ys) ∩ Vs]
)
∩A1 if s is suitable
(9) (xs0t, ys1t)=(xs0, ys1) if s is suitable and t∈2<ω
• Assume that this is done. We define φ :ω<ω→3<ω by φ(∅) :=∅ and
φ(sn) :=
{
φ(s)2ε if n=2|s|+ε or
(
s 6=∅ and n 6=s(|s|−1)
)
,
φ(s)ε if (n=2q+ε and q 6= |s|) and
(
s=∅ or
(
s 6=∅ and n=s(|s|−1)
))
.
This map allows us to define Φ:ωω→3ω by Φ(γ)(p) :=φ
(
γ|(p+1)
)
(p), and Φ is continuous.
As (Cεi )(ε,i)∈2×ω is very comparing, there are some witnesses (O
p
q )p∈ω . Let x ∈ X. As in the
proof of Lemma 4.4, we associate the sequence (pq)q∈ω ∈ωω defined by x∈O
pq
q . As (Cεi )(ε,i)∈2×ω
is very comparing, (pq)q∈ω is not eventually constant if x /∈
⋃
(ε,i)∈2×ω C
ε
i . Thus Φ
(
(pq)q∈ω
)
has
infinitely many 2’s in this case. If x∈Cεi , then
Φ
(
(pq)q∈ω
)
=Φ
(
pi0...p
i
i−1(2i+ε)
∞
)
=φ(pi0...p
i
i−1)2ε
∞.
If x∈X\(
⋃
i∈ω C
1
i ), then the increasing sequence (n0k)k∈ω of integers such that Φ
(
(pq)q∈ω
)
|n0k is suit-
able or of the form s0t is infinite. Condition (3) implies that (XΦ((pq)q∈ω)|n0k)k∈ω is non-increasing.
Moreover, (XΦ((pq)q∈ω)|n0k)k∈ω is a sequence of nonempty closed subsets of X whose diameters tend
to 0, so that we can define {f(x)} :=
⋂
k∈ω XΦ((pq)q∈ω)|n0k
=
⋂
k∈ω XΦ((pq)q∈ω)|n0k
. This defines a
continuous map f : X\(
⋃
i∈ω C
1
i )→X with f(x) = limk→∞ xΦ((pq)q∈ω)|n0k . Similarly, we define
g :X\(
⋃
i∈ω C
0
i )→Y continuous with g(x)= limk→∞ yΦ((pq)q∈ω)|n1k .
If x /∈
⋃
(ε,i)∈2×ω C
ε
i , then the sequence (kj)j of integers such that Φ
(
(pq)q∈ω
)
|kj is suitable
is an infinite subsequence of both (n0k)k∈ω and (n1k)k∈ω . Note that (VΦ((pq)q∈ω)|kj)j∈ω is a non-
increasing sequence of nonempty closed subsets of ΩX×Y whose GH-diameters tend to 0, so that we
can define F (x) by {F (x)} :=
⋂
j∈ω VΦ((pq)q∈ω)|kj ⊆N⊆A0. As F (x) is the limit (in (X×Y,GH),
and thus in X×Y ) of (xΦ((pq)q∈ω)|kj , yΦ((pq)q∈ω)|kj)j∈ω , we get F (x) =
(
f(x), g(x)
)
. Therefore
∆
(
X\(
⋃
(ε,i)∈2×ω C
ε
i )
)
⊆(f×g)−1(A0).
Note that xs0=xs02 = ...=xs0q+1 for each s suitable. Thus
f(x)= limq→∞ xφ(pi0...pii−1)20q+1 =xφ(pi0...pii−1)20
if x∈C0i . Similarly, g(y)=yφ(pi0...pii−1)21 if y∈C
1
i and
⋃
i∈ω C
0
i ×C
1
i ⊆(f×g)
−1(A1).
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• Let us prove that the construction is possible. As N 6=∅, we can choose (x∅, y∅)∈N ∩ΩX×Y , a Σ 11
subset V∅ of X×Y with (x∅, y∅)∈V∅⊆N ∩ΩX×Y of GH-diameter at most 1, and a Σ 01 neighborhood
X∅ (resp., Y∅) of x∅ (resp., y∅) of diameter at most 1. Assume that (xu)u∈3≤l , (yu)u∈3≤l , (Xu)u∈3≤l ,
(Yu)u∈3≤l and (Vs)s∈3≤l suitable satisfying (1)-(9) have been constructed, which is the case for l=0.
Let s∈ 3<ω be suitable. Note that (xs, ys)∈ (Xs×Ys) ∩ Vs⊆A1
T2×T2
. We choose X ′, Y ′∈Σ 01
with (xs, ys) ∈X ′×Y ′ ⊆X ′×Y ′ ⊆Xs×Ys. As Πε[(X ′×Y ′) ∩ Vs] is Σ 11 , Πε[(X ′×Y ′) ∩ Vs] is
Σ
1
1 ∩Π
0
1. In particular, Πε[(X ′×Y ′) ∩ Vs] is T2-open. This shows the existence of
(xs0, ys1)∈
(
Π0[(X ′×Y ′) ∩ Vs]×Π1[(X ′×Y ′) ∩ Vs]
)
∩A1.
Note that (xs0, ys1)∈X ′×Y ′⊆Xs×Ys. We set xs1 :=xs, ys0 :=ys. We defined xu, yu when u∈3l+1
is not suitable but u|l is suitable.
Assume now that u∈3l+1 is suitable, but not u|l. This gives (s, ε, t) such that u=sεt2. Assume
first that ε=0. Note that xs0t=xs0∈Xs0t ∩Π0[(Xs×Ys) ∩ Vs]. This gives
xu∈Xs0t ∩Π0[(Xs×Ys) ∩ Vs],
and also yu with (xu, yu)∈
(
(Xs0t ∩Xs)×Ys
)
∩ Vs=(Xs0t×Ys)∩Vs. If ε=1, then similarly we get
(xu, yu)∈(Xs×Ys1t) ∩ Vs.
If u and u|l are both suitable, or both non suitable, then we set (xu, yu) := (xu|l, yu|l). So we
defined xu, yu in any case. Note that Conditions (8) and (9) are fulfilled, and that (xs, ys)∈Vs− if s
is suitable. Moreover, xu∈Xu|l if u|l is suitable or u|l= s0t, and xu∈Xs if u= s1t2, and similarly
in Y . We choose Σ 01 sets Xu, Yu of diameter at most 2−l−1 with
(xu, yu)∈Xu×Yu⊆Xu×Yu⊆


Xu|l×Yu|l if u is not suitable or u|l is suitable,
Xu|l×Ys if u=s0t2,
Xs×Yu|l if u=s1t2.
It remains to choose, when s is suitable, Vs ∈ Σ 11 (X×Y ) of GH-diameter at most 2−l−1 such that
(xs, ys)∈Vs⊆Vs− . 
We set Xε2 :=ωω\{u(2|u|+1−ε)∞ | u∈ω<ω}=X\(
⋃
i∈ω C
1−ε
i ),
A02 :=∆(ω
ω\{u(2|u|+ε)∞ | (u, ε)∈ω<ω×2})=∆
(
X\(
⋃
(ε,i)∈2×ω
Cεi )
)
,
and A12 :=
{(
u(2|u|)∞, u(2|u|+1)∞
)
| u∈ω<ω
}
=
⋃
i∈ω C
0
i ×C
1
i .
Corollary 4.12 Let X,Y be Polish spaces, and A0, A1 be disjoint analytic subsets of X×Y . Then
exactly one of the following holds:
(a) A0 is separable from A1 by a (Σ02×Σ02)σ set,
(b) (X02,X12,A02,A12) ≤ (X,Y,A0, A1).
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Remark. In the remark after Lemma 4.7 we announced an example with X :=3ω. In fact, we already
met it after Definition 4.10. Recall that the formula Sεi := {θ(i)εα | α ∈ 2ω} defines a 1-disjoint
family of subsets of 3ω , which are clearly meager. It is also clear that no nonempty clopen subset of
3ω is (
⋃
i∈ω S
0
i ×S
1
i )-discrete. One can check that the formula
Opq :=


⋃
t∈2|θ(q)|−|θ(i)| Nθ(i)εt if p=2i+ε≤2q+1,
3ω\(
⋃
p′≤2q+1 O
p′
q ) if p=2q+2,
∅ if p≥2q+3,
defines witnesses for the fact that (Sεi )(ε,i)∈2×ω is very comparing.
To close this section, we notice that the notion of a very comparing 1-disjoint family gives only a
sufficient condition, and not a characterization like in 3.5, 3.9 or 4.6:
Proposition 4.13 Let X be a 0-dimensional Polish space, (Cεi )i∈ω be a very comparing 1-disjoint
family of subsets of X, Xε⊆X\(⋃i∈ω C1−εi ), A0⊆∆(X\(⋃(ε,i)∈2×ω Cεi )), and A1⊆⋃i∈ω C0i×C1i
be as in the definition of≤. Then for any Polish spaces X,Y , and any disjoint analytic subsets A0, A1
of X×Y ,
A0 is not separable from A1 by a (Σ01×Σ01)σ set ⇒ (X0,X1,A0,A1) ≤ (X,Y,A0, A1).
5 The case ξ=3: Baire class two colorings
Remark. Unlike when ξ∈{1, 2}, we cannot haveA3 of the form
⋃
n∈ω C
0
n×C
1
n, where (Cεn)(ε,n)∈2×ω
is a 2-disjoint family. Indeed, we will see that there is a Borel graph G ⊆ 2ω × 2ω of a partial
injection such that (2ω,G) 6
∆03
(
ω,¬∆(ω)
)
. We would get f : X3 → 2ω continuous such that
A3⊆(f×f)−1(G), and f [C0n]×f [C1n] would be a singleton. The set (f×f)[A3] would be countable,
and (2ω, (f×f)[A3]) ∆03
(
ω,¬∆(ω)
)
, (X3,A3) ∆03
(
ω,¬∆(ω)
)
would hold, which is absurd.
However, the following result holds.
Theorem 5.1 There are a 0-dimensional Polish space X3 and an analytic relation A3 on X3 such
that for any Polish space X, and for any analytic relation A on X, exactly one of the following holds:
(a) (X,A) 
∆03
(
ω,¬∆(ω)
)
,
(b) (X3,A3) Σ01 (X,A).
We can take X3 = ωω , but this is not the most natural thing to do. Note that we can replace
X3 with any copy of it. Our space X3 will be a dense Gδ subset of 2ω , in fact a copy of ωω. This
Gδ subset is not necessary to see that (X3,A3) satisfies the “exactly” part of Theorem 5.1 (i.e., that
(X3,A3) 6∆03
(
ω,¬∆(ω)
)), but it is useful to build and ensure the continuity of the homomorphism
of Statement (b). The definition of X3 and A3 is based on the construction of the following basic
objects.
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Recall the sequence (sn)n∈ω defined in the introduction. In G0, we put sn, i.e., a finite sequence
of elements of 2, before the changed coordinate. In A3, we will put a finite sequence of elements
of 2<ω, together with a way to recover them after concatenation, before the changed coordinate. In
order to do that, we identify ω with ω2.
Notation. Let < ., . >: ω2→ ω be a natural bijection. More precisely, <n, p >:= (Σk≤n+p k)+p.
Note that the inverse bijection q 7→((q)0, (q)1) is build as follows. We set, for q∈ω,
M(q) :=max{m∈ω | Σk≤m k≤q}.
Then we define
(
(q)0, (q)1
)
:=
(
M(q)−q+(Σk≤M(q) k), q−(Σk≤M(q) k)
)
. More concretely,
ω={< 0, 0 >,< 1, 0 >,< 0, 1 >, . . . , < M(q), 0 >,< M(q)−1, 1 >, ..., < 0,M(q) >, ...}.
If u ∈ 2≤ω and n ∈ ω, then we define (u)n ∈ 2≤ω by (u)n(p) := u(< n, p >) if < n, p >< |u|.
Here also we define < α0, α1, ... >∈ 2ω by < α0, α1, ... > (< n, p >) :=αn(p), for any sequence
(αn)n∈ω of elements of 2ω . In particular, α 7→
(
(α)n
)
n∈ω
and (αn)n∈ω 7→< α0, α1, ... > are inverse
bijections.
Lemma 5.2 Let u, v∈2<ω .
(a) u⊆v implies that (u)n⊆(v)n for each n∈ω.
(b) |(u)0|≤|u|.
(c) |(u)n|≤|u|+1−n if n≤|u|+1.
Proof. (a) If < n, p >< |u|, then (u)n(p) = u(< n, p >) = v(< n, p >) = (v)n(p) because of the
inequality < n, p >< |v|, so that (u)n⊆(v)n.
(b) We set, for n, q ∈ ω, cnq := Card({p ∈ ω |< n, p >< q}). As < ., . > is a bijection, we get
cnq+1≤c
n
q+1. As cn0 =0, cnq ≤q. We are done since |(u)n|=cn|u|.
(c) Note first that <n, p>=(Σk≤n+p k)+p< (Σk≤n′+p′ k)+p′=< n′, p′ > if n+p<n′+p′, and
that (q)0+(q)1=M(q)≤q<q+1. This implies that q=< (q)0, (q)1 ><< n, q+1−n > if n≤q+1.
It remains to apply this to q := |u| since |(u)n|=cn|u|. 
We can view G0 as the countable union
⋃
n∈ω Gr(ϕn), where ϕn is the homeomorphism defined
on the basic clopen set Nsn0 onto the clopen set Nsn1 defined by ϕn(sn0γ) :=sn1γ. The set A3 will
also be the countable union of the graphs of some homeomorphisms, indexed by ω<ω instead of ω.
Their domain and range will be Gδ subsets of 2ω instead of clopen sets. We first define the closures
of these Gδ’s. They will be copies of 2ω . In fact, our homeomorphims will also be defined on the
closure of these final domains. We will fix the coordinates whose number is in one of the verticals
before that of the number of the changed coordinate. This leads to the following notation.
Notation. If t∈ω<ω and k≤|t|, then we set Σtk :=Σj<k
(
t(j)+2
)
, and
Σt :=< Σj<|t|
(
t(j)+2
)
, 0 >=< Σt|t|, 0 >
(Σt will be the number of the unique changed coordinate). We set wn :=sn0, so that |wn|=n+1 and
(wn)n∈ω is dense (we want wn to be nonempty).
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We define the following objects for t∈ω<ω.
• We first define a copy Kt of 2ω by
Kt :=
{
α∈2ω | ∀k< |t| (α)Σt
k
=(wt(k))00
t(k)+1−|(wt(k))0|10∞ and
∀0<i<t(k)+2 (α)Σt
k
+i=
(
wt(k)
)
i
0∞
}
.
This is well defined since |wt(k)|= t(k)+1, so that we can apply Lemma 5.2.(b) to u := wt(k) and
t(k)+1−|(wt(k))0|≥0. In particular, the last 1 in (α)Σt
k
is at the position t(k)+1. Here is the picture
of Kt when t=(4, 2):
• We define a non-trivial partition (K0t ,K1t ) of Kt into clopen sets by Kεt :={α∈Kt | α(Σt)=ε}.
• We define a homeomorphism ϕt :K0t →K1t by ϕt(α)(m) :=1 if m=Σt, α(m) otherwise.
We can view the construction of Kt, Kεt and ϕt inductively. Indeed, K∅ = 2ω , Kε∅ is the basic
clopen set Nε, and ϕ∅(α)(m) is 1 when m=0, α(m) otherwise. Then
Ktn :={α∈K
wn(0)
t | (α)Σt
|t|
=(wn)00
n+1−|(wn)0|10∞ and ∀0<i<n+2 (α)Σt
|t|
+i=(wn)i0
∞},
Kεtn :={α∈Ktn | α(< Σ
t
|t|+n+2, 0 >)=ε}, and ϕtn(α)(m) is 1 whenm is equal to< Σ
t
|t|+n+2, 0 >,
α(m) otherwise.
The set S3 := {α ∈ 2ω | ∃m ∈ ω ∀n ∈ ω ∃p ≥ n (p)0 =m and α(p) = 1} is a standard Σ03-
complete set (see 23.A in [K]). We will more or less recover this example, but the 1’s have to be well
placed. This leads to the following technical but crucial notion.
Definition 5.3 We say that u∈ 2<ω is placed if u 6= ∅ and there is t∈ ω<ω such that Nu ∩Kt 6= ∅,
(|u|−1)0=Σ
t
|t|, and u(|u|−1)=1 if (|u|−1)1>0. We also say that t is a witness for the fact that u
is placed.
This means that the last coordinate of u has a number on the vertical Σt|t|, on which the coordi-
nates of the elements of Kt are left free by t, and which is the first vertical with this property. The
coordinates of u whose number is on one of the verticals before the previous one are determined by
t. Finally, the last coordinate of u is 1, except maybe if this coordinate has the number Σt, which is
at the bottom of the vertical Σt|t|.
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Examples. Let α∈Knj=K(n,j). Then
• α|1, α|(<0, n+1>+1) are placed with witness ∅.
• α|(<n+2, 0>+1), α|(<n+2, j+1>+1) are placed with witness (n).
• α|(< n+2+ j+2, 0 > +1) is placed with witness (n, j). If α(< n+2+ j+2, q >) = 1, then
α|(<n+2+j+2, q>+1) is placed with witness (n, j).
We are now ready to define X3 and A3.
Notation. We set X3 :=
{
α∈2ω | ∀n∈ω ∃p≥n α|p is placed
}
. Let t∈ω<ω. We set
Ht :={α∈K
0
t | ∀n∈ω ∃p≥n (p)0=Σ
t
|t| and α(p)=1},
and A3 :=
⋃
t∈ω<ω Gr(ϕt|Ht). In this sense, we recover S3. More concretely,
A3=
⋃
t∈ω<ω
{
(u0γ, u1γ) | |u|=Σt and u0γ∈Kt and ∀n∈ω ∃p≥n (u0γ)(< Σt|t|, p >)=1
}
.
Lemma 5.4 Let t∈ω<ω and ε∈2.
(a) (Ktn)n∈ω,wn(0)=ε is a sequence of pairwise disjoint meager subsets of Kεt .
(b) Any nonempty open subset of Kεt contains one of the Ktn’s.
Proof. (a) This comes from the fact that the last 1 in (α)Σt
|t|
is at the position n+1 if α∈Ktn.
(b) A nonempty open subset of Kεt contains a basic clopen set C of the form
{α∈Kεt | εu⊆< (α)Σt
|t|
, (α)Σt
|t|
+1, ... >},
where u ∈ 2<ω . We choose n ∈ ω such that εu ⊆ wn. It remains to see that Ktn ⊆ C . So let
m=< i, p >≤ |u|. Note first that M(q)≤min
(
q,M(q+1)
)
. Thus, as |u|≤|wn|=n+1,
i=(m)0≤(m)0+(m)1=M(m)≤M(|u|)≤M(n+1)≤n+1<n+2.
Lemma 5.2.(a) allows us to write
(εu)(m) =(εu)(< i, p >)=(εu)i(p)=(wn)i(p)=(α)Σt
|t|
+i(p)
=(< (α)Σt
|t|
, (α)Σt
|t|
+1, ... >)i(p)=(< (α)Σt
|t|
, (α)Σt
|t|
+1, ... >)(m).
This finishes the proof. 
We now start to prove the required properties of X3 and A3.
Lemma 5.5 (a) The set X3 is a dense Π02 subset of 2ω . In particular, X3 is a 0-dimensional Polish
space.
(b) Let t∈ω<ω. The set Ht is a dense Π02 subset of K0t .
(c) The set A3 is a Σ03 subset of X23. In particular, A3 is an analytic relation on X3.
(d) Let β∈ωω. Then ⋂n∈ω Kβ|(n+1)⊆X3.
(e) (X3,A3) 6∆03
(
ω,¬∆(ω)
)
.
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Proof. (a) X3 is clearly a Π02 subset of 2ω . So let us prove its density. We just have to prove that{
α ∈ 2ω | ∃p≥ n α|p is placed
}
is dense in 2ω for each integer n. So let ∅ 6=w ∈ 2<ω . Note that
α :=w1∞∈Nw(0)=K
w(0)
∅ . Let p≥max(n, |w|) with (p)0=0. Then α|(p+1) is placed with witness
t :=∅.
(b) Ht is clearly a Π02 subset of K0t . So let us prove its density. We just have to prove the density
in K0t of the set
{
α ∈ K0t | ∃p ≥ n (p)0 = Σ
t
|t| and α(p) = 1
}
, for each integer n. If |t| = 0,
then K0t = K0∅ . As in the proof of (a), we see (with w(0) := 0) that α := w1∞ ∈ Nw ∩ K0t and
p≥max(n, |w|) with (p)0=0 are suitable. If |t|≥1, then we argue similarly. We put again w1∞, in
the coordinates not determined by t.
(c) By (b), A3 is a Σ03 subset of 2ω×2ω . So we just have to see that A3⊆X23, which is clear.
(d) Let α∈⋂n∈ω Kβ|(n+1). Note that the sequence (Σβ|(n+1)n+1 )n∈ω is strictly increasing. In particular,
p :=< Σ
β|(n+1)
n+1 , β(n+1)+1 >+1≥< Σ
β|(n+1)
n+1 , 0 >+1≥Σ
β|(n+1)
n+1 +1≥n and t := β|(n + 1) are
witnesses for the fact fact α∈X3.
(e) We argue by contradiction, which gives a partition (Cn)n∈ω of X3 into A3-discrete Π02 sets. Fix
n∈ω and t∈ω<ω. Let us prove that there is i∈ω such that Cn ∩Kti=∅. We argue by contradiction.
By Lemma 5.4, Cn ∩Kεt is dense in Kεt for each ε∈2. As Cn ∩Kεt is Π02, it is comeager in Kεt . By
(b), Ht is also comeager in K0t , so that this is also the case of Cn ∩ Ht. In particular, ϕt[Cn ∩ Ht]
is comeager in K1t , and Cn ∩ ϕt[Cn ∩Ht] too. In particular, Cn ∩ ϕt[Cn ∩Ht] is not empty, which
contradicts the A3-discreteness of Cn.
Applying this inductively, we construct β ∈ωω such that Cn ∩Kβ|(n+1)= ∅ for each n∈ω. By
compactness, there is α∈
⋂
n∈ω Kβ|(n+1), and α /∈
⋃
n∈ω Cn=X3. But this contradicts (d). 
The following uniqueness properties will be important in the sequel.
Lemma 5.6 Let t∈ω<ω and α∈Kt.
(a) Assume that u ∈ 2<ω is placed with witness t. Then Σt < |u|, the last 1 in u strictly before the
position < Σtk+1, 0 > is at the position < Σtk, t(k)+1 > for each k< |t|, and t is unique.
(b) Let p>Σt be such that α|p is placed with witness t′. Then t⊆ t′.
Proof. (a) As (|u|−1)0=Σt|t|, we may assume that |t|≥1. Let α∈Nu ∩Kt. Then
(α)Σt
k
=(wt(k))00
t(k)+1−|(wt(k))0|10∞
for each k< |t|.
In particular, α(< Σtk, t(k)+1 >)=1. As < n+p+1, 0 >>< n, p > and (|u|−1)0=Σt|t|, we get
|u|> |u|−1≥< Σt|t|, 0 >=Σt≥< Σ
t
k+1, 0 >>< Σ
t
k, t(k)+1 >. Thus u(< Σtk, t(k)+1 >)=1.
• Let us prove that the last 1 in u strictly before the position < Σtk+1, 0 > is at the position
< Σtk, t(k)+1 >. The consecutive integers between the values < Σtk, t(k)+1 > and < Σtk+1, 0 >
are < Σtk, t(k)+1 >, < Σ
t
k−1, t(k)+2 >, ..., < 0,Σ
t
k+t(k)+1 > and < Σtk+1, 0 >. So we have to
see that u(< Σtk−j, t(k)+1+j >)=0 if 0<j≤Σtk.
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There are k′<k and i<t(k′)+2 such that Σtk−j=Σtk′+i. In particular,
t(k)+1+j=Σtk+1−1−Σ
t
k′−i≥ t(k
′)+2−i.
Lemma 5.2.(c) applied to wt(k′) implies that |(wt(k′))i|≤ t(k′)+2−i. Thus
α(< Σtk′+i, t(k)+1+j >)=0,
and we are done.
• As the last 1 in u strictly before the position < Σt|t|, 0 > is at the position < Σ
t
|t|−1, t(|t|−1)+1 >,
t(|t|−1) is determined. It remains to iterate this argument to see the uniqueness of t.
(b) We argue by induction on l := |t|, and we may assume that our property is proved for l. So let
t∈ωl+1, α∈Kt, and p>Σt be such that α|p is placed with witness t′. Note that α∈Kt|l and p>Σt|l.
By the induction assumption, we get t|l⊆ t′.
Let us prove that t|l 6= t′. We argue by contradiction, so that (p−1)0 = Σt
′
l = Σ
t
l . Note that
< Σtl , t(l)+1 ><Σt<p. Thus (p−1)1 > t(l)+1> 0 and α(p−1) = 1 =α(< Σtl , (p−1)1 >). As
α∈Kt, the last 1 of (α)Σt
l
is at the position t(l)+1, which is absurd.
This shows the existence of t′(l). Let β∈Nα|p∩Kt′ . The last 1 of (β)Σt
l
is at the position t′(l)+1.
As < Σtl , t′(l)+1 ><p−1=< Σt
′
|t′|, (p−1)1 >, it is also the last 1 of (β|p)Σtl =(α|p)Σtl . But the last
1 of (α|p)Σt
l
is at the position t(l)+1, so that t′(l)= t(l) and t⊆ t′. 
Definition 5.7 Let u∈2<ω and l∈ω.
(a) If u is placed, then let t∈ω<ω be the unique witness given by Lemma 5.6.(b). We will consider
• the length l(u) := |t|
• the sequence ul(u)∈2|u|\{u} defined by ul(u)(m) :=1−u(m) if m=Σt, u(m) otherwise. Note that
ul(u) is placed with witness t, so that l(ul(u))= l(u) and (ul(u))l(u)=u
• the digit ε(u) :=u(Σt). Note that ε(ul(u))=1−ε(u).
(b) We say that u is l-placed if u is placed and l(u) = l. We say that u is (≤ l)-placed (resp.,
(<l)-placed, (>l)-placed) if there is l′≤ l (resp., l′<l, l′>l) such that u is l′-placed.
The following lemma will be crucial in the construction of the homomorphism. We construct
some finite approximations of the homomorphism. The lemma says that these finite approximations
can be constructed independently.
Lemma 5.8 Let u 6=v∈2<ω be placed with ε(u)=ε(v). Then {u, ul(u)} ∩ {v, vl(v)}=∅.
Proof. Note first that ε(ul(u)) = 1−ε(u) = 1−ε(v) = ε(vl(v)). Thus u /∈ {v, vl(v)} and ul(u) 6= v. If
ul(u)=vl(v), then u=(ul(u))l(ul(u))=(vl(v))l(vl(v))=v, which is absurd. 
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When we consider the finite approximations of an element of A3, we have to guess the finite
sequence t. We usually make some mistakes. In this case, we have to be able to come back to an
earlier position. This is the role of the following predecessors.
Notation. Let u∈2<ω . Note that < ε > is 0-placed. This allows us to define
u− :=
{
∅ if |u|≤1,
u|max{n< |u| | u|n is placed} if |u|≥2.
and, for l∈ω,
u−l :=
{
∅ if |u|≤1,
u|max{n< |u| | u|n is (≤ l)-placed} if |u|≥2,
Before proving our main theorem, we study the relation between these predecessors and the placed
sequences.
Lemma 5.9 Let l∈ω and u∈2<ω be l-placed with |u|≥2.
(a) Assume that u− is l-placed. Then ε(u−)=ε(u). If moreover (ul)− is l-placed, then (ul)−=(u−)l.
(b) u−l is l-placed if and only if (ul)−l is l-placed. In this case, ε(u−l)=ε(u) and (ul)−l=(u−l)l.
(c) Assume that u− or (ul)− is (<l)-placed. Then u−=u−l=(ul)−=(ul)−l is (l−1)-placed.
(d) Assume that u− or (ul)− is (> l)-placed. Then exactly one of those two sequences is (> l)-
placed, and the other one is l-placed. If u− (resp., (ul)−) is (>l)-placed, then u−l=((ul)−)l (resp.,
u−l=u−) and ε(u−l)=ε(u) (resp., ε((ul)−l)=ε(ul)).
(e) l(u−l)∈{l−1, l}.
Proof. Let t∈ωl (resp. t′∈ω<ω) be a witness for the fact that u (resp., u−) is placed, and α∈Nu∩Kt.
Claim. Assume that (|u|−1)1=0. Then u−=u−l=(ul)−=(ul)−l is (l−1)-placed.
Proof. Note that l≥1 since |u|≥2. The consecutive integers between the values < Σtl−1, t(l−1)+1 >
and Σt are < Σtl−1, t(l−1)+1 >, < Σtl−1−1, t(l−1)+2 >, ..., < 0,Σtl−1+t(l−1)+1 > and Σt.
By Lemma 5.6.(b), Σt < |u| and the last 1 in u strictly before the position Σt is at the position
< Σtl−1, t(l−1)+1 >. This shows that u|(Σt+1) and u|(< Σtl−1, t(l−1)+1 > +1) are placed and(
u|(Σt+1)
)−
=u|(< Σtl−1, t(l−1)+1 > +1) since t(l−1)+j>0 if 1≤j≤Σtl−1+1. As (|u|−1)1=0,
|u|=Σt+1 and the sequence u−=u|(< Σtl−1, t(l−1)+1 >+1) is (l−1)-placed, which implies that
u−=u−l=(ul)−=(ul)−l. 
(a) By the claim, (|u|−1)1> 0. Thus u|(Σt+1)$u is l-placed, u|(Σt+1)⊆u− and Σt< |u−|. As
u− ⊆ α, we can apply Lemma 5.6.(c) and t⊆ t′. Thus t= t′ since |t| = |t′|= l, and the equalities
ε(u−)=(u−)(Σt′)=u(Σt)=ε(u) hold.
Assume now that (ul)− is l-placed. As ul is l-placed with witness t, there is some β∈Nul ∩Kt.
As u|(Σt+1)⊆u−$u, we get
(
u|(Σt+1)
)l
⊆ (ul)−⊂β. Thus |(ul)−|>Σt. Lemma 5.6.(c) implies
that t is the witness for the fact that (ul)− is l-placed. If u− = u|(< Σtl , j0 >+1), then there is no
j0<j<(|u|−1)1 with u(< Σtl , j >)=1, and (ul)−=ul|(< Σtl , j0 >+1)=(u−)l.
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(b) Assume that u−l is l-placed. As in (a) we get (|u|−1)1>0 and j1 with u−l=u|(< Σtl , j1 >+1),
and (ul)−l = ul|(< Σtl , j1 > +1) = (u−l)l is l-placed. The equivalence comes from the fact that
(ul)l=u. We argue as in (a) to see that ε(u−l)=ε(u) if u−l is l-placed.
(c) Assume first that u− is (< l)-placed. The proof of (a) shows that |t′| ≥ l if (|u|−1)1 > 0. Thus
(|u|−1)1=0 and the claim gives the result. If (ul)− is (<l)-placed, then we apply this to ul, using
the facts that ul is l-placed and (ul)l=u.
(d) Assume first that u− is (>l)-placed. As in (a) we get t$ t′. In particular, the last 1 in (u−)Σt
l
is at
the position t′(l)+1. Let us prove that u−l=u|(< Σtl , t′(l)+1 >+1). Note that u|(< Σtl , t′(l)+1 >+1)
is l-placed, so that u|(< Σtl , t′(l)+1 >+1)⊆ u−l ⊆ u−. Lemma 5.6.(c) shows that u−l is l-placed
with witness t. As the last 1 in (u−)Σt
l
is at the position t′(l)+1, we are done.
Note that ul|(< Σtl , t′(l)+1 >+1)⊆ (ul)−. We argue by contradiction to see that (ul)− is not
(>l)-placed. This gives a witness t′′, which is a strict extension of t by Lemma 5.6.(c). We saw that
the last 1 in
(
(ul)−
)
Σt
l
is at the position t′(l)+1. But it is also at the position t′′(l)+1, which shows
that t′′(l) = t′(l). Thus ul(Σt) = wt′′(l)(0) = wt′(l)(0). But u−(Σt) = wt′(l)(0). This implies that
ul(Σt)=1−wt′(l)(0), which is absurd. This shows that (ul)−=ul|(< Σtl , t′(l)+1 >+1)=(u−l)l is
l-placed, so that u−l=
(
(ul)−
)l
. Moreover, ε(u−l)=(u−l)(Σt)=u(Σt)=ε(u).
Assume now that (ul)− is (> l)-placed. As ul is l-placed and (ul)l = l, the previous arguments
show that u− is l-placed. In particular, u−l=u−.
(e) If u− is l-placed, then u−l=u− is l-placed. If u− is (<l)-placed, then by (c) u−l is (l−1)-placed.
If u− is (>l)-placed, then by (d) (ul)− is l-placed and u−l=((ul)−)l is l-placed too. 
Proof of Theorem 5.1. X3 and A3 have been defined before. The “exactly” part comes from Lemma
5.5.(e). So we just have to prove that (a) or (b) holds. We may assume that X is recursively presented
and A is a Σ 11 relation. We set
U :=
⋃{
V ∈Σ 11 (X) ∩Π
0
1 | ∃D∈∆
1
1 ∩Π
0
2(ω×X) V ⊆
⋃
p∈ω
Dp and ∀p∈ω A ∩D2p=∅
}
.
Case 1. U=X.
There is a countable covering of X into A-discrete Σ03 sets. We just have to reduce them to get a
partition showing that (a) holds.
Case 2. U 6=X.
Note that if V is as in the definition of U , then V and ¬
⋃
p∈ω Dp are disjoint Σ 11 sets, separable
by a Π01 set. By Theorems 1.A and 1.B in [Lo1], there is W ∈∆11 ∩Π01 separating these two sets.
This shows that we can replace the condition “V ∈ Σ 11 (X) ∩Π01” with “V ∈∆11(X) ∩Π01” in the
definition of U . Thus U is Π 11 (X) ∩ Σ02 since the set of codes for ∆11 ∩Π0ξ sets is Π 11 if ξ < ωCK1
(see [Lo1]). This shows that Y :=X\U is a nonempty Σ 11 ∩Π02 subset of X.
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Claim If V ∈Σ 11 (X) ∩Π01 meets Y , then V ∩ Y is not A-discrete.
We argue by contradiction. Note that V ∩ Y ∈Σ 11 ∩Π02. Lemma 2.2 gives a ∆11(X) ∩Π02 set
containing V ∩ Y and A-discrete. As V ∩ U can be covered with some
⋃
p∈ω Dp’s, so is V . Thus
V ⊆U , by ∆11-selection. Therefore V ∩ Y ⊆U \U=∅, which is absurd. 
• We construct, when u is placed, some points xu of Y , some Σ 01 subsets Xu of X, and some Σ 11
subsets Uu of X2. We want these objects to satisfy the following conditions:
(1) xu∈Xu and


(xu, xul(u))∈Uu if ε(u)=0
(xul(u) , xu)∈Uu if ε(u)=1
(2) Xu⊆Xu− if |u|≥2
(3) Uu=Uul(u)⊆A ∩ Y
2 ∩ΩX2 , and Uu⊆Uu−l if u and u−l are l-placed
(4) diam(Xu)≤2−|u| and diamGH(Uu)≤2
−|u|
(5) Uu⊆


Π0[(Xu−l×X(u−l)l(u−l)) ∩ Uu−l ]
2 if ε(u−l)=0
Π1[(X(u−l)l(u−l)×Xu−l) ∩ Uu−l ]
2 if ε(u−l)=1
if u is l-placed and u−l is not
As we will see, Conditions (1)-(4) are sufficient to get the required objects. Condition (5) is used
to prove that the construction is possible. The idea is the following. When we extend some u∈2<ω,
some new links may appear. But we may also break some links, and preserve only an initial segment
of them. In this case, to ensure Condition (3), we have to be able to come back to the last preserved
link. This is possible if we use iteratively Conditions (3) and (5).
• Assume that this is done. Let α ∈ X3 and (pαk )k∈ω be the infinite strictly increasing sequence of
integers pαk ≥ 1 such that α|pαk is placed. Note that Xα|pαk+1 ⊆Xα|pαk , by Condition (2). This shows
that (Xα|pα
k
)k∈ω is a non-increasing sequence of nonempty closed subsets of X whose diameters tend
to 0, and we define {f(α)} :=
⋂
k∈ω Xα|pαk =
⋂
k∈ω Xα|pαk , so that f : X3→X is continuous and
f(α)= limk→∞ xα|pα
k
.
Now let (α, β)∈A3. If (α, β)∈
⋃
|t|=l Gr(ϕt|Ht), then let (pj)j∈ω be the infinite strictly increas-
ing sequence of integers pj≥1 such that (pj−1)0=Σt|t|, (pj−1)1>0 and α(pj−1)=1. In particular,
α|pj is l-placed and ε(α|pj)=0. Note that (pj)j∈ω is also the infinite strictly increasing sequence of
integers pj≥1 such that (pj−1)0=Σt|t|, (pj−1)1>0 and β(pj−1)=1 on one side, and a subsequence
of both (pαk )k∈ω and (p
β
k)k∈ω on the other side.
If moreover p ≥ p0 and α|p is placed, then the witness is an extension of t and l(α|p) ≥ l,
by Lemma 5.6.(c). In particular, if p ≥ p0 and α|p is l-placed, then the witness is t. This proves
that (pj)j∈ω is the infinite strictly increasing sequence of integers pj ≥ p0 such that α|pj is l-
placed. Therefore (α|pj+1)−l = α|pj . By Condition (3), (Uα|pj)j∈ω is a non-increasing sequence
of nonempty clopen subsets of A∩ΩX2 whose GH-diameter tend to 0. So we can define F (α, β)∈A
by {F (α, β)} :=
⋂
j∈ω Uα|pj . Note that F (α, β) = limj→∞ (xα|pj , xβ|pj) =
(
f(α), f(β)
)
∈A, so
that A3⊆(f×f)−1(A).
26
• Let us prove that the construction is possible. We do it by induction on the length k of u.
Subcase 1. k=0
We are done since ∅ is not placed.
Subcase 2. k=1
The claim gives (x0, x1)∈A∩Y 2∩ΩX2. We choose a Σ 01 neighborhood Xε′ of xε′ with diameter
at most 2−1, as well as a Σ 11 subset U0=U1 of X2 with GH-diameter at most 2−1 such that (x0, x1)
is in U0⊆A ∩ Y 2 ∩ ΩX2 . We are done since < ε′ > is 0-placed and ε(< ε′ >)=ε′.
Subcase 3. k≥2
If there is no placed sequence in 2k, then there is nothing to do. If u∈2k is l-placed, then ul∈2k
is l-placed and ε(ul)=1−ε(u). Assume for example that ε(u)=0. Lemma 5.8 ensures that we just
have to define xu, xul ,Xu,Xul and Uu=Uul , independently from the other sequences in 2k.
- If u− and (ul)− are l-placed, then
(
u−, (ul)−
)
=
(
u−l, (ul)−l
)
. Moreover, ε(u−) = ε(u) = 0,
(ul)−=(u−)l and (ul)−l=(u−l)l, by Lemma 5.9. We set (xu, xul) := (xu− , x(u−)l), we choose Σ 01
sets Xu,Xul with diameter at most 2−k such that (xu, xul)∈Xu×Xul⊆Xu×Xul⊆Xu−×X(u−)l , as
well as a Σ 11 subset Uu of X2 with GH-diameter at most 2−k such that (xu, xul)∈Uu⊆Uu−=Uu−l .
We are done since Uul=Uu⊆Uu−=U(u−)l=U(u−l)l=U(ul)−l .
- If u− or (ul)− is (<l)-placed, then u−=u−l=(ul)−=(ul)−l is (l−1)-placed, by Lemma 5.9.(c).
Let W be a Σ 01 neighborhood of xu−=x(ul)− with W ⊆Xu− . Note that
xu− ∈


Π0[(Xu−×X(u−)l−1) ∩ Uu− ] if ε(u−)=0,
Π1[(X(u−)l−1×Xu−) ∩ Uu− ] if ε(u−)=1.
Assume for example that we are in the second case. Then
xu−∈W ∩Π1[(X(u−)l−1×Xu−) ∩ Uu− ] ∩ Y 6=∅.
The claim gives a couple (xu, xul)∈A∩(W∩Π1[(X(u−)l−1×Xu−) ∩ Uu− ]∩Y )2∩ΩX2 since the
set W ∩Π1[(X(u−)l−1×Xu−) ∩ Uu− ] is Σ 11 ∩Π01. We choose Σ 01 sets Xu,Xul with diameter at most
2−k such that (xu, xul)∈Xu×Xul⊆Xu×Xul⊆Xu−×X(ul)− , as well as a Σ 11 subset Uu of X2 with
GH-diameter at most 2−k such that (xu, xul)∈Uu⊆A∩Π1[(X(u−)l−1×Xu−) ∩ Uu− ]
2
∩Y 2 ∩ΩX2 .
- If u− or (ul)− is (>l)-placed, then by Lemma 5.9.(d) exactly one of those two sequences is (>l)-
placed, and the other one is l-placed. If u− (resp., (ul)−) is (>l)-placed, then u−l=((ul)−)l (resp.,
u−l=u−). So assume first that u− is (>l)-placed, so that (ul)−=(ul)−l=(u−l)l and u−l is l-placed.
Here is an illustration of what is going on in this case.
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We define (un)n≤L by u0 := u−, uL := u−l and un+1 := u−l(un)n if n < L. This can be done,
by Lemma 5.9.(e). Note that un is placed. We enumerate injectively the sequence
(
l(un)
)
n≤L
by
the non-increasing sequence (lk)k≤K . More concretely, K= l0−l≥1, l(u0) = ...= l(uN0−1) = l0,
l(uN0)= ...= l(uN0+N1−1)= l1= l0−1, ...,
l(uN0+...+NK−2)= ...= l(uN0+...+NK−1−1)= lK−1= lK−2−1= l+1
and l(uN0+...+NK−1)= l(uL)= lK= l, with N0, ..., NK−1≥1.
Note that u1= u−l00 is l0-placed if N0≥ 2. By Condition (3), we get Uu0 ⊆Uu1 . We can iterate
this argument, so that the inclusion Uu0⊆UuN0−1 holds, even if N0=1. By Condition (5), xu− is in
Xu− ∩


Π0[(XuN0×X(uN0 )
l1 ) ∩ UuN0 ] if ε(uN0)=0,
Π1[(X(uN0 )
l1×XuN0 ) ∩ UuN0 ] if ε(uN0)=1.
Similarly, Xu−⊆XuN0 .
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This gives
(x00, x
0
1)∈


(Xu−×X(uN0 )
l1 ) ∩ UuN0 if ε(uN0)=0,
(X(uN0 )
l1×Xu−) ∩ UuN0 if ε(uN0)=1.
If we iterate the previous argument, then we get
(xu, xul) :=(x
K−1
0 , x
K−1
1 )∈(Xu−×X(uN0+...+NK−1)
lK ) ∩ UuN0+...+NK−1 =(Xu−×X(u−l)l) ∩ Uu−l
since ε(u−l)=ε(u)=0. We choose Σ 01 sets Xu,Xul with diameter at most 2−k such that
(xu, xul)∈Xu×Xul⊆Xu×Xul⊆Xu−×X(u−l)l=Xu−×X(ul)− ,
as well as a Σ 11 subset Uu of X2 with GH-diameter at most 2−k such that (xu, xul)∈Uu⊆Uu−l .
If now (ul)− is (>l)-placed, then we argue similarly, using the fact that
ε
(
(ul)−l
)
=ε(ul)=1−ε(u)=1.
This finishes the proof. 
At the beginning of the section, we mentioned the fact that it is not necessary to use the dense Gδ
subset X3 of 2ω to find a relation G on 2ω satisfying (2ω,G) 6∆03
(
ω,¬∆(ω)
)
. We now specify this.
Notation. We set, for t ∈ ω<ω, H˜t :=K0t \
(⋃
n∈ω,wn(0)=0
Ktn ∪
⋃
n∈ω,wn(0)=1
ϕ−1t (Ktn)
)
. Note
that H˜t is a Π02 subset of 2ω and H˜t ∩ ϕt[H˜t]=∅.
Lemma 5.10 (a) The H˜t ∪ ϕt[H˜t]’s are pairwise disjoint.
(b) The set Ht is a subset of H˜t, and thus satisfies the previous disjointness properties.
Proof. (a) Note first that Ktn⊆Kwn(0)t ⊆Kt and (Ktn)n is a sequence of pairwise disjoint sets. This
implies thatKt∩Kt′=∅ if t, t′ are incompatible. In particular, as H˜t⊆K0t\(
⋃
n∈ω,wn(0)=0
Ktn)⊆Kt
and ϕt[H˜t]⊆K1t \(
⋃
n∈ω,wn(0)=1
Ktn)⊆Kt, we also get (H˜t ∪ ϕt[H˜t]) ∩ (H˜t′ ∪ ϕt′ [H˜t′ ]) = ∅ if t
and t′ are incompatible. Now
H˜t ∩ H˜tt′n ⊆H˜t ∩Kt[(t′n)|1]
⊆
{
K0t ∩K
1
t if s(t′n)(0)(0)=1,
¬Kt[(t′n)|1] ∩Kt[(t′n)|1] if s(t′n)(0)(0)=0,
so that H˜t ∩ H˜t′=∅ if t 6= t′. Similarly, (H˜t ∪ ϕt[H˜t]) ∩ (H˜t′ ∪ ϕt′ [H˜t′ ])=∅ if t 6= t′.
(b) If α∈Ktn ∪ ϕ−1t (Ktn), then (α)Σt
|t|
has finitely many 1’s. 
Remarks. (a) We set G := ⋃t∈ω<ω Gr(ϕt|H˜t), so that (2ω,G) 6∆03 (ω,¬∆(ω)), by the proof
of Lemma 5.5. By Lemma 5.10, G is the Borel graph of a partial injection, as announced at the
beginning of the section.
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(b) Note that (X3,A3) ∆04
(
ω,¬∆(ω)
)
, as we can see with the following partition of X3:
X3=
⋃
t∈ω<ω
Ht ∪
(
X3\(
⋃
t∈ω<ω
Ht)
)
,
with Ht∈Π02 and A3-discrete by Lemma 5.10.(b), X3\(
⋃
t∈ω<ω Ht)∈Π
0
3 and A3-discrete.
(c) There are a comparing 2-disjoint family (Cεi )(ε,i)∈2×ω of subsets ofX3, and also homeomorphisms
ϕi : C
0
i → C
1
i such that A3 =
⋃
i∈ω Gr(ϕi). Indeed, we choose a bijection b : ω → ω<ω with
b−1(s) ≤ b−1(t) if s ⊆ t, as in the proof of Lemma 4.3, and set C0i := Hb(i), C1i := ϕb(i)[Hb(i)],
ϕi :=ϕb(i)|Hb(i)
, so that A3=
⋃
i∈ω Gr(ϕi). It remains to see that (Cεi )(ε,i)∈2×ω is comparing. We set
Opq :=


Kε
b(i)\(
⋃
l≤q,b(i)n⊆b(l),wn(0)=ε
Kb(i)n) if p=2i+ε≤2q+1,
X3\(
⋃
p′≤2q+1 O
p′
q ) if p=2q+2,
∅ if p≥2q+3,
so that (Opq )p∈ω is a partition of X3 into ∆02 sets since Ktn ⊆ K
wn(0)
t ⊆ Kt, K
0
t ∩ K
1
t = ∅ and
Kt ∩Kt′=∅ if t and t′ are incompatible.
As H˜t ⊆ K0t \ (
⋃
n∈ω,wn(0)=0
Ktn), ϕt[H˜t] ⊆ K
1
t \ (
⋃
n∈ω,wn(0)=1
Ktn) and Ht ⊆ H˜t, (b) in
Definition 4.2 is fulfilled. If q<i, then
- either there is no j≤ q such that b(i) is compatible with b(j). C0i ∪ C1i ⊆Kb(i)⊆O
2q+2
q and we set
piq :=2q+2.
- or there are j≤ q and n such that b(j)n⊆b(i), in which case K
b(i)⊆K
wn(0)
b(j) ∩Kb(j)n. In particular,
Kb(i) is disjoint from or included in each difference Kwn′(0)b(j′) \Kb(j′)n′ . Thus Kb(i) is disjoint from or
included in O2j+εq . By disjointness, there is at most one couple (j, ε) such that Kb(i) ⊆O2j+εq . If it
exists, then we set piq :=2j+ε. If it does not exist, then we set piq :=2q+2.
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