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Nous construisons un ensemble ordonn6 d6nombrable r couvert par deux 
chalnes (ou ensembles totalement ordonn6s) dans lequel s'immergent tous les 
ensembles ordonn6s ddnombrables recouverts par au plus deux chaines. 
INTRODUCTION 
1. En appelant bicha?ne tout ensemble ordonn6 admettant  une 
part it ion ou, ce qui revient au m~me, un recouvrement en au plus deux 
chalnes (ou ensembles totalement ordonnrs)  pour l 'ordre induit, nous 
construisons une bichMne drnombrable  dans laquelle toutes les bicha~nes 
drnombrables s ' immergent (par des appl ications prrservant l 'ordre) et que, 
de ce fait, nous appelons bichatne universelle. 
Une telle bichMne est facile/i  drcrire, et marne ~t concevoir prra lablement 
tout calcul. C'est par  exemple la bichaine obtenue en faisant le produit  
ordinal de la bichalne Q~,2 par la chMne Q des rationnels. La bichaine Q~,2, 
avec c~ irrationnel, 6tant formre des couples (x, i) avec x rationnel et i 6gal 
0 ou 1, et ordonnre comme suit: (x, i) <~ (y, j )  lorsque ou bien i = je t  x ~< y 
dans Q ou bien i :/= je t  x + ~ ~ y dans ~. 
- -Ma lgr6  la simplicit6 de la bichMne universelle, le rrsultat  n'est pas ais6 
/t obtenir, d 'autant  que nous n'avons pu l ' r tendre aux n-cha]nes bien que nous 
en conjecturions la possibil itr. 
- -Pour tant  ce type de rrsultat est valable pour des structures varires et 
notamment  les chMnes et les ensembles ordonnrs.  Mais s'il est trivial pour les 
chaines, il n'est ais6 pour  les ensembles ordonnrs qu'une lois connues les 
notions d 'amalgamat ion et d'homog6nr i t r ,  introduites et drveloppres par  
Fraiss6 [3] puis Jonsson [7, 8], qui fournissent le principal critrre suffisant 
d'existence de structures universelles? Or la classe des bicha~nes n ' r tant  pas 
1 Vaught a 6nonc6 en [12] un eritrre nrcessaire etsuffisant d'existence de modrle universel 
drnombrable pour les throries complrtes. I1 existe un critrre semblable pour les throries 
universelles (voir notre note [10]). Bien que la throrie des bicha~nes (et plus grnrralement 
des n-chatnes) soit universelle, nous n'avons pas su nous servir de ce critrre. 
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amalgamable ce critbre ne s'applique pas directement. N6ammoins en 
imposant des conditions de nature m6trique, nous obtenons des propri6t6s 
d'amalgamation qui conduisent au r6sultat. 
2. Dans le d6tail, cet article est divis6 en trois parties, les deux 
premieres 6tant consacr6es 5- la preuve du r6sultat annonc6, la troisibme 5. 
celles de propri6tds combinatoires des bicha~nes finies. 
Dans la premibre partie, nous rappelons la notion de I-connexitd (deux 
616ments d'un ensemble ordonn6 &ant/-connect6s lorsqu'ils sont joints par 
un chemin fini dont les 616ments cons6cutifs ont incomparables) et celle de 
distance, not6e 5, qui en r6sulte. Comme toute bicha~ne (ainsi que tout 
ensemble ordonnd) est la somme lexicographique, suivant une cha~ne, de 
ses composantes I-connexes, il suffit que toute bicha~ne /-connexe d6nom- 
brable s'immerge dans Q~,2 pour que le produit lexicographique d  Q~.2 par Q 
soit une bichaine universelle. Pour obtenir de telles immersions nous remar- 
quons que la partition en chaines d'une bichaine /-connexe est unique, et 
par la considdration de suites monotones empruntant alternativement un 
616ment darts chacune des deux cha~nes nous introduisons darts le lemme 
1.2.5 une seconde notion de distance, notde d. Celle-ci conduit 5. la notion 
de d-isomdtrie, application pr6servant ~la fois l'ordre et la distance d. 
Dans la deuxibme partie nous obtenons que toute bichafne I-connexe 
ddnombrabIe st d-isomOtre gt une partie de Q~.2 en proc6dant comme suit: 
dans une premibre 6tape nous introduisons le concept de bichaine d-homogOne 
qui, vis 5- vis des d-isom6tries est semblable 5- celui de relation homog~ne de 
Fraiss6. De la ddfinition r6sulte l'unicit6 5- l'isomorphie prbs de la bicha~ne 
d-homogbne d6nombrable, et que toute bichaine /-connexe d6nombrable 
est d-isombtre 5.une de ses parties. La deuxibme 6tape est d6volue 5- la preuve 
du lemme II.2.6 caract6risant les bicha~nes d-homogbnes (d6nombrables 
ou non). Le r6sultat annonc6 est obtenu dans la troisi6me 6tape en montrant, 
grfice 5. cette caract6risation, la d-homog~n6it6 de Q~,2 9 
Darts la troisibme partie nous 6tudions les bichaines ur lesquelles les deux 
distances d et ~ coincident, bichaines que nous appelons rdgulikres. Nous 
prouvons essentiellement que toute bichaFne finie s'immerge dans une bichafne 
rdgulikrefinie (corollaire 1II.2.5) (r6sultat qui, bien que combinatoire puisque 
erron6 pour les bicha~nes infinies, s'obtient par des m6thodes infinistes). 
Ceci nous conduit 5. une caract6risation de la bichaine d-homogbne d6nom- 
brable au moyen des seuls isomorphismes d'ordres. 
TERMINOLOGIE ET NOTATIONS 
1. Ensemble ordonn~. Est appel6 ensemble ordonnd tout ensemble E sur 
lequel est d6finie une relation binaire, appel6e ordre et d6sign6e conform6ment 
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~t l'usage 6tabli par le symbole ~ lu "est inf6rieur ou 6gal ~," qui est ~ la lois 
r~flexive (ceci signifiant que x ~ x pour tout x de E) antisym~trique (ceci 
signifiant que s ix  ~ yet  y ~ x alors x = y) et transitive (ceci signifiant 
que s ix  ~ y et y ~ z alors x ~ z). Pour une partie A de E, la restriction de 
l'ordre sur E aux couples extraits de A est encore un ordre appel6 ordre induit; 
l 'ensemble A muni de cet ordre est appel6 restriction de l'ensemble ordonn6 E. 
La relation d'ordre sur un autre ensemble ordonn6 E'  6tant encore d6sign6e 
par le symbole 4 ,  une application f d'un ensemble ordonn6 E dans un en- 
semble ordonn6 E'  est appel6e isomorphisme (d 'ordre)ou immersion de E 
dans E '  lorsque x ~ y dans E 6quivaut ~t f (x)  ~ f (y )  darts E'. 
2. Chafne, antiehaine. Comme d'habitude on note x @ y la n6gation de 
x -- y, on note x ~ y la n6gation de x ~ yet  on note x < y lu "x est 
inf6rieur ~ y"  lorsque x ~< yet  x @ y. On dit que x et y sont comparables 
lorsque x ~ you  y ~ x; dans le cas contraire on dit qu'ils sont incomparables 
Un ensemble ordonn6 est appel6 chafne--respectivement anticha~ne--lorsque 
deux quelconques de ses 616merits sont toujours comparables--respectivement 
incomparables. 
3. n-Chatne, bichafne. Un entier n &ant donn6, nous appelons n-chaine 
tout ensemble ordonn6 admettant une partition en n parties qui sont des 
chaines pour l'ordre induit (pour n - -  1, 2, 3 .... nous disons chaine, bicha~ne, 
trichaine, etc...). Citons un r6sultat remarquable dfi h Dilworth [2]: 
Un ensemble ordonnO est une n-eha~ne si et seulement si ses antichaines ont 
au plus n Ol~ments. 
4. Somme et produit lexir Etant donn6e une famille (E~)i~i 
d'ensembles ordonn6s, index6e par l'ensemble ordonn6 I on appelle somme 
lexicographique de cette famille et on note Zi~l E~ l'ensemble E r6union 
disjointe des E~- dont les 616ments not6s (i, x~) avec xi dans E~ sont ordonn6s 
par la rbgle dite de la "premiere diff6rence" c'est-~_-dire (i, x~) ~ (j, yj) lorsque 
ou bien i v ~ je t  i ~ j darts I ou bien i ~ j et x~ ~ y~ dans E~. Lorsque Ies t  
l'ensemble des n premiers entiers 0, 1 .... , n -- 1 muni de l'ordre naturel cette 
somme est not6e E 0 + Ea § ... + E,_~. Lorsque tous les E~ sont 6gaux 
un m~me ensemble ordonn6 A, cette somme est not6e A. I et appel6e produit 
ordinal de A par L 
Avertissement. Bien que le r6sultat de cet article soit essentiellement de 
nature relationniste, il ne nous a pas paru n6cessaire de rappeler de fagon 
explicite les notions auxquelles il se r6f6re. Nous nous contentons de nommer, 
conform6ment ~ l'usage 6tabli, bichafne universelle, toute bichaine C darts 
laquelle s'immergent toutes les bicha~nes de cardinalit6 inf6rieure ou 6gale 
celle de C. Nous renvoyons aux ouvrages de Fraiss6 [5, 6] pour les concepts 
relationnistes et aux articles de Fraiss6 [3] et Jonsson [7, 8] pour les notions 
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d'amalgamation et d'homog6n6it6; enfin nous conseillons au lecteur int6ress6 
par le problbme de l'existence de structures universelles de consulter les articles 
de Vaught [12], Morley et Vaught [9]. 
I. DISTANCES SUR UNE BICHAINE 
I. 1. Connexitd 
I.l.1. Soit E un ensemble ordonn6; appelons chemin l-connexe sur E 
toute suite finie (x0 ..... xn) d'616ments de E telle que pour i < n, l'616ment x~ 
soit incomparable ~tX~+l ; l'entier n est la longueur du chemin, et x0, x, ses 
extr~mit~s. Deux 616ments x et y de X sont dans la m~me composante l-connexe 
lorsqu'il existe un chemin/-connexe d'extr6mit6s x et y; les classes associ6es 
~t cette relation d'6quivalence appel6e I-eonnexitd sont les composantes 
I-connexes de E. Lorsque E est r6duit ~t une seule classe, il est dit I-eonnexe. 
1.1.2. Tous les 616ments d'une composante /-connexe &ant soit 
sup6rieurs, soit inf6rieurs ~t tousles 616merits d'une autre composante /-
connexe, le quotient de E par la I-connexit6 est muni canoniquement d'un 
ordre total et E est la somme lexicographique, suivant ce quotient, de ses 
composantes I-connexes. 
1.1.3. Ainsi toute bicha]ne &ant la somme lexicographique, suivant une 
cha~ne, de bichaines /-connexes, s'il existe une bichatne d6nombrable 
contenant toutes les bichaines d6nombrables I-connexes, le produit ordinal 
de cette bichaine par la chaine des rationnels est une bicha~ne d6nombrable 
universelle. Nous allons construire n 111.3.1. une telle bichatne, et elle sera 
I-connexe. 
1.1.4. Etant donn6 un ensemble ordonn6 /-connexe E soit 3E l'appli- 
cation de E • E dans l'ensemble ~ des entiers naturels qui ~t chaque couple 
(x, y) associe le plus petit entier n pour lequel il existe un chemin/-connexe 
d'extr6mit6s x et yet  de longueur n. Cette application 3E est une distance sur E. 
I.l.5. LEMME. Si une bichafne est I-connexe, alors sa ddcomposition en 
chafnes est unique. (De facon prdcise, pour toute bichafne I-connexe C et tout 
dlgment x de C il existe une et une seule chafne Cx contenant x et telle que 
C --  Cx soit une chafne). 
Preuve. Soit donc Cune bichaine/-connexe et x un 616ment de C. Si la 
bicha~ne st r6duite ~t x le lemme est prouv& Sinon soient C' et C" deux 
cha~nes formant une partition de C. En supposant x dans C' il est clair que C' 
(respectivement C") est l'ensernble des y pour iesquels 3c(X, y)  est pair (respec- 
tivement impair). Q.E.D. 
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1.1.6. La m6thode ci-dessus montre que si un ensemble ordonnd ne 
contient pas de parties libres gl plus de deux ~l~ments alors il est recouvert par 
deux chatnes (ce qui constitue un fragment du r6sultat de R. P. Di lworth):  
on d6compose l 'ensemble ordonn6 en composantes I-connexes et on prouve 
que pour toute composante I-connexe C qui n'est pas r6duite ~t un 616ment 
et pour tout 616ment x0 de celle-ci, alors l 'ensemble des y pour lesquels 
~c(Xo, y) est pair (respectivement impair) est une chalne. 
1.2. Suites Altern~es 
11.2.1. Soit Cune  bichalne/-connexe,  Coet Cx les deux chalnes formant 
une partit ion de C; appelons uite altern~e sur C, toute suite finie monotone 
(i.e., croissante ou d6croissante) (Xo ..... x~ ..... x~) d'616ments de C telle que 
deux 616merits cons6cutifs x~ et x~+l de cette suite n 'appart iennent  pas h une 
m~me chalne C~ (pour j  = 0 ou 1) de la part it ion de C. L'entier n est l'oscil- 
lation de la suite, Xo et x~ ses extrdmitds. 
1.2.2. LEMME. Etant donnd un ensemble ordonnd 1-connexe E et deux 
dl~ment x et y de E avec x < y, si (Xo ,..., xi ..... Xn) est un chemin I-connexe 
d'extr~mitds x et yet  de longueur minimum (c'est-gt-dire que n = ~e(x, y)) 
alors xi < xj pour tousles i et j vdrifiant 2 ~ j -- i. 
Preuve. On proc6de par r6currence sur n: S in  = 2 alors il n 'y a rien ~t 
d6montrer. On suppose donc n > 2 et le r6sultat vrai pour  n - -  1. Dans ce 
cas (xl ..... x,)  est un chemin I-connexe d'extr6mit6s xl et y dont la longueur 
est forc6ment minimum; comme x < y et x incomparable ~t x~ il s'ensuit 
X 1 < y et donc par notre hypoth~se de r6currence xi < x~ pour j - -  i ~> 2 
et i />  I. En raison de la transitivit6 de l 'ordre il suffit de montrer  que Xo < x2 
et Xo < x3. Comme (Xo ..... x~ ..... x,~) est de longueur minimum, x~ et x3 
sont n6cessairement comparables ~t Xo. Or Xo et xt 6tant incomparables et 
xt < x3 on ne peut qu'avoir  x 0 < x3, de m~me x2 et x3 &ant incomparables 
on ne peut qu'avoir  Xo < x2. Q.E.D. 
Remarque. Un tel chemin constitue donc une bichaine I-connexe 
contenant x et y. 
1.2.3. COROLLAIRE. Etant donnJs deux dldments x et y d'une bichafne 
I-connexe C, soient n et r avec 0 ~ r ~ 2 les deux seuls entiers pour lequels 
gc(x, y) = 3n + r. S i r  ~ 1 et n ~ 1 (respectivement s i r  = 1 et n ~ 2) 
alors il existe une suite alternJe d'extr~mit~s x et yet  d'oscillation au moins n 
(respectivement d'oscillation au moins n -- 1). 
Preuve. Sous ces hypoth6ses x et y sont comparables,  on peut donc 
supposer x < y. Soit alors (x0, x~ ..... xa~+r) un chemin I-connexe d'extr6- 
mit6s x 0 = x et x3~+r = y. Si r :~ 1 et n ~ 1 alors d'apr6s le lemme 1.2.2. 
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la suite (:cO ..... x3~ ..... xz,_z,  xz~+,.) est altern6e. Si r ~-- 1 et n ~ 2 alors 
toujours  d'apr6s le lemme 1.2.2 la suite (Xo ..... xz~ ..... x~_n ,  xz,+0 est 
altern6e. Ces suites altern6es ayant  x et y comme extr6mit6s et n (respecti- 
vement  n ~ 1) pour  osci l lation, satisfont les condit ions 6nonc6es. Q.E.D.  
11 est trbs facile de construire des exemples mont rant  que ce r6sultat ne 
peut ~tre am61ior6. 
1.2.4. LI3MME. Soit Cune  bicha:ne I-connexe et x, y deux dldments de C; 
s'il existe une suite a#ern~e d'extrdmitds x et y, alors son oscillation est nulle 
ou inf~rieure gl 3c(x, y) -- 2. 
Preuve. Soit (Xo ..... xi ..... x,,~) une suite altern6e d'extr6mit6s xo - x et 
xn = y. On  peut supposer n ~ 0, et donc x @ y, (s inon il n 'y  a r ien 
d6montrer)  et que la suite est croissante (s inon consid6rer la bicha~ne munie  de 
l 'ordre oppos6). Comme C est / -connexe, il existe un  chemin / -connexe 
( Y0 .... , yj ,..., y~) d'extr6mit6s Yo = x et y~ --= y. Soit m le min imum de n etp,  
(alors m est diff6rent de 0); on a xo = Yo ~ x, or x~ n '6tant  pas dans la m~me 
chaine que Xo et y~ 6tant incomparable  ~t x, c'est donc que xa et y~ sont dans 
la m~me cha~ne avec Yl < x~. Par r6currence on montre  que pour  tout  i 
(avec 0 < i ~ m) les yi et x~ sont dans la m~me cha~ne avec y~ < x~. Par  
suite si m ~ p, on a y = y~ < x~ ~< x~ = y ce qui est absurde. Doric m = n, 
comme y~ -< x,~ les 616merits y~+~ et )',,+~ sont d6finis, et cela entra~ne 
n ~ p - -  2. Q.E.D. 
1.2.5. LEMME. Soit C une bichaine 1-connexe t dc l'application de C • C 
dans ~ ddfinie par les conditions uivantes: 
(dl)  dc(x, x) ~- O pour tout x de C, 
(d2) s ix  et y sont incomparables alors dc(x, y) ~ 1, 
(d3) si x et y sont comparables et s'il n'existe pas de suite alternde 
d' extrdmitds x et y alors dc(x, y) ~- 2, 
(d4) s'il existe une suite alternde d'extrdmitds x et yet  d'oscillation on 
nulle alors dc(x, y) est le maximum des oscillations de ces suites plus 2. 
Cette application possOde les propri~tds uivantes: 
(l ~ c'est une distance sur C, 
(2 ~ pour tout couple (x, y) extrait de C on a les inOgalitds: 
0 ~ 3c(X, y) -- dc(x, y)  ~ 2E(3c(X, y)/3) 
[en d~signant par E l'application qui au rdel c~ associe l'entier E(~) ddfini ainsi: 
E(O) = 0 et si ~ ~ 0 alors E(~) est dgal au plus grand entier strictement 
inf~rieur ~ o~]. 
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(3 ~ ) Si z ~ x et y ~ z alors: 
dc(x, y) <~ dc(x, z) + dc(z, y) <~ dc(x, y) + 2. 
Preuve. Remarquons d 'abord  qu'en raison du lemme 1.2.4 la condit ion 
(d4) a un sens et donc que dc est bien d6finie. 
Preuve du (2~ La distance 3c(x,y) 6tant de la forme 3n § r avec 
0 ~ r ~ 2 on distingue les cas suivants: 
(a) n = 0. S i r  = 0a lorsx=yetd 'aprbs(d l )  onadc(x ,y )  ~0.  Si 
r = I alors x est incomparable/~ yet  d'apr6s (d2) on a dc(x, y) = 1. S i r  = 2 
alors d'aprbs le lemme 1.2.4 il ne peut y avoir de suite altern6e d'extr6mit6s x 
et y et donc d'aprbs (d3) on a dc(x, y) = 2. Puisque 3c(X, y) = dc(x, y) dans 
chacun de ces trois cas, la double in6galit6 est v6rifi6e. 
(b) n ~ 1. S in  = 1 et r = 1, c'est-/t-dire ~c(x,y) = 4a lors  ou bien 
il n'existe pas de suite altern6e d'extr6mit6s x et yet  d'aprbs (d3) on a 
dc(x, y) = 2, ou bien une telle suite existe et d'aprbs (d4) et le lemme 1.2.4 
on a dc(x, y) = 4. Darts ces deux cas la double in6galit6 est v6rifi6e. 
Si n ~ 1 et r @ 1 ou bien s in  ~ 2 et r = 1, alors d'apr6s le corol laire 1.2.3 
il existe une suite altern6e d'extr6mit6s x et y et d'osci l lation on nulle. 
D'aprbs (d4) et le lemme 1.2.4 on a donc 0 ~ ~c(X, y) -- dc(x, y). S i r  @ 1 
alors d'aprbs le corollaire 1.2.3 on a n + 2 ~ dc(x, y) et donc 8c(X, y) -- 
dc(x, y) ~ 2n + r -- 2 = 2E(3c(X, y)/3). S i r  = 1 alors n ~ 2 et d'apr~s le 
corollaire 1.2.3 on a n + 1 ~ dc(x,y) et donc 3c(x, y) -- dc(x, y) 
2E(~c(X, y)/3). Dans tous les cas la double in6galit6 est v6rifi6e. Q.E.D. 
Preuve du (1~ I1 est clair que dc(x, y) = 0 6quivaut /t x = yet  que 
dc(x, y )= dc(y, x). Reste ~ prouver l'in6galit6 triangulaire, c'est-/i-dire 
dc(x, y) ~ dc(x, z) -k dc(z, y). Soient doric x, y, z trois 616ments de C que 
l 'on peut supposer tous distincts. Puisque dc(x, z) et dc( y, z) sont sup6rieurs 
ou 6gaux h l, si dc(x, y) est inf6rieur ou 6gal/t 2 alors l'in6galit6 trangulaiaire 
est satisfaite. On peut donc supposer dc(x, y) strictement sup6rieur /t 2 
(ce qui entraine que x et y sont comparables) et par  suite l 'existence d'une 
suite altern6e (x0, xl  ..... x~) d'extr6mit6s x0-  x, x~ = yet  d'osci l lat ion 
n = dc(x, y) -  2. En outre puisque dc est sym6trique (c'est-~t-dire que 
dc(x, y) -- dc( y, x)) on peut supposer x < y. 
ler Cas. z ~ x ou y < z. Puisqu'en changeant l 'ordre de la bichaine C 
en son ordre oppos6 on obtient encore une bichaine C -1 et que les deux 
distances dc et dc-~ coincident il suffit de consid6rer z < x. Si z et x sont dans 
la m~me chaine alors la suite (z, x~ ,..., x~) est altern6e, sinon c'est la suite 
(z, x0 ..... x~) qui est altern6e. Dans les deux cas on a n + 2 ~ dc(z, y) et donc 
l'in6galit6 triangulaire. Remarquons que, compte tenu de ce qui pr6cbde, si 
z ~ x ~ y alors dc(x, y) ~ dc(z, y). 
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2dine Cas. z incomparable d x ou d y. Pour  la m~me raison que dans le 
ler  cas on consid~re seulement z incomparab le  '~ x: Dans  ce cas on a z < x l .  
Si n - -  2 alors la suite (z, x2 ..... x,,) est altern6e et donc n + 1 ~ dc(z, y); 
s in  = 1 (c'est-~-dire xa = y ou encore dc(x, y) = 3) on a alors 2 ~< dc(z, y). 
Dans  tous les cas puisque dc(x ,y )=n§  et dc(x ,z )z  1 on a bien 
l' in6galit6 tr iangulaire.  
3kme et dernier cas. x < z < y. (a) Supposons  qu' i l  existe une suite 
altern6e (Xo ..... x , )  d'extr6mit6s x0 - -  x et x ,  ~ yet  un indice i pour  lequel 
xi ~< z avec xi et z dans la m~me chaine. Soit i 0 le plus grand de ces indices i. 
Si 0 < i o < n - -  2 alors les suites (Xo ..... Xio_ 1 , z) et (z, X~o+~ ..... x~) sont 
altern6es et par  cons6quent  i 0 § 2 ~< dc(x, z) et n -- i o <~ dc(z, y). Si i0 : 0 
alors comme x0 ----- x < z, on a 2 ~< dc(xo, z) et comme (z, x3 ..... x,,) est 
altern6e on a encore n <~ dc(z, y). Si i0 ---- n - -  2 alors, comme z < y, on a 
2 ~ dc(z, y) et comme (x0 ,..., x , _3 ,  z) est altern6e on a encore n <~ dc(x, z). 
Dans  tous les  cas on a l ' in6galit6 tr iangulaire. 
(b) S'il n 'existe pas de suite avec un tel indice on a alors x0 <~ z < x l  
avec z et xa dans la m~me cha~ne. N6cessai rement dc(x, z) : 3, (sinon il 
existe une suite altern6e (Zo, zl  ,..., z~) d'extr6mit6s x et z et d 'osci l lat ion 
p ~ 3, et donc (xo, za ..... z~_ , ,  x~,  x2 ..... x , )  est une suite altern6e d'extr6- 
mit6s x et y d 'osci l lat ion n + p - -  1, ce qui contredi t  dc(x, y) : n j- 2). 
Si n ~ 2 alors la suite (z, x~ ,..., x~) est altern6e et donc n + 1 ~ dc(z, y); 
si n ~ 1 on a encore 2 ~< dc(z,y). Dans  tous les  cas on a l ' in6galit6 
tr iangulaire. 
Preuve du (3~ l er Cas. z incomparable ~ x ou d y. Supposons par  
exemple z incomparab le  ~t x c'est-h-dire dc(x, z) : 1. Par  l ' in6galit6 tr iangu- 
laire on obtient dc(x, y) <~ dc(x, z) § dc(z, y) <~ dc(x, y) § 2dc(x, z) et donc 
le r6sultat. 
2kme Cas. z comparable ~ x et gt y. On a alors forc6ment  x < z < y. Si 
dc(x, z) z 2 on remarque  alors que dc(z, y) <~ dc(x, y) ce qui donne bien: 
dc(x, z) -r dc(z, y) < dc(x, y) q- 2. 
Si dc(y, z) = 2 on obt ient encore le marne r6sultat en consid6rant (par 
exemple) l 'ordre oppos6. On  suppose donc dc(x, z) et dc(z, y) tous deux 
sup6rieurs ~t 2 et on consid~re deux suites altern6es (z o ..... zm) et (y0 ..... Y~) 
d'extr6mit6s respectives x, z et z, y. La suite (zo ..... z .... Yl ,..., Y~) 6tant 
encore altern6e et d'extrdmit6s x et y on obt ient  m + p § 2 ~< dc(x, y). 
En prenant  m + 2 = dc(x, z) et p + 2 = dc(z, y) on obt ient bien: 
dc(x, z) 4- dc(z, y) <~ dc(x, y) + 2. 
Q.E.D.  
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1.3. Dbtance induite et Isomdtrie 
1.3.1. Etant donn6e une partie A d'une bichaine /-connexe C nous 
appelons distances induites sur A par C et nous notons respectivement 
3ClA et dcrA les restrictions aux couples extraits de A des distances gc et dc 
ddfinies pr6c6demment (c'est4t-dire, tout simplement, 3ClA(X , y)  = ~c(X, y) et 
dcrA(X, Y) = de(x, y) pour tout couple (x, y) appartenant ~tA • A). 
1.3.2. Lorsque A muni de l'ordre induit par C est seulement/-connexe 
les distances 3clA et dcrA ne coincident pas forcdment avec gA et dA 9 Pour un 
couple (x, y) extrait de A on a seulement 
dA(X, y) ~ dclA(X, y) ~ 3ClA(X, y) ~ 3A(X, y), 
ces indgalit6s pouvant 8tre strictes. Ainsi dans l'exemple suivant on a: 












x 8 x 9 
z 2 
x6 ~ " ~  x7 
x 4 1 ~  x 5 
x 2 1 ~  x 3 
x x 1 
1.3.3. LEMME. Si C est une bichaine I-connexe, alors toute partie finie A 
de C est contenue dans une partie finie A qui est I-connexe pour l' ordre induit 
et pour laquelle 8c l  A = 8d[ A et  dc[  A = dA i  A . 
Preuve. Pour chaque couple (x, y) extrait de A, on ajoute ~t A l'ensemble 
des 61dments d'une suite altern6e d'extr6mit6s x et y et d'oscillation 
de(x, y) -  2, on obtient ainsi un surensemble fini A' de A. Pour chaque 
couple (x', y') extrait de A', on ajoute ~t A' l'ensemble des 616ments d'un 
chemin /-connexe d'extrdmitds x' et y '  et de longueur 8c(X', y'). Le sur- 
ensemble fini A_ de A' ainsi obtenu est 6videmment/-connexe t 8ClA = 3JIA 9 
Si A n'est pas r6duit b, un point (sinon il n'y a rien ~ d6montrer) alors l'unique 
partition en chaines de C induit une partition en chaines de A qui par le 
lemme 1.1.5 est la seule possible. Par suite les suites alterndes rajoutdes b, A 
sont des suites alterndes de A et done dAiA = dclA 9 Q.E.D. 
1.3.4. PROBL~MES. (a) Nous ignorons si on peut renforcer le lemme 
pr6c6dent en imposant 8clA = 3A et dclA = dA. Nous n'avons une rdponse 
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affirmative (voir section III) que pour les bichaines d-satur6es ddfinies en 
section II. 
(b) Plus fortement nous ignorons si toute partie finie A d'un ensemble 
ordonnd/-connexe E est contenue dans une partie finie ,4, /-connexe pour 
l'ordre induit, pour laquelle 8.4 = ~et~i. 
Par contre pour un graphe connexe ce type de probl~me a une solution 
n6gative (r6sultat communiqu6 par Robert Bonnet). 
1.3.5. Etant donn6es deux bichaines I-connexes C et C' nous dirons 
qu'une application fddfinie sur une partie A de C et h valeurs dans C' est une 
d-isomdtrie partielle de C dans C' lorsqu'elle conserve "a la lois l'ordre et la 
distance induits sur A. De facon pr6cise: pour tout couple (x, y) d'616ments 
de A on a (l ~ x ~< y dans Csi et seulement sif(x) <~f(y) dans C' (et donc f  
est injective et (2 ~ dc(x, y) =- dc,(f(x), f(y)) .  Lorsqu'en outre A est 6gal/~ C 
nous dirons quefes t  une d-isomdtrie de C dans C'. 
En remplaqant d par ~ nous ddfinissons de mSme les notions de a-isomdtrie 
partielle et de a-isomdtrie. 
1.3.6. Les distances dcla et da pouvant etre distinctes lorsque A est 
seulement I-connexe il s'ensuit qu'une d-isom6trie partielle de C dans C' 
d6finie sur A n'est pas forcdment une d-isom6trie de A dans C et donc qu'une 
application prdservant seulement l'ordre ne pr6serve pas forc6ment la distance 
(m6me remarque pour 3). 
II. BICHAINES d-HOMOGENES 
II. 1. Ddfinition et Propridtds Eldmentaires 
II.1.1. La classe des bichaines finies (limit6e ou non aux bichaines 
I-connexes) est non amalgamable en ce sens que si on se donne trois bichaines 
finies C, C1, C2 et deux isomorphismes d'ordre f ,  de C dans C1 et f2 de C 
dans Cz alors il n'existe pas forc6ment de bichaine finie C' et d'isomorphisme 
g, de C, dans C', g~ de C~ dans C' pour lesquels gl of, = g2 ~ 
EXEMPLE. Prendre 







Xlz ~ x4 
x2 x 5 
x 3 x 6 
i ~  x 4 
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et pour f~, f2 les injections canoniques de C dans C1 et de C dans C2 9 Ces 
bichaines sont /-connexes, f~ est une ~-isom6trie de C dans C~ et f2 une 
d-isomdtrie de C dans C2 9 S'il existait une bichaine C' et deux isomorphismes 
ga, g2 vdrifiant gl of~ = g~ ~ alors comme z et t sont incomparables ~tx5 
n6cessairement g~(z) et g2(t) devraient ~tre comparables et cela obligerait 
~t atre comparable h x4 ou h x6 ce qui est exclu. Q.E.D. 
Par consequent il ne peut exister de bichalne C, homogOne n ce sens que 
tout isomorphisme ddfini sur une partie d'une bichaine finie C' et ~t valeurs 
dans C puisse ~tre prolong6 en un isomorphisme de C' dans C. N6ammoins 
nous allons montrer l'existence de bicha~nes atisfaisant une condition de ce 
type pour les d-isom6ffies. 
11.1.2. Nous disons qu'une bicha~ne/-connexe C est d-homog~ne lorsque 
toute d-isom6trie partielle d'une bichaine I -connexefinie C' dans C peut ~tre 
prolong6e n une d-isomdtrie de C' dans C (l'existence de telles bichaines 
n'est pas tout ~t fait triviale, nous en verrons seulement des exemples en 
II.3.3). 
D'aprSs le lemme 1.3.3 il revient au m~me de dire que C est d-homog~ne ou 
que toute d-isomdtrie partielle d6finie sur une partie finie A d'une bichaine 
I-connexe C' (6ventuellement i finie) et ~t valeur dans C se prolonge/t out 
surensemble fini A' de A en une d-isom6trie partielle de C' dans C. 
De la d6finition et de ce dernier fait r6sulte imm6diatement ceci: 
11.1.3. LEMME. (a) Si C et C' sont deux bicha&es d-homogOnes ddnom- 
brables alors route d-isomOtrie partielle f de C clans C' ddfinie sur une partie finie 
A de C se prolonge en une d-isomdtrie bijective de C sur C'. En particulier C 
et C' sont isomorphes (pour l' ordre). 
(b) Si C est une bicha&e d-homogkne alors pour toute bichafne I- 
connexe ddnombrable C' il existe une d-isomdtrie de C' clans C. 
Preuve. Elle est identique ~t celle dfie ~t Fraiss6 [3] concernant les relations 
homog6nes (elle-mame tir6e de la preuve, doe/i  Cantor, de l'isomorphie de 
deux chaines d6nombrables denses sans 616ments extrames). Ainsi pour 
prouver (a) on 6numbre les 616ments de C -- A, soit x0, x~ ..... x,~ .... et ceux 
de C' -- f (A) ,  soit Xo', .... x~', .... xn' ..... On construit par r6currence une suite 
(f~)n d'isomdtries partielles de C dans C' d6finies sur des parties finies An et 
d'images A~' de sorte que: 
1. Ao = A, Ao' = f(A) ,  etf0 =f ;  
2. An+l contienne An u {xn}, A~+I contienne An'w {xn'} et f,+l pro- 
longe f~. 
Ceci est possible puisque si fn est d6finie alors on peut la prolonger en une 
d-isom6trie partielle fn' de C dans C' d6finie sur A,, u {xn} et d'image Cn' 
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contenant A,'. Puisque f~-a est une d-isom6trie partielle de C' dans C on 
peut encore la prolonger en une d-isom6trie partielle g,  de C' dans C d6finie 
sur C~' u {x,'} et d'image C , .  On pose alors: 
A,~+~ = C , ,  A~+I = C' u {x,}, et f,+a = g~. 
Lesf~ 6tant construits, leur prolongement commun est bien une d-isom6trie 
bijective de C sur C' prolongeantf  Q.E.D. 
Pour prouver (b) on 6num~re les 616ments de C', soit x0', xl", .... xn' .... 
puis on construit par r6currence une Suite ( f , ' )  d'isom6trie partielles de C' 
dans C de sorte quef0' =- ~,  f'n+l soit d6finie sur {x0', xl', .... x,'} et prolonge 
fn'. Le prolongement commun desfn' est une d-isom6trie de C' dans C. 
II.1.4. L'existence d'une bichaine universelle st donc ramen6e ~t celle 
d'une bicha~ne d-homogbne. Nous l'obtiendrons eulement en II.3.3, aprbs 
avoir obtenu en II.2.5 une caract6risation des bicha~nes d-homogbnes. Ceci 
n'est pas 6tonnant puisque cette existence suppose 6videmment la propri6t6 
d'amalgamation pour les bicha~nes I-connexes finies vis ~t vis des doisom6tries, 
propri6t6 qui n'a rien d'imm6diat a priori. 
II.1.5. On peut 6videmment d6finir, de m~me qu'en II.1.2, la notion de 
bicha~ne 3-homog~ne. En raison de 1.3.3 on obtient encore un 6nonc6 
analogue ~ II. 1.3. Mais nous ignorons s~il existe de telles bicha~nes 3-homo- 
g~nes. Nous conjecturons qu'il en existe et m~me (voir III.3.4), qu'une bichatne 
est 3-homogOne si et seulement si elle est d-homog~ne. (I1 est possible qu'une 
adaptation directe du lemme fondamental 6nonc6 en 11.2.6 donne la solution.) 
11.2. Caract~risation des Bicha&es d-Homogknes 
II.2.1. Sphkres. Etant donn6s un entier net  un 616ment x d'une bicha~ne 
/-connexe C nous appelons phkre de centre x et de rayon n, et nous notons 
C(x, n), l'ensemble des y de C pour lesquels dc(x, y) = n. 
I1.2.2. Pour n > 1 la sph6re C(x, n) se partage n deux sous-ensembles 
que nous appelons h~misphkres t notons C+(x, n) et C-(x, n). L'h6misphbre 
C+(x, n) 6tant form6 des 616ments de C(x, n) qui sont strictement sup6rieurs 
~t x et l'h6misph6re C-(x, n) form6 des 616ments de C(x, n) qui sont strictement 
inf6rieurs ~t y. Ces deux h6misphbres forment deux intervalles 2 disjoints d'une 
m~me chalne de la d6composition de C, (utiliser 1.2.5(3~ cette cha~ne 
contenant x ou non suivant que nest  pair ou non. Pour n ---- 1, la sph6re 
C(x, n) est exactement l'ensemble des 616ments incomparables ~t x, c'est 
encore un intervalle de l'unique cha~ne de la d6composition de C qui ne 
2 Rappelons qu'une partie I d'une cha~ne C est un intervalle lorsque tout 616ment compris 
entre deux 616ments de Iest n6cessairement dans L 
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contient pas x. Pour n = 0, la sphbre C(x, n) est r6duite ~t l'616ment x. Pour 
n ---- 0 ou 1 nous convenons par un abus de langage t de notat ion commode,  
d'appeler aussi h~misphkre la sphere de centre x et de rayon net  de la d&igner 
indiff6remment par  C+(x, n), C-(x, n) ou C(x, n). 
II.2.3. Etant donn6e une bicha~ne C'  notons c'  l 'appl icat ion de C'  • C '  
dans l 'ensemble 5 deux valeurs + et - - ,  d6finie par: c'(x', z') = + lorsque 
x' <~ z' et c'(x', z') = - -  lorsque x' g~ z'. (En d'autres termes c' est la relation 
d'ordre sur C'.) 
Avec cette notat ion et compte tenu des conventions ci-dessus ix ' ,  z '  sont 
deux 61$ments d'une bichaine I-connexe C', et x un 61$ment d'une bichMne 
I-connexe C alors 
c'(x', z') 
c(x, d~,(x', z')) 
est l 'h6misph6re de centre x et de rayon dc.(x', z') dont les 616ments z sont 
avec x dans le m~me ordre que z' avec x'.  
11.2.4. Avec les notations ci-dessus une d-isom6trie partielle f de C" 
dans C se prolonge ~t un 616ment z' de C si et seulement si l ' intersection des 
c'(x', z') 
c(f(x'), dc,(X', z')), 
quand x' parcourt  le domaine de f ,  est nonvide. Compte tenu du fait connu 
que l'intersection d'un ensemble fini d'intervalles d'une chafne n'est pas vide 
si et seulement si l'intersection de deux quelconques d'entre eux n'est pas vide 
on obtient le: 
II.2.5. LEMME. Une bicha?ne 1-connexe C est d-homogkne si et seulement 
si toute d-isomdtrie partielle f ddfinie sur deux dl3ments x', y' d'une bichafne 
1-connexe quelconque C' et ~ valeurs clans C se prolonge ~t n'importe quel 
dldment z' de C'. 
II.2.6. LEMME FONDAMENTAL. Une bieha~ne I-connexe C est d-homogkne 
si et seulement si elle vdrifie les conditions uivantes: 
(H1) Les h3misphkres de centre et de rayon arbitraires ne sont jamais 
rides. 
(H2) Si deux h3misphkres de centres diffdrents ont contenus clans une 
m~me chatne de la d3eomposition de C et ne se rencontrent pas, alors il existe 
un dl3ment de cette ehafne qui majore strictement tousles 313ments d'un 
h3misph~re et minore strictement tous les dl3ments de l'autre h3misphkre. 
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Preuve. (a) Les condit ions (H1) et (H2) sont suffisantes: 
- -D 'apr6s  II.2.5 il suffit de montrer  qu'une d-isom6trie partielle f d6finie 
sur deux 616ments x' et y '  d 'une b icha ine/ -connexe C' e t / t  valeurs dans C 
se prolonge h n ' importe quet 616merit z' de C';  c'est-?~-dire d'aprbs 11.2.4 que: 
~'(x', z') ~'(y', z') 
C(f(x ' ) ,  dc'(X', z')) n C( f (y ' ) ,  dc'(y' ,  z')) 
n'est pas vide. 
- -Pour  cela remarquons d 'abord qu'en vertu de (H1) aucun des composants 
de cette intersection 'est vide (ce qui donne une r6ponse affirmative lorsque 
x' = y')  puis qu'i ls sont contenus dans une m~me chaine de la d6composit ion 
de C (ceci s 'obtenant en examinant tous les cas possibles et en util isant le fait 
que deux 616ments d'une bichaine I-connexe sont dans une mame chaine si 
et seulement si leur distance d est paire). 
- -Cec i  fait, raisonnons par l 'absurde n supposant cette intersection vide. 
Notons p' --  dc,(X', z'), q' = dc,(y' ,  z'), r' = dc,(X', Y3, x = f (x ' ) ,  y = 
f (y ' ) ,  r = dc(x, y), 
c'(x', z') c'(y', z') 
P = C(x, p'), Q = C(y,  q'). 
Ayant  suppos6 P n Q = ;~ nous consid6rons gfftce h (H2) un 616ment 
arbitraire z strictement compris entre Pet  Q et appartenant ~t la chaine 
contenant Pet  Q. Nous notons enfin p -- dc(x, z), q -- dc(y, z). 
ler Cas. z' ~ x' e ty  r ~ z r. Dans ce cas P = C+(x,p ') et Q = C-(y ,  q'). 
D'apr6s le lemme 1.2.5 on a r' ~ p '  + q' ~ r '  + 2 (1). 
(1.1) z majore Pet  minore Q. Puisque z majore P = C+(x,p ') on a 
forc6ment p - p '  + 2 et z ~ x. Pour une raison similaire on a forc6ment 
q - q' + 2 et y ~ z. D'apr~s le lemme 1.2.5 on doit avoir r ~ p + q 
r + 2. Comme r = r', ceci est contradictoire avec (1). 
(1.2) z minore Pet  majore Q. 
1.2.1. y '  ~ x'. Dans ce cas si on avait z < x alors pour n ' importe 
quel 616ment z~ de Q on aurait z~ < z < x et donc p -}- 2 < dc(x, zO = p~ ; 
comme x ~ z~ et y ~ x on aurait, d'aprbs le lemme 1.2.5, Pl  + r ~ q' + 2. 
De r = r '  et 2 ~ p il s 'ensuivrait alors r'  -+- 2 ~ q' ce qui contredirait (1). 
Par cons6quent on a z ~ x, et par  un argument similaire y ~ z. I1 en r6sulte 
d 'abord  p ~p '  - -  2 et q ~ q' - -  2, puis par  le lemme I.Z5, r ~p + q 
r + 2 ce qui contredit (1). 
(1.2.2) y '<  x'. Dans ce cas z' est ~ la fois incomparable /t x'  
et ~ y '  et doric r'  = 2. Comme par hypothbse r = r' ~ 2, le terme m6diant 
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d'un chemin /-connexe (x, t, y) est forc6ment dans Pet  Q et donc cette 
intersection e peut 8tre vide. 
Puisque x' et y'  jouent le mEme r61e, le raisonnement ci-dessus r6gle aussi 
le cas z' ~ y' et x' ~ z'. Comme x', y'  et z' peuvent &re pris distincts il ne 
reste plus qu'~t envisager le cas z' < x' et z' < y'  et le cas x' < z' et y'  < z'. 
Le changement de l'ordre en l'ordre oppos6 permet de n'examiner qu'un de 
ces deux cas, soit: 
2kmeCas:y' <z 'e tx '  <z ' .  DanscecasP= C+(x,p')etQ ~ C+(y,q'). 
Vu le rale sym6trique jou6 par x' et y'  on peut par exemple supposer y'  ~ x' et 
doncp'  ~<r '+q '  ~<p'+2(2) .  
(2.1) z majore Pet  minore Q. Puisque z majore P -- C+(x,p ') on a 
p -p '  + 2etx  < z. 
(2.1.1) z <~ y. Dans ce cas on a q ~< q' -- 2 et d'aprbs le lemme 1.2.5, 
p ~< r + q ~< p + 2 ce qui contredit (2). 
(2.1.2) z <y .  Comme x <z  on en d6du i tp '+2 ~dc(x ,z )  <~r 
ce qui contredit (2). 
(2.2) z minore P et majore Q. Puisque z majore Q ~ C+(y, q') on en 
d6du i tq - -q '+2ety  <z .  
(2.2.1) z ~ x. Dans ce cas on ap ~< p' -- 2 et d'apr6s le lemme 1.2.5, 
p ~ r + q ~< p + 2 ce qui contredit (2). 
(2.2.2) z < x. Comme y < z ceci conduit ~t y < x qui contredit 
y '  ~ x'. Q.E.D. 
(b) Les conditions (H1) et (H2) sont n~cessaires. Nous nous contentons 
de donner une preuve indirecte en prouvant que ces conditions 6tant suffi- 
santes, si elles ne sont pas contradictoires alors elles sont forc6ment n6ces- 
saires. 
Supposons donc l'existence d'une bichaine d-homog~ne Co satisfaient les 
conditions (HI) et (H2) (nous en donnons des exemples en II.3) et montrons 
que toute autre bichaine d-homog~ne C les satisfait aussi. S'il n'en 6tait pas 
ainsi alors ou bien (H1) ou bien (H2) ne serait pas satisfaite. Dans le premier 
cas il existerait un x de C et un entier n avec par exemple C+(x, n) = ~, 
mais alors la d-isom6trie partielle envoyant un 616ment arbitraire x0 de Co 
sur x ne se prolongerait h aucun 616ment Co+(Xo, n), ce qui contredirait la 
d-homog6n6it6 deC. Dans le second cas il existerait deux 616ments distincts x
et y de C, deux entiers pet  q et u, v dans {+, --} pour lesquels Cu(x,p) et 
C~(y, q) seraient contenues dans une marne chaine de C, ne se rencontreraient 
pas et n'admettraient pas d'616ment interm6diaire. Mais alors en prenant 
deux 616ments x0, Y0 de Co dans le marne ordre que x et yet  v6rifiant 
dco(Xo, Yo) ~ dc(x, y), la d-isom6trie partielle envoyant x0 sur x et Y0 sur y 
582b/25/I-2 
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ne pourrait se prolonger/l  un 616ment z pris soit dans Co~(Xo, p) c3 Co"(yo, q), 
soit entre Co~(Xo, p) et Co~(Yo, q), ce qui contredirait la d-homog6n6it6 de C. 
Q.E.D. 
Remarque. En termes de th6orie des modbles ce r6sultat ient au fait que 
les bichaines d-homogbnes ont 616mentairement 6quivalentes et que les 
conditions (HI)  et (H2) peuvent s'exprimer au moyen de formules logiques. 
II.3. Exemples de Bichatnes d-Homogknes 
II.3.1. Consid6rons une pattie dense D de la chaine ~ des nombres 
r6els (ceci significant qu'entre deux r6els distincts figure toujours un 616ment 
de D, ou ce qui revient au m~me, que D est topologiquement dense dans ~), 
et un nombre r6el strictement positif o~ tel que la diff6rence de deux 616ments 
distincts de D ne soit pas un multiple entier de c~. (Par exemple prendre pour 
D l'ensemble Q des rationnels et pour a un nombre irrationnel quelconque, 
7r par exemple, ou plus g6n6ralement prendre pour D n'importe quel Q-sous- 
espace vectoriel de ~ distinct de ~ et pour ~ un 616ment de ~ --  D.) 
Ceci pos6, d6signons par D~.2 l'ensemble D • {0, 1) des couples (x, i) 
avec x dans D et i = 0 ou 1, muni de l'ordre suivant: (x, i) ~ (y , j )  lorsque 
oub ien i= je tx  ~ydans~oub ien i~ je tx+~ <ydans~.  
II.3.2. LEMME. Chaque D~.2 est une bichafne I-connexe sur laquelle les deux 
distances d et ~ coincident. De faeon precise, pour deux ~l~ments distinets 
x = (x', i) et y = (y ' , j )  de D~.2 ces distances ont dgales dt l'unique entier n, 
pair si i = j, impair si i ~ j, pour lequel: (n --  2)~ < [ x --  y ] < n~. 
Preuve. (a) D,,2 est une bichaine puisque l'ensemble des couples (x', 0) 
et l'ensemble des couples (y' ,  1) constituent deux chaines recouvrant D~,~. 
(b) Soient x ~-- (x', i) et y = (y ' , j )  deux 616ments de D~.2. 
(bl) S ix  et y sont incomparables alors ils forment un chemin 
/-connexe de longueur 1 et 3D~a(x, y) = dD~.~(x, y) = 1. Comme dans ce cas i 
est diff6rent de je t  [ x' --  y '  [ < ~, l'in6galit6 annonc6e st v6rifi6e. 
(b2) Si x et y sont comparables, on suppose par exemple x' < y'. 
Dans ce cas on consid~re l 'unique entier n, pair si i = j, impair si i :/: j pour 
lequel (n --  2)o~ < y '  --  x'  ~< no~. On pose ~ = (y' -- x')/n et E = ~- -  ~. 
Le choix de D et ~ imposant e > 0, la densit6 de D permet d'associer ~t 
chaque entier p, pour 0 ~< p ~< n, un 616ment z~' de D c~ ]x' + Ap -- (E/2), 
x '+  )~p + (~/2)[. On convient que Zo '= x' et zn' = y '  et on pose z~ = 
(z~', ~ ~(i)), 3 Un rapide calcul montre que la suite (z0, Zl ,..., zn) est un 
chemin /-connexe d'extr6mit6s x et y. Si n = 2 on a alors n6cessairement 
3 Ici -7. d6signe runique transposition de {0, 1) et --1 ~ sa p-i6me it6r6e. 
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3D~.2(x, y) = dD~.2(x, y) -- 2 et l'in6galit6 annonc6e est encore v~rifi6e. Si 
n >2onposetz= (y ' - -x ' ) / (n - -2 )e t  0=/z - -  ~. Pour 0 ~<p ~<n- -2  
on choisit un 616ment arbitraire de D n ]x' +/xp  --  (0/2), x' + t~P + (0/2)[, 
en convenant toutefois que to' --~ x' et t~_2 = Y', et on pose t~ = (t~', ~ p (i)). 
L~t encore un rapide calcul montre que la suite (t o , tl ..... tn_2) est une suite 
altern6e d'oscillation -- 2. 
Les points x et y 6tant joints par un chemin/ -connexe de longueur net  
une suite altern6e d'oscillation --  2 il en r6sulte (avec le lemme 1.2.5), 
8D~.2(x, y) = dv,.~(x, y) = n. Q.E.D. 
II.3.3. PROPOSITION. Les D~,2 sont des bichafnes d-homogknes. 
Preuve. I1 suffit de v6rifier que chaque D~,z satisfait les conditions (HI)  
et (H2) du lemme II.2.6. 
(a) Condition (HI). D'apr~s le lemme II.3.2, pour chaque x = (x', i) 
de DS,2, chaque entier n ~ 1 et S ~ -- ou +,  l'h6misph~re D~,2(x, n) est 
form6e des y ~ (y',  -~n (i)) pour lesquels y '  appartient ~ D et v6rifie: 
l Y' --  (x' q- S(n --  1)~)l < ~. 
Comme D est dense dans R cet h6misph}re ne peut etre vide. 
$1 S 2 (b) Condition (H2). Si deux h6misph~res D~,2(x~, nO et D~,z(X2, n2) 
contenus dans la meme chaine de la d6composition de D~,~, ne se rencontrent 
pas et n'admettent pas d'616ments interm6diaire, alors, du fait de la densit6 
de D, ils ne sont pas r6duits respectivement ~  xl et h x2 (en d'autres termes n~ 
ou n2 est distinct de 0). Si n, v~ 0 et n~ = 0 alors, encore en raison de la 
densit6 de D, on doit avoir Ix1' + S l (n l  - -  l )~  - -  x2 '  I = e~. Comme la 
diff6rence de deux 616ments de D n'est pas un multiple entier de ~ on en d6duit 
que: xa' = x2' et nl = 2, et donc que xa ~ x2 9 Si nt et n2 sont diff6rents de 0 
alors toujours en raison de la densit6 de D on doit avoir [ xa' + Sa(n ~ -- 1)~ -- 
(x2' + $2(n2 -- 1)~)/ = 2~. Par le m~me argument que ci-dessus on en d6duit 
que na et n2 sont pairs ou impairs tousles deux et donc que x~ = x2 9 Q.E.D. 
I1.3.4. Avec le lemme II.1.3 il en r6sulte que deux bichaines d6nom- 
brables D~,2 et D~.,2 sont isomorphes. Nous conviendrons donc de d6signer 
par Q2, le type d'isomorphie de ces bichaines (un repr6sentant pouvant par 
exemple &re Q,,z). 
II.3.5. L' isomorphie signal6e ci-dessus entre deux bichaines d6nom- 
brables D~,2 et D',.,2, notamment entre Q~,z et Q,'.2 lorsque or et ~' sont 
irrationnels, semble aller de soi. Pourtant si la notion de d-homog6n6it6 n'est 
pas indispensable pour la preuve de ce r6sultat, une preuve directe n'en est pas 
pour autant imm4diatement triviale. Voici comment proc4der: 
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11.3.5(a). Etant donn6 un ensemble I tout au plus d6nombrable, dont 
nous appelons les 616ments des couleurs, appelons chalne I-coloride la donn6e 
d'une chaine C et d'une application c de C dans L Disons qu'une chaine 
I-colori6e est I-dense lorsque la chalne n'a pas d'616ments extr6mes et entre 
deux de ses 616ments toutes les couleurs sont attribu6es. Ceci pos6 on peut 
admettre que sont connues l'existence d'une chalne d6nombrable/-dense et 
son unicit6 ~t l'isomorphie prbs (bijection pr6servant ordre et couleurs). 
L'existence r6sultat des crit~res d'amalgamation de Fraiss6 et Jonsson, et 
l'unicit6 d'un argument similaire ~t celui utilis6 en II. 1.3. 
II.3.5(b). L'isomorphie ntre deux bichaines d6nombrables D~,~ et 
D'~,,2 s'obtient alors ainsi: on suppose que 0 est dans D et D' (sinon on s'y 
ram~ne par des translations en remarquant qu'une translation quelconque T 
se prolonge en un isomorphisme de D~,2 sur T(D)~,2). A D~ on associe 
l'ensemble K des x de l'intervalle ]0, a[ pour lesquels il existe au moins un 
entier relatif n pour lequel x + na appartient ~t D. L'ensemble K &ant muni 
de l'ordre induit par celui de R, on associe ~t chaque x de K le seul entier 
relatif n pour lequel x + no appartient /~ D. On obtient ainsi une chaine 
Z-dense. En proc6dant de m~me pour D',, on obtient une autre chaine 2~-dense 
qui est isomorphe/t la pr6c6dente. Soit alors fun  isomorphisme (pr6servant 
ordre et couleurs) de K sur K'  et F l'application de D~.2 dans D'~,,2 d6finie par 
F(0, i) -- (0, i) et F(x, i) - -  ( f (x  --  nc 0 + ha', i) pour 0 < x -- n~ < ~. On 
v6rifie ais6ment que F est un isomonhisme de D~,2 sur D'~,,2. 
Noter que cette isomorphie 6quivaut ~, ceci: Etant donnds un rdel a et deux 
parties dOnombrables D et D' denses dans ~, si D et D' ne contiennent pas 0 
et si la diffdrence de deux dldments de D ou D' n' est pas un multiple entier de a 
alors il existe une bijection continue f de ~ sur ~ qui applique D sur D' pour 
laquelle f (O) ~ 0 et f (x ~- c 0 = f (x) -k a pour ehaque rdel x. 
II.3.6. L'existence de bichaines d-homogbnes non d6nombrables (que 
l'on peut obtenir en prenant pour Dun Q-sous-espace v ctoriel de ~ distinct 
de ~ et de dimension on d6nombrable puis en prenant pour o~ un 616ment 
arbitraire de ~ -- D), nous para~t significative du point de vue de la th6orie 
des mod61es. En effet, ~ premibre vue il y a analogie ntre les chalnes 616men- 
tairement 6quivalentes 4 ~t la chaine g des entiers relatifs (chalne discr6te 
sans 616ments extremes) et les bichaines 616mentairement 6quivalentes ~tQ2 9 
Les premi6res ont de la forme Z 9 7 off 7 est une chalne quelconque. Pour 
les secondes, toutes les Q2"~' sont 616mentairement 6quivalentes ~t Q o et 
toutes les bichaines d6nombrables t616mentairement 6quivalentes/~ Q2sont 
des Q2 " y. Mais les bichaines d-homog6nes non d6nombrables sont 616men- 
tairement 6quivalentes ~tQ2 sans ~tre des Q~ 9 7- (Pour voir ceci utiliser par 
4 Deux relations, par exemple deux bichaines, sont dites 616mentairement 6quivalentes 
Iorsqu'elles v6rifient les m6mes 6nonc6s du let ordre, 6nonc6s qui ne portent que sur les 
616ments des relations. 
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exemple la m6thode des (k -- p)-isomorphismes de Fraiss6 [4] et le 
lemme II.2.6.) Par cons6quent la correspondance bijective entre chaines 
d6nombrables 61~mentairement 6quivalentes ~t Z et bichaines d6nombrables 
616mentairement 6quivalentes ~t Q2 (qui ~t Z 9 7 associe Q2 " 7) ne s'6tend pas 
(de fagon bijective) au delft du d6nombrable. Nous ne connaissons pas 
d'exemple plus simple d'une telle situation. 
II.4. Application 
II.4.1. TIJ~OR/~ME. La bichatne U produit ordinal de Q2par Q est universelle. 
Preuve. Une bicha~ne finie ou d6nombrable C s'6crit sous la forme 
Z~T Ci dans laquelle les Ci sont des bichaines/-connexes (6ventuellement 
r6duites ~t un point) et Test  une chalne. La bichaine Qz 6tant d-homog~ne, 
chaque Ci s'immerge dans Qz, la chaine T 6tant d6nombrable, lle s'immerge 
dans Q; par suite C s'immerge dans Q~ 9 Q = U. 
II.4.2. U n'est pas la seule bichalne universelle car U § 1 est encore 
universelle sans ~tre isomorphe ~t U. Du point de vue de la th6orie des modbles 
U est le "bon" modble universel. C'est le mod6le existentiellement univer- 
sellement clos, au sens de Robinson [11] de la th6orie des bichalnes, (ou, ce 
qui revient au m~me, le modOle saturd ddnombrable du forcing compagnon 
de la thdorie des bichafnes, pour le forcing infini de Robinson (la preuve de 
ces faits r6sulte des d6finitions que l 'on peut trouver en [11] et du lemme II.2.6) 
II.4.3. Q2 n'est pas universelle car Q~ -[- Q2 ou plus simplement Q2 + 1 
ne s'immerge pas dans Q2. Plus g6n6ralement d ant donndes deux chatnes 7 
et 7' la bichafne Q2 " 7 s'immerge clans Q2 9 7" si et seulement si 7 s'immerge 
dans 7'. (Remarquer que si une bichaine s'immerge dans une autre bichaine 
par une application f, alors l'image de chaque composante i-connexe de C 
est contenue dans une composante/-connexe de C'. Par suite si Q2 " 7 s'im- 
merge dans Q2" 7' alors il existe une application croissante de 7 dans 7'- 
Du fait que 1 -q- Q2 et Q2 + 1 ne s'immergent pas dans Q2, cette application 
est injective.) Q.E.D. 
II.4.4, Toute bichalne finie s'immerge dans une bichaine /-connexe 
finie et donc s'immerge dans Q2- 
Preuve. Une bichalne finie 6tant la somme lexicographique de ses 
composantes /-connexes, donc 6tant de la forme C1 + Ca q- "'" § Cn on 
peut proc6der par r6currence sur le hombre n de ses composantes/-connexes. 
Pour n = 1 il n'y a rien h d6montrer. Pour n = 2 d6signons par C1,0 et Cla 
les deux cha~nes recouvrant (71 et de m~me d6signons par C2,0 et C2.1 les deux 
chaines recouvrant C~. Ajoutons ~t C deux 616ments a0 et a~ et d6cidons que 
chaque ai (pour i ---- 0, 1) majore tous les 616ments de Cl,i et minore tousles 
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616ments de C2.i ;Dans  la bichalne obtenue par prolongement, chaque ai 
(pour i = 0, 1) est incomparable au plus grand 616ment de C~_~ et au plus 
petit 616ment de C2.-~. Par cons6quent cette bichaine est /-connexe. Pour 
n > 2, l'6nonc6 6tant d6j~t obtenu pour n -- 1, la bichaine C, + ... q- C,_, 
s'immerge donc dans une bichaine/-connexe C'. La bichaine C s'immerge 
dans la bichaine C' + Cn' qui, 6tant somme de deux bichaines/-connexes, 
s'immerge dans une bichaine/-connexe C". Q.E.D. 
II.4.5. Gdndralisation. En appliquant les travaux de Morley et Vaught [9], 
on obtient imm6diatement l'existence de bichalnes et plus g6n6ralement de 
n-chalnes universelles en tout cardinal r6gulier non ddnombrable. Par contre, 
nous ignorons s'il existe une n-chaine universelle d6nombrable d6s que 
n>2.  
I I I. BICHAiNES REGULIERES 
I I I . l .1. Nous dirons qu'une bichalne/-connexe C est r@ulikre lorsque 
les deux distances 8c et dc sont 6gales. 
II I . l .2. EXEMPLE. Toute bichalne d-homog6ne st r6guli~re. 
Preuve. D'apr~s le lemme II.3.2 chaque D~,2 est r6guli~re. Comme toutes 
les D~.z d6nombrables sont isomorphes ~t Q2 celle-ci est donc r6guliSre. 
Maintenant soit Cune  bichaine d-homog6ne (non n6cessairement d6nom- 
brable) et deux 616ments x et y de C. Puisque Q2 est d-homog6ne il existe 
deux 616ments Xo et Y0 dans Q~ qui sont dans le m~me ordre que x et y et tels 
que d%(xo, Yo) = dc(x, y). Puisque C est d-homog~ne la d-isom6trie partielle 
qui envoie Xo sur x et Yo sur y se prolonge ~t un chemin/-connexe d'extr6mit6s 
x et y. Par cons6quent 8c(X, y) <~ 3o2(x o, Y0): Mais comme Q2 est r~guli6re 
on a 3o2(x 0, Yo) = d%(xo, yo) et donc, par le choix de xo, Yo, 8c(X, y) <~ 
dc(x, y) ce qui par d6finition de d entralne 8c(x, y) = dc(x, y). Q.E.D. 
III. l.3. LEMME. Un isornorphisme d'ordre f d'une bichatne rdguliOre C dans 
une bichafne I-connexe C' est ~ la fois une d et une &isomdtrie de C dans C'. 
Preuve. I1 suffit de remarquer que pour un isomorphisme d 'ordre fd 'une  
bicha~ne/-connexe C dans une autre bichaine Lconnexe C' on a toujours: 
dc(x, y) <~ dc,(f(x),f(y)) <~ 8c,(f(x),f(y)) <~ 3c(X, y). 
III.2. Bichafnes Rdgulikres Finies 
Nous allons montrer que toute bichaine finie s'~tend en une bichaine 
finie r6guli6re. Bien que ce r6sultat semble intuitivement 6vident nous 
n'avons pu l'obtenir que par une technique assez lourde. Cette technique fait 
appel ~ des modSles "naturels" de bichaines r6guli6res, les 77(k). 
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Ill.2.1. Construction des 7(k). Etant donn6s un entier naturel positif k 
et la chaine 77 des entiers relatifs nous d4signons par 2~(k) l'ensemble 77 • {0, 1} 
des couples (x, i) avec x dans 2[ et i = 0 ou 1, muni de l'ordre suivant: 
(x, i) <~ (y , j )  lorsque ou bien i = j et x ~< y dans 77, ou bien i g= j et soit x 
est pair et x -k 2k ~< y dans 77, soit x est impair et x q- 2k q- 1 ~ y. Etant 
donn6s deux entiers relatifs a, b avec a < b nous d6signons par 77(k)[a, b] 
la partie form6e des couples (x, i) pour lesquels a ~< x ~< b. 
EXEMPLES. 









































111.2.2. LEMME. Les 77(k) et les 77(k)[a, b] sont des bichafnes rdgulikres. 
Preuve. L'ensemble des couples (x, 0) et l'ensemble des couples (x, 1) 
formant deux chaines recouvrant 77(k) il s'ensuit que 77(k) et ses restrictions 
77(k)[a, b] sont des bichaines. 
Deux 616ments quelconques de 77(k) 6tant toujours contenus dans une 
77(k)[a, b] il suffit, grlce au lemme Ili.1.3 que les 77(k)[a, b] soient r6guli~res 
pour que 77(k) le soit aussi. 
Soient donc x = (x', i) et y = (y', i) deux 616ments de 77(k)[a, b] = A. 
Si x' = y' et i =~ j alors x et y sont incomparables et leurs distances d et 8 
valent 1. 
Sinon on peut par exemple supposer x' < y'. 
ler Cas. x" est pair. Consid6rons alors l'unique entier n, pair si i ~ j 
impair si i v~ j tel que 2k(n -- 2) ~ y' --  x' < 2kn. 
- -S i  n = 1 alors x et y sont incomparables et leurs distances d et 8 valent 
encore 1. Si n >/2  posons z~_ 1 6gal au minimum de x' -k 2k(n -- 1) --  1 ety'; 
si n ~> 3 alors pour 1 ~p ~< n -- 2 posons z~' = x' q- 2kp --  1; enfin pour 
1 ~< p ~ n --  1 posons z~ = (z~' m ~ (i)). On v6rifie facilement que la suite 
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(x, zl ,..., z~ ,..., Zn-1, y) est un chemin I-connexe; comme les z~' sont 
compris entre x' et y '  ce chemin est contenu dans A et done 3A(x, y) vaut 
au plus n. 
- -S in  = 2 cette distance vaut 2 et par suite dA(x, y) = 2. 
- -S i  n />3 alors pour 0 ~p ~n- -3  posons t~' ~x~-2kp  et t~= 
(t~', ~ 9 (i)). On v6rifie facilement que la suite (to, tl ..... t~ ..... t,_3, y) est 
altern6e; l~t encore cette suite est dans A et done dA vaut au moins n -- 2. 
II en r6sulte l'6galit6 des deux distances. 
2kme Cas. x' est impair. On pose x -k 1 ~ (x' -k 1, i); cet 616ment &ant 
dans A on a, d'apr6s le premier cas, dA(X q- 1, y) = ~A(X + 1, y). Soit n 
cette valeur commune t soit (z 0 ..... z,) un chemin I-connexe joignant x q- 1 
by .  
La suite (x, zl .... , z,,) est encore un chemin I-connexe joignant x ~t y et par 
cons6quent ~A(X, y) <~ n. Si n ~ 2 alors on voit facilement que 6A(X, y) = 
dA(x,y) ~-n. S in  > 2 alors une suite altern6e (to, tl ,..., t ,_2) jo ignant 
x -k 1 ~t y conduit ~t la suite altern6e (x, 6 ..... t,~_2) joignant x ~ y ce qui 
donne n ~ dA(X, y) et done l'6galit6 des deux distances. Q.E.D. 
111.2.4. PROPOSITION. Toute partie finie F de Qz est contenue dans une 
partie finie [" de Q2 qui, pour l' ordre induit est isomorphe dun certain F_(k) [a, b]. 
Preuve. (a) Prenons Q=.~ pour repr6sentant de Q2 et d6signons par R~,z 
l'ensemble des couples (x, i) avec x dans • et i ~ 0 ou 1, ordonn6 par (x, i) 
(y , j )  lorsque ou bien i = j  et x ~< y dans R ou bien i # je t  x -~ 7r ~< y. 
I1 est facile de voir que R~,2 est une bichaine r6guli~re et il est clair que 
l'injection canonique de Q,,2 dans R~,~ est une isom6trie aussi bien pour d 
que ~. 
Soit k un entier positif et m un entier v6rifiant 0 ~< m ~< 2k --  1; pour 
chaque entier relatifp d6signons par L~k l'ensemble des 616ments de R~,2 de  
la forme (x, ~ ~ (0)) v6rifiant (zr/k)m q- p~r ~ x <~ (zr/k)(m q- 1) q- pzr. 
Appelons enfin m-ikme bande de largeur zr/k et notons Bm.k la r6union des 
L~k pour p dans Z. Le dessin ci-dessous ch6matise une telle bande: 
d 
k(m+l )  + (p+l)rr 
7r 
m + (p+l)Tr 
~(m+l )  + prr 
7r 
~: m + pTr  
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(b) Soit F une pattie finie de Q=,2 ne contenant ni (0, 0) ni (0, 1). 
Cette pattie est encore pattie de R=,2 et il est facile de trouver un entier k 
pour lequel chaque bande B~ de largeur ~r/k confient au plus un 616ment de F, 
(par exemple on associe ~t F l'ensemble F' des x' pour lesquels il existe i avec 
(x', i) dans F. Sur le cercle obtenu en faisant le quotient de R par 7r2~, les 
616ments de F'  ayant des images distinctes, il suffit de choisir k de sorte qu'un 
arc de longueur ~r/k ne puisse contenir deux 616ments de l'image de F.) Cet 
entier k 6tant fix6, comme F est fini il existe deux r6els de la forme a = 
(re~k) mo+ poTr et b = (Tr/k) ml + pl~r pour lesquels tout 616ment (x, i) de F 
vdrifie a ~< x ~< b. Ces deux r6els 6tant fix6s on ~ ne consid6re plus que l'en- 
semble R~,2[a, b] des couples (x, i) pour lesquels a ~ x ~< b. Pour chaque 
bande B~,~ limit6e ~t R~,2[a, b], choisissons dans chaque L~}k un rationnel 
zm,~ en imposant d'abord que si L~)~ contient un x de F alors z~.~ = x, 
ensuite que z~,~ soit incomparable ~tz~,~+l (pour voir que ceci est faisable il 
suffit de remarquer que pour tout 616ment Zm,~ de L~)~ on peut trouver un 
616ment z,~,~+l de L~k incomparable ~tz~,~). 
Maintenant soit F1 l'ensemble fini form6 des extr6mit6s des L~)k contenus 
dans R,,2[a, b] (ces 616ments ont de la forme ((Tr/k)m + prr, -7 ~ (0))) et des 
616ments z~,~ construits pr6c6demment. On voit ais6ment que _Px est iso- 
morphe g 2~(k)[a', b'] (avec a' = 2(mo § kpo) et b' = 2(ml + kpl)) par 
l 'applicationfqui ~t ((Tr/k)m q-p~r. ~ (0)) associe (2(m + kp), ~ (0)) et/~ 
Zm,~ associe: 
(2(m + kp) + 1, -7 ~ (0)). 
D'apr~s I I I .2.2/~ constitue donc une bichaine r6gulibre et d'apr6s III.1.3 
l'injection canonique de/~a dans R~.~ est une isom6trie pour d et 8; en parti- 
culier, l'injection canonique de F dans Q~,z est une d-isom6trie partielle de _P~ 
dans Q~,z. Puisque Q~,z est d-homog~ne, cette injection se prolonge en une 
d-isom6trie de F1 dans Q~,~, son image Pest  la parfie cherch6e. 
(c) Si F contient (0, 0) ou (0, 1) on effectue une translation qui trans- 
forme Fen  une partie F'  ne contenant pasces deux 616ments. On peut alors 
6tendre F'  en une partie r6guli~re F'. On applique ensuite la translation 
inverse h fi", on obtient la partie/7 voulue puisque les translations conservent 
ordre et distances. Q.E.D. 
III.2.5. COROLLAmE. Toute bichafne finie C est isomorphe gt une restriction 
d'une bichafne rdguliOre finie ~. Si de plus C est I-connexe alors elle est 
d-isomktre dune restriction de C. 
Preuve. Remarquer que toute bichalne finie C est isomorphe ~t une 
restriction d'une bichalne/-connexe finie (71 qui est d-isom&re ~t une partie 
C1' de Q2. D'aprbs la propositoin pr6c6dente C1' est d-isom6tre ~t une bichaine 
r6guli~re C' de la forme g(k)[a, b]. 
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Ill.3. Application 
III.3.1. II est imm6diat que: 
(A1) toute restriction d'une bichaine finie est encore une bichaine 
finie, 
(A2) deux bichalnes finies C et C' s'immergent toujours dans une 
troisibme bichaine finie C" (en prenant par exemple C" - C + C'). 
La classe des bichalnes finie constitue donc ce que R. Fraiss6 appelle un 
gtge. Cet fige possbde les propri6t6s uivantes: 
(R1) toute bichalne finie s'immerge dans une bicha~ne r6guli6re finie, 
(R2) la classe des bicha~nes r6guli6res finies est amalgamable c'est-h- 
dire dtant donndes trois bicha~nes r6guli6res finies C, C2, (71 deux isomor- 
phismes f~ de C dans C1 et f~ de C dans 6"2 il existe une bicha~ne r6guliSre 
finie C' et deux isomorphismes gl de C~ dans C', g2 de C2 dans C' tels que 
g~ oZ = g~ oA.  
111.3.2. D'apr~s les travaux de Calais [1] sur les figes, les propri6tds 
R1 et R2 sont 6quivalentes ~tl'existence et l'unicit~ (~t l'isomorphie pros) d'une 
bichalne d6nombrable C dite pseudo-homogkne v6rifiant les propri6t6s 
suivantes: 
(PHI) toute bichaSne finie s'immerge dans C, 
(PH2) pour toute partie finie F de C il existe une partie finie P 
contenant F telle que tout isomorphisme d6fini sur/~ et h valeur dans C se 
prolonge n un isomorphisme de C sur lui-m~me. 
La bichaine Q2 satisfait (PHI) d'apr~s 11.4.4 et (PH2) d'apr~s 1II.2.4, 
III.l.3 et II.1.3. Par cons6quent: 
111.3.3. TH~OR~ME. La bichafne Q2 est pseudo-homogkne (etc' est la seule). 
111.3.4. Remarque. Ceci sugg~re ~t notre avis que les propridtds de la 
distance d et celle de la distance ~ ont des formulations analogues (leurs 
propri6t6s conjointes 6tant celles des bichaines r6guli~res). En rapport avec 
I1.1.5 signalons l'6quivalence entre les 6noncds uivants: 
(a) toute bicha~ne I-connexe finie est ~-isom~tre ~t une partie d'une 
bicha~ne r6guli~re. 
(b) La bichaSne Q2 est ~-homog~ne (plus g6n6ralement une bichaSne st 
~-homog~ne si et settlement si elle est d-homog~ne). 
(c) I1 existe une bichaine 3-homog~ne. 
Preuve. (a) --~ (b) So i t fune ~-isom6trie parfielle d6iinie sur une partie A 
d'une bichalne I-connexe C' et h valeurs dans Q2. Montrons quefse prolonge 
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en une 3-isom6trie de C' dans Q2 9 Pour cela soit g une 3-isom6trie de C' dans 
une bicha]ne r6guli6re C". L'appl icat ion f o g 1 (d6finie sur g(A)) est une 
3-isom6trie partielle de C" dans Q2 9 Comme c" est r6guli6re, cette appl ication 
est aussi une d-isom6trie partielle de C" dans Q2 qui, puisque Q2 est d- 
homog6ne, se prolonge en une d-isom6trie h de g(C) dans Q2. Comme C" 
est r6guli~re, hest  une 3-isom&rie de g(C) dans Q2 et donc h o g est une 
3-isom6trie de C' dans Q2 qui prolonge 6vidernrnent f Un raisonnement 
semblable montre qu'en outre toute bichaine d-homog6ne st 3-homog~ne. 
Pour la r6ciproque on proc~de de m~me en 6changeant les r61es de d et 5. 
On a 6videmment (b) ~ (c). On obtient (c) ~ (a) en montrant  que toute 
bichaine 3-homog~ne (~t condit ion qu'i l  en existe) est r6guli~re. Soient donc x 
et y deux 616ments d'une bichaine 3-homog6ne C. Prenons deux 616ments x0 
et Y0 de Q2 tels que 3c(X, y) = 3o,(Xo, yo) et avec III.2.5 prenons une bichalne 
r6guli&e infinie C' contenant x0 et Y0 9 Puisque C est 3-homog6ne il existe une 
3-isom&rie de C' dans C qui transforrne x0 en x et Y0 en y. Mais puisque C'  
est r6guli6re, cette 3-isom6trie st aussi une d-isom6trie t donc dc(x, y) = 
3c(X, y). Q.E.D. 
Nous conjecturons l 'exactitude de ces 6nonc6s. Elle doit pouvoir  ~tre 
obtenue au moyen de l 'analogue du lemme fondamental  6nonc6 en II.2.6. 
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