Abstract. In this paper, the finite-time synchronization problem for chaotic Cohen-Grossberg neural networks with unknown parameters and time-varying delays is investigated by using finitetime stability theory. Firstly, based on the parameter identification of uncertain delayed neural networks, a simple and effective feedback control scheme is proposed to tackle the unknown parameters of the addressed network. Secondly, by modifying the error dynamical system and using some inequality techniques, some novel and useful criteria for the finite-time synchronization of such a system are obtained. Finally, an example with numerical simulations is given to show the feasibility and effectiveness of the developed methods.
Introduction
Over the past decades, Cohen-Grossberg neural network (CGNN) model has been extensively studied by many researchers due to its broad application in many areas such as parallel computation, associative memory, signal processing, especially in solving some difficult optimization problems [2, 7, 33] . There are many papers concerning stability analysis and periodic oscillation of CGNNs [6, 8, 21, 24, 35, 36] . On the other hand, since neural network systems may also exhibit oscillation or chaotic behaviors, synchronization of chaotic CGNNs has attracted tremendous attention by many researchers from a wide range of disciplines. The study of the synchronization of chaotic CGNNs is also an important step for both understanding brain science and designing coupled neural networks for real world applications.
possible to realize the finite-time synchronization and parameter identification of chaotic neural networks by designing simpler updated laws is an interesting problem to study both in theory and in applications.
Motivated by the above discussions, in this paper, we deal with the problem of finitetime topology identification and synchronization for chaotic CGNNs with time-varying delays and unknown parameters. Based on the adaptive feedback control and finite-time convergence theory, we establish some useful sufficient conditions on the finite-time synchronization of addressed model.
The rest of the paper is organized as follows. In Section 2, the master system and the slave system are introduced. In addition, some assumptions and definitions together with some useful lemmas needed in this paper are presented. Next section is devoted to investigate the finite-time topology identification and synchronization between two chaotic CGNNs with time-varying delays. In Section 4, an example with its numerical simulations is given to illustrate the effectiveness of the obtained results. Finally, some general conclusions are drawn in Section 5.
Preliminaries
Consider the following n-dimensional CGNNs with time-varying delays:
where i ∈ I {1, 2, . . . , n}, n 2, denotes the number of neurons in the neural network; x i corresponds to the state variable of the ith unit; a i represents an amplification function; b i is an appropriate behaved function; f j and g j are the activation functions; τ j (t) corresponds to the transmission delay along the axon of the jth unit and satisfy τ j (t) 0 for t > 0, and I i denotes the external input. Concerning coefficients c ij , d ij denote respectively, the synaptic connection weight and the delayed synaptic connection weight of the unit j on the unit i.
Throughout the paper, we always use i, j ∈ I, unless otherwise stated. The initial conditions associated with system (1) are given by
where τ = max i∈I {sup t∈R + τ i (t)}, ϕ i (s) ∈ C([−τ, 0], R), which denotes the Banach space of all continuous functions mapping [−τ, 0] into R with ∞−norm defined by
In this paper, we refer to model (1) as the master system, the slave system is given as follows:ẏ
where y i (t) corresponds to the slave state variable of the ith neuron;c ij andd ij are estimated values of synaptic connection weights c ij and d ij , respectively; u i (t) indicates the control input. The initial conditions associated with system (3) are given by
The goal of this paper is to design and implement suitable controller u i (t) for the slave system and parameters' adaptive estimation laws ofc ij andd ij such that the controlled slave system (3) could be synchronous with the master system (1) in a finite time T , and all the parametersc
Let e i (t) = y i (t) − x i (t) for i ∈ I, then from systems (1) and (3), the error dynamical system can be derived aṡ
It is clear that the finite-time synchronization problem between systems (1) and (3) can be transformed to the equivalent problem of the finite-time stabilization of the error system (5) .
Throughout this paper, we assume that the following assumptions are satisfied.
and there exist positive constants a i and a i such that
Assumption 2. For each i, b i (u) is continuous and there exists a positive constant η i such that 
Definition 1. The array of systems in the neural networks are said to be finite-time synchronized and topology identified if there exists a constant T > 0 such that
for any i, j ∈ I, and
The constant T called the settling time.
Lemma 1. (See [30] .) Assume that a continuous, positive-definite function V (t) satisfies the following differential inequality:
where α > 0, 0 < η < 1 are two constants. Then, for any given t 0 , V (t) satisfies the following inequality:
and
with T given by
Lemma 2. (See [1] .) For a 1 , a 2 , . . . , a n ∈ R, the following inequality holds:
Main results
In this section, we will derive some criteria to guarantee the finite-time synchronization between master system (1) and slave system (3).
Suppose that x i (t), y i (t) are the arbitrary solutions of systems (1) and (3) with initial conditions ϕ i , φ i , respectively, and let
Calculating the time derivative ofẽ i (t) along the trajectories of systems (1) and (3), we getė
From Assumption 1, we have
It is not difficult to see that lim t→T e i (t) = 0 if only if lim t→Tẽi (t) = 0. Thus, to study the finite-time stabilization of the error system (4), we only need to study the finitetime stabilization of the corresponding modified error system (7). In order to achieve this aim, we design finite-time controllerũ i (t) in system (7) as follows: (9) where k > 0 denotes a tunable constant.
In addition, to tackle the unknown parameters, we propose the following updating laws:ċ
where p ij and q ij are arbitrary positive constants.
Theorem 1. Under Assumption 1, if the modified error system (7) is controlled with the control laws (9) and adaptive laws (10), then the synaptic connection weight coefficients c ij and d ij of network (1) can be identified withc ij andd ij , and the slave network (3) can synchronize with the master network (1) in a finite time
where
are the initial values of the adaptive parametersc ij andd ij , respectively.
Proof. Consider the following Lyapunov function:
It is obvious thatċ ij =ċ ij andḋ ij =ḋ ij . Taking the time derivative of V (t), one haṡ
Introducingė i (t) from (7) and adaptive laws (10) into (12), we havė
Replacingũ i (t) from (9) into the above equation and using |u| = sign(u)u, giveṡ
Using Lemma 2, we geṫ
Therefore, from Lemma 1, the modified error system (7) will converge to zero within T 1 . That is, the error system (5) will converge to zero within T 1 . Thus, under the control laws (9) and updated laws (10), the two chaotic CGNNs are synchronized and identified simultaneously in the finite-time T 1 . The proof of Theorem 1 is completed.
Remark 1.
If lim t→Tė (t) exists, then we have lim t→Tė (t) = 0 for lim t→T e(t) = 0. By error system (7), we can obtain lim t→T n j=1c ij f j (y j (t)) = 0 and lim t→T n j=1d ij × g j (y j (t − τ j (t))) = 0. When {f j (y j (t))} n j=1 and {g j (y j (t − τ j (t)))} n j=1 are linearly independent on the orbit {f j (y j (t))} n j=1 and {g j (y j (t − τ j (t)))} n j=1 , respectively, of synchronization manifold, then lim t→Tcij = 0 and lim t→Tdij = 0 (see [23, 34] ). We can get that lim t→Tcij = c ij and lim t→Tdij = d ij for i, j ∈ I; that is, the uncertain synaptic connection strengths c ij and d ij can be successfully identified in the finite-time.
Remark 2. According to Theorem 1, for all i, j ∈ I, the following properties are guaranteed:
3. lim t→Tċij = 0, lim t→Tḋij = 0.
Assume that the synaptic connection weight coefficients c ij or d ij of the master system (1) are known, i.e.c ij = c ij ord ij = d ij . Then, from Theorem 1, we can obtain the following corollaries. Corollary 1. Suppose Assumption 1 hold andc ij = c ij for all i, j ∈ I. If we use finitetime controller (9) and the following updating laws:
where q ij are arbitrary constants and k denotes a tunable constant, then the synaptic connection weight coefficients d ij of network (1) can be identified withd ij , and the slave network (3) can synchronize with the master network (1) in a finite time
Corollary 2. Suppose Assumption 1 hold andd ij = d ij for all i, j ∈ I. If we use finitetime controller (9) and the following updating laws:
where p ij are arbitrary constants and k denotes a tunable constant, then the synaptic connection weight coefficients c ij of network (1) can be identified withc ij , and the slave network (3) can synchronize with the master network (1) in a finite time
Corollary 3. Suppose Assumption 1 hold andc ij = c ij ,d ij = c ij for all i, j ∈ I.
Using the finite-time controller (9), the slave network (3) can synchronize with the master network (1) in a finite time
. In system (1), if the amplification function a i (u) ≡ 1 for all u ∈ R and i ∈ I, then the mater system (1) becomė
Definitely, the Assumption 1 is satisfied in this case. Accordingly, the slave system is reduced to the following form:
In this case, we haveẽ i (t) = e i (t) andũ i (t) = u i (t). Thus, from Theorem 1, we have the following corollary.
Corollary 4. If we use the following finite-time controller:
and updating lawṡ 
Herec ij (0) andd ij (0) are the initial values of the adaptive parametersc ij andd ij , respectively. Remark 3. In the Theorem 1 and above four corollaries, by using special adaptive controller and updating laws, we achieved the finite-time synchronization between two chaotic CGNNs and their parameters were successfully identified. However, the used control law u i (t) is somehow expensive and not easily applicable, especially if the parameters of the master system satisfy some special condition. Below, we will modify the adaptive laws u i (t) to improve the applicability of our results.
Suppose that the activation functions g i are bounded, and let
Then, from master system (1) and slave system (3), we have the following modified error system:
wherec ij ,d ij , b i (e i (t), f j (e j (t)), g j (e j (t − τ j (t))) are the same as in (7). From Assumption 1, it is easy to check that
Thus, the finite-time stabilization of the error system (5) is equal to the finite-time stabilization of the corresponding modified error system (24).
Theorem 2. Assume that Assumptions 1-3 hold and activation functions g i satisfy the inequality
If the modified error system (24) is controlled with the following updative laws:
and control laws
where k ii 0 andk i 0, and if all the control strengths k ij ,k i satisfy the inequality
, then the synaptic connection weight coefficients c ij and d ij of network (1) can be identified with c ij andd ij , and the slave network (3) can synchronize with the master network (1) in a finite time
Herec ij (0) andd ij (0) are the initial values of the adaptive parametersc ij andd ij , respectively.
Calculating the time derivative of V (t) along the trajectories of modified error system (24) , from the adaptive laws (27), we havė
Replacing u i (t) from (28) into the above equation, from Assumptions 2-3 and inequality (25) , one haṡ
By inequality (29) and a 2 + b 2 2ab, we geṫ
Using Lemma 2, we havė
Therefore, from Lemma 1, the modified error system (24) will converge to zero within T 6 . That is, the error system (5) will converge to zero within T 6 . Thus, under the control laws (28) and updated laws (27) , the two chaotic CGNNs are synchronized and identified simultaneously in the finite-time T 6 . The proof of Theorem 2 is completed.
When a i (u) ≡ 1, for master-slave systems (18) and (19), we have the following corollary.
Corollary 5. Assume that Assumptions 2-3 hold and activation functions g i satisfy inequality (26) . Using the following adaptive laws:
where control strengths k ij andk i satisfy the following inequality:
, then the synaptic connection weight coefficients c ij and d ij of network (18) can be identified withc ij andd ij , and the slave network (19) can synchronize with the master network (18) in a finite time
are the initial values of the adaptive parametersc ij andd ij , respectively. Remark 4. In this paper, we introduce the adaptive controlling method to guarantee the finite-time synchronization and topology identification of CGNNs with uncertain parameters and time-varying delays. In this section, there are many results concerning the asymptotic or exponential synchronization and topology identification [11, 13, 14, 19, 22, 23, 31, 34] . However, to the best of our knowledge, there is no results on the finite-time topology identification between two CGNNs with uncertain parameters and time-varying delays. Obviously, our results have optimality in the convergence time of synchronization and topology identification, which are essential to a practical system. Hence, the results obtained in this paper have a better performance than those of previous works about topology identification and synchronization problem.
Remark 5. Compared to Theorem 1, the designed control laws u i (t) in Theorem 2 are simple and easy to implement. In Theorem 2, however, the condition |g i (u)| M i is required to derive the main results. Thus, when the activation functions g i are bounded, Theorem 2 is more practical than Theorem 1 to some extent. (1) can be degenerated to the following cellular neural network:
which is studied in [27] . It is not difficult to see that Theorem 1 includes the main results in [27] as a special cases. From this point, our results are more general and have a greater applicability.
Remark 7. From the Eqs. (11), (14), (16), (17), (22), (30) and (34) we know that the convergence time T proportional to the inverse of tunable constant k. Therefore, a greater k results in shorter convergence time T . On the other hand, according to the control input in Eqs. (9) , (20) , (28) and (32) , it is obvious that the control input u i (t) is proportional to the value of k. This means that a greater k results in a larger u i (t). Therefore, the tunable constant k should be selected in accordance with the convergence time T to be short and the control input u i (t) not to be very large, considering the designer requirements.
Remark 8. Recently, based on LaSalle's invariance principle, the topology identification problem for complex networks without delays or with constant delays has been extensively investigated by using an adaptive controlling technique [32, 38] . Nevertheless, the finite-time structure identification of complex networks with time-varying delays is not concerned to the best of our knowledge. So, it is an interesting problem concerning the finite-time synchronization and topology identification for complex networks with timevarying delays.
Numerical simulations
In this section, an example is given to illustrate the effectiveness of proposed finite-time synchronization schemes.
For n = 2, consider the following delayed CGNNs system: 
The numerical simulation of system (35) is represented in Fig. 1 , which shows that system (35) has a chaotic attractor.
It is not difficult to check that L
which shows that η 1 = 1.2, η 2 = 1.8. Therefore, Assumptions 1-3 are all satisfied. For convenience, we assume that only the four parameters c 11 , c 12 , d 12 , d 21 will be identified. Accordingly, the slave system is given as follows:
where a i , b i , f j , τ j are the same as in system (35) 
ds/a j (s), and the updating laws of the parameters can be obtained aṡ 
where the discontinuous sign function is replaced by continuous tanh function. The time evolution of synchronization errors are shown in Fig. 2 and the synchronization between systems (35) and (36) is verified in Figs. 3 and 4 . Figure 5 gives the identification of uncertain or unknown parametersc 21 unknown parameters converge to some bounded values in a finite time and the identification of system parameters is very successful.
Conclusion
In this paper, we investigate the finite-time topology identification and synchronization problem between two chaotic CGNNs with time-varying delays. Based on the adaptive feedback control and finite-time convergence theory, some novel and useful finitetime synchronization criteria have been obtained. Finally, an illustrative example with its numerical simulations is given to demonstrate the effectiveness and feasibility of the proposed synchronization method. Besides, a very interesting fact is revealed that the more the uncertain parameters are the longer in time to achieve finite-time synchronization of chaotic CGNNs will be.
