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Universal Coding and Prediction
on Martin-Lo¨f Random Points
Łukasz Dębowski and Tomasz Steifer∗
Abstract
We perform an effectivization of classical results concerning universal coding and prediction
for stationary ergodic processes over an arbitrary finite alphabet. That is, we lift the well-
known almost sure statements to statements about Martin-Lo¨f random sequences. Most of
this work is quite mechanical but, by the way, we complete a result of Ryabko from 2008
by showing that each universal probability measure in the sense of universal coding induces a
universal predictor in the prequential sense. Surprisingly, the effectivization of this implication
holds true provided the universal measure does not ascribe too low conditional probabilities to
individual symbols. As an example, we show that the Prediction by Partial Matching (PPM)
measure satisfies this requirement. In the almost sure setting, the requirement is superfluous.
Keywords:
algorithmic randomness; stationary ergodic processes; universal coding; universal prediction;
prediction by partial matching
1 Introduction
A sequence of random outcomes X1, X2, . . . coming from a finite alphabet is drawn in a sequential
manner from an unknown stochastic source P . At each moment a finite prefix Xn1 = X1X2, . . . , Xn
is available. The forecaster has to predict the next outcome using this information. The task may
take one of the two following forms. In the first scenario, the forecaster simply makes a guess about
the next outcome. The forecaster’s performance is then assessed by comparing the guess with the
outcome. This scenario satisfies the weak prequential principle of Dawid [13]. In the second case,
we allow the forecaster to be uncertain, namely we ask them to assign a probability value for each
of the outcomes. These values may be interpreted as the estimates of the conditional probabilities
P (Xn+1|X
n
1 ). Various criteria of success may be chosen here such as the quadratic difference of
distributions or the Kullback-Leibler divergence. For clarity, term “universal predictor” will be
used to denote the solution of the first task (guessing the outcome), while the solution of the second
task (estimation of conditional probabilities) will be referred to as “universal measure”.
In the literature, it is frequently assumed without explanation that universal predictors and
universal measures reduce to another in some way. Such simplification is not without a rationale.
It is known that for a fixed stochastic source P , the optimal prediction is given by the predictor
induced by P , i.e., the informed scheme which predicts the outcome with the largest conditional
probability P (Xn+1|X
n
1 ) [1]. In particular, a good universal measure should induce a good universal
predictor. That being said, the devil is the details such as what is meant by a “good” universal
measure or predictor. In this paper, we assume that the unknown stochastic source P lies in the
class of stationary ergodic measures. Moreover, we are concerned with universal measures which
are universal in the information-theoretic sense of universal coding, i.e., the rate of Kullback-Leibler
divergence of the estimate and the true measure P vanishes for any stationary ergodic measure.
As for universal predictors, we assume that the rate of correct guesses is equal to the respective
rate for the predictor induced by measure P .
Now, we can ask the question whether a universal measure in the above sense induces a universal
predictor. Curiously, this simple question has not been unambiguously answered in the literature,
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although a host of related propositions were compiled by Suzuki [27] and Ryabko [25], see also
[26]. Completing these works, in this paper we show that any universal measure that satisfies some
simple conditions induces a universal predictor, indeed.
To make the problem interesting from a computational perspective, we consider this topic in the
context of algorithmic randomness and we seek for effective versions of probabilistic statements.
Effectivization is meant as the research program of reformulating almost sure statements into
respective statements about algorithmically random points, i.e., algorithmically random infinite
sequences. Any plausible class of random points is of measure one, see [17], and the effective
versions of theorems substitute phrase “almost surely” with “on all algorithmically random points”.
Usually, randomness in the Martin-Lo¨f sense is the desired goal [22]. In many cases, the standard
proofs are already constructive, effectivization of some theorems asks for developing new proofs,
but sometimes the effective versions are false.
It was shown by Ryabko [25], see also [26], that the expected value of the average absolute dif-
ference between the conditional probability for a universal measure and the true value P (Xn+1|X
n
1 )
converges to zero almost surely for any stationary ergodic measure P . In the almost sure setting,
this is enough to show that the predictor induced by a universal measure is universal as well.
However, since the standard reasoning is not effective, we ponder over the question whether the
implication is still valid in the effective setting with respect to the notion of Martin-Lo¨f randomness.
To this end, we provide some sufficient conditions for a universal measure to induce a universal
predictor effectively. It is left open whether these conditions are necessary or simply an artifact
of our attempt to perform the effectivization. Fortunately, these conditions are satisfied by rea-
sonable universal measures such as the Prediction by Partial Matching (PPM) measure, which we
also show in this paper. It may be interesting to exhibit some universal measures for which these
conditions fail.
2 Preliminaries
2.1 Notation
Throughout this paper, we consider the standard measurable space (XZ,X Z) of two-sided infinite
sequences over a finite alphabet X = {a1, .., aD}, whereD ≥ 2. The points of the space are (infinite)
sequences x = (xi)i∈Z ∈ X
Z. We also denote (finite) strings xkj = (xi)j≤i≤k, where x
j−1
j = λ equals
the empty string. By X∗ =
⋃
n≥0 X
n we denote the set of strings of an arbitrary length including
the singleton X0 = {λ}. We use random variables Xk((xi)i∈Z) := xk. We tacitly assume that
P and R denote probability measures on (XZ,X Z). For any such probability measure P , we use
the shorthand notations P (xn1 ) := P (X
n
1 = x
n
1 ) and P (x
n
j |x
j−1
1 ) := P (X
n
j = x
n
j |X
j−1
1 = x
j−1
1 ).
Symbol log x denotes the binary logarithm, whereas lnx is the natural logarithm.
2.2 Stationary and ergodic measures
Let us denote the shift operation T ((xi)i∈Z) := (xi+1)i∈Z for sequences (xi)i∈Z ∈ X
Z.
Definition 1 (stationary measures). A probability measure P on (XZ,X Z) is called stationary if
P (T−1(A)) = P (A) for all events A ∈ X Z.
Definition 2 (ergodic measures). A probability measure P on (XZ,X Z) is called ergodic if for each
event A ∈ X Z such that T−1(A) = A we have either P (A) = 1 or P (A) = 0.
The class of stationary ergodic probability measures has various elegant properties guaranteed
by the collection of fundamental results called ergodic theorems. Typically stationary ergodic
measures are not computable but they allow for computable universal coding and prediction on
algoritmically random sequences, as it will be explained in Section 3.
2.3 Sorts of randomness
We consider two important sorts of algorithmically random sequences: Martin-Lo¨f or 1-random
sequences and weakly 2-random sequences with respect to an arbitrary stationary ergodic measure
P on (XZ,X Z). In the following, computably enumerable is abbreviated as c.e. A function with
real values is called computable if the left cuts of its values are uniformly computable and it is
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called left-c.e. if the left cuts are uniformly c.e. The name of measure P is the collection of left
cuts of P (w) for all strings w ∈ X∗. P is called computable if its name is computable. Since we do
not assume that a probability measure P is computable, we assume that all computability notions
are relativized with the name of P in the oracle. We write this explicitly. That is, we consider
P -computable, P -c.e. and P -left-c.e. functions, respectively. Note that the following notions are
typically defined for one-sided infinite sequences over the binary alphabet and computable measures
P .
Definition 3. A collection of sets U0, U1, . . . ⊂ X
Z is called uniformly P -c.e. if and only if there
is a collection of sets V0, V1, . . . ⊂ X
∗ × X∗ such that
Ui =
{
x ∈ XZ : ∃(z, w) ∈ Vi : x
|w|
−|z|+1 = zw
}
and V0, V1, . . . are uniformly P -c.e.
Definition 4 (Martin-Lo¨f test). A uniformly P -c.e. collection of sets U0, U1, . . . ⊂ X
Z is called
a Martin-Lo¨f P -test if there exists a P -computable function f such that limn→∞ f(n) = 0 and
P (Un) ≤ f(n) for every n ∈ N.
Definition 5 (Martin-Lo¨f or 1-randomness). A sequence x ∈ XZ is called Martin-Lo¨f P -random
or P -1-random if there is no such Martin-Lo¨f P -test U0, U1 . . . that x ∈ ∩i∈NUn.
Subsequently, a class C ⊆ XZ is called a P -Σ02 class if there exists a P -computable relation R
such that for all x ∈ XZ we have x ∈ C if and only if ∃i1∀i2R(x
i1
0 , x
i2
0 ).
Definition 6 (weak 2-randomness). A sequence x ∈ XZ is called weakly P -2-random if x ∈ C is
contained in every P -Σ02 set C such that P (C) = 1.
The sets of weakly 2-random sequences are strictly smaller than the respective sets of 1-random
sequences, see [17]. In general, there is a whole hierarchy of algorithmically random sequences, such
as (weakly) n-random sequences, where n runs over natural numbers. For our purposes, however,
only 1-random sequences and weakly 2-random sequences matter since the following lemma sets
the baseline for effectivization:
Lemma 1 (folklore). Let f1, f2, . . . be a sequence of P -computable random variables. If limit
limn→∞ fn(x) exists for P -almost every x, then it exists for all weakly P -2-random x.
The effectivization program aims to strengthen the above claim to P -1-random sequences (or
even weaker notions such as computable randomness) but this need not always be feasible.
2.4 Mostly known effectivizations
Many probabilistic theorems have been effectivized so far. In this section, we list several mostly
known effectivizations of almost sure theorems which we will use further in this paper. The most
celebrated result is the effective Birkhoff ergodic theorem.
Lemma 2 (effective Birkhoff ergodic theorem [6, 18]). For a stationary ergodic probability measure
P and a P -left-c.e. real random variable G such that G ≥ 0 and EG <∞, on P -1-random points
we have
lim
n→∞
1
n
n−1∑
i=0
G ◦ T i = EG. (1)
The proof of the following proposition is an easy application of Lemma 2 and properties of c.e.
functions, see the proof of the almost sure statement in [7].
Lemma 3 (effective Breiman ergodic theorem, cf. [7]). For a stationary ergodic probability measure
P and uniformly P -left-c.e. real random variables (Gi)i≥0 such that Gi ≥ 0, limit limn→∞Gn exists
on P -1-random points, and E supn≥0Gn <∞, on P -1-random points we have
lim
n→∞
1
n
n−1∑
i=0
Gi ◦ T
i = E lim
n→∞
Gn. (2)
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Random variables P (x0|X
−1
−n) form a martingale process. Thus applying the effective martingale
convergence [28], we obtain the effective Le´vy law in particular:
Lemma 4 (effective Le´vy law). For a stationary probability measure P , on P -1-random points
there exist limits
P (x0|X
−1
−∞) := lim
n→∞
P (x0|X
−1
−n). (3)
Applying the technique of [2] and using Lemmas 2 and 4, we can demonstrate the following
effective version of the Shannon-McMillan-Breiman theorem:
Lemma 5 (effective SMB theorem, cf. [2, 10]). For a stationary ergodic probability measure P ,
on P -1-random points we have
lim
n→∞
1
n
[− logP (Xn1 )] = h. (4)
As shown by Solovay (unpublished, see: [17]), we have this effective version of the Borel-Cantelli
lemma:
Lemma 6 (effective Borel-Cantelli lemma). Let P be a probability measure. If a uniformly P -
c.e. sequence of events (An)n≥1 satisfies
∑∞
i=1 P (An) < ∞ then
∑∞
i=1 1{x ∈ An} < ∞ on each
P -1-random point x.
By Lemma 6 follows the effective version of the Barron lemma [5, Theorem 3.1]:
Lemma 7 (effective Barron lemma). For any probability measure P and any P -computable measure
R, on P -1-random points we have
lim
n→∞
[− logR(Xn1 ) + logP (X
n
1 ) + 2 logn] =∞. (5)
Finally, we show something a bit more creative.
Lemma 8 (effective Azuma theorem). For a probability measure P and uniformly P -computable
real random variables (Zi)i≥0 such that |Zn| = o
(√
n/ lnn
)
, on P -1-random points we have
lim
n→∞
1
n
n−1∑
i=0
[
Zi −E
(
Zi
∣∣X i1)] = 0. (6)
Proof. Define
Yn :=
n−1∑
i=0
[
Zi −E
(
Zi
∣∣X i1)] . (7)
Process (Yn)n≥1 is a martingale with respect to process (Xn)n≥1 with increments bounded by
inequality
|Zn −E (Zn|X
n
1 )| ≤ cn = o
(√
n
lnn
)
, (8)
where cn+1 ≥ cn without loss of generality. By the Azuma inequality [3] for any ǫ > 0 we obtain
P (|Yn| ≥ nǫ) ≤ 2 exp
(
−
n2ǫ2
2
∑n−1
i=0 c
2
i
)
≤ 2 exp
(
−
nǫ2
2c2n
)
= 2 exp(−o(lnn)). (9)
Hence
∑∞
n=1 P (|Yn| ≥ nǫ) <∞ and by Lemma 6, we obtain (6) on P -1-random points.
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3 Main results
3.1 Universal coding
Let us begin our considerations with the problem of universal measures, which is related to the
problem of universal coding. For a stationary probability measure P , we denote the entropy rate
h := lim
n→∞
1
n
E [− logP (Xn1 )] . (10)
As a consequence of preliminary results, we obtain this effectivization of the well-known almost
sure statement.
Theorem 1 (effective source coding). For any stationary ergodic measure P and any P -computable
probability measure R, on P -1-random points we have
lim inf
n→∞
1
n
[− logR(Xn1 )] ≥ lim
n→∞
1
n
[− logP (Xn1 )] = h. (11)
Proof. The claim follows by Lemmas 7 (effective Barron lemma) and 5 (effective SMB theorem).
In the almost sure setting, relationship (11) holds P -almost surely for any stationary ergodic
measure P and any (not necessarily computable) probability measure R.
Now we can define universal measures.
Definition 7 (universal measure). A computable (not necessarily stationary) probability measure
R will be called (weakly) n-universal if for any stationary ergodic probability measure P , on (weakly)
P -n-random points we have
lim
n→∞
1
n
[− logR(Xn1 )] = h. (12)
In the almost sure setting, we say that a probability measure R is almost surely universal if
(12) holds P -almost surely for any stationary ergodic probability measure P . By Lemma 1, there
are only two practically interesting cases of computable universal measures: weakly 2-universal
ones and 1-universal ones, since every computable almost surely universal probability measure is
automatically weakly 2-universal.
Computable almost surely universal measures exist if the alphabet X is finite. An important
example of an almost surely universal and, as we will see in Section 3.4, also 1-universal measure
is the Prediction by Partial Matching (PPM) measure [11], called also R-measure in [24]. We note
in passing that universal measures are closely related to the problem of universal coding. However,
many almost surely universal codes such as the prefix-free Kolmogorov complexity [8] (which is
additionally uncomputable), the Lempel-Ziv code [29], or the grammar-based codes [21, 9, 15] do
not induce universal measures since they fail to satisfy consistency conditions
∑
xn+1∈X
R(xn+11 ) =
R(xn1 ) and R(λ) = 1.
3.2 Universal prediction
Now let us recall the problem of universal prediction. We state it analogously to the problem of
universal measures. A predictor is an arbitrary total function f : X∗ → X. The predictor induced
by a probability measure P is
fP (x
n
1 ) := argmax
xn+1∈X
P (xn+1|x
n
1 ). (13)
For a stationary measure P , we can define the accuracy
a := lim
n→∞
E max
xn+1∈X
P (xn+1|X
n
1 ). (14)
The following proposition concerning prediction errors effectivizes the well-known almost sure
proposition (proof in almost sure setting is available in [1]).
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Theorem 2 (effective source prediction). For any stationary ergodic measure P and any P -
computable predictor f , on P -1-random points we have
lim inf
n→∞
1
n
n−1∑
i=0
1
{
Xi+1 6= f(X
i
1)
}
≥ lim
n→∞
1
n
n−1∑
i=0
1
{
Xi+1 6= fP (X
i
1)
}
= 1− a. (15)
Proof. Let measure P be stationary ergodic. In view of Lemma 8 (effective Azuma theorem), for
any predictor f , on P -1-random points we have
lim
n→∞
1
n
n−1∑
i=0
[
1
{
Xi+1 6= f(X
i
1)
}
− P (Xi+1 6= f(X
i
1)|X
i
1)
]
= 0. (16)
Moreover, we have
P (Xi+1 6= f(X
i
1)|X
i
1) ≥ 1− max
xi+1∈X
P (xi+1|X
i
1) = P (Xi+1 6= fP (X
i
1)|X
i
1). (17)
The inequality in claim (15) follows by (16) and (17).
Subsequently, we will show the equality in claim (15). We observe that limits limn→∞ P (x0|X
−1
−n)
exist on P -1-random points by Lemma 4 (effective Levy law). Thus by Lemma 3 (effective Breiman
ergodic theorem) and the dominated convergence, on P -1-random points we obtain
lim
n→∞
1
n
n−1∑
i=0
[
1− max
xi+1∈X
P (xi+1|X
i
1)
]
= E lim
n→∞
[
1−max
x0∈X
P (x0|X
−1
−n)
]
= lim
n→∞
E
[
1− max
xn+1∈X
P (xn+1|X
n
1 )
]
= 1− a. (18)
Hence the equality in claim (15) follows by (16), (17) and (18).
In the almost sure setting, relationship (15) holds P -almost surely for any stationary ergodic
measure P and any (not necessarily computable) predictor f .
Subsequently, we can define universal predictors.
Definition 8 (universal predictor). A computable predictor f will be called (weakly) n-universal
if for any stationary ergodic probability measure P , on (weakly) P -n-random points we have
lim
n→∞
1
n
n−1∑
i=0
1
{
Xi+1 6= f(X
i
1)
}
= 1− a. (19)
In the almost sure setting, we say that a predictor f is almost surely universal if (19) holds P -
almost surely for any stationary ergodic probability measure P . Almost surely universal predictors
exist if the alphabet X is finite [4, 23, 1, 20, 19].
3.3 Induced universal prediction
The almost surely universal predictors by [4, 23, 1, 20, 19] were constructed without a reference
to universal measures. Following the work of Ryabko [25], see also [26], we can ask a very natural
question whether predictors induced by universal measures, such as the PPM measure [11, 24]
discussed in Section 3.4, are also universal. Ryabko was close to demonstrate this implication in
the almost sure setting but did not provide the complete proof. He has shown that:
Theorem 3 ([25], see also [26]). Let R be a universal measure and P be a stationary ergodic
measure. We have P -almost surely
lim
n→∞
1
n
n−1∑
i=0
E
∣∣P (Xi+1|X i0)−R(Xi+1|X i0)∣∣ = 0. (20)
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In the almost sure setting, Theorem 3 implies almost sure universality of the predictor induced
by R by referring to some results which are scattered in the literature—albeit it was not mentioned
explicitly in Ryabko’s paper [25]. Below we complete the missing steps in the stronger setting of al-
gorithmic randomness. The effectivization is not completely straightforward since the convergence
rate in Theorem 3 is not computably bounded in an obvious way, so as to make use of Lemma 6.
In consequence, we circumvent Theorem 3 by several novel statements applying Lemmas 3 and 8.
The first step are two statements which can be called the conditional SMB theorem and the
conditional universality.
Lemma 9 (effective conditional SMB theorem). Let the alphabet be finite and let P be a stationary
ergodic probability measure. On P -1-random points we have
lim
n→∞
1
n
n−1∑
i=0

− ∑
xi+1∈X
P (xi+1|X
i
1) logP (xi+1|X
i
1)

 = h. (21)
Proof. Let us write the conditional entropy
Wi :=

− ∑
xi+1∈X
P (xi+1|X
i
1) logP (xi+1|X
i
1)

 . (22)
We have 0 ≤Wi ≤ logD. Moreover by Lemma 4 (effective Levy law), on P -1-random points there
exists limit
lim
n→∞
Wn ◦ T
−n−1 =
[
−
∑
x0∈X
P (x0|X
1
−∞) logP (x0|X
1
−∞)
]
. (23)
Hence by Lemma 3 (effective Breiman ergodic theorem), on P -1-random points we have
lim
n→∞
1
n
n−1∑
i=0
Wi = E
[
−
∑
x0∈X
P (x0|X
1
−∞) logP (x0|X
1
−∞)
]
= h (24)
since E
[
− logP (X0|X
1
−∞)
]
= limn→∞ [− logP (X
n
1 )] /n = h.
Lemma 10 (effective conditional universality). Let the alphabet be finite and let P be a stationary
ergodic probability measure. For another probability measure R over a finite alphabet, consider
conditions
− logR(xn1 ) = O(n), (25)
− logR(xn+1|x
n
1 ) = o
(√
n
lnn
)
. (26)
If measure R is weakly 2-universal and satisfies condition (25) then on weakly P -2-random points
we have
lim
n→∞
1
n
n−1∑
i=0

− ∑
xi+1∈X
P (xi+1|X
i
1) logR(xi+1|X
i
1)

 = h. (27)
Moreover, if measure R is 1-universal and satisfies both (25) and (26) then we have (27) on P -1-
random points.
Proof. Let us write the conditional pointwise entropy Zi := − logR(Xi+1|X
i
1). We observe that
E
(
Zi
∣∣X i1) =

− ∑
xi+1∈X
P (xi+1|X
i
1) logR(xi+1|X
i
1)

 ≥Wi, (28)
where Wi is defined in (22).
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First suppose that measure R is weakly 2-universal and satisfies condition (25). Let us write
[x]C := min {x,C} for a C > 0. By the dominated convergence from condition (12) we obtain
0 = lim
n→∞
1
n
E [− logR(Xn1 )]− h = lim
n→∞
E
1
n
n−1∑
i=0
[Zi −Wi]
= lim
n→∞
E
1
n
n−1∑
i=0
[
E
(
Zi
∣∣X i1)−Wi] ≥ lim
n→∞
E
[
1
n
n−1∑
i=0
[
E
(
Zi
∣∣X i1)−Wi]
]
C
= E lim
n→∞
[
1
n
n−1∑
i=0
[
E
(
Zi
∣∣X i1)−Wi]
]
C
≥ 0. (29)
We observe that EY = 0 for a random variable Y ≥ 0 implies Y = 0 P -almost surely. Hence by
Lemma 1 (effectivization baseline) and (29), on weakly P -2-random points we obtain
lim
n→∞
[
1
n
n−1∑
i=0
[
E
(
Zi
∣∣X i1)−Wi]
]
C
= 0. (30)
Consequently, the first claim of Lemma 10 follows by Lemma 9 (effective conditional SMB theorem).
Now suppose that measure R is 1-universal and satisfies both (25) and (26). Then by Lemma
8 (effective Azuma theorem), on P -1-random points we obtain
lim
n→∞
1
n
n−1∑
i=0
E
(
Zi
∣∣X i1) = lim
n→∞
1
n
n−1∑
i=0
Zi = lim
n→∞
1
n
[− logR(Xn1 )] = h, (31)
which is the second claim of Lemma 10.
As the second step we notice two properties of discrete distributions over a countable alphabet.
The first one is the famous Pinsker inequality used in [25] to prove Theorem 3.
Lemma 11 (Pinsker inequality [12]). Let p and q be two probability distributions over a countable
alphabet X. We have
[∑
x∈X
|p(x)− q(x)|
]2
≤ (2 ln 2)
∑
x∈X
p(x) log
p(x)
q(x)
. (32)
The second property is a useful inequality for induced predictors, which generalizes the result
from [14, Theorem 2.2] for binary classifiers. This particular observation seems to be new.
Lemma 12 (prediction inequality). Let p and q be two probability distributions over a countable
alphabet X. For xp = argmaxx∈X p(x) and xq = argmaxx∈X q(x), we have inequality
0 ≤ p(xp)− p(xq) ≤
∑
x∈X
|p(x)− q(x)| . (33)
Proof. Without loss of generality, assume xp 6= xq. By the definition of xp and xq, we have
p(xp)− p(xq) ≥ 0, q(xq)− q(xp) ≥ 0. (34)
Hence we obtain
0 ≤ p(xp)− p(xq) ≤ p(xp)− p(xq)− q(xp) + q(xq)
≤ |p(xp)− q(xp)|+ |p(xq)− q(xq)| ≤
∑
x
|p(x)− q(x)| . (35)
Now we can show the main result of this section, namely, that every universal measure which
satisfies two mild conditions induces a universal predictor.
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Theorem 4 (effective induced universal prediction). If measure R is weakly 2-universal and sat-
isfies condition (25) then the induced predictor fR is weakly 2-universal. Moreover, if measure R
is 1-universal and satisfies both (25) and (26) then the induced predictor fR is 1-universal.
Proof. Let R be the respective universal measure, whereas P be the stationary ergodic measure.
By Lemmas 9 (effective conditional SMB theorem) and 10 (effective conditional universality), on
the respective random points we obtain
lim
n→∞
1
n
n−1∑
i=0

∑
xi+1
P (xi+1|X
i
1) log
P (xi+1|X
i
1)
R(xi+1|X i1)

 = 0 (36)
Hence by Lemma 11 (Pinsker inequality), we derive
lim
n→∞
1
n
n−1∑
i=0

∑
xi+1
∣∣P (xi+1|X i1)−R(xi+1|X i1)∣∣


2
= 0 (37)
Subsequently, the Jensen inequality EY 2 ≥ (EY )2 yields
0 ≥ lim
n→∞

 1
n
n−1∑
i=0
∑
xi+1
∣∣P (xi+1|X i1)−R(xi+1|X i1)∣∣


2
=

 lim
n→∞
1
n
n−1∑
i=0
∑
xi+1
∣∣P (xi+1|X i1)−R(xi+1|X i1)∣∣


2
≥ 0. (38)
Consequently, combining (38) with Lemma 12 (prediction inequality) yields P -almost surely
lim
n→∞
1
n
n−1∑
i=0
[
P (Xi+1 6= fR(X
i
1)|X
i
1)− P (Xi+1 6= fP (X
i
1)|X
i
1)
]
= 0. (39)
Hence by (16) we obtain
lim
n→∞
1
n
n−1∑
i=0
[
1
{
Xi+1 6= fR(X
i
1)
}
− 1
{
Xi+1 6= fP (X
i
1)
}]
= 0. (40)
This observation combined with Theorem 2 (effective source prediction) completes the proof.
As stated above, the induced predictor fR is 1-universal provided a measure R is 1-universal
and does not ascribe too low conditional probabilities to individual symbols. Condition (26) does
not seem to have been discussed in the literature of universal prediction and may be necessary in
the setting of algorithmic randomness. We stress that requirement (26) is redundant in the almost
sure setting.
3.4 PPM measure
In this section, we will discuss the Prediction by Partial Matching (PPM) measure [11], discovered
independently as R-measure by [24]. This measure provides an example of a 1-universal measure
that satisfies conditions (25) and (26) and thus yields a very natural 1-universal predictor. The
definition is as follows.
Definition 9 (PPM measure). Let the alphabet be X = {a1, .., aD}, where D ≥ 2. Following
[24, 11, 16] with some adjustments, the PPM measure of order k ≥ 0 can be defined as
PPMk(x
n
1 ) := D
−k
n∏
i=k+1
N(xii−k|x
i−1
1 ) + 1
N(xi−1i−k|x
i−2
1 ) +D
, (41)
where the frequency of a substring wk1 in a string x
n
1 is
N(wk1 |x
n
1 ) :=
n−k+1∑
i=1
1
{
xi+k−1i = w
k
1
}
. (42)
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Subsequently, we define the total PPM measure
PPM(xn1 ) :=
6
π2
∞∑
k=0
PPMk(x
n
1 )
(k + 1)2
. (43)
The almost sure universality of the total PPM measure follows by the Stirling approxima-
tion and the Birkhoff ergodic theorem, see [24, 16]. Since the Birkhoff ergodic theorem can be
effectivized for 1-random points in form of Lemma 2, we obtain in turn this effectivization.
Theorem 5 (effective PPM universality). Measure PPM is 1-universal.
Proof. The presupposed computability of the PPM measure follows since series (43) can be trun-
cated with PPMk(x
n
1 ) = D
−n for ≥ n−1. To show 1-universality of the PPM measure, we observe
the following. Using the Stirling approximation, the PPM measure can be related to the empirical
entropy of the respective string. The empirical (conditional) entropy of string xn1 of order k ≥ 0 is
defined as
hk(x
n
1 ) :=
∑
w
k+1
1
∈Xk+1
N(wk+11 |x
n
1 )
n− k
log
N(wk1 |x
n−1
1 )
N(wk+11 |x
n
1 )
. (44)
In particular, by Theorem A4 in [16], we have the bound
0 ≤ − logPPMk(x
n
1 )− k logD − (n− k)hk(x
n
1 ) ≤ D
k+1 log[e2n]. (45)
Subsequently, by Lemma 2 (effective Birkhoff ergodic theorem), on P -1-random points we have
lim
n→∞
N(wk+11 |X
n
1 )
n− k
= P (wk+11 ). (46)
Then by (45), we obtain
lim
n→∞
1
n
[− logPPMk(x
n
1 )] = hk := E
[
− logP (Xk+1|X
k
1 )
]
. (47)
Since
− log PPM(xn1 ) ≤ log
π2
6
+ 2 log(k + 1)− log PPMk(x
n
1 ) (48)
then
lim sup
n→∞
1
n
[− logPPMk(x
n
1 )] ≤ inf
k≥0
hk = h. (49)
on P -1-random points, whereas the reverse inequality for the lower limit follows by Lemma 7
(effective Barron lemma).
Finally, we can show that the predictor fPPM induced by the PPM measure is 1-universal as it
follows directly from Theorems 5 and 4 combined with the following Theorem 6.
Theorem 6 (PPM bounds). We have
− logPPM(xn1 ) ≤ log
π2
6
+ 2 logn+ n logD, (50)
− logPPM(xn+1|x
n
1 ) ≤ log
π2
6
+ 3 log(n+D). (51)
Proof. Observe that PPMk(x
n
1 ) = D
−n for k ≥ n− 1. Hence by (48), we obtain the first claim
− logPPM(xn1 ) ≤ log
π2
6
+ 2 logn+ n logD. (52)
The derivation of the second claim is slightly longer. First, by the definition, we have
− logPPMk(xi|x
i−1
1 ) ≤ log
[
N(xi−1i−k|x
i−2
1 ) +D
]
≤ log(n+D). (53)
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Now let G(xn1 ) be the minimal k such that PPMk(x
n
1 ) is maximal. We have G(x
n
1 ) ≤ n− 1, since
PPMk(x
n
1 ) = D
−n for k ≥ n− 1. Moreover, we have a bound reverse to (48), namely
− logPPM(xn1 ) ≥ − log PPMG(xn1 )(x
n
1 ). (54)
Combining the above with (48) yields
− log PPM(xn+1|x
n
1 ) = − logPPM(x
n+1
1 ) + log PPM(x
n
1 )
≤
π2
6
+ 2 log(G(xn1 ) + 1)− log PPMG(xn1 )(x
n+1
1 ) + log PPMG(xn1 )(x
n
1 )
=
π2
6
+ 2 log(G(xn1 ) + 1) + log PPMG(xn1 )(xn+1|x
n
1 )
≤ log
π2
6
+ 3 log(n+D). (55)
We think that 1-universality of predictor fPPM is quite expected and intuitive. But as we can
see, the PPM measure satisfies condition (26) with a large reserve. It is an open question whether
there are 1-universal measures such that conditional probabilities R(xn+1|x
n
1 ) converge to zero
much faster than for the PPM measure but they still induce 1-universal predictors. It would be
interesting to find such measures. Maybe they have some other desirable properties.
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