Abstract In this study, milling recovery, head rice yield, degree of milling and whiteness were utilized to characterize the milling quality of Tarom parboiled rice variety. The parboiled rice was prepared with three soaking temperatures and steaming times. Then the samples were dried to three levels of final moisture contents [8, 10 and 12% (w.b)]. Modeling of process and validating of the results with small dataset are always challenging. So, the aim of this study was to develop models based on the milling quality data in parboiling process by means of multivariate regression and artificial neural network. In order to validate the neural network model with a little dataset, K-fold cross validation method was applied. The ANN structure with one hidden layer and Tansig transfer function by 18 neurons in the hidden layer was selected as the best model in this study. The results indicated that the neural network could model the parboiling process with higher degree of accuracy. This method was a promising procedure to create accuracy and can be used as a reliable model to select the best parameters for the parboiling process with little experiment dataset.
Introduction
Rice (Oryza sativa L.) is one of the main foods for more than half of the world's population and the demand for increasing the production is particularly urgent (Nasirahmadi et al. 2014a; Amanullah and Inamullah 2016) . To compensate the increasing demand of rice, reducing the losses of post-harvest processing is one of the feasible ways. Parboiling can be introduced as an optional processing operation to enhance the quality and decline processing losses of rice which includes different steps, i.e. soaking in (hot/cold) water, steaming with hot vapor and drying process (Nasirahmadi et al. 2014a) . Rice milling process can be subjected to dehusking of paddy which results in brown rice, and removing the bran from the kernel by polishing the brown rice to yield white rice. Color is an important factor influencing the rice price and the amount of polishing can effect on rice color (Mohapatra and Bal 2007) . Milling recovery (MR) and head rice yield (HRY) are defined as the percentages of total milled rice (broken ? head) and head rice based on the paddy weight, respectively (Pan et al. 2007 ). Head rice is expressed as milled kernels that their length are or more than the original kernel's length. Degree of milling (DOM) is defined as the extent of bran removal from brown rice. This parameter is an essential factor to estimate the nutritional value of rice including the amount of protein, vitamins, and minerals. Milling quality (MQ) is an important factor which affects the economic value of rice, while there is not a specific definition for that (Nasirahmadi et al. 2014a) . In this Study MQ has been defined as a function of MR, HRY, DOM and Whiteness based on (Nasirahmadi et al. 2014a) .
Artificial neural network (ANN) is a robust tool for modeling of food process (Omid et al. 2009; BehrooziKhazaei et al. 2013 ). However, it needs a good (enough) database for training and validation. When there is a poor (little) database, especially in postharvest processing in agriculture product, modeling with ANN is challengeable due to experiment costs or time limits. In this condition, data division, training, initial weights and biases of the ANN effect on precision and accuracy of the model. Two methods could be proposed for solving the challenge: (1) generating synthetic samples from original dataset using different approaches. Examples of different methods have been used by researchers are: mega-trend-diffusion technique by Li et al. (2007) , bootstrap method by Chao et al. (2011) , and multivariate normal technique by Kato et al. (2012) . Their results indicated that learning accuracy of the ANN was enhanced and the constructed model had good reliability. Furthermore, Li et al. (2014) employed gene expression programming to provide a procedure to generate related virtual samples with non-linearity. (2) A particular train-validation-test procedure. The performance is measured by an accuracy on K-fold cross validation. Some researchers were used K-fold cross validation for training of the ANN for increasing the reliability of the model, e.g. Gitifar et al. (2013) for modeling of sugarcane bagasse and Rudiyanto et al. (2016) in predicting of the depth and carbon stocks.
The ANN has been widely used in rice based research. To predict the presence or absence of flamingo damages of rice paddies, a multilayer feed-forward neural network was used by Tourenq et al. (1999) . In another research, an ANN model was developed for paddy drying to obtain energy consumption, final moisture content, kernel cracking, moisture removal rate, drying intensity and water mass removal rate (Zhang et al. 2002) . In their research, 22 dataset was used (20 for training and 2 for testing). The reported model didn't have good reliability for prediction and optimizing of the process. Compressive strength properties of parboiled paddy and milled rice have been predicted using ANN by Nasirahmadi et al. (2014b) . The results indicated that the model could predict the properties with high correlations and low mean square errors. Furthermore, with ANN the optimum frozen condition of cooked rice has been predicted by Kono et al. (2016) . It was shown that the ANN models predicted the sensory evaluation scores with high accuracy.
In the literature, there is a little information for creating the accuracy and reliable model in post-harvest processing of agricultural products based researches when the dataset is small. So, the main objectives of this study were to develop a precision model for the MQ of rice in parboiling condition based on ANN and Multivariate regression (MVR) as a function of MR, HRY, DOM and Whiteness. Also for developing the good accuracy and reliability of the ANN, K-fold cross validation method was applied.
Materials and methods
An Iranian rice variety (Tarom) was used in this study and the moisture of paddy was determined by hot air oven. Around 5 g of the paddy sample with three replications was kept at 105°C for 24 h (Mohapatra and Bal 2007) , and then the moisture content was measured and expressed as wet basis. The paddy rice grains were soaked in the water at 25, 50 and 75°C for 48, 6 and 3 h, respectively. The samples were then completely drained until there was no free water. For each soaking temperature the paddy samples were steamed for 10, 15 and 20 min at 100°C and atmospheric pressure. Parboiled paddy samples were left in the laboratory on the mats for 48 h, the moisture content of samples was round 15% (w.b). The samples were then dried in a standard hot air oven at 35-40°C for 24-48 h, until achieving 12, 10 and 8% of moisture content (w.b) levels.
Using a laboratory rubber roll type rice husker (ST 50, Yanmar, Japan) three sub-samples (500 g) of parboiled paddy were taken and dehusked at three mentioned moisture content levels and result in brown rice. The whole brown rice kernels were milled using a laboratory friction and abrasion vertical type whitener (VP-31, Yamamoto, Japan). The head rice and broken kernels were separated using a laboratory rice grader (TRG 058, Satake, Japan). The degree of Whiteness of milled rice samples was measured with a laboratory Whiteness meter (C-300-3, Kett Electronic, Japan). MR, HRY and DOM based on paddy weight were determined as the following (Gujral et al. 2002; Pan et al. 2007; Bello et al. 2015) :
where W t (g) is the weight of total rice (head ? broken) after milling, W d (g) is the weight of head rice after milling, W b (g) is the weight of brown rice and W p (g) is the weight of paddy. Feed-forward neural networks are the most popular architectures due to the flexibility of architecture and good representational capabilities (Shrivastav and Kumbhar 2011; Salehi et al. 2011; Motavali et al. 2013; Nasirahmadi et al. 2017) . ANN model contains an input layer, an output layer and one or more hidden layers. The number of neurons in the input and output layers are equal to the number of input (independent) and output (dependent) variables. The ANN structures employed for modeling the MQ and parboiling process of the rice had three input variables i.e. soaking temperature, steaming time and moisture content. The output variables of the ANNs were MR, HRY, DOM and Whiteness. The number of hidden layers and their neurons is an important and crucial stage in the design of any ANN which depends on the complexity of the problem. The topology of the network was selected by trial and error method (Nasirahmadi et al. 2017) . The other parameters of network also affect the network training process. These parameters are the weights of the connection between neurons and bias for each neuron in the hidden and output layers as well as transfer function in the hidden layers. These parameters are updated through a training procedure, with the aim of minimizing the difference between the network's outputs and the target values. However, the response of the network strongly depends on the initial value of these parameters. Normally, the initial values of these parameters were selected randomly. Another way to remove the effect of initial weights on the ANN performance is the ensemble runs. This method includes repeating of a certain number of times (usually 20-30) and new random choices of initial weights (Pasini and Modugno 2013; Pasini 2015) . In this study, the ensemble runs of the ANN by 20 repeating were used. The ANN training algorithm ( Fig. 1 ) was developed in MATLAB Ò (the Mathworks Inc., Natick, MA, USA) software.
In this study 81 datasets (3 levels of soaking temperature 9 3 levels of steaming temperature 9 3 levels of final moisture content 9 3 replications) were available. In the K-fold cross validation, th high value of K reduces the variance but increseas the computational time. In addition, the K with low value leads to an increase in the variance value. In this study, the datasets were divided into ninefold cross validation. For each K fold, K-1 folds are used for training and the remaining values utilized for testing (Stegmayer et al. 2013) . Then the average mean square error (MSE) and regression coefficient (R 2 ) of all K trials are computed as:
The advantage of this method is that every data point needs to be in a test set exactly once, and needs to be in training set K -1 times. In this study, feed forward ANN with back-propagation training algorithm was used. In order to obtain an ANN with the best performance, Bayesian Regularization (BR) algorithm was utilized. This algorithm is suitable for training small database and does not need validation dataset (Demuth and Beale 2003) . As a result, the database was divided into two sets, i.e. training and testing. In order to avoid over-fitting during the training process, the BR algorithm applied as a modifier in performance function, which is normally chosen tbe the sum of squares of the network errors on the training set. Using the modified performance function causes the network to have smaller weights and biases. Moreover it forces the network response to be smoother with less over-fitting problems (Demuth and Beale 2003) . However, the network must be trained for a sufficient number of iterations to ensure convergence. Therefore, 1000 epoch was used for training in this sutdy. The hyperbolic tangent sigmoid transfer function in the hidden and purlin transfer function in the output layer were applied. Due to the different ranges of each input and output, the input and output datasets were normalized and imposed between [-1, 1] with mapminmax function in the MATLAB Ò . After selecting the best network, this structure has been trained with Logsig transfer function for evaluating the transfer function on the ANN accuracy.
Beside the ANN a mathematical regression model was also adopted for modeling of rice parboiling process variables in this study. Since there is a large number of variable influences the quality of the parboiled rice, some mathematical models are needed to represent the process. However, these models have to be developed using only significant parameters influencing the parboiling process rather than including all the parameters. MVR with three-variables (soaking temperature (X 1 ), steaming time (X 2 ), and moisture content (X 3 )), was adopted to determine the effects of the independent variables on the MQ variables. The experimental data obtained from experiments can be represented in the form of the following Eq. (6):
B 1 , B 2 ,…, B 9 are the coefficients of the model. MVR analysis was carried out on the data using MATLAB Ò software.
Results and discussion
The experiment data indicated that the maximum and minimum values for MR (75.63 and 68.58%), for HRY (65.68 and 45.74%), for DOM (6.01 and 4.81%) and for Whiteness (24.83 and 20.76) were observed, respectively. Other researchers showed that soaking temperature and steaming time (Nasirahmadi et al. 2014a; Danbaba et al. 2014; Leethanapanich et al. 2016 ) and final moisture content (Nasirahmadi et al. 2014a ) had significant effect on the MQ variables. So, in this paper, the soaking temperature, steaming time and moisture content were taken as the dependent/input parameters, where MR, HRY, DOM and Whiteness assumed as independent/output parameters. The MVR and ANN were used for modeling of the MQ variable based on effective parameters on parboiling process.
The MVR model coefficients, P value of each coefficient, R 2 and MSE of each MQ were represented in Table 1 .
The P value was used to investigate the significance of each coefficient. Smaller P value denotes greater significance of the corresponding coefficient (Lee and Wang 1997) Danbaba et al. (2014) for modeling of the HRY also showed that the second order polynomial could predict the HRY with suitable accuracy (R 2 = 0.97). The ANN was accomplished using the training and test datasets. In the ANN model, the soaking temperature, steaming time and moisture content were taken as the input parameters, where MR, HRY, DOM and Whiteness assumed as output parameters. Therefore, The ANN used here had 3 neurons in the input layer and 4 neurons in the output layer. The number of neurons in the hidden layer was determined by trial and error method. The MSE and R 2 values at different number of neurons in the hidden layer were illustrated in Table 2 . The optimal ANN model should have the lowest MSE value and highest R 2 value. As can be seen in the table (marked in bold), the structure with 18 neurons in hidden layer amongst the networks with one hidden layer had the best results. The structure has predicted the MQ variables with MSE of 0.23 and 0.53 and R 2 of 0.88 and 0.84 for training and testing process, respectively. Also between the networks with two hidden layers, the structure with 12 neurons (marked in bold in Table 2 ) in the first and second layer with MSE of 0.23 and 0.53 and R 2 of 0.87 and 0.84 for training and testing process, respectively, had the best results. The results of the best structure with Logsig transfer function in the hidden layers were illustrated in Table 2 . By comparing the results obtained in the table, the ANN structure with Tansig transfer function in hidden layers had better results than Logsig transfer function. Therefore, the network with one hidden layer, 18 neurons and Tansig transfer function in the hidden layer was selected as the best model in this study.
The MSE and R 2 values for training and testing data of each output for the ANN with 18 neurons in hidden layer were showed in Table 3 . According to the table the MR, HRY, Whiteness and DOM can be predicted with R 2 of 0.93, 0.94, 0.72 and 0.77 and MSE values of 0.18, 1.69, 0.25 and 0.02, respectively in the test process of the ANN model. These results indicated that the ANN has higher accuracy than the MVR model. The predicted all data (test and train) along with the experimental data with the best structure of the ANN was showed in Fig. 3 . Here, the R 2 shows almost more predictability for all MQ features i.e. MR (R 2 = 0.97), Whiteness (R 2 = 0.82), HRY (R 2 = 0.96) and DOM (R 2 = 0.79). The lower value for Whiteness and DOM for both models could be for higher distributions of raw (experimental data) which were used in the models. The differences in DOM values could be related to the changes in shape and hardness of rice grains which normally affect the DOM of rice during the milling process (Singh et al. 2000) . Furthermore, the hardness of rice during the parboiling process is associated with amylose and amylopectin (Pal et al. 2016) and the shape of samples may change when the rice grains are soaked or steamed. Color of rice samples during the parboiling process is affected by the factors like time and temperature of soaking and steaming, and the methods samples were dried (Lv et al. 2009 ). Whiteness of rice generally changes with changing in chalkiness of rice grains (Singh et al. 2014) , however in this study the chalkiness of samples was not measured. So, the differences is in the data could be related to changes in chalkiness of samples. The highest value of R 2 and lowest value of MSE for each MQ variables ( Table 3 ) have indicated that the K-fold cross validation and the ANN model can be used for modeling and predicting of quality parameters of parboiling rice. Therefore, the obtained model of the ANN can be used for optimization of the parboiling process. Parboiling as an effective tool for reduction of losses in rice milling process can be mixed with ANN models to enhance the efficiency of rice post-harvest processes. By 2025 the production countries will need 70% more rice (Amanullah and Inamullah 2016) , while due to water and population crises the rice farms may decline in the next decades. It has been explained how rice milling and parboiling process are limited by different parameters. For this reason, it is important to perform good controls before rice are processed in post-harvest sectors. The proposed approach is based on the combination of the MQ features in parboiling process and a classifier that has been developed on the experiment data. So applying the model with high accuracy to enhance rice milling output both in parboiled and nonparboiled process is crucial.
Conclusion
In this study, the possibility of application of the ANN approach with K-fold cross validation along with the MVR to create reliable model of parboiling process of an Iranian rice variety with small dataset was investigated. The soaking temperature, steaming time and moisture content were taken as the input parameters, however the MR, HRY, DOM and Whiteness were selected as output parameters.
Results indicated that the ANN had better modeling results than the MVR. The best structure of the ANN had 18 neurons in hidden layer with Tansig transfer function in the hidden layer. In addition, the high R 2 and low MSE values for the MR variable, showed that the ANN model with K-fold cross validation training method can adequately predict the MR and HRY but not good accuracy for prediction of the Whiteness and DOM. To obtain better accuracy of these parameters, more experimental data need to be gathered and other modeling methods e.g. adaptive network based fuzzy inference system and support vector regression can be tested.
