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a b s t r a c t
In this article we are going to present necessary conditions which must be satisfied to
make the fractional variational problems (FVPs) with completely free boundary conditions
have an extremum. The fractional derivatives are defined in the Caputo sense. First we
present the necessary conditions for the problem with only one dependent variable, and
then we generalize them to problems with multiple dependent variables. We also find
the transversality conditions for when each end point lies on a given arbitrary curve in
the case of a single variable or a surface in the case of multiple variables. It is also shown
that in special cases such as those with specified and unspecified boundary conditions and
problems with integer order derivatives, the new results reduce to the known necessary
conditions. Some examples are presented to demonstrate the applicability of the new
formulations.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional order dynamics appear in several problems in science and engineering such as viscoelasticity [1,2],
bioengineering [3], dynamics of interfaces between nanoparticles and substrates [4] etc. It is also shown that materials
with memory and hereditary effects, and dynamical processes including gas diffusion and heat conduction in fractal porous
media can be modeled by fractional order better than by integer order [5].
Fractional calculus of variation is an interesting area in mathematics which has been a focus of several researchers.
Riewe [6,7] was the first to propose Euler–Lagrange equations for the variational problems with fractional derivatives.
Agrawal also presented Euler–Lagrange equations for some kinds of variational problems with fractional derivatives in the
Riemann—Liouville sense [8]. In that paper the author formulated the problem in several cases such as for simple variational
problems containing only one dependent variable, for functionals with different orders of fractional derivatives, for several
functions, etc. After that, several papers were published by Agrawal and other authors [9–11]. Also the reader could see
[12–16] for some research work on fractional differential equations.
Variational problems with free end points and transversality conditions are important subjects in the calculus of
variations. The subject of free boundary points in FVPswas first considered by Agrawal in [17]. In [17] the author presents an
Euler–Lagrange equation and transversality conditions for the casewhen both end points are given and the optimal function
is specified at the lower end point but is unspecified at the upper end point. Later the author of [9] generalized the problem
to cases where the end points are given but the optimal function is unspecified at both end points and the case where the
lower end point is given and the optimal function is specified but the higher end point is free. Note that in [17] the fractional
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derivatives are defined in both Riemann–Liouville and Caputo senses but in [9] the fractional derivative is used only in the
sense of Caputo. In [18] a type of functional is consideredwhere the lower and upper bounds of the integral of the functional
are different from the lower and the upper bounds of Caputo’s derivative and the values of the optimal function are specified
on both lower and upper end points which are the bounds of the Caputo derivative for the functional. In [19] the authors
presented the necessary and sufficient optimality conditions for problems of the fractional calculus of variations where the
Lagrangian depends on the free end points and where the fractional derivatives are defined in the sense of Caputo.
In the current article we discuss the FVPs with free lower and upper end points coinciding with the bounds of the given
fractional derivative. We obtain the general necessary conditions for optimization and also obtain transversality conditions
forwhen the end points lie on two given curves in particular and two surfaces in general.We also show that the formulations
given in [17,9] are special cases of the new formulations proposed in the current paper.
In this work we are dealing with the following left Caputo fractional derivative:
C
x0D
α
x f (x) =
1
Γ (1− α)
∫ x
x0
(x− t)−α d
dt
f (t)dt, 0 < α < 1,
and our aim is to derive a general formula for the variation of the functional of the form
J[y1, . . . , yn] =
∫ x1
x0
F(x, y1, . . . , yn, cx0D
α
x y1, . . . ,
c
x0D
α
x yn)dx, (1)
while the end points x0, x1 are undetermined. The reason that we formulate our problem in the Caputo fractional derivative
sense is that the Caputo derivative has good physical properties. For example the derivative of a constant is zero, and in
the formulation of practical problems the initial conditions are formulated in terms of integer order derivatives, which can
be interpreted as the initial position, initial velocity, etc. Although our FVP contains only the Caputo derivative, in the new
formulations we face the Riemann–Liouville derivative and integration. We also refer the interested reader to [20] for some
research works on fractional optimal control.
This paper is organized as follows. In Section 2, we describe the basic formulation of fractional calculus. In Section 3,
we obtain the necessary conditions for optimization in the case of free end points and transversality conditions. Finally in
Section 4 we demonstrate the applicability of the new formulations by considering some test problems. Section 5 consists
of a brief summary.
2. Some preliminaries in fractional calculus
Here we present some definitions and results in fractional calculus for our subsequent discussion. The results that we
present in this section can be found in the well-known textbooks on the subject, for instance [21].
Let f be a real function on [a b] and 0 < α < 1. Then, the left Riemann–Liouville fractional integral operator of order α
of function f is defined as follows:
aIαx f (x) =
1
Γ (α)
∫ x
a
(x− t)α−1f (t)dt, x ∈ [a, b], α > 0, (2)
and the right Riemann–Liouville fractional integration is defined as follows:
xIαb f (x) =
1
Γ (α)
∫ b
x
(t − x)α−1f (t)dt, x ∈ [a, b], α > 0. (3)
Consider f ∈ C[a, b]. The left Riemann–Liouville fractional derivative is defined as follows:
aDαx f (x) =
1
Γ (1− α)
d
dt
∫ x
a
(x− t)−α f (t)dt, (4)
and the right Riemann–Liouville fractional derivative is also defined as follows:
xDαb f (x) =
−1
Γ (1− α)
d
dt
∫ b
x
(t − x)−α f (t)dt. (5)
Consider f ∈ C1[a, b]. The fractional derivative of f (x) in the Caputo sense is defined as follows:
C
aD
α
x f (x) =
1
Γ (1− α)
∫ x
a
(x− t)−α d
dt
f (t)dt. (6)
Let f ∈ C1[a, b] and g, caDαx f (x), xDαb g(x) ∈ C[a, b]. Then for the Caputo fractional derivative we have the fractional
integration by parts formula as follows [18,19]:∫ b
a
g(x)caD
α
x f (x)dx = xDα−1b g(x).f (x) |x=bx=a+
∫ b
a
f (x)xDαb g(x)dx, (7)
where xDα−1b g(x)=x I1−αb g(x).
We refer the interested reader to [22] which is a classic text on fractional calculus.
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3. The necessary conditions for optimization and transversality conditions
Here we state a very important theorem in the calculus of variations which plays a key role in our subsequent
development and can be found in any textbook on the calculus of variations, for instance [23]. Also the interested reader
can see [24–27].
Theorem 1. A necessary condition for the differentiable functional J[y] to have an extremum for y = y∗ is that its variation
vanishes for y = y∗:
δJ = 0.
3.1. Derivation of general formula for the variational problems
Our aim is to derive a general formula for the variation of the functional of the form (1), while the end points x0, x1 are
undetermined. For simplicity we consider the case where (1) depends on a single function y, and hence this reduces to
J[y] =
∫ x1
x0
F(x, y, cx0D
α
x y)dx. (8)
We assume that all admissible curves have a fractional derivative of order α and we assume that the end points of the
curves for which (8) is defined can move freely. We also consider the function F be continuously differentiable with respect
to each of its arguments. Now we define the distance between two curves y = y(x) and y = y∗(x) as follows:
d(y, y∗) = Max | y− y∗ | +Max | y′ − y∗′ | +d(P0, P∗0 )+ d(P1, P∗1 ), (9)
where P0, P∗0 denote the left-hand end points of the curves y, y∗ respectively and P1, P
∗
1 denote their right-hand end points.
In fact, the functions y and y∗ are defined on different intervals I and I∗. Thus in order for (9) to make sense, we have to
extend y and y∗ onto some intervals containing both I and I∗. This can be done [23] by extending the curves by drawing
tangents to the curves at their end points, to have curves defined on I

I∗.
Now let y = y(x) and y = y∗(x) be two neighboring curves, in the sense of the distance (9), and let
h(x) = y∗(x)− y(x).
Moreover, let
P0 = (x0, y0), P1 = (x1, y1),
denote the end points of the curve y = y(x), while the end points of the curve y = y∗(x) = y(x)+ h(x) are denoted by
P0∗ = (x0 + δx0, y0 + δy0), P1∗ = (x1 + δx1, y1 + δy1).
The corresponding variation δJ of the functional J[y] is defined as an expressionwhich is linear in h, cx0Dαx h, δx0, δy0, δx1, δy1,
and which differs from the increment
∆J = J[y+ h] − J[y],
by a quantity of order higher than 1 relative to d(y, y+ h). Now consider the increment of the functional J as follows:
∆J =
∫ x1+δx1
x0+δx0
F(x, y+ h, cx0+δx0Dαx (y+ h))dx−
∫ x1
x0
F(x, y, cx0D
α
x y)dx.
Here we have∫ x1+δx1
x0+δx0
F(x, y+ h, cx0+δx0Dαx y+ cx0+δx0Dαx h)dx =
∫ x1
x0
F(x, y+ h, cx0+δx0Dαx y+ cx0+δx0Dαx h)dx
+
∫ x1+δx1
x1
F(x, y+ h, cx0+δx0Dαx y+ cx0+δx0Dαx h)dx−
∫ x0+δx0
x0
F(x, y+ h, cx0+δx0Dαx y+ cx0+δx0Dαx h)dx.
By using Taylor’s theorem on F with respect to its arguments and cx0+δx0D
α
x y as a function of x0 + δx0 at the point x0, and
also letting the symbol ∼ denote equality except for the terms of order higher than 1 relative to d(y, y+ h), it follows that∫ x1
x0
F(x, y+ h, cx0+δx0Dαx y+ cx0+δx0Dαx h)dx ∼
∫ x1
x0
F

x, y+ h, cx0Dαx y+ δx0
d
dt
c
tD
α
x y|t=x0 + cx0Dαx h+ δx0
d
dt
c
tD
α
x h|t=x0

dx
∼
∫ x1
x0
F(x, y, cx0D
α
x y)dx+
∫ x1
x0
Fyhdx+
∫ x1
x0
Fcx0D
α
x y

δx0
d
dt
c
tD
α
x y|t=x0 + δx0
d
dt
c
tD
α
x h|t=x0 + cx0Dαx h

dx
=
∫ x1
x0
F(x, y, cx0D
α
x y)dx+
∫ x1
x0
(Fyh+ Fcx0Dαx y
c
x0D
α
x h)dx+
∫ x1
x0
Fcx0D
α
x y

δx0
d
dt
c
tD
α
x y|t=x0 + δx0
d
dt
c
tD
α
x h|t=x0

dx
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∼
∫ x1
x0
F(x, y, cx0D
α
x y)dx+
∫ x1
x0
(Fy+x Dαx1Fcx0Dαx y)hdx+x D
α−1
x1 Fcx0D
α
x y.h(x) |x=x1x=x0
+ δx0
∫ x1
x0
Fcx0D
α
x y

d
dt
c
tD
α
x y|t=x0

dx,
where Fy and Fcx0D
α
x y are partial derivatives with respect to arguments y and
c
x0D
α
x y respectively. To obtain the last statement
we have used the fractional integration by parts formula (7) and the fact that the statement
 x1
x0
δx0 ddt
c
tD
α
x h|t=x0dx is not
linear in δx0 and h and is of order of higher than 1 relative to d(y, y+ h), so we omit it. We also have∫ x1+δx1
x1
F(x, y+ h, cx0+δx0Dαx y+ cx0+δx0Dαx h)dx ∼ δx1F(x, y, cx0Dαx y)|x=x1 ,∫ x0+δx0
x0
F(x, y+ h, cx0+δx0Dαx y+ cx0+δx0Dαx h)dx ∼ δx0F(x, y, cx0Dαx y)|x=x0 .
So finally we obtain
∆J ∼
∫ x1
x0
(Fy+x Dαx1Fcx0Dαx y)hdx+x D
α−1
x1 Fcx0D
α
x y.h(x) |x=x1x=x0
+ δx0[
∫ x1
x0
Fcx0D
α
x y

d
dt
c
tD
α
x y|t=x0

dx− F(x, y, cx0Dαx y)]x=x0 + δx1F(x, y, cx0Dαx y)|x=x1 . (10)
Since y and y+ h are two neighbouring curves on [x0, x1 + δx1] in the sense of metric (9), it is clear that
h(x0) ∼ δy0 − y′(x0)δx0, (11)
h(x1) ∼ δy1 − y′(x1)δx1. (12)
After substituting (11) and (12) in (10) we have
δJ =
∫ x1
x0
(Fy + xDαx1Fcx0Dαx y)hdx+x D
α−1
x1 Fcx0D
α
x y|x=x1δy1−x Dα−1x1 Fcx0Dαx y|x=x0δy0
+ δx0
[∫ x1
x0
Fcx0D
α
x y

d
dt
c
tD
α
x y|t=x0

dx− F(x, y, cx0Dαx y)+ y′(x)xDα−1x1 Fcx0Dαx y
]
x=x0
+ δx1[F(x, y, cx0Dαx y)− y′(x)xDα−1x1 Fcx0Dαx y]x=x1 , (13)
where
d
dt
c
tD
α
x y|t=x0 = −
y′(x0)
Γ (1− α)(x− x0)
−α.
According to Theorem 1, as a necessary condition for optimization we should have δJ = 0. So since h, δx0, δx1 are
arbitrary, according to the fundamental theorems in the calculus of variations [23], it is enough to set the following equations
to obtain the necessary conditions for optimization:
Fy+x Dαx1Fcx0Dαx y = 0, (14)
which is the Euler–Lagrange equation, and also
xDα−1x1 Fcx0Dαx y|x=x1 = 0, (15)
xDα−1x1 Fcx0Dαx y|x=x0 = 0, (16)[
F(x, y, cx0D
α
x y)+
y′(x)
Γ (1− α)
∫ x1
x0
(x− x0)−αFcx0Dαx ydx− y
′(x)xDα−1x1 Fcx0Dαx y
]
x=x0
= 0, (17)
[F(x, y, cx0Dαx y)− y′(x)xDα−1x1 Fcx0Dαx y]x=x1 = 0. (18)
Note that the condition (15) is always satisfied (See [28]).
Remark. Consider the case where the end points x0, x1 are determined but the value of y on the end points is not specified;
it is obvious that in this case δx0 = δx1 = 0 and our necessary conditions reduce to the equations
Fy+x Dαx1Fcx0Dαx y = 0,
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which is the Euler–Lagrange equation, and also
xDα−1x1 Fcx0Dαx y|x=x1 = 0, (19)
xDα−1x1 Fcx0Dαx y|x=x0 = 0, (20)
which is the same as the expression obtained byAgrawal [9]. Note that if the value of y(x) is specified at each of the endpoints
x0 or x1, then Eqs. (19) and (20) will be omitted respectively, and our problem reduces to a simple variational problem [17,9].
Remark. Note that when the order of the fractional derivative α tends to 1 then our calculations turn into the classical
results.
Now, we return to the general variational problem (1) which depends on n functions y1, . . . , yn. In the same way as for
n = 1, we calculate the variation of the functional (1) when there are no restrictions on the end points of the admissible
curves. As before we have
hi(x) = y∗i (x)− yi(x) (i = 1, . . . , n),
with
P0 = (x0, y01, . . . , y0n),
P1 = (x1, y11, . . . , y1n),
as the end points of curves yi, i = 1, . . . , n, while the end points of curves y∗i (x) = yi(x)+ hi(x), i = 1, . . . , n, are denoted
by
P∗0 = (x0 + δx0, y01 + δy01, . . . , y0n + δy0n),
P∗1 = (x1 + δx1, y11 + δy11, . . . , y1n + δy1n),
and as for the case n = 1, we extend yi(x) and y∗i (x) onto the interval [x0, x1 + δx1]. Again the variation δJ of the functional
J[y1, . . . , yn] is an expression which is linear in δx0, δx1 and hi, cx0Dαx hi, δy0i , δy1i and differs from the increment
∆J = J[y1 + h1, . . . , yn + hn] − J[y1, . . . , yn],
by a quantity higher than 1 with respect to the distance
d(y1, y∗1)+ · · · + d(yn, y∗n).
As for the case n = 1, we calculate the variation of the functional (1) by considering
hi(x0) ∼ δy0i − y′i(x0)δx0,
hi(x1) ∼ δy1i − y′i(x1)δx1,
and then we have
δJ =
∫ x1
x0
n−
i=1
(Fyi +x Dαx1Fcx0Dαx yi)hidx+
n−
i=1
xDα−1x1 Fcx0Dαx yi |x=x1δy
1
i −
n−
i=1
xDα−1x1 Fcx0Dαx yi |x=x0δy
0
i
+ δx0

n−
i=1
∫ x1
x0
Fcx0D
α
x yi

d
dt
c
tD
α
x yi|t=x0

dx− F(x, . . . , yi, . . . , cx0Dαx yi, . . .)+
n−
i=1
y′i(x)xD
α−1
x1 Fcx0D
α
x yi

x=x0
+ δx1

F(x, . . . , yi, . . . , cx0D
α
x yi, . . .)−
−n
i=1 y
′
i(x)xD
α−1
x1 Fcx0D
α
x yi

x=x1
. (21)
Now we have obtained a basic formula for the variation of the functional (1). As for the case n = 1, we get the following
conditions:
Fyi +x Dαx1Fcx0Dαx yi = 0, (22)
which are the Euler–Lagrange equations, and also
xDα−1x1 Fcx0Dαx yi |x=x1 = 0, (23)
xDα−1x1 Fcx0Dαx yi |x=x0 = 0, (24)
for i = 1, . . . , n, and
F(x, . . . , yi, . . . , cx0D
α
x yi, . . .)+
n−
i=1
yi′(x)
Γ (1− α)
∫ x1
x0
(x− x0)−αFcx0Dαx yidx−
n−
i=1
yi′(x)xDα−1x1 Fcx0Dαx yi

x=x0
= 0, (25)

F(x, . . . , yi, . . . , cx0D
α
x yi, . . .)−
n−
i=1
y′i(x)xD
α−1
x1 Fcx0D
α
x yi

x=x1
= 0. (26)
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Remark. Note that when the order of fractional derivative α tends to 1 then, as for the case of n = 1, our calculations turn
into the classical results.
3.2. Derivation of the formula for the case the end points lying on two given curves or surfaces (transversality conditions)
We now consider a special case of the variational problem, i.e. a problem with end points lying on two given curves.
Again for simplicity we start with the case where there is only one unknown function. So we can state our problem as
follows:
Among all admissible curves whose end points P0 and P1 lie on two given curves y = φ(x) and y = ψ(x), find the curve
for which the functional
J[y] =
∫ x1
x0
F(x, y ,cx0 D
α
x y)dx,
has an extremum.
According to Theorem 1, if y = y(x) be an extremum for the functional J , then δJ should vanish. So it is obvious that the
extremum curve should satisfy the Euler–Lagrange Eq. (14). Hence from (13) we have
δJ = xDα−1x1 Fcx0Dαx y|x=x1δy1 − xD
α−1
x1 Fcx0D
α
x y|x=x0δy0 + δx0
∫ x1
x0
Fcx0D
α
x y

d
dt
c
tD
α
x y|t=x0

dx− F(x, y, cx0Dαx y)
+ y′(x)xDα−1x1 Fcx0Dαx y

x=x0
+ δx1[F(x, y, cx0Dαx y)− y′(x)xDα−1x1 Fcx0Dαx y]x=x1 ,
which should vanish at the extremal curve y = y(x). On the other hand we have
δy0 = [φ′(x0)+ ϵ0]δx0, δy1 = [ψ ′(x1)+ ϵ1]δx1,
where ϵ0 → 0 when δx0 → 0 and ϵ1 → 0 as δx1 → 0. Hence we obtain
δJ = δx0
[∫ x1
x0
Fcx0D
α
x y

d
dt
c
tD
α
x y|t=x0

dx− F(x, y, cx0Dαx y)+ y′(x)xDα−1x1 Fcx0Dαx y − xD
α−1
x1 Fcx0D
α
x yφ
′(x)
]
x=x0
+ δx1[F(x, y, cx0Dαx y)− y′(x)xDα−1x1 Fcx0Dαx y + xD
α−1
x1 Fcx0D
α
x yψ
′(x)]x=x1 . (27)
Since δx0 and δx1 are arbitrary and independent, increment (27) implies the following boundary conditions:[
F(x, y, cx0D
α
x y)+ xDα−1x1 Fcx0Dαx yφ
′(x)− y′(x)xDα−1x1 Fcx0Dαx y +
y′(x)
Γ (1− α)
∫ x1
x0
(x− x0)−αFcx0Dαx ydx
]
x=x0
= 0, (28)
[F(x, y, cx0Dαx y)− y′(x)xDα−1x1 Fcx0Dαx y + xD
α−1
x1 Fcx0D
α
x yψ
′(x)]x=x1 = 0, (29)
called the transversality conditions. So to solve problems with variable end points lying on two given curves, we must
solve the Euler–Lagrange equation, Eq. (14), and the solution of the Euler–Lagrange equation must satisfy the transversality
conditions (28)–(29).
Remark. Consider the case where the lower end point x0 is given and the value of y is specified at that point, and the upper
end point lies on the given curve ψ(x); then obviously we have δx0 = 0 and we will have the Euler–Lagrange equation and
the following transversality condition:
[F(x, y, cx0Dαx y)− y′(x)xDα−1x1 Fcx0Dαx y + xD
α−1
x1 Fcx0D
α
x yψ
′(x)]x=x1 = 0,
which is the same as the form obtained in [9].
Remark. Note that when the order of the fractional derivative α tends to 1, our calculations turn into the classical
results.
We can consider the variable end points problem with the end points lying on two given surfaces in the same way. For
example, suppose we look for curves y = y(x), z = z(x) whose end points lie on two given surfaces x = φ(y, z) and
x = ψ(y, z)which make the functional
J[y, z] =
∫ x1
x0
F(x, y, z, cx0D
α
x y,
c
x0D
α
x z)dx,
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an extremum. Setting n = 2 in Eq. (21), we obtain the general variation of the functional J[y, z]. Considering the following
statements:
δx1 ∼ ∂ψ
∂y

x=x1
δy1 + ∂ψ
∂z

x=x1
δz1,
δx0 ∼ ∂φ
∂y

x=x0
δy0 + ∂φ
∂z

x=x0
δz0,
and substituting them in the general variational formula, we obtain the variation of the functional J . Then, as above, we set
δJ = 0 and we get the Euler–Lagrange equations
Fy+x Dαx1Fcx0Dαx y = 0, (30)
Fz +x Dαx1Fcx0Dαx z = 0, (31)
and the transversality conditions as:[
xDα−1x1 Fcx0Dαx y +
∂ψ
∂y
(F − y′xDα−1x1 Fcx0Dαx y − z
′
xD
α−1
x1 Fcx0D
α
x z)
]
x=x1
= 0, (32)
[
xDα−1x1 Fcx0Dαx z +
∂ψ
∂z
(F − y′xDα−1x1 Fcx0Dαx y − z
′
xD
α−1
x1 Fcx0D
α
x z)
]
x=x1
= 0, (33)

xDα−1x1 Fcx0Dαx y +
∂φ
∂y

F − y′xDα−1x1 Fcx0Dαx y − z
′
xD
α−1
x1 Fcx0D
α
x z
+ y
′
Γ (1− α)
∫ x1
x0
(x− x0)−αFcx0Dαx ydx+
z ′
Γ (1− α)
∫ x1
x0
(x− x0)−αFcx0Dαx zdx

x=x0
= 0, (34)

xDα−1x1 Fcx0Dαx z +
∂φ
∂z

F − y′xDα−1x1 Fcx0Dαx y − z
′
xD
α−1
x1 Fcx0D
α
x z
+ y
′
Γ (1− α)
∫ x1
x0
(x− x0)−αFcx0Dαx ydx+
z ′
Γ (1− α)
∫ x1
x0
(x− x0)−αFcx0Dαx zdx

x=x0
= 0, (35)
which the extremum curves y = y(x) and z = z(x) should satisfy.
Remark. We should also mention that in order to obtain the classical results as particular cases, without taking a limit, a
mixed approach introduced by [29] can be used.
4. Test problems
In this section we employ the new results obtained in the previous section to solve two examples.
4.1. Example 1
Consider the following variational problem with end points given on two curves φ(x) and ψ(x):
J[y] = 1
2
∫ x1
x0
(cx0D
α
x y)
2dx.
By applying Eqs. (14), (28) and (29) for this problem we obtain the Euler–Lagrange equation as follows:
xDαx1
c
x0D
α
x y = 0,
and for the transversality conditions we obtain[
1
2
(cx0D
α
x y)
2 + xDα−1x1 cx0Dαx yφ′ − y′xDα−1x1 cx0Dαx y+
y′
Γ (1− α)
∫ x1
x0
c
x0D
α
x y(x− x0)−αdx
]
x=x0
= 0,
[
1
2
(cx0D
α
x y)
2+x Dα−1x1 cx0Dαx yψ ′ − y′xDα−1x1 cx0Dαx y
]
x=x1
= 0.
994 S.A. Yousefi et al. / Computers and Mathematics with Applications 62 (2011) 987–995
In [9] the problem is solved for the case where x0 = 0, y(0) = 1 andψ(x) = 2− x. In this case, according to the first remark
stated in Section 3.2, our transversality condition reduces to[
1
2
(c0D
α
x y)
2 − xDα−1x1 c0Dαx y− y′xDα−1x1 c0Dαx y
]
x=x1
= 0,
which is the same as the form obtained in [9].
4.2. Example 2
Consider the following two-dimensional variational problem with the end points lying on two curves φ(x) = y2 + z2
and ψ(x) = y+ 2z:
J[y, z] =
∫ x1
x0
[1− (cx0Dαx y)2 − (cx0Dαx z)2]dx.
By applying Eqs. (30)–(35) for this problem we have the Euler–Lagrange equations
xDαx1
c
x0D
α
x y = 0,
xDαx1
c
x0D
α
x z = 0,
with the following boundary conditions:
[1− (cx0Dαx y)2 − (cx0Dαx z)2 + 2(y′xDα−1x1 cx0Dαx y+ z ′xDα−1x1 cx0Dαx z − xDα−1x1 cx0Dαx y)]x=x1 = 0,
[2− 2(cx0Dαx y)2 − 2(cx0Dαx z)2 + 4y′xDα−1x1 cx0Dαx y+ 4z ′xDα−1x1 cx0Dαx z − 2xDα−1x1 cx0Dαx z]x=x1 = 0,
2y− 2y(cx0Dαx y)2 − 2y(cx0Dαx z)2 + 4yy′xDα−1x1 cx0Dαx y+ 4yz ′xDα−1x1 cx0Dαx z − 2xDα−1x1 cx0Dαx y
+ 2yy
′
Γ (1− α)
∫ x1
x0
(x− x0)−αcx0Dαx ydx+
2yz ′
Γ (1− α)
∫ x1
x0
(x− x0)−αcx0Dαx zdx

x=x0
= 0,

2z − 2z(cx0Dαx y)2 − 2z(cx0Dαx z)2 + 4zy′xDα−1x1 cx0Dαx y+ 4zz ′xDα−1x1 cx0Dαx z − 2xDα−1x1 cx0Dαx z
+ 2zy
′
Γ (1− α)
∫ x1
x0
(x− x0)−αcx0Dαx ydx+
2zz ′
Γ (1− α)
∫ x1
x0
(x− x0)−αcx0Dαx zdx

x=x0
= 0.
In the above problem we should determine four unknowns, y, z, x0, x1, that are valid for the Euler–Lagrange equations
and transversality conditions. But it is difficult to determine y, z, x0, x1. Even in the case of Problem 1 it is hard to solve the
problem analytically. Using numerical methods for solving such problems can be useful and may be considered in future
works.
We refer the interested reader to [30]which deals with fractional control problems, providing a directmethod for solving
such problemswithout using the Euler–Lagrange equation type. The interested reader can see the recent work of [31] in this
direction.
5. Conclusion
In this articlewediscussed the fractional variational problemswith free endpoints.Weobtained the necessary conditions
for optimization in general. We also derived some formulas for when the end points lie on two given curves or surfaces and
we obtained the transversality conditions for the problem. Finally we applied the new results to some test problems to show
the applicability of the new formulas.
Acknowledgements
The authors would like to thank both reviewers of this paper for carefully reading the paper.
References
[1] R.L. Bagley, P.J. Torvik, A theoretical basis for the application of fractional calculus to viscoelasticity, J. Rheology 27 (1983) 201–210.
[2] R.L. Bagley, P.J. Torvik, Fractional calculus in the transient analysis of viscoelastically damped structures, AIAA J. 23 (1985) 918–925.
S.A. Yousefi et al. / Computers and Mathematics with Applications 62 (2011) 987–995 995
[3] R.L. Magin, Fractional calculus in bioengineering, Crit. Rev. Biomed. Eng. 32 (2004) 1–104.
[4] T.S. Chow, Fractional dynamics of interfaces between soft-nanoparticles and rough substrates, Physics Letters, A 342 (2005) 148–155.
[5] M. Zamani, M. Karimi-Ghartemani, N. Sadati, FOPID controller design for robust performance using particle swarm optimization, Journal of Fractional
Calculus and Applied Analysis (FCAA) 10 (2007) 169–188.
[6] F. Riewe, Nonconservative Lagrangian and Hamiltonian mechanics, Phys. Rev. E (3) 53 (2) (1996) 1890–1899.
[7] F. Riewe, Mechanics with fractional derivatives, Phys. Rev. E (3) 55 (3) (1997) 3581–3592. part B.
[8] O.P. Agrawal, Formulation of Euler–Lagrange equations for fractional variational problems, J. Math. Anal. Appl. 272 (2002) 368–379.
[9] O.P. Agrawal, Generalized Euler–Lagrange equations and transversality conditions for FVPs in terms of the Caputo derivative, Journal of Vibration and
Control 13 (2007) 1217–1237.
[10] R. Almeida, D.F.M Torres, Calculus of variation with fractional derivatives and fractional integrals, Appl. Math. Lett. 22 (2009) 1816–1820.
[11] O.P. Agrawal, Generalized variational problems and Euler–Lagrange equations, Comput. Math. Appl. 59 (2010) 1852–1864.
[12] M. Dehghan, J. Manafian, A. Saadatmandi, Solving nonlinear fractional partial differential equations using the homotopy analysis method, Numer.
Methods Partial Differential Eq. 26 (2010) 448–479.
[13] M. Dehghan, J. Manafian, A. Saadatmandi, The Solution of the linear fractional partial differential equations using the homotopy analysis method, Z.
Naturforsch. 65a (2010) 935–949.
[14] M. Dehghan, S.A. Yousefi, A. Lotfi, The use of He’s variational iteration method for solving the telegraph and fractional telegraph equations, Int. J.
Numer. Meth. Biomed. Eng. 27 (2011) 219–231.
[15] A. Saadatmandi, M. Dehghan, A new operational matrix for solving fractional-order differential equations, Comput. Math. Appl. 59 (2010) 1326–1336.
[16] A. Saadatmandi, M. Dehghan, A Legendre collocation method for fractional integro-differential equations, Journal of Vibration and Control (in press),
doi:10.1177/1077546310395977.
[17] O.P. Agrawal, Fractional variational calculus and the transversality conditions, J. Phys. A: Math. Gen. 39 (2006) 10375–10384.
[18] R. Almeida, D.F.M. Torres, Necessary and sufficient conditions for the fractional calculus of variation with Caputo derivatives, Commun. Nonlinear Sci.
Numer. Simulat. 16 (2011) 1490–1500.
[19] A.B.Malinowska, D.F.M. Torres, Generalized natural boundary conditions for fractional variational problems in terms of the Caputo derivative, Comput.
Math. Appl. 59 (2010) 3110–3116.
[20] G.S.F. Frederico, D.F.M. Torres, Fractional Noether’s theorem in the Riesz–Caputo sense, Appl. Math. Comput. 217 (2010) 1023–1033.
[21] A.A. Kilbas, H.M. Srivastava, Juan.J. Trujillo, Theory and Applications of Fractional Differential Equations, in: North–Holland Mathematics Studies, vol.
204, Elsevier Science, B.V., Amsterdam, 2006.
[22] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integrals and Derivatives, Theory and Applications, Translated from the 1987 Russian original, Gordon
and Breach, Yverdon, 1993.
[23] I.M. Gelfand, S.V. Fomin, Calculus of Variations (R.A. Silverman, Trans.), Prentice-Hall, 1963 (Translated from Russian into English).
[24] M. Dehghan, M. Tatari, The use of Adomian decomposition method for solving problems in calculus of variations, Math. Prob. Eng. 2006 (2006) 1–12.
[25] A. Saadatmandi, M. Dehghan, The numerical solution of problems in calculus of variation using Chebyshev finite difference method, Phys. Lett. A 372
(2008) 4037–4040.
[26] M. Tatari, M. Dehghan, Solution of problems in calculus of variations via He’s variational iteration method, Phys. Lett. A 362 (2007) 401–406.
[27] S.A. Yousefi, M. Dehghan, The use of He’s variational iteration method for solving variational problems, Int. J. Comput. Math. 87 (2010) 1299–1314.
[28] S.K. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equations, John Wiley and Sons, Inc., New York, 1993.
[29] T. Odzijewicz, A.B.Malinowska, D.F.M. Torres, Fractional variational calculuswith classical and combined Caputo derivatives, Nonlinear Analysis Series
A: Theory, Methods and Applications, 2011 (in press) doi:10.1016/j.na.2011.01.010.
[30] R. Almeida, D.F.M. Torres, Leitmann’s direct method for fractional optimization problems, Appl. Math. Comput. 217 (2010) 956–962.
[31] R. Almeida, S. Pooseh, D.F.M. Torres, Fractional variational problems depending on indefinite integrals, Nonlinear Anal. (2011) (in press)
doi:10.1016/j.na.2011.02.028.
