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Abstract
We prove an instance of the so-called Addition Theorem for the algebraic entropy of actions of cancellative right
amenable monoids S on discrete abelian groups A by endomorphisms, under the hypothesis that S is locally monotileable
(that is, S admits a right Følner sequence (Fn)n∈N such that Fn is a monotile of Fn+1 for every n ∈ N). We study in
details the class of locally monotileable groups, also in relation with already existing notions of monotileability for groups,
introduced by Weiss [46] and developed further by other authors recently.
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1 Introduction
After a very brief and schematic introduction by Adler, Konheim and McAndrew [1], the algebraic entropy for endomor-
phisms of abelian groups was gradually developed by Weiss [47] and Peters [37, 38]. The interest in this direction increased
after [17], where a rather complete description in the case of torsion abelian groups was obtained. The algebraic entropy
defined by Peters [37] for automorphisms of arbitrary abelian groups was suitably extended to arbitrary endomorphisms of
abelian groups in [16] (see also [12]); this entropy is denoted by halg in the sequel. On the other hand, appropriate versions
of the algebraic entropy for module endomorphisms were introduced by Salce and Zanardo [40] and studied further by
Salce, Va´mos and Virili [39], also in connection with length functions in the sense of Northcott and Reufel. Recently, Virili
[44] extended this algebraic entropy to amenable group actions on modules and found applications to the Stable Finiteness
Conjecture and the Zero Divisors Conjecture, originally stated by Kaplansky. These ideas were pushed further by Li and
Liang [31].
Let S be a cancellative right amenable semigroup, A an abelian group, and S
α
y A a left action by endomorphisms.
In [10], inspired by the recent results and definitions of Ceccherini-Silbertstein, Coornaert and Krieger [5], the algebraic
entropy halg was extended to such actions α as follows. For a non-empty subset X of A and for every F ∈ Pfin(S), let
TF (α,X) =
∑
s∈F
α(s)(X)
1
be the α-trajectory of X with respect to F . The algebraic entropy of α with respect to X ∈ Pfin(A) is
Halg(α,X) = lim
i∈I
ℓ(TFi(α,X))
|Fi|
,
where (Fi)i∈I is a right Følner net of S. The limit defining Halg(α,X) exists and does not depend on the choice of the
right Følner net (Fi)i∈I in view of [5, Theorem 1.1]. The algebraic entropy of α is
halg(α) = sup{Halg(α,X) : X ∈ Pfin(A)}.
This definition of algebraic entropy coincides with that for single endomorphisms (mentioned above) when those are
considered as left N-actions. Moreover, for amenable group actions on discrete abelian groups it coincides with the algebraic
entropy defined in [45] on locally compact abelian groups.
A fundamental property of halg, established in [16] (and in [17] for torsion abelian groups), is the so-called Addition
Theorem (or Yuzvinski’s addition formula):
Theorem 1.1 (Addition Theorem). Let A be an abelian group, φ : A→ A an endomorphism and B a φ-invariant subgroup
of G. Then halg(φ) = halg(φ ↾B) + halg(φ¯), where φ¯ : A/B → A/B is the endomorphism induced by φ.
This result was generalized to locally finite groups that are either quasihamiltonian or FC-groups in [27], while a
counterexample to the Addition Theorem in the non-abelian case was given in [25].
Moreover, an Addition Theorem was provided in [39, 40] for the algebraic entropy of module endomorphisms under
suitable conditions. This was extended in [41] to a more general setting, and to amenable groups actions in [44].
In [10] we proved an Addition Theorem for actions of cancellative right amenable monoids S on torsion abelian groups
A. Here we prove it for all abelian groups A under the hypotheses that S is also countable and locally monotileable in the
sense of Definition 1.5:
Theorem 1.2 (Addition Theorem). Let S
α
y A be a left action of a locally monotileable cancellative right amenable
monoid S on an abelian group A. Let B be an α-invariant subgroup of A, and denote by αA/B and αB the induced actions
of S on A/B and on B, respectively. Then
halg(α) = halg(αA/B) + halg(αB).
Since N is locally monotileable, as a corollary of Theorem 1.2 we find the Addition Theorem from [16]. While the proof
in [16] was quite long and heavily used the structure of the abelian group A, the proof in the present paper is much shorter
and makes no recourse to the structure of A.
The problem on whether the hypothesis “locally monotileable” can be relaxed in the Addition Theorem remains open.
In Section 2 we prove Theorem 1.2 and give its consequence for the topological entropy. In particular, in §2.4 we
offer a background on the topological entropy of (semi)group actions and its connection to the algebraic one by means of
Pontryagin duality.
In Section 3 we study the class of countable locally monotileable groups.
Definition 1.3. For subsets T, V of a semigroup S, we say that T is a monotile of V if there exists a subset C of S such
that {cT : c ∈ C} is a partition of V .
The notion of monotile was defined in [46], in the case when V = G, in connection to the ε-quasi tilings from [35]. The
interest in monotiles (of G) stems from the celebrated Rokhlin Lemma:
Fact 1.4 (Rokhlin Lemma). Let T : X → X be an invertible measure-preserving transformation on a probability space
(X,Σ, µ). We assume T is (measurably) aperiodic, that is, the set of periodic points for T has zero measure. Then for
every integer n ∈ N+ and for every ε > 0, there exists a measurable set E such that the sets E, TE, . . ., T
n−1E are
pairwise disjoint and such that µ(E ∪ TE ∪ · · · ∪ Tn−1E) > 1− ε.
An extension of Rokhlin Lemma for Zd-actions was proved in [6] and in [28]. A further extension of this result for
amenable group actions was announced in [35] and then proved in [36]. More precisely, if a countable amenable group G
acts freely on a Lebesgue measure space (X,µ), we say that Rokhlin Lemma holds for a finite subset F of G if for every
ε > 0 there is a subset B of X such that the sets in {fB : f ∈ F} are pairwise disjoint and µ(
⋃
f∈F fB) > 1− ε. Rokhlin
Lemma holds for F if and only if F is a monotile of G (see [36]).
For our purpose concerning the Addition Theorem, we need the following special right Følner sequences.
Definition 1.5. Let S be a monoid. A sequence (Fn)n∈N in Pfin(S) is locally monotileable if F0 = {1} and Fn is a
monotile of Fn+1 for every n ∈ N.
A countable right amenable monoid is locally monotileable if it admits a locally monotileable right Følner sequence.
Consider a locally monotileable sequence (Fn)n∈N of S. By definition for every n ∈ N+ there is a finite subset Kn of
Fn such that Fn =
⊔
k∈Kn
kFn−1 (in particular, Fn = KnFn−1). Let K0 = {1}. Since F0 = {1}, we have that K1 = F1
and so by induction we conclude that, for every n ∈ N,
Fn = Kn . . .K1K0.
The sequence (Kn)n∈N is the tiling sequence associated to the locally monotileable sequence (Fn)n∈N.
Definition 1.5 is inspired by a notion due to Weiss, that he introduced for groups in [46]:
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Definition 1.6. Let S be a monoid. A countable cancellative right amenable monoid S is monotileable amenable (briefly,
MTA) if there exists a right Følner sequence (Fn)n∈N of S such that Fn is a monotile of S for every n ∈ N.
The following special case of monotileability was introduced in [4, Definition 4] in the case of groups, we now give it
using our terminology.
Definition 1.7. Let S be a monoid. A sequence (Fn)n∈N in Pfin(S) is congruent if it is locally monotileable and it admits
a tiling sequence (Kn)n∈N with 1 ∈ Kn for every n ∈ N. Moreover, (Fn)n∈N is exhaustive if
⋃
n∈N Fn = S.
A countable right amenable monoid S is congruent monotileable if it admits an exhaustive congruent right Følner
sequence.
Note that, if S is a cancellative monoid and (Fn)n∈N is a locally monotileable sequence of S with associated tiling
sequence (Kn)n∈N and 1 ∈ Kn for every n ∈ N, then (Fn)n∈N is increasing, that is, Fn ⊆ Fn+1 for every n ∈ N, and
moreover Kn ⊆ Fn+1 for every n ∈ N. Example 3.4 shows that the converse is not true in general.
For a right Følner sequence (Fn)n∈N of a monoid S, the following (non-)implications hold.
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Since an exhaustive congruent sequence of a monoid S consists necessarily of monotiles of S (see Lemma 3.12), a
countable congruent monotileable monoid is MTA. In particular, the condition of monotileability in [4, Definition 4] is
redundant.
For countable right amenable monoids, one has the following implications among the notions of monotileability intro-
duced and recalled above. A counterexample witnessing that locally monotileable does not imply MTA (and so neither
congruent monotileble) is given in Example 3.13.
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Restricting to the case of groups, first note that for groups the notions of local monotileability and congruent monotileabil-
ity are equivalent (see Proposition 3.14).
Moreover, recall that Weiss [46] proved that every countable residually finite amenable group is MTA and that every
countable solvable group is MTA. The latter result was extended by Ebli [22], showing that every countable elementary
amenable group is MTA. So, the next related question is very natural.
Question 1.8. Is every MTA group necessarily elementary amenable?
The following very general question by Weiss is open.
Question 1.9 (See [46]). Is every countable amenable group necessarily MTA?
In this sense Downarowicz, Huczek and Zhang [21] proved that every countable amenable group is finitileable. This
term was coined later by Danilenko [9], who gave also a shorter dynamical proof of the same result, as well as a version of
Rokhlin Lemma for finitileable groups.
Inspired by the notion from [9, 21], Cecchi and Cortez [4] introduced the notion recalled above of congruent monotileable
group. Cortez and Petite proved in [7] that residually finite amenable groups are congruent monotileable. Using this result,
Cecchi and Cortez showed that every countable virtually nilpotent group is congruent monotileable (see [4, Theorem 1]).
The following questions from [4], connected to the general Question 1.9, are open.
Question 1.10 (See [4]). (a) Is every countable amenable group necessarily congruent monotileable?
(b) In particular, is every countable MTA group necessarily congruent monotileable?
In [46], also the following notion was introduced in the case of groups.
Definition 1.11. A semigroup G is monotileable (briefly, MT) if every finite subset of S is contained in a finite monotile
of S.
While every MTA group is necessarily MT and amenable (see Proposition 3.15), the validity of the converse implication
is not known, and the following question by Weiss is open.
Question 1.12 (See [46]). If a countable group G is MT and amenable, is G necessarily MTA?
We are not aware if a negative answer of the counterpart of Question 1.12 for cancellative monoids is available.
In order to study the class M of locally monotileable groups, we consider the following general problem concerning the
stability of M under extension.
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Problem 1.13. Consider three countable groups G, H and K, such that 0→ H
ι
−→ G
π
−→ K → 0 is a short exact sequence
of groups.
(a) If H and K are locally monotileable, is then G locally monotileable as well?
(b) What about splitting extensions G = H ⋊K?
Moreover, we introduce the following notion of monotileability stronger than local monotileability.
Definition 1.14. Let G be a group, (Fn)n∈N a sequence of Pfin(G) and id ∈ X ⊆ Aut(G). We say that (Fn)n∈N is
a X-monotileable sequence if for all n ∈ N and φ ∈ X, we have that φ(Fn) is a monotile of Fn+1. We say that G is
X-monotileable if there exists a X-monotileable right Følner sequence (Fn)n∈N of G.
When X = {id, ψ, ψ−1}, we simply write ψ-monotileable.
One of our main results is the following partial answer to Problem 1.13.
Theorem 1.15 (Extension Theorem). Consider three countable groups G, K and H. Suppose that
0→ H
ι
−→ G
π
−→ K → 0
is a short exact sequence. If K is locally monotileable and H is Inn(G)-monotileable, then G is locally monotileable.
Using this result, we prove one of the main achievements of this paper, that is, Theorem 1.16. Recall that a group
G is hypercentral if its upper central series terminates at the whole group, that is, there exists an ordinal α such that
Zα(G) = G; the length of G as an hypercentral group is the minimum such α.
Theorem 1.16. Every countable virtually hypercentral group of length < ω2 is locally monotileable (i.e., congruent
monotileable).
Clearly every nilpotent group is hypercentral. So, as an immediate corollary of Theorem 1.16 we obtain the above
mentioned result from [4], that every countable virtually nilpotent group is congruent monotileable.
Since all countable solvable groups are known to be MTA, and in view of Theorem 1.16, it is natural to ask the following.
Question 1.17. Are all countable solvable groups locally monotileable? What about polycyclic groups?
A positive answer to Problem 1.13 would also be a positive answer to Question 1.17. In this context, the next theorem
provides an example of a locally monotileable solvable (actually, metabelian) group that is neither virtually nilpotent nor
residually finite.
Theorem 1.18. For every automorphism φ of Q, the group Q and Q⋊φ Z are locally monotileable.
The following diagram represents all known (non-)implications among the above mentioned properties for countable
groups, and the related open questions.
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The following open questions, related to Problem 1.13 and Question 1.17, are motivated by Theorem 1.18.
Question 1.19. (a) Is the group Qn ⋊φ Z locally monotileable for every automorphism φ of Q
n?
(b) More generally, is the group H ⋊φ Z locally monotileable for an abelian group H and φ ∈ Aut(H)?
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(c) If H is a locally monotileable group and K is a finitely generated locally monotileable subgroup of Aut(H), is the
group H ⋊K locally monotileable?
Call a group G hereditarily locally monotileable (briefly, h-locally monotileable) if every countable subgroup of G is
locally monotileable. It can be easily deduced from Theorem 1.16 that every virtually nilpotent group, as well as every
locally nilpotent group, is h-locally monotileable.
Problem 1.20. Find examples of finitely generated amenable groups that are not locally monotileable, or at least h-locally
monotileable.
In §5.2 we provide further examples, showing an example of a locally monotileable group that is neither virtually
solvable nor locally finite, nor residually solvable, and of a locally monotileable group G that is virtually hypercentral, yet
neither virtually nilpotent nor residually finite.
We show that M is stable under some countable direct limits, in particular, under countable direct sums (so, under
finite direct products as well). So, we conclude with the following open question about basic stability properties of M.
Question 1.21. Is M stable under taking subgroups or quotients?
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Notation and terminology
For a set X, we let ℓ(X) = log |X|, using the convention that ℓ(X) = ∞ if the set X is infinite. Moreover, we denote by
P(X) the family of all subsets of X and by Pfin(X) its subfamily consisting of all non-empty finite subsets of X. For an
abelian group A, let P0fin(A) be the family of all finite subsets of A containing 0.
In case S is a monoid with neutral element 1, a left semigroup action S
α
y X is a left monoid action of S on X if
α(1)(x) = x for all x ∈ X, i.e., α(1) is the identity map idX . If S is a group, then this condition implies that α(s) is a
bijection for every s ∈ S. Unless otherwise stated, all the actions of monoids considered in this paper are monoid actions.
We recall that a right Følner net of a semigroup S is a net (Fi)i∈I in Pfin(S) such that limi∈I |Fis \ Fi|/|Fi| = 0 for
every s ∈ S. By [33, Corollary 4.3], a semigroup S is right amenable if and only if S admits a right Følner net. In case S
is commutative we omit the adjective “right”.
2 Addition Theorem
2.1 Properties of the trajectories
Lemma 2.1. Let S be a semigroup, A an abelian group, and S
α
y A a left action. If F, F ′ ∈ Pfin(S) are disjoint and
X ∈ P0fin(A), then TF⊔F ′(α,X) = TF (α,X) + TF ′(α,X).
Note that the inclusion TFF ′(α,X) ⊆ TF (α, TF ′(α,X)) in the next lemma holds in general.
Lemma 2.2. Let S be a right amenable monoid, A an abelian group, S
α
y A a left action. If F, F ′ ∈ Pfin(S) contain 1,
X ∈ P0fin(A) and the sets {fF
′ : f ∈ F} are pairwise disjoint, then TFF ′(α,X) = TF (α, TF ′(α,X)).
Proof. By Lemma 2.1, we have that
TFF ′(α,X) = T
⊔
f∈F fF
′(α,X) =
∑
f∈F
TfF ′(α,X) =
∑
f∈F
α(f)(TF ′(α,X)) = TF (α, TF ′(α,X)).
Lemma 2.3. Let S be a right amenable semigroup, A an abelian group, S
α
y A a left action, F ∈ Pfin(S) and X,Y ∈
P0fin(A). Then TF (α,X + Y ) = TF (α,X) + TF (α, Y ).
Proof. By definition
TF (α,X + Y ) =
∑
s∈F
α(s)(X + Y ) =
∑
s∈F
(α(s)(X) + α(s))(Y )) =
=
∑
s∈F
α(s)(X) +
∑
s∈S
α(s)(Y ) = TF (α,X) + TF (α, Y ).
The proof of the next lemma is straightforward.
Lemma 2.4. Let S be a right amenable semigroup, A an abelian group, S
α
y A a left action, and B an α-invariant subgroup
of A with π : A→ A/B the canonical projection. If X ∈ P0fin(A), F ∈ Pfin(S), then TF (αA/B, π(X)) = π(TF (α,X)).
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2.2 The function ℓ(−,−)
Let A be an abelian group. For X,Y ∈ P(A) let
µ(X,Y ) = min
{
n ∈ N : ∃a0 = 0, a1, . . . , an−1 ∈ A, X ⊆
n−1⋃
i=0
(ai + Y )
}
(2.1)
and ℓ(X,Y ) = log µ(X,Y ). If X and Y are subgroups of A, then µ(X,Y ) = µ(X + Y, Y ) = [X + Y : Y ]; in particular, if
Y ≤ X, then µ(X,Y ) = [X : Y ].
Obviously, the family
Y = {a0 + Y, a1 + Y, . . . , an−1 + Y }
appearing in (2.1) is pairwise disjoint when (C − C) ∩ (Y − Y ) = {0}, where C = {a0, a1, . . . , an−1}. We say that Y is a
strongly pairwise disjoint, if the “fattened” family
Y
∗ = {a0 + Y − Y, a1 + Y − Y, . . . , an−1 + Y − Y }
is still pairwise disjoint, or equivalently, when (C − C) ∩ (Y − Y + Y − Y ) = {0}.
In the following lemma we collect other useful properties of the function ℓ(−,−).
Lemma 2.5. Let A an abelian group and X,Y, Z,X ′, Y ′ ∈ P0fin(A). Then:
(a) ℓ(X,Y ) ≥ 0, ℓ(X,X) = 0 and ℓ(X) = ℓ(X, {0});
(b) the function ℓ(X,Y ) is increasing in X and decreasing in Y ;
(c) ℓ(X,Y ) ≤ ℓ(X) ≤ ℓ(X,Y ) + ℓ(Y );
(d) ℓ(X +X ′, Y + Y ′) ≤ ℓ(X,Y ) + ℓ(X ′, Y ′);
(e) ℓ(X,Y ) ≤ ℓ(X,Z) + ℓ(Z, Y );
(f ) if ϕ : A→ A is an endomorphism, then ℓ(ϕ(X), ϕ(Y )) ≤ ℓ(X,Y );
(g) if a0 = 0, a1, . . . , an−1 ∈ A are such that X ⊆
⋃n−1
i=0 (ai+Y ), the family Y = {a0+Y, a1+Y, . . . , an−1+Y } is strongly
pairwise disjoint and X meets ai + Y for every i ∈ {0, 1, . . . , n}, then µ(X,Y ) = n.
Proof. (a), (b) and (c) are clear.
(d) Follows from the fact that if a0 = 0, a1, . . . , an−1 ∈ A and a
′
0 = 0, a
′
1, . . . , a
′
m−1 ∈ A are such that
X ⊆ (a0 + Y ) ∪ . . . ∪ (an−1 + Y ) and X
′ ⊆ (a′0 + Y
′) ∪ . . . ∪ (a′m−1 + Y
′),
then
X +X ′ ⊆ (a0 + Y + Y
′) ∪ . . . ∪ (an−1 + Y + Y
′) ∪ (a′0 + Y + Y
′) ∪ . . . ∪ (a′m−1 + Y + Y
′).
(e) Similarly, if a0 = 0, a1, . . . , an−1 ∈ A and b0 = 0, b1, . . . , bm−1 ∈ A are such that
X ⊆ (a0 + Z) ∪ . . . ∪ (an−1 + Z) and Z ⊆ (b0 + Y ) ∪ . . . ∪ (bm−1 + Y ),
then
X ⊆
⋃
i∈{0,...,n−1},j∈{0,...,m−1}
(ai + bj + Y ).
(f) Let a0 = 0, a1, . . . , an−1 ∈ A such that X ⊆ (a0 + Y ) ∪ (a1 + Y ) ∪ . . . ∪ (an−1 + Y ). Then
ϕ(X) ⊆ ϕ((a0 + Y ) ∪ (a1 + Y ) ∪ . . . ∪ (an−1 + Y ))
= (ϕ(a0) + ϕ(Y )) ∪ (ϕ(a1) + ϕ(Y )) ∪ . . . ∪ (ϕ(an−1) + ϕ(Y )).
(g) Obviously, µ(X,Y ) ≤ n. Assume that m := µ(X,Y ) < n. Then there exist b0 = 0, b1, . . . , bm−1 ∈ A such that
X ⊆
m−1⋃
j=0
(bj + Y ). (2.2)
For every i ∈ {0, 1, . . . n− 1} there exists xi ∈ X ∩ (ai+Y ), by hypothesis. From (2.2) and our assumption, m < n implies
that there exist 0 ≤ i < j < n and k ∈ {1, . . . ,m} such that xi, xj ∈ bk + Y . Hence, xi − xj ∈ Y − Y . Since moreover
xi− xj ∈ ai− aj +Y −Y , it follows that ai− aj ∈ Y − Y + Y − Y . For C = {a0, a1, . . . , an−1}, our hypothesis on Y gives
ai − aj ∈ (C − C) ∩ (Y − Y + Y − Y ) = {0}, and so ai − aj = 0, a contradiction.
Proposition 2.6. Let A be an abelian group, B a subgroup of A and π : A → A/B the canonical projection. If X ∈
P0fin(A), then:
(a) there exists Y ∈ P0fin(B) such that ℓ(π(X)) = ℓ(X,B) = ℓ(X,Y );
(b) for Y ∈ P0fin(B) we have that ℓ(X + Y ) ≥ ℓ(π(X)) + ℓ(Y ).
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Proof. (a) The equality
ℓ(π(X)) = ℓ(X,B) (2.3)
is obvious.
Let Y = (X − X) ∩ B ∈ P0fin(B) and let Z = {a1, . . . , an−1} ⊆ X \ B be such that π(X) ⊆ π(Z) ∪ {0} and
(Z − Z) ∩B = {0}, in other words Z ∪ {0} is a set of representatives of π(X). Then
|Z ∪ {0}| = |π(Z ∪ {0})| = |π(X)| .
In particular, putting a0 = 0, one obtains
X ⊆ (a0 + Y ) ∪ (a1 + Y ) ∪ . . . ∪ (an−1 + Y ). (2.4)
In fact, assume that x ∈ X. If x ∈ B, so x ∈ X ∩ B ⊆ Y . Otherwise, if x 6∈ B, there exists i ∈ {1, . . . , n− 1} such that
x ∈ ai +B; since x− ai ∈ (X −X) ∩ B = Y , one concludes that x ∈ ai + Y .
On the other hand, by the choice of Z, the family {ai + Y : i ∈ {0, . . . , n− 1}} appearing in (2.4) is strongly pairwise
disjoint. Indeed, Y − Y + Y − Y ⊆ B, as Y ⊆ B. Therefore,
(Z − Z) ∩ (Y − Y + Y − Y ) ⊆ (Z − Z) ∩B = {0}.
By Lemma 2.5(g), this shows also that µ(X, Y ) = n = π(X). Therefore, ℓ(π(X)) = ℓ(X,Y ).
(b) Let Z ∈ P0fin(A) such that Z ⊆ X, π(Z) = π(X) and (Z − Z) ∩ B = {0}; then |Z| = |π(Z)| = |π(X)| . The
bijectivity of the map Z × Y → Z + Y, (z, y) 7→ z + y entails
|Z + Y | = |Z| |Y | . (2.5)
The inclusion Z + Y ⊆ X + Y and (2.5) yield the required inequality
ℓ(X + Y ) ≥ ℓ(Z + Y ) = ℓ(Z) + ℓ(Y ) = ℓ(π(X)) + ℓ(Y ).
Lemma 2.7. Let S be a right amenable semigroup, A an abelian group, S
α
y A a left action. If F ∈ Pfin(S) and
X,Y ∈ P0fin(A), then ℓ(TF (α,X), TF (α, Y )) ≤ |F |ℓ(X,Y ).
Proof. By definition, Lemma 2.5(d) and Lemma 2.5(f), we have that
ℓ(TF (α,X), TF (α, Y )) = ℓ
(∑
s∈F
α(s)(X),
∑
s∈F
α(s)(Y )
)
≤
≤
∑
s∈F
ℓ(α(s)(X), α(s)(Y )) ≤
∑
s∈F
ℓ(X,Y ) = |F | ℓ(X,Y ).
2.3 Proof of the Addition Theorem
We recall the following basic property of the algebraic entropy that is used in the sequel without referring to it each time.
Lemma 2.8 (See [10]). Let S be a cancellative right amenable semigroup, A an abelian group, and S
α
y A a left action.
If X,Y ∈ Pfin(A) and X ⊆ Y , then Halg(α,X) ≤ Halg(α, Y ). Consequently, if F ⊆ Pfin(A) is cofinal with respect to ⊆,
then halg(α) = sup{Halg(α,X) : X ∈ F}.
By the above lemma, it is clear that
halg(α) = sup{Halg(α,X) : X ∈ P
0
fin(A)}.
The following is the key point for the proof of the Addition Theorem.
Proposition 2.9. Let S be a countable locally monotileable cancellative right amenable monoid, and let (Fn)n∈N be a
locally monotileable right Følner sequence of S. Let A be an abelian group and S
α
y A a left action. Let X,Y ∈ P0fin(A).
Then the following functions are decreasing:
N ∋ n 7→
ℓ(TFn(α,X))
|Fn|
and N ∋ n 7→
ℓ(TFn(α,X), TFn(α, Y ))
|Fn|
.
Proof. The first assertion follows from the second one by taking Y = {0}. To prove the second assertion let n ∈ N. Then
there exists K = Kn+1 such that Fn+1 =
⊔
s∈K sFn; in particular, |Fn+1| = |K| |Fn|. Then by Lemma 2.2,
TFn+1(α,X) = TKFn(α,X) = TK(α, TFn(α,X)).
The same holds for Y . Therefore, by Lemma 2.7,
ℓ(TFn+1(α,X), TFn+1(α, Y )) = ℓ(TK(α, TFn(α,X)), TK(α, TFn(α, Y ))) ≤ |K| ℓ(TFn(α,X), TFn(α, Y )),
and so
ℓ(TFn+1(α,X), TFn+1(α, Y ))
|Fn+1|
≤
|K| ℓ(TFn(α,X), TFn(α, Y ))
|K| |Fn|
=
ℓ(TFn(α,X), TFn(α, Y ))
|Fn|
;
this proves the second assertion.
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We are now in position to prove the Addition Theorem.
Proof of Theorem 1.2. We have to prove that if S be a countable cancellative right amenable monoid with a locally
monotileable right Følner sequence (Fn)n∈N, A is an abelian group, S
α
y A a left action, and B is an α-invariant subgroup
of A, then halg(α) = halg(αA/B) + halg(αB).
First we prove the inequality
halg(α) ≥ halg(αA/B) + halg(αB). (2.6)
Let π : A → A/B be the canonical projection, X ∈ P0fin(A) and Y ∈ P
0
fin(B). Pick Z ∈ P
0
fin(A), as in the proof of
Proposition 2.6(b), i.e., with π(Z) = π(X) and (Z − Z) ∩ B = {0}, so that |Z| = |π(Z))| = |π(X)|. For every n ∈ N, by
Lemma 2.3, Proposition 2.6(b) and Lemma 2.4, one has the inequalities
ℓ(TFn(α, Z + Y )) = ℓ(TFn(α,Z) + TFn(α, Y )) ≥
≥ ℓ(π(TFn(α, Z))) + ℓ(TFn(α, Y )) = ℓ(TFn(αA/B , π(Z))) + ℓ(TFn(α, Y )).
Since π(X) = π(Z), after division by |Fn| and letting n→∞ one obtains the inequalities
halg(α) ≥ Halg(α,Z + Y ) ≥ Halg(αA/B, π(X)) +Halg(αB , Y ).
So, taking the supremum on the right-hand side of the latter inequality over all X ∈ P0fin(A) and Y ∈ P
0
fin(B), gives the
inequality in (2.6).
It remains to prove the inequality
halg(α) ≤ halg(αA/B) + halg(αB). (2.7)
Fix ε > 0 and X ∈ P0fin(A). By Lemma 2.9, there exists M ∈ N such that, for every n ≥ M ,
ℓ(TFn(αA/B, π(X)))
|Fn|
≤ Halg(αA/B, π(X)) + ε ≤ halg(αA/B) + ε. (2.8)
By Proposition 2.6(a), there exists Y ∈ P0fin(B) such that ℓ(π(TFM (α,X))) = ℓ(TFM (α,X), Y ). Hence, we can write
ℓ(TFM (α,X), Y ) = ℓ(TFM (αA/B , π(X)), in view of Lemma 2.4. So, Lemma 2.5(b) and the inclusion Y ⊆ TFM (α, Y ) allow
us to conclude that
ℓ(TFM (α,X), ℓ(TFM (α, Y ))) ≤ ℓ(TFM (α,X), Y ) = ℓ(TFM (αA/B, π(X)).
Combining this inequality with (2.8) and Lemma 2.9, we obtain
ℓ(TFn(α,X), ℓ(TFn(α, Y )))
|Fn|
≤ Halg(αA/B , π(X)) + ε ≤ halg(αA/B) + ε (2.9)
for all n ≥M . In view of Lemma 2.9 again, there exists M∗ ≥M such that, for every n ≥M∗,
ℓ(TFn(α, Y ))
|Fn|
≤ Halg(α, Y ) + ε ≤ halg(αB) + ε. (2.10)
By Lemma 2.9,
Halg(α,X) = inf
n∈N
ℓ(TFn(α,X))
|Fn|
≤
ℓ(TFM∗ (α,X))
|FM∗ |
, (2.11)
and by Lemma 2.5(c),
ℓ(TFM∗ (α,X)) ≤ ℓ(TFM∗ (α,X), TFM∗ (α, Y )) + ℓ(TFM∗ (α, Y )). (2.12)
Therefore, by (2.11), (2.12), (2.9) and (2.10),
Halg(α,X) ≤
ℓ(TFM∗ (α,X))
|FM∗ |
≤≤
ℓ(TFM∗ (α,X), TFM∗ (α, Y ))
|FM∗ |
+
ℓ(TFM∗ (α, Y ))
|FM∗ |
≤ halg(αA/B) + halg(αB) + 2ε.
Since ε was chosen arbitrarily, this proves (2.7).
2.4 Application to the topological entropy via the Bridge Theorem
We recall that, inspired by the work of Kolmogorov and Sinai in ergodic theory, Adler, Konheim and McAndrew [1] intro-
duced the topological entropy for continuous selfmaps of compact topological spaces, while a different notion of topological
entropy for uniformly continuous selfmaps of metric spaces was given by Bowen [3] and Dinaburg [19] independently. In
the realm of topological groups, Yuzvinski [48] proved the so-called Addition Theorem (usually called Yuzvinski’s addi-
tion formula) for the topological entropy of continuous endomorphisms of compact metrizable groups, that was recently
extended to all compact groups in [18].
Lind, Schmidt and Ward [32] generalized for Zd-actions on compact metrizable groups both the definition of topological
entropy by Bowen, as well as that by Adler, Konheim and McAndrew, showing that they coincide. They proved the
Addition Theorem for Zd-actions on compact metrizable groups. Moreover, Ollagnier [34] defined the topological entropy
for amenable group actions on compact spaces using open covers as in [1]. Recently, Li [30] established the Addition
Theorem for actions of countable amenable groups G on compact metrizable groups K; see also Chapter 13 in the recent
monograph of Kerr and Li [29]. Even if a proof seems to be not available in the literature, this result can be apparently
extended to the general case, that is, without the assumption on G to be countable and on K to be metrizable.
8
Recently, Ceccherini-Silberstein, Coornaert and Krieger [5] extended Ornstein-Weiss Lemma from [36] to cancellative
amenable semigroups, and this allowed them to define the topological entropy for amenable semigroup actions on compact
spaces as follows. Let C be a compact topological space, let S be a cancellative right amenable semigroup, and consider a
right action C
γ
x S by continuous selfmaps. Let U = {Uj}j∈J and V = {Vk}k∈K be two open covers of C. One says that
V refines U , denoted by U ≺ V, if for every k ∈ K there exists j ∈ J such that Vk ⊆ Uj . Moreover, let
U ∨ V = {Uj ∩ Vk : (j, k) ∈ J ×K}.
Let also N(U) = min{n ∈ N+ : U admits a subcover of size n}.
For a continuous selfmap f : C → C and an open cover U of C, let f−1(U) = {f−1(Uj)}j∈J , and for F ∈ Pfin(S), let
Uγ,F =
∨
s∈F
γ(s)−1(U).
The topological entropy of γ with respect to U is given by the limit
Htop(γ,U) = lim
i∈I
logN(Uγ,Fi)
|Fi|
,
where (Fi)i∈I is a right Følner net of S; this limit exists and does not depend on the choice of (Fi)i∈I by [5, Theorem 1.1].
The topological entropy of γ is
htop(γ) = sup{Htop(γ,U) : U open cover of C}.
Weiss [47] and Peters [37] discovered a remarkable connection, usually named Bridge Theorem, between the topological
entropy and the algebraic entropy, which was proved in general in [14]. More precisely, the topological entropy of a
continuous endomorphism φ of a compact abelian group K coincides with the algebraic entropy of its dual endomorphism
φ̂ of the Pontryagin dual K̂ of K, which is a discrete abelian group. This connection was extended to totally disconnected
locally compact abelian groups in [15].
The Bridge Theorem from [37] was recently extended by Kerr and Li [29] to actions of countable amenable groups on
compact metrizable abelian groups. Then Virili [45] proved it for actions of amenable groups on locally compact abelian
groups. Moreover, the one from [15] was extended in [24] to semigroup actions on totally disconnected locally compact
abelian groups. In [10], generalizing the main result of [47], we proved a Bridge Theorem for left actions of cancellative left
amenable monoids on totally disconnected compact abelian groups (their Pontryagin dual groups are precisely the torsion
abelian groups).
To state those results in details, for a locally compact abelian group A, denote by Â its Pontryagin dual. For a
continuous homomorphism φ : A→ B, where B is another locally compact abelian group, let φ̂ : B̂ → Â be the dual of φ,
defined by φ̂(χ) = χ ◦ φ for every χ ∈ B̂.
Moreover, let S be a cancellative right amenable semigroup, K a compact abelian group and C
γ
x S be a right action
by continuous endomorphisms. Then γ induces the left action S
γ̂
y K̂ by endomorphisms (called the dual action of γ),
defined by
γ̂(s) = γ̂(s) : K̂ → K̂ for every s ∈ S.
Analogously, let S be a cancellative right amenable semigroup, A an abelian group, and S
α
y A a left action by
endomorphisms. Then α induces the right action Â
α̂
x S, defined by
α̂(s) = α̂(s) : Â→ Â, for every s ∈ S.
Note that by Potryagin duality ̂̂γ = γ and ̂̂α = α up to conjugation (due to canonical isomorphisms).
The following theorem combines the Bridge Theorems from [11] and [45].
Theorem 2.10. Let S be a cancellative right amenable semigroup, A an abelian group and S
α
y A a left action. Then
halg(α) = htop(α̂) in the following two cases:
(a) A is torsion;
(b) S is a group.
Since the Pontryagin dual of a compact abelian group K is torsion precisely when K is totally disconnected, we
immediately obtain the following counterpart of the above theorem.
Corollary 2.11. Let S be a cancellative right amenable semigroup, K a compact abelian group and K
γ
x S a right action.
Then htop(γ) = halg(γ̂) in the following two cases:
(a) K is totally disconnected;
(b) S is a group.
From Corollary 2.11 and Theorem 1.2, we obtain the following Addition Theorem for the topological entropy.
Corollary 2.12. Let S be a locally monotileable cancellative right amenable monoid, K a compact abelian group and
K
γ
x S a right action. Let H be a γ-invariant closed subgroup of K, and denote by γK/H and γH the induced actions of
S on K/H and on H, respectively. If either S is a group or K is totally disconnected, then
htop(γ) = htop(γK/H) + htop(γH).
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Proof. Let A = K̂, α = γ̂ and let B be the annihilator of H in A. By Corollary 2.11 and Theorem 1.2, we have
htop(γ) = halg(α) = halg(αB) + halg(αA/B). (2.13)
By Pontryagin duality B ∼= K̂/H and A/B ∼= Ĥ, and moreover these natural isomorphisms witness that αB is conjugated
to γ̂K/H and αA/B is conjugated to γ̂H . The algebraic entropy is invariant under conjugation (see [11]), so, by applying
also Corollary 2.11, we get halg(αB) = htop(γK/H) and halg(αA/B) = htop(γH). We conclude by applying the last two
equalities in (2.13).
Remark 2.13. (a) Our notion of local monotileability is inspired by that of monotileability from [46]. In both cases these
are “left” conditions. Indeed, one could define that, for subsets T, V of a semigroup S, T is a right monotile of V if there
exists a subset C of S such that {Tc : c ∈ C} is a partition of V .
Then, in a monoid S; a sequence (Fn)n∈N in Pfin(S) is right locally monotileable if F0 = {1} and Fn is a right monotile
of Fn+1 for every n ∈ N. So, a left amenable monoid is right locally monotileable if it admits a right locally monotileable
left Følner sequence.
(b) Assume that one would like to consider the topological entropy of left actions of cancellative left amenable semigroups
on compact spaces as in [5], or the algebraic entropy of right actions of cancellative left amenable semigroups on abelian
groups. Then one should consider left amenable semigroups that are right locally monotileable, to obtain the counterparts
of the above results.
3 Locally monotileable monoids
3.1 Starting examples
We propose some basic examples.
Example 3.1. Every finite monoid S is congruent monotileable, and so locally monotileable. This is witnessed by the
sequence (Fn)n∈N with F0 = {1} and Fn = S for all n ∈ N+, which is obviously a congruent and exhaustive right Følner
sequence of S.
Remark 3.2. Let (Fn)n∈N be a locally monotileable sequence of a cancellative monoid M and consider a tiling sequence
(Kn)n∈N associated to (Fn)n∈N. Then it is easy to prove by induction that |Fn| =
∏n
i=1 |Ki| for every n ∈ N and that
|Kn . . .Kl| =
∏n
i=l |Ki| for all positive integers l ≤ n.
A strictly increasing sequence of natural numbers (an)n∈N is an a-sequence if a0 = 1 and an | an+1 for every n ∈ N.
It follows from Remark 3.2 that if (Fn)n∈N is locally monotileable sequence of a monoid S, the sequence (|Fn|)n∈N is an
a-sequence.
Example 3.3. (a) The monoid (N,+) is congruent monotileable (so locally monotileable) and MT. Indeed, consider an
a-sequence (an)n∈N (for example the sequence (n!)) and define Fn = [0, an − 1] for every n ∈ N. Then each finite
subset of N is contained in some Fn, and the sequence (Fn)n∈N is a congruent and exhaustive Følner sequence of N
consisting of monotiles.
(b) Clearly, by (a) the sequence ([0, n!− 1])n∈N is a congruent and exhaustive Følner sequence of N, while ([0, n!− 1])n∈N
is a congruent Følner sequence of Z that is not exhaustive.
(c) The sequence ([0, n])n∈N is a Følner sequence of N that is not locally monotileable, while [0, n] is a monotile of N for
every n ∈ N.
(d) On the other hand, consider the sequence (Fn)n∈N, where F0 = {0} and Fn = {0}∪ [2, 3(2
n−1−1)]∪{3(2n−1+1)} for
every n ∈ N+. For every n ∈ N+, we have Fn+1 = Fn⊔3(2
n−1−1)+3+Fn). Then (Fn)n∈N is a locally monotileable
Følner sequence of N but Fn is not a monotile of N for every n ∈ N+.
The following example shows a locally monotileable Følner sequence (Fn)n∈N of Z such that, for every tiling sequence
(Kn)n∈N associated to (Fn)n∈N, 0 6∈ Kn for every n ≥ 2; so (Fn)n∈N cannot be congruent, even if Z is congruent
monotileable. Note that in this case Fn ⊆ Fn+1 for every n ∈ N.
Example 3.4. In Z let F0 = {0} and, for every n ∈ N+, let Fn = [−2
n−1 + 1, 2n−1]. Then, K1 = F1 = {0, 1}, but for
every n ∈ N with n ≥ 2, Kn = {−2
n−2, 2n−2}. In particular, 0 6∈ Kn for every n ≥ 2.
We end this section showing that all countable locally finite groups are locally monotileable.
Proposition 3.5. If G is a countable locally finite group, then G is congruent monotileable, and so locally monotileable.
Proof. The group G is countable so we enumerate its elements as G = {gn : n ∈ N} with g0 = 1. For every n ∈ N, let
Fn = 〈g1, . . . , gn〉. Since G is locally finite, all subgroups Fn are finite. Clearly, Fn ⊆ Fn+1 for every n ∈ N.
Fix gn¯ ∈ G. If n ≥ n¯, then gn¯ ∈ Fn and so Fngn¯ = Fn, hence |Fngn¯ \ Fn| / |Fn| = 0. Therefore,
lim
n→∞
|Fngn¯ \ Fn|
|Fn|
= lim
k→∞
|Fn¯+kgn¯ \ Fn¯+k|
|Fn¯+k|
= 0. (3.1)
The left cosets of Fn in Fn+1 are disjoint left translates of Fn and they cover Fn+1. By this and by (3.1) we conclude that
(Fn)n∈N is a congruent (hence, locally monotileable) exhaustive right Følner sequence of G.
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3.2 Basic properties
Here we start with the following property of Følner sequences with respect to translates of finite sets. It applies in both
Proposition 3.14 and Proposition 3.15.
Lemma 3.6. Let S be a cancellative monoid and let (Fn)n∈N be a right Følner sequence of S. If X ∈ Pfin(S), then there
exists n¯ ∈ N such that, for every n > n¯, Fn contains a left translate of X.
Proof. Let X ∈ Pfin(S). Since (Fn)n∈N is a right Følner sequence of S,
lim
n→∞
|FnX \ Fn|
|Fn|
= 0. (3.2)
We assume by contradiction that there is an increasing sequence of natural numbers (kn)n∈N such that, for all n ∈ N, each
Fkn contains no left translates of X. Fix a n ∈ N. Then, for all f ∈ Fkn , the set fX \ Fkn is non-empty. Therefore, we
can define a map φn : Fkn → X, f 7→ φn(f) with fφn(f) ∈ fX \Fkn . By the pigeonhole principle there exists x ∈ X such
that |φ−1n (x)| ≥ |Fkn |/|X|. Clearly, if f1 and f2 are two distinct elements of φ
−1
n (x), then f1x 6= f2x. This implies that
|FknX \ Fkn | ≥ |φ
−1
n (x)| ≥
|Fkn |
|X|
.
Dividing both sides by |FKn |, we obtain |FknX \ Fkn |/|Fkn ≥ 1/|X|. Since this holds for all n ∈ N,
lim
n→∞
|FknX \ Fkn |
|Fkn |
≥
1
|X|
,
that is in contradiction with (3.2).
We proceed with the following observation on monotiles.
Remark 3.7. Let G be a monoid and let T be a monotile of G.
(a) If G is a group, then gT is still a monotile of G for all g ∈ G.
(b) Item (a) may fail in case G is not a group. For example, if G = N, then a monotile T of G necessarily contains 0, so
g + T is not a monotile of G if g 6= 0.
We omit the easy proof of the next two lemmas (the first one can be used for a proof of the second one, as well as
further on).
Lemma 3.8. Let G be a group. Consider X ⊆ Y ⊆ Z subsets of G. If there exist U and V such that Y =
⊔
u∈U uX and
Z =
⊔
v∈V vY, then Z =
⊔
v∈V, u∈U vuX =
⊔
t∈T tX, where T = V U .
This lemma simply asserts that if X is a monotile of Y and Y is a monotile of Z then X is a monotile of Z.
Lemma 3.9. Let M be a cancellative monoid and (Fn)n∈N a locally monotileable sequence of M . Then every subsequence
(Fkn)n∈N is still a locally monotileable sequence of M .
Next we see that the class of locally monotileable cancellative monoids if stable under taking countable direct sums.
Proposition 3.10. Let (Gi)i∈N+ be a family of countable locally monotileable cancellative monoids, then G =
⊕
i∈N+
Gi
is locally monotileable.
Proof. Since Gi is locally monotileable for all i ∈ N+, we can fix a locally monotileable right Følner sequence (Fi,n)n∈N of
Gi. We define a new sequence by letting, for every n ∈ N, Fn =
⊕n
i=1 Fi,n ⊕
⊕
i≥n+1{1}.
First we prove that (Fn)n∈N is a right Følner sequence of G. Fix ε > 0 and h = (hn)n∈N ∈
⊕
n∈NGn, and let
k = max{n ∈ N : hn 6= 1} ∈ N. For every i ∈ {1, . . . , k} there exists mi ∈ N such that for all n ≥ mi,
|Fi,nhi \ Fi,n|
|Fi,n|
<
ε
k
. (3.3)
If n ≥ k, then Fnh =
⊕n
i=1 Fi,nhi ⊕
⊕
i≥n+1{1}. Moreover, since
Fnh \ Fn ⊆
n⋃
i=1
(Fi,nhi \ Fi,n)⊕ n⊕
j=1,j 6=i
Fj,nhj
⊕ ⊕
i≥n+1
{1},
and since |Fi,nhi \ Fi,n| = 0 for every k < i ≤ n, we obtain that
|Fnh \ Fn| ≤
n∑
i=1
|Fi,nhi \ Fi,n| n∏
j=1,j 6=i
|Fj,nhj |
 = k∑
i=1
|Fi,nhi \ Fi,n| n∏
j=1,j 6=i
|Fj,nhj |
 . (3.4)
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By (3.3) and (3.4), observing that |Fj,nhj | = |Fj,n| for every j ∈ N+ (as the monoid Gj is cancellative) and that |Fn| =∏n
i=1 |Fi,n| for every n ∈ N, we conclude that for every n ≥ m := max{mi : 1 ≤ i ≤ k},
|Fnh \ Fn|
|Fn|
≤
∑k
i=1
(
|Fi,nhi \ Fi,n|
∏n
j=1,j 6=i |Fj,nhj |
)
∏n
i=1 |Fi,n|
≤
≤
∑k
i=1
(
|Fi,nhi \ Fi,n|
∏n
j=1,j 6=i |Fj,n|
)
∏n
i=1 |Fi,n|
≤
k∑
i=1
|(Fi,nhi) \ Fi,n|
|Fi,n|
< ε.
Then, when ε→ 0, we have limn→∞ |Fnh \ Fn|/|Fn| = 0, and hence, (Fn)n∈N is a right Følner sequence of G.
By hypothesis (Fi,n)n∈N is locally monotileable for every i ∈ N+. Then, for all n ∈ N and i ∈ N+ there exists a finite
set G˜i,n ⊆ Gi such that Fi,n =
⊔
gi∈G˜i,n
(giFi,n−1). Define G˜n = {g = (gi)i∈N ∈ G : gi ∈ G˜i,n if i ≤ n, gi = 1 if i > n}.
Then G˜n is finite and Fn =
⊔
g∈G˜n
(gFn−1). Therefore, (Fn)n∈N is a locally monotileable right Følner sequence of G.
By Proposition 3.10, Example 3.1 and Example 3.3, we have the following consequence.
Corollary 3.11. M is stable under countable direct sums. In particular, M contains all finitely generated abelian groups.
The first assertion of this corollary can be obtained also as a consequence of a more general result proved below (see
Theorem 4.16).
3.3 Relations among notions of monotileability
We start this part verifying that an exhaustive congruent sequence of a monoid S consists necessarily of monotiles of S.
Lemma 3.12. If S is a cancellative monoid and (Fn)n∈N an exhaustive congruent sequence of S, then each Fn is a
monotile of S. In particular, every countable congruent monotileable monoid is MTA.
Proof. Fix n0 ∈ N. We prove that Fn0 is a monotile of S.
For every m ≥ n0 let Pm = Km . . .Kn0 and K =
⋃
n>n0
Pn. In order to prove our assertion it suffices to prove the
equality
S =
⊔
k∈K
kFn0 . (3.5)
To check that the above union is pairwise disjoint pick k, k′ ∈ K with k 6= k′; then there exists m > n0 such that
k, k′ ∈ Pm, and so kFn0 ∩ k
′Fn0 = ∅. To prove the equality in (3.5) pick x ∈ S. Since the sequence (Fn)n∈N is exhaustive
M =
⋃
n∈N Fn, and so there exists k ∈ N such that x ∈ Fk. If k ≤ n0, then x ∈ Fn0 , as (Fn)n∈N is a congruent (so
increasing) sequence, and we are done. If k > n0, then Fk = PkFn0 ⊆ KFn0 . Hence, we have the required equality in
(3.5).
Next we give an example of a commutative (so amenable) monoid that is locally monotileable but neither MTA nor
MT, and so not congruent monotileable by Lemma 3.12.
Example 3.13. Consider the submonoid S = (N× N) \ ({0} × N+) of N× N.
(a) We prove here that if F is a finite monotile of S and (u, v1), (u, v2) ∈ F , then v1 = v2. As F is a monotile of S, there
exists C ⊆ S such that
S =
⊔
c∈C
c+ F. (3.6)
Since F is finite there exists k ∈ N+ such that (1, k + v1), (1, k + v2) ∈ S \ F . By (3.6), there exist s1, s2 ∈ C with
(1, k + v1) ∈ s1 + F and (1, k + v2) ∈ s2 + F . As (1, k + v1), (1, k + v2) ∈ S \ F , one has s1 6= (0, 0) 6= s2. Then
s1 = (1, k + v1) and s2 = (1, k + v2), as ({0} × N) ∩ S = {(0, 0)}. Then (1 + u, k + v1 + v2) ∈ (s1 + F ) ∩ (s2 + F ),
which implies that s1 = s2. Therefore, v1 = v2, as required.
(b) The monoid S is not MTA. Suppose by contradiction that there exists a Følner sequence (Fn)n∈N of S such that Fn
is a monotile of S for every n ∈ N. Since (Fn)n∈N is a Følner sequence of S, without loss of generality we have, for
all sufficiently large n ∈ N,
|Fn + (1, 1) ∩ Fn| >
n− 1
n
|Fn| >
1
2
|Fn| and |Fn + (1, 0) ∩ Fn| >
n− 1
n
|Fn| >
1
2
|Fn|.
This implies that |(Fn + (1, 1)) ∩ (Fn + (1, 0))| > 0 and so that there exists (u, v) ∈ Fn such that also (u, v+1) ∈ Fn.
This contradicts (a), since Fn is a monotile of S by assumption.
(c) The monoid S is not MT. Indeed, according to item (a), the finite set {(0, 1), (0, 1)} is not contained in any monotile
of S.
(d) The monoid S is locally monotileable. Let (Fn)n∈N be the sequence in Pfin(S) given by F0 = {(0, 0)} and Fn =
[2n−1, 2n)× [2n−1, 2n) for all n ∈ N+. It is easy to see that (Fn)n∈N is a locally monotileable Følner sequence of S.
Next we see that for groups the new notion of local monotileability coincides with the existing one of congruent
monotileability.
Proposition 3.14. A countable amenable group G is locally monotileable if and only if G is congruent monotileable.
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Proof. By definition if G is congruent monotileable, then G is locally monotileable.
Assume that G is locally monotileable and let (Fn)n∈N be a locally monotileable right Følner sequence of G. Since G
is countable, enumerate its elements as G = {gn : n ∈ N} with g0 = 1. For every n ∈ N, let Gn = {g0, . . . , gn}. We build
inductively a sequence (Hn)n∈N in Pfin(G) satisfying the following conditions:
(1) H0 = {1};
(2) for all n ∈ N, gn ∈ Hn;
(3) for all n ∈ N, there exist g ∈ G and m ∈ N such that Hn = gFm;
(4) for all n ∈ N, there exists Kn+1 with 1 ∈ Kn+1 and Hn+1 =
⊔
k∈Kn+1
kHn.
Then (2) and (3) ensure that (Hn)n∈N is a right Følner sequence of G, (2) that it is exhaustive, while (4) shows that
(Hn)n∈N is congruent and implies that Hn ⊆ Hn+1 for all n ∈ N.
Suppose that we already defined H0, . . . ,Hn. Then Hn = tFm for some t ∈ G and m ∈ N. There exists l ∈ N such that
l > m and
|Flgn+1 \ Fl| ≤
|Fl|
|Hn|
. (3.7)
Note that there exists D ∈ Pfin(G) such that Fl =
⊔
d∈D dFm. Therefore, Fl =
⊔
d′∈D′ d
′Hn, where D
′ = Dt−1.
We show that there exists d¯ ∈ D′ such that d¯Hngn+1 ⊆ Fl. Otherwise, for every d
′ ∈ D′, there would exist a point
v ∈ d′Hngn+1 \Fl; since the sets d
′Hngn+1, for d
′ ∈ D′, are pairwise disjoint, and are contained in Flgn+1, we would have
that
|Flgn+1 \ Fl| ≥ |D
′| =
|Fl|
|Hn|
,
contradicting (3.7).
Clearly d¯Hngn+1 ⊆ Fl, in conjunction with 1 ∈ Hn, yields d¯gn+1 ∈ Fl. Define Hn+1 = d¯
−1Fl and Kn+1 = d¯
−1D′.
Then 1 = d¯−1d¯ ∈ Kn+1 and
Hn+1 = d¯
−1Fl = d¯
−1
⊔
d′∈D′
d′Hn =
⊔
k∈Kn+1
kHn.
The next result shows that for groups MTA implies MT.
Proposition 3.15. If a countable group G is MTA, then G is MT.
Proof. By hypothesis, there exists a right Følner sequence (Fn)n∈N of G such that Fn is a monotile of G for every n ∈ N.
Let K ∈ Pfin(G). By Lemma 3.6 there exist n ∈ N and g ∈ G such that gK ⊆ Fn. This immediately implies that
K ⊆ g−1Fn. By Remark 3.7 g
−1Fn is a monotile of G and this concludes the proof.
The implication in the above proposition cannot be inverted. Indeed, every residually finite group is MT, so free
non-abelian groups are MT but fail to be amenable.
4 Extension Theorem
4.1 CIF sequences
Let G be a countable amenable group and let (Gn)n∈N be an increasing exhaustive sequence in Pfin(G). A right Følner
sequence (Fn)n∈N of G is canonically indexed (briefly CIF sequence of G) with respect to G if for all n ∈ N+ and for all
g ∈ Gn,
|Fng \ Fn|
|Fn|
<
1
n
.
Proposition 4.1. Let G be a countable amenable group and let (Gn)n∈N be an increasing exhaustive sequence in Pfin(G).
For every right Følner sequence (Fn)n∈N of G there exists an increasing sequence of natural numbers (kn)n∈N (with k0 = 0)
such that (Fkn)n∈N is a CIF sequence of G with respect to (Gn)n∈N.
Proof. By recursion we build a suitable sequence (kn)n∈N of natural numbers. Set k0 = 0. Assume that n > 0 and
suppose that kn−1 is defined. Then there exists kn ∈ N such that kn > kn−1 and, for all s ≥ kn and for all g ∈ Gn,
|Fsg \ Fs| / |Fs| < 1/n. Clearly, (Fkn)n∈N is a CIF sequence with respect to (Gn)n∈N.
Remark 4.2. Let G be a countable amenable group and let (Gn)n∈N be an increasing exhaustive sequence in Pfin(G).
(a) By definition, a CIF sequence (Fn)n∈N of G with respect to (Gn)n∈N is also a right Følner sequence of G.
(b) Let G be a countable amenable group and (Gn)n∈N be an increasing exhaustive sequence in Pfin(G). Then any
subsequence of a CIF sequence with respect to (Gn)n∈N is still a CIF sequence with respect to (Gn)n∈N.
(c) One can easily deduce from (a) and (b) that if (Fn)n∈N is a CIF sequence of G with respect to (Gn)n∈N, then for every
increasing exhaustive sequence (Hn)n∈N of G, an appropriate subsequence (Fkn)n∈N of (Fn)n∈N is a CIF sequence of
G with respect to (Hn)n∈N, hence simultaneously a CIF sequence of G with respect to (Gn)n∈N as well. So, in this
sense, the notion of “CIF sequence with respect to (Gn)n∈N” essentially does not depend on (Gn)n∈N and one can
loosely speak of CIF sequence of G.
The next lemma is straightforward to prove.
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Lemma 4.3. Let G and K be countable amenable groups. Let π : G→ K be a surjective homomorphism and H = kerπ.
Let σ : K → G a section for π with σ(1K) = 1G. Consider a right Følner sequence (En)n∈N of H and a right Følner
sequence (Fn)n∈N of K with 1K ∈ Fn for all n ∈ N. Then, for all n ∈ N:
(a) H ∩ (σ(Fn)σ(Fn)
−1) = {1};
(b) for all i, j ∈ N, Ejσ(Fi) =
⊔
f∈σ(Fi)
Ejf ;
(c) for all i, j ∈ N, |Ejσ(Fi)| = |Ej ||σ(Fi)|.
The next theorem is implicitly contained in [10, Theorem 2.27], for the sake of completeness we provide a complete
and independent proof.
Theorem 4.4. Let G and K be countable amenable groups, π : G → K be a surjective homomorphism with H = kerπ
and σ : K → G be a section for π with σ(1K) = 1G. If (En)n∈N is a right Følner sequence of H and (Fn)n∈N is a right
Følner sequence of K with 1K ∈ Fn for all n ∈ N, then there exist two increasing sequences of natural numbers (mn)n∈N
and (kn)n∈N such that:
(1) the sequence given by
F¯n = Emnσ(Fkn) for all n ∈ N, (4.1)
is a right Følner sequence of G;
(2) for all n ∈ N, |F¯n| = |Emn ||Fkn |;
(3) for every sequence (an)n∈N in N there exists a sequence (hn)n∈N in N such that, for all n ∈ N, mhn+1 > mhn + an
and the sequence given by
F ∗n = Emhnσ(Fkn) for all n ∈ N, (4.2)
is a right Følner sequence of G.
Proof. The group G is countable so we enumerate its elements as G = {gn : n ∈ N} with g0 = 1; let also Gn = {g0, . . . , gn}
for all n ∈ N. By Proposition 4.1 there exists an increasing sequence of natural numbers (kn)n∈N (with k0 = 0) such that
(Fkn)n∈N is a CIF sequence of K with respect to (π(Gn))n∈N.
For every n ∈ N define
Hn = {h ∈ H : hσ(Fkn) ∩ σ(Fkn)Gn 6= ∅} = σ(Fkn)Gnσ(Fkn)
−1 ∩H.
Since σ(Fkn) and Gn are finite, also σ(Fkn)Gnσ(Fkn)
−1 is finite. This means that also Hn is finite.
Clearly,
⋃
n∈NHn ⊆ H . On the other hand, for every h ∈ H , there is an nh ∈ N such that h ∈ Gnh . So h ∈ Hnh , as
σ(1k) = 1G and 1K ∈ Fn for all n ∈ N. Then H =
⋃
n∈NHn and Hn ⊆ Hn+1 for all n ∈ N.
By Proposition 4.1 there exists an increasing sequence of natural numbers (mn)n∈N (with m0 = 0) such that (Emn)n∈N
is a CIF sequence of H with respect to (Hn)n∈N. Let (F¯n)n∈N be the sequence given by (4.1). Fix arbitrarily n ∈ N.
Lemma 4.3(c) implies that |F¯n| = |Emn ||σ(Fkn)|. Since σ is injective, we immediately obtain item (2).
The rest of the proof is dedicated to verify that (Fn)n∈N is a right Følner sequence. Fix n ∈ N, pick an element g ∈ Gn
and let Cn = F¯ng \ F¯n, An = π
−1(Fkn), so that
Cn = (Cn \An) ⊔ (Cn ∩An).
Since we need to estimate |Cn|, it is enough to separately estimate the cardinalities |Cn \ An| and |Cn ∩An|.
Pick an x ∈ Cn, then x = eσ(f)g with f ∈ Fkn and e ∈ Emn . If x ∈ Cn \ An, then π(x) = fπ(g) ∈ Fknπ(g) \ Fkn .
Since (Fkn)n∈N is a CIF sequence with respect to (π(Gn))n∈N, we have |Fknπ(g)\Fkn | ≤ |Fkn |/n, and so there are at most
|Fkn |/n choices for f . Since e ranges in Emn arbitrarily, this leads to
|Cn \ An| ≤
|Emn ||Fkn |
n
≤
|F¯n|
n
, (4.3)
Now suppose that x ∈ An, i.e., f
′ := π(x) = fπ(g) ∈ Fkn . As
π(σ(f ′)) = f ′ = fπ(g) = π(σ(f)g),
we get π(σ(f)gσ(f ′)−1) = 1. Therefore, hf := σ(f)gσ(f
′)−1 ∈ H . Actually, hf ∈ Hn, as g ∈ Gn. From σ(f)g = hfσ(f
′)
we deduce that x = eσ(f)g = ehfσ(f
′). As x = (ehf )σ(f
′) /∈ F¯n = Emnσ(Fkn), while σ(f
′) ∈ σ(Fkn), we conclude that
ehf /∈ Emn . Hence, ehf ∈ Emnhf \Emn , so x ∈ (ehf )σ(f
′) ∈ (Emnhf \Emn)σ(f
′). In view of f ′ = fπ(g) this proves that
Cn ∩ An ⊆
⋃
f∈Fkn
(Emnhf \Emn)σ(fπ(g)).
Since (Emn)n∈N is a CIF sequence with respect to (Hn)n∈N and hf ∈ Hn, we get |Emnhf \Emn | ≤ |Emn |/n. This gives
|Cn ∩An| ≤
|Emn ||Fkn |
n
=
|F¯n|
n
. (4.4)
Combining (4.3) and (4.4) we obtain
|Cn| = |Cn ∩An|+ |Cn \ An| ≤
2|F¯n|
n
+
2|F¯n|
n
≤
2|F¯n|
n
,
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therefore
|F¯ng \ F¯n|
|F¯n|
≤
2
n
. (4.5)
Since n was chosen arbitrarily and (4.5) holds for all g ∈ Gn, we have proved that (F¯n)n∈N is a right Følner sequence of G.
By Proposition 4.1 for any sequence of natural numbers (an)n∈N there is another sequence of natural numbers (hn)n∈N
such that such that (Emhn )n∈N is still a CIF sequence of H with respect to (Hn)n∈N. Hence, (3) follows from (2).
4.2 X-monotileable sequences
If G is a countable amenable group and (Fn)n∈N a right Følner sequence of G invariant under conjugation by any element
g ∈ G (i.e., gFn = Fng for all n ∈ N and g ∈ G), then G is Inn(G)-monotileable.
Example 4.5. Here are two examples of countable amenable groups G having a right Følner sequence (Fn)n∈N that is
Aut(G)-monotileable.
(a) Take an infinite collection {Sn}n∈N of simple finite groups such that for n 6= m the only homomorphism Sn → Sm
is the trivial one and let H =
⊕
n∈N Sn. By our choice of the family {Sn}n∈N one has Aut(H) =
∏
n∈N Aut(Sn).
Consider the sequence (
⊕n
i=0 Si)n∈N; it is easy to see that it is an Aut(H)-monotileable right Følner sequence of H .
(b) Consider the group K =
⊕k
i=1 Z(p
∞
i ), where p1, . . . , pk are pairwise distinct primes. Then for every n ∈ N the
subgroup K[n] := {k ∈ K : nk = 0} of K is finite and fully invariant. Therefore the sequence (K[n!])n∈N is
Aut(K)-monotileable.
The following lemma is the counterpart for X-monotileable groups of Lemma 3.9 and has a similar proof.
Lemma 4.6. Let G be a group and (Fn)n∈N an X-monotileable sequence with id ∈ S. Then every subsequence (Fkn)n∈N
is still an X-monotileable sequence.
The following technical result is used in the proof of Theorem 5.2.
Lemma 4.7. Let H be a countable group and K a finitely generated group with a symmetric generating set X =
{f1, . . . , fm}. Consider a group homomorphism φ : K → Aut(H) and let X˜ = {id, φ(f1), . . . , φ(fm)}. If (En)n∈N is
an X˜-monotileable sequence of H, then for all f ∈ K the set φ(f)(En) is a monotile of En+s, where s = ℓS(f).
Proof. Fix n ∈ N. We proceed by induction on the length ℓS. Let f ∈ K. If f has length 0 or 1 the statement follows
by hypothesis. Suppose we have already proved the thesis for all the elements of K of length s − 1 and let f such that
ℓX(f) = s. This means that exist an index i ∈ {1, . . . ,m} and an element f¯ such that f = fif¯ and ℓX(f¯) = s − 1. So
there exists a subset E˜ of H such that
En+s−1 =
⊔
e˜∈E˜
e˜φ(f¯)(En). (4.6)
By hypothesis, φ(fi)(En+s−1) is a monotile of En+s, therefore there exists a subset E
′ of H such that
En+s =
⊔
e′∈E′
e′φ(fi)(En+s−1). (4.7)
Combining (4.6) and (4.7), we obtain
En+s =
⊔
e′∈E′
e′φ(fi)
⊔
e˜∈E˜
e˜φ(f¯)(En)

=
⊔
e′∈E′
e′
⊔
e˜∈E˜
φ(fi)(e˜)φ(fi)(φ(f¯)(En))

=
⊔
e′∈E′
e′
 ⊔
φ(fi)(e˜)∈φ(fi)(E˜)
φ(fi)(e˜)φ(f)(En)
 .
Let E′′ = E′φ(fi)(E˜). By Lemma 3.8, En+s =
⊔
e′′∈E′′ e
′′φ(f)(En).
4.3 Proof of the Extension Theorem
Consider two countable groups G and K and a surjective homomorphism π : G→ K. Fix a section σ : K → G for π, such
that σ(1K) = 1G. Let (Fn)n∈N be a locally monotileable sequence of K and let (Kn)n∈N be a tiling sequence associated
to (Fn)n∈N. We recall that any element f ∈ Fn can be written in a unique way as f =
∏n
j=1 kj , where kj ∈ Kn+1−j for
1 ≤ j ≤ n. For all n ∈ N we define
σn : Fn → G as σn(f) =
n∏
j=1
σ(kj) where f =
n∏
j=1
kj .
Since Fn ⊆ Fn+1 for all n ∈ N, we obtain that σn+1↾Fn = σn for all n ∈ N. Then the map σ¯ :
⋃
n∈N Fn → G, given by
σ¯(f) = σn(f) for n ∈ N such that f ∈ Fn, is well defined.
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It is straightforward to verify that σ¯(1K) = σ0(1K) = σ(1K) = 1G and that, for every f ∈
⋃
n∈N Fn, π(σ¯(f)) = f , that
is, π ◦ σ¯ = idK↾⋃
n∈N Fn
; in particular σ¯ is injective. Hence, we can extend the map σ¯ to a section σ˜ : K → G for π and we
call it the section associated to (Fn)n∈N and σ. Clearly, this σ˜ need not be unique. In case σ˜ = σ, we simply say that σ is
associated to (Fn)n∈N.
Lemma 4.8. Let G and K be countable groups, π : G → K a surjective homomorphism and σ : K → G a section for π
with σ(1K) = 1G. For a locally monotileable sequence (Fn)n∈N of K with associated tiling sequence (Kn)n∈N consider also
the section σ˜ associated to (Fn)n∈N and σ. Then (σ˜(Fn))n∈N is a locally monotileable sequence of G with associate tiling
sequence (σ(Kn))n∈N.
Proof. To verify that (σ˜(Fn))n∈N is a locally monotileable sequence we have to prove that
σ(Kn+1)
−1σ(Kn+1) ∩ σ˜(Fn)σ˜(Fn)
−1 = {1}, (4.8)
for every n ∈ N. Fix n ∈ N and g ∈ σ(Kn+1)
−1σ(Kn+1) ∩ σ˜(Fn)σ˜(Fn)
−1. So there are k1, k2 ∈ Kn+1 and f1, f2 ∈ σ˜(Fn)
such that g = f1f
−1
2 and σ(k1)f1 = σ(k2)f2. Thus, applying π,
k1π(f1) = π(σ(k1)f1) = π(σ(k2)f2) = k2π(f2).
Since (Fn)n∈N is a locally monotileable sequence of K, from k1π(f1) = k2π(f2) we conclude that k1 = k2 and π(f1) = π(f2).
This implies σ(k1) = σ(k2) and f1 = f2. Therefore, g = 1 and then (4.8) holds.
We are now in position to prove Theorem 1.15, that is the Extension Theorem stated in the introduction. Actually,
here we prove the more technical claim below, from which the theorem follows immediately.
Claim 4.9. Suppose that 0 → H
ι
−→ G
π
−→ K → 0 is a short exact sequence of countable groups, where K,H are locally
monotileable. Fix a section σ : K → G for π such that σ(1K) = 1G, a locally monotileable Følner sequence (Fn)n∈N of K
and a locally monotileable Følner sequence (En)n∈N of H. Let (Kn)n∈N be a tiling sequence associated to (Fn)n∈N and σ˜ a
section associated to (Fn)n∈N and σ. For convenience, for every n ∈ N, we set F
′
n = σ˜(Fn) and K
′
n = σ(Kn). If one of
the following two conditions holds:
(a) (En)n∈N is Inn(G)-monotileable,
(b) K′n = σ(Kn) ⊆ cG(H) for all n ∈ N,
then there exist a locally monotileable sequence (F#n )n∈N of G and a strictly increasing sequence (mn)n∈N in N such that:
(1) (π(F#n ))n∈N is a locally monotileable right Følner sequence of K;
(2) (F¯n)n∈N = (EmnF
#
n )n∈N is a locally monotileable right Følner sequence of G;
(3) for all n ∈ N, F¯n =
⊔
f∈F
#
n
Emnf .
Proof. By Theorem 4.4 applied to the section σ˜, there exist two strictly increasing sequences of natural numbers (mn)n∈N
and (kn)n∈N such that the sequence (F¯n)n∈N given by F¯n = EmnF
′
kn for all n ∈ N is a right Følner sequence of G. So, for
all n ∈ N let F#n = F
′
kn . Moreover, Lemma 4.3 (with j = mn and i = n) gives F¯n =
⊔
f#∈F
#
n
Emnf
# for all n ∈ N, and so
also (3) holds. Since, for every n ∈ N, π(F#n ) = π(F
′
kn) = π(σ˜(Fkn)) = Fkn , the condition in (1) is satisfied by Lemma 3.9.
It remains to prove only that (F¯n)n∈N is locally monotileable, so that also (2) is satisfied. The sequence (F
′
n)n∈N is
locally monotileable by Lemma 4.8 and so also (F ′kn)n∈N is locally monotileable by Lemma 3.9, that is, for every n ∈ N
there exists a finite subset K¯n of G such that
F#n = F
′
kn =
⊔
f∈K¯n
fF ′kn−1 . (4.9)
If (a) holds, then (Emn)n∈N is Inn(G)-monotileable by Lemma 4.6 and so, for every n ∈ N and f ∈ K¯n, the subset
fEmn−1f
−1 is a monotile of Emn . If (b) holds, we immediately conclude that K¯n ⊆ cG(H), and so, for every n ∈ N and
f ∈ K¯n, Emn−1 = fEmn−1f
−1 is a monotile of Emn . Hence, in both cases, for every n ∈ N there exists a finite subset
E¯f,n of H such that
Emn =
⊔
e∈E¯f,n
e¯fEmn−1f
−1. (4.10)
For every n ∈ N let G¯n =
⊔
f∈K¯n
E¯f,nf. Fixed n ∈ N+, (4.9) and Lemma 4.3(b) yield
F¯n = EmnF
′
kn = Emn
⊔
f∈K¯n
fF ′kn−1 =
⊔
f∈K¯n
EmnfF
′
kn−1 , (4.11)
and by (4.10), (4.11) and Lemma 4.3(b), we have
F¯n =
⊔
f∈K¯n
EmnfF
′
kn−1 =
⊔
f∈K¯n
 ⊔
e∈E¯f,n
efEmn−1f
−1
 fF ′kn−1
 =
=
⊔
f∈K¯n
⊔
e∈E¯f,n
efEmn−1F
′
kn−1 =
⊔
f∈K¯n
⊔
e∈E¯f,n
efF¯n−1 =
⊔
g∈G¯n
gF¯n−1.
Then (F¯n)n∈N is locally monotileable.
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The following corollary about the stability of M under central extensions coincides with [4, Lemma 6].
Corollary 4.10. Consider two countable groups G and K. Let G be a central extension of K, and let H ≤ Z(G) such that
0→ H → G→ K → 0 is a short exact sequence. If H and K are locally monotileable, then also G is locally monotileable.
Proof. Since H is abelian, every locally monotileable sequence of H is trivially Inn(G)-monotileable. Therefore Claim 4.9
applies.
Example 4.11. The Heisenberg group H3(Z) is the group of 3× 3 upper unitriangular matrices in M3(Z). Since H3(Z)
is a central extension of Z by Z2, so H3(Z) is locally monotileable by Corollary 4.10.
If in Claim 4.9 H is finite, we can consider the locally monotileable Følner sequence (En)n∈N given by E0 = {1G} and
En = H for all n > 0. Since H = kerπ, we have that H is normal in G. Therefore the sequence (En)n∈N is invariant
under conjugation by any element g ∈ G and so it is Inn(G)-monotileable. Thus we can apply Claim 4.9 and we obtain
the following result.
Corollary 4.12. Consider two countable groups G and K. Let π : G→ K be a surjective homomorphism with kerπ finite.
If K is locally monotileable then also G is locally monotileable.
4.4 Countable virtually nilpotent groups are locally monotileable
In this section we use the Extension Theorem (actually Claim 4.9) to prove first that a countable group with a locally
monotileable normal subgroup of finite index is necessarily locally monotileable, and then that all countable abelian groups
are locally monotileable. These results together give that all countable virtually nilpotent groups are locally monotileable.
Note that the virtually nilpotent finitely generated groups are precisely those of polynomial growth by the celebrated
Gromov’s Theorem.
Proposition 4.13. If G is a countable group having a normal subgroup of finite index H which is locally monotileable,
then so is G.
Proof. Let (En)n∈N be a locally monotileable right Følner sequence of H . Let K = G/H , let π : G→ K be the canonical
projection and ι : H → G be the inclusion of H in G. Fix a section σ : K → G for π such that σ(1K) = 1G, and let
σ(K) = R. Since K is finite, consider the locally monotileable Følner sequence (Fn)n∈N given by F0 = {1K} and Fn = K
for all n ∈ N+. By Theorem 4.4 there is an increasing sequence of natural numbers (mn)n∈N such that the sequence
(F¯n)n∈N, given by F¯0 = {1} and F¯n = EmnR for all n ∈ N+, is a right Følner sequence of G (note that R is finite and so
also F¯n is finite for every n ∈ N).
It remains to prove that (F¯n)n∈N is locally monotileable. Clearly F¯0 is a monotile of F¯1, so we can suppose n > 1. The
sequence (En)n∈N is locally monotileable by hypothesis so by Lemma 3.9 also (Emn)n∈N is locally monotileable. Therefore
for every n > 1 there is a finite subset E¯n of H such that
Emn =
⊔
e¯∈E¯n
e¯Emn−1 . (4.12)
For e¯1, e¯2 ∈ E¯n with e¯1 6= e¯2, we have e¯1Emn−1 ∩ e¯2Emn−1 = ∅. Therefore, since R is a set of right coset representatives
of H in G and Emn ⊆ H ,
e¯1Emn−1R ∩ e¯2Emn−1R = ∅. (4.13)
By (4.12) and (4.13) we conclude that, for all n ∈ N, F¯n = EmnR =
⊔
e¯∈E¯n
e¯Emn−1R =
⊔
e¯∈E¯n
e¯F¯n−1.
Example 4.14. Consider the group G = Z ⋊ Z2, where Z2 acts on Z as the automorphism t(x) = −x. The group G is
the semidirect product between Z and Z2 therefore 0→ Z→ G→ Z2 → 0 is a short exact sequence. We know that Z and
Z2 are both locally monotileable groups, so by Proposition 4.13 we have that also G is locally monotileable.
We apply twice the following easy observation in the proof of Theorem 4.16.
Lemma 4.15. Let G be a group and A,B ∈ Pfin(G). If g ∈ G, then
|(AgB) \ (AB)| ≤ |(Ag) \ A| |B| and |(ABg) \ (AB)| ≤ |(Bg) \B| |A|.
Proof. Fix g ∈ G and let a ∈ A and b ∈ B such that agb /∈ AB. This clearly implies that ag /∈ A. So, (AgB) \ (AB) ⊆
(Ag \A)B, and it is straightforward to deduce the first inequality. The second inequality can be proved analogously.
Theorem 4.16. Assume that the group G is increasing union of its subgroups G0 ≤ G1 ≤ G2 ≤ . . . , and that:
(1) every Gn is locally monotileable,
(2) every quotient Gn+1/Gn is locally monotileable,
(3) every quotient Gn+1/Gn admits a section σn : Gn+1/Gn → Gn+1 such that σn(1) = 1 and σn(Gn+1/Gn) ≤
cGn+1(Gn).
Then G is locally monotileable.
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Proof. We build recursively a locally monotileable right Følner sequence (En,j)j∈N of Gn for every n ∈ N. Let (E0,j)j∈N be
a locally monotileable right Følner sequence of G0. Fix n ∈ N and suppose we have already defined a locally monotileable
right Følner sequence (En,j)j∈N of Gn. Consider the exact sequence
0→ Gn → Gn+1 → Gn+1/Gn → 0. (4.14)
Since σn(Gn+1/Gn) ≤ cGn+1(Gn), by Claim 4.9 there exist a locally monotileable sequence (F
#
n+1,j)j∈N of Gn+1 and
a strictly increasing sequence of natural numbers (mn+1,j)j∈N with mn+1,j ≥ j for all j ∈ N, such that the sequence
(En+1,j)j∈N, defined letting, for every j ∈ N,
En+1,j = En,mn+1,jF
#
n+1,j ,
is a locally monotileable right Følner sequence of Gn+1. Since F
#
n+1,j ⊆ σn(Gn+1/Gn) ≤ cGn+1(Gn), then
En+1,j =
⊔
f∈F
#
n+1,j
fEn,mn+1,j . (4.15)
It remains to prove that the diagonal sequence (En,n)n∈N is a locally monotileable right Følner sequence of G.
Claim 4.17. (En,n)n∈N is a locally monotileable sequence of G.
For every n ∈ N, (4.15) yields
En+1,n+1 =
⊔
f∈F
#
n+1,n+1
fEn,mn+1,n+1 . (4.16)
Let (Kn,j)n∈N be a tiling sequence associated to (En,j)n∈N. Since for every n ∈ N and j ∈ N, we have mn+1,j > j, the
product Mn,j = Kn,mn+1,j . . .Kn,j+1 makes sense and
En,mn+1,j =Mn,jEn,j . (4.17)
Fix n ∈ N and j = n+ 1. Then Mn,n+1 = Kn,mn+1,n+1 . . .Kn,n+2, and letting M =Mn,n+1Kn,n+1,
En,mn+1,n+1 =Mn,n+1Kn,n+1En,n =MEn,n =
⊔
m∈M
mEn,n. (4.18)
Combining (4.16) and (4.18), we get
En+1,n+1 =
⊔
f∈F
#
n+1,n+1
f
( ⊔
m∈M
mEn,n
)
.
For An+1 = F
#
n+1,n+1M , by Lemma 3.8 we obtain that En+1,n+1 =
⊔
a∈An+1
aEn,n. This proves Claim 4.17.
Claim 4.18. (En,n)n∈N is a right Følner sequence of G.
Take g ∈ G. Since G =
⋃
n∈NGn, there exists t ∈ N such that g ∈ Gt. Pick n ∈ N with n ≥ t. Then g ∈ Gn, so
gF#n+1,j = F
#
n+1,jg for every j ∈ N. Moreover, for every j ∈ N,
|En+1,jg \En+1,j |
|En+1,j |
=
|En,mn+1,jF
#
n+1,jg \ (En,mn+1,jF
#
n+1,j)|
|En,mn+1,jF
#
n+1,j |
=
|En,mn+1,jgF
#
n+1,j \ (En,mn+1,jF
#
n+1,j)|
|En,mn+1,jF
#
n+1,j |
≤
≤
|En,mn+1,jg \En,mn+1,j ||F
#
n+1,j |
|En,mn+1,j ||F
#
n+1,j |
=
|En,mn+1,j g \En,mn+1,j |
|En,mn+1,j |
,
(4.19)
where the inequality holds by Lemma 4.15. By Remark 3.2 and by (4.17) we obtain that
|En,mn+1,j | = |Mn,jEn,j | = |Kn,mn+1,j . . .Kn,j+1En,j | = |Kn,mn+1,j | . . . |Kn,j+1||En,j | = |Mn,j ||En,j |. (4.20)
Now (4.20) and Lemma 4.15 give
|En,mn+1,jg \En,mn+1,j |
|En,mn+1,j |
=
|Mn,jEn,jg \ (Mn,jEn,j)|
|Mn,jEn,j |
≤
|En,jg \En,j ||Mn,j |
|En,j ||Mn,j |
=
|En,jg \En,j |
|En,j |
, (4.21)
and so (4.19) and (4.21) yield
|En+1,jg \ En+1,j |
|En+1,j |
≤
|En,jg \ En,j |
|En,j |
.
Using this inequality for n = t, by induction we get that, for every n ≥ t,
|En,jg \En,j |
|En,j |
≤
|Et,jg \ Et,j |
|Et,j |
. (4.22)
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By the choice of the sequence (Et,j)j∈N,
lim
j→∞
|Et,jg \ Et,j|
|Et,j |
= 0. (4.23)
By (4.22) and (4.23) we conclude that
lim
n→∞
|En,ng \En,n|
|En,n|
= lim
j→∞
|Et+j,t+jg \ Et+j,t+j|
|Et+j,t+j|
≤ lim
j→∞
|Et,t+jg \Et,t+j |
|Et,t+j |
= lim
j→∞
|Et,jg \ Et,j |
|Et,j |
= 0.
This proves Claim 4.18, and so concludes the proof of the theorem.
Now Corollary 3.11 can be obtained as a consequence of Theorem 4.16. Moreover, by Theorem 4.16 we have that
Q ∈M (for an alternative proof see Theorem 1.18) and the following more general results.
Corollary 4.19. If G is a countable abelian group, then G ∈M.
Proof. By hypothesis G is increasing union of and increasing chain {Gn : n ∈ N} of finitely generated subgroups; moreover,
Gn+1/Gn is finitely generated for every n ∈ N. By Corollary 3.11, for every n ∈ N, Gn and Gn+1/Gn are locally
monotileable. Hence G is locally monotileable by Theorem 4.16.
Corollary 4.20. If G is a countable hypercentral group of length < ω2, then G ∈M.
Proof. By hypothesis G = Zα(G) for some countable ordinal α < ω
2. We prove by induction that Zκ(G) is locally
monotileable for every ordinal κ < ω2. Indeed, Z0(G) = {1} is locally monotileable. Moreover, if κ = β + 1 for some
ordinal β, since Zβ(G) is locally monotileable by the inductive hypothesis and Zκ(G)/Zβ(G) is locally monotileable by
Corollary 4.19, Zκ(G) is locally monotileable by Corollary 4.10. If κ is a limit ordinal, then κ = mω for some m ∈ N+, and
so Zκ(G) is increasing union of its subgroups {Z(m−1)ω+n(G) : n ∈ N}. By the inductive hypothesis and by Corollary 4.19,
those subgroups satisfy the hypotheses of Theorem 4.16, so Zκ(G) is locally monotileable.
Corollary 4.20 and Proposition 4.13 give Theorem 1.16.
5 Applications of the Extension Theorem
5.1 Extensions of Q by Z
The following technical lemma is needed in the proof of Theorem 5.2.
Lemma 5.1. Let H,K be countable groups, φ : K → Aut(H) a group homomorphism and (En)n∈N a locally monotileable
sequence of H. Consider also a locally monotileable sequence (Fn)n∈N of K and let (Kn)n∈N be an associated tiling sequence.
Let (F¯n)n∈N be the sequence in Pfin(H × K) given by F¯n = En × Fn. If for all n ∈ N and k ∈ Kn+1, φ(k)(En) is a
monotile of En+1, then (F¯n)n∈N is a locally monotileable sequence of H ⋊φ K.
Proof. Fix n ∈ N. By hypothesis φ(k)(En) is a monotile of En+1 for all k ∈ Kn+1. Therefore for all k ∈ Kn+1, there is
E˜n+1,k such that En+1 =
⊔
e˜∈E˜n+1,k
e˜φ(k)(En). Consider K¯n+1 =
⊔
k∈Kn+1
E˜n+1,k × {k}. Then
F¯n+1 = En+1 × Fn+1 =
⊔
k∈Kn+1
En+1 × (kFn) =
⊔
k¯∈K¯n+1
k¯(En × Fn) =
⊔
k¯∈K¯n+1
k¯F¯n.
Theorem 5.2. Let H be a countable group and K a locally monotileable finitely generated group with a symmetric gener-
ating set X = {f1, . . . , fm}. Consider a group homomorphism φ : K → Aut(H) and let X˜ = {id, φ(f1), . . . , φ(fm)}. If H
is X˜-monotileable then the group G = H ⋊φ K is locally monotileable.
Proof. Let (En)n∈N be an X˜-monotileable right Følner sequence of H and (Fn)n∈N a locally monotileable right Følner
sequence of K. By Theorem 4.4 there exist two sequences (mn)n∈N and (kn)n∈N in N such that the sequence (F¯n)n∈N,
given by F¯n = Emn × Fn for every n ∈ N, is a right Følner sequence of H ⋊φ K.
Consider a tiling sequence (Kn)n∈N associated to (Fkn)n∈N. For all n ∈ N let an = max{ℓS(k) : k ∈ Kn+1}. By
Theorem 4.4 there exists a strictly increasing sequence (hn)n∈N in N such that:
(1) mhn+1 > mhn + an for every n ∈ N;
(2) the sequence (F ∗n)n∈N, given by F
∗
n = Emhn × Fn for every n ∈ N, is a right Følner sequence of H ⋊φ K.
By Lemma 4.6 the subsequence (Emhn )n∈N is still an X˜-monotileable sequence of H . By Lemma 4.7 we know that
φ(k)(Emhn ) is a monotile of Emhn+ℓS(k) for all k ∈ Kn+1. On the other hand, since mhn + ℓS(k) ≤ mhn+1 , by Lemma 3.9
Emhn+ℓS(k) is a monotile of Emhn+1 . Finally by Lemma 3.8 we have that φ(k)(Emhn ) is a monotile of Emhn+1 for all
k ∈ Kn+1.
The sequences (Emhn )n∈N, (Fkn)n∈N and (F
∗
n)n∈N satisfy the hypothesis of Lemma 5.1, so we apply it to conclude.
The following is an immediate consequence of Theorem 5.2 (take X = {1,−1} as a finite generating set of Z).
Corollary 5.3. Let H be a countable locally monotileable group and φ : H → H an automorphism. If H is φ-monotileable,
then H ⋊φ Z is locally monotileable.
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Now we prove Theorem 1.18 stating that for every automorphism φ of Q, the group Q ⋊φ Z is locally monotileable.
First we need the following folklore lemma; recall that an a-sequence (an)n∈N is geometric if for every k ∈ N there exists
n¯ ∈ N with k | an¯.
Lemma 5.4. Let (an)n∈N be a geometric a-sequence.
(a) For every q ∈ Q there is a minimum nq ∈ N such that q ∈ 〈
1
anq
〉.
(b) For q and nq as in item (a), there exist unique k1, . . . , knq ∈ N and k0 ∈ Z such that q =
∑nq
i=0
ki
ai
and 0 ≤ ki < qi =
ai/ai−1 for all i ∈ {1, . . . , nq}.
Proof. (a) Fix q = s
t
∈ Q, where (s, t) = 1 and 0 < t = pk11 . . . p
km
m . Since (an)n∈N is a geometric a-sequence, for every
i = 1, 2, . . . ,m there exists a minimal ni ∈ N such that p
ki
i | ani . Let nq = max{ni : 1 ≤ i ≤ m}, then q ∈ 〈1/anq 〉 and nq
is minimal with this property.
(b) We proceed by induction on nq . If nq = 0 then q ∈ Z and the statement is known to be true. Fix n ∈ N and suppose
that we already proved the statement for all the q ∈ Q such that nq ≤ n. Fix q = san+1 ∈ 〈
1
an+1
〉 such that nq = n + 1,
then there are unique 0 ≤ kn+1 < qn+1 and s
′ ∈ Z such that s = kn+1 + s
′qn+1 and so, by inductive hypothesis,
q =
kn+1
an+1
+
s′
an
=
kn+1
an+1
+
n∑
i=0
ki
ai
=
n+1∑
i=0
ki
ai
.
In order to prove Theorem 1.18, we start with the following fact.
Claim 5.5. Let (an)n∈N be a geometric a-sequence and (cn)n∈N an a-sequence, then the sequence (Fn)n∈N, with F0 = {0}
and Fn = 〈
1
an
〉 ∩ [0, cn) for every n ∈ N+, is Følner sequence of Q.
Proof. Fix 0 ≤ q = s
t
∈ Q. There exists n′ such that q < cn′ and by Lemma 5.4 there is nq such that
1
t
∈ Fnq . Let
n¯ = max{nq , n
′}, then q ∈ Fn¯. Note that Fn¯+k can be covered by cn¯+k/cn¯ disjoint sets of the form
Fn¯+k ∩ [lcn¯, (l + 1)cn¯) =
〈
1
an¯+k
〉
∩ [lcn¯, (l + 1)cn¯),
where l ∈ {0, cn¯+k/cn¯ − 1}. In each of these sets there are exactly |Fn¯+k| cn¯/cn¯+k elements. If we translate Fn¯+k by cn¯,
all these sets, except the last one, are shifted exactly in the next one. So,
(cn¯ + Fn¯+k) \ Fn¯+k =
(〈
1
an¯+k
〉
∩ [(ck+n¯ − cn¯, ck+n¯)
)
+ cn¯,
and then
|(cn¯ + Fn¯+k) \ Fn¯+k| =
|Fn¯+k| cn¯
cn¯+k
. (5.1)
Moreover q < cn¯, so q ∈ 〈
1
an¯+k
〉 for all k ∈ N. Thus, (q + Fn¯+k) ∪ Fn¯+k ≤ (cn¯ + Fn¯+k) ∪ Fn¯+k, and this implies
(q + Fn¯+k) \ Fn¯+k ⊆ cn¯ + Fn¯+k \ Fn¯+k. (5.2)
By (5.1) and (5.2) we obtain that
|(q + Fn¯+k) \ Fn¯+k| ≤ |(cn¯ + Fn¯+k) \ Fn¯+k| =
|Fn¯+k| cn¯
cn¯+k
,
and so
lim
n→∞
|q + Fn \ Fn|
|Fn|
= lim
k→∞
|q + Fn¯+k \ Fn¯+k|
|Fn¯+k|
≤ lim
k→∞
cn¯
cn¯+k
= 0.
If we consider instead a negative q ∈ Q, we can proceed in a similar way. We find n¯ ∈ N as before but using −q and then
we have
(Fn¯+k − cn¯) \ Fn¯+k =
(〈
1
an¯+k
〉
∩ [0, cn¯)
)
− cn¯.
As before we conclude that
|(q + Fn¯+k) \ Fn¯+k| ≤ |(Fn¯+k − cn¯) \ Fn¯+k| =
|Fn¯+k| cn¯
cn¯+k
,
and then also in this case
lim
n→∞
|(q + Fn) \ Fn|
|Fn|
≤ lim
k→∞
cn¯
cn¯+k
= 0.
Therefore (Fn)n∈N is a Følner sequence of Q.
One can verify that the above Følner sequence of Q is also locally monotileable (see [42]). This is written in details in
the next proof in a particular case (but in a more general setting), where one should take q = 1.
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Proof of Theorem 1.18. Each automorphism φ of the group (Q,+) is of the form φq : x 7→ qx for some q ∈ Q \ {0}. Fix
q = a/b ∈ Q \ {0}, with (a, b) = 1, a ∈ Z \ {0} and b ∈ N \ {0}. Let (En)n∈N with, for every n ∈ N,
En =
〈
1
|a|nbn(n!)
〉
∩ [0, 2n|a|nbn).
First (En)n∈N is a Følner sequence of Q, since (|a|
nbn(n!))n∈N is a geometric a-sequence and (2
n|a|nbn)n∈N is an a-sequence,
and so Claim 5.5 applies.
Now we verify that (En)n∈N is φq-monotileable, To this end, six n ∈ N. If a = |a| > 0, then
φq(En) = qEn =
〈
1
bn+1|a|n−1(n!)
〉
∩ [0, 2n|a|n+1bn−1).
We note that
En+1 =
2b2⊔
j=0
2n|a|n+1bn−1j +
(
En+1 ∩ [0, 2
n|a|n+1bn−1)
)
. (5.3)
Moreover,
En+1 ∩ [0, 2
n|a|n+1bn−1) =
|a|2(n+1)−1⊔
i=0
i
|a|n+1bn+1(n+ 1)!
+ φq(En) (5.4)
Combining (5.3) and (5.4), we obtain
En+1 =
2b2−1⊔
j=0
(
2n|a|n+1bn−1j +
(|a|2(n+1)−1⊔
i=0
i
|a|n+1bn+1(n+ 1)!
+ φq(En)
))
. (5.5)
Define
E¯+n+1 =
{
2n|a|n+1bn−1j +
i
|a|n+1bn+1(n+ 1)!
: 0 ≤ i < |a|2(n+ 1), 0 ≤ j < 2b2
}
.
By Lemma 3.8 and (5.5),
En+1 =
⊔
e¯∈E¯+
n+1
e¯+ φq(En), (5.6)
i.e., φq(En) is a monotile of En+1. Exactly in the same way we obtain that φ
−1
q (En) is a monotile of En+1.
If a < 0, then
φq(En) = qEn =
〈
1
|a|n−1bn+1(n!)
〉
∩ (−2n|a|n+1bn−1, 0] and φ−q(En) = 2
n|a|n+1bn−1 −
1
|a|n−1bn+1(n!)
+ φq(En).
Since a < 0, clearly −q > 0, and so (5.6) yields
En+1 =
⊔
e¯∈E¯+
n+1
e¯+ φ−q(En) =
⊔
e¯∈E¯+
n+1
(
e¯+ 2n|a|n+1bn−1 −
1
|a|n−1bn+1(n!)
+ φq(En)
)
. (5.7)
Define
E¯−n+1 = 2
n|a|n+1bn−1 −
1
|a|n−1bn+1(n!)
+ E¯+n+1.
By (5.7) we have En+1 =
⊔
e¯∈E¯
−
n+1
e¯+φq(En), and so φq(En) is a monotile of En+1. In the same way we find that φ
−1
q (En)
is a monotile of En+1. Hence, (En)n∈N is φq-monotileable.
To conclude, apply Corollary 5.3.
Given a finitely generated subgroup K of Aut(Q), one can prove that Q ⋊K is locally monotileable. Suppose that K
is generated by {a1
b1
, . . . , am
bm
}. Consider the sequence (En)n∈N given by
En =
〈
1
(|a1 . . . am|b1 . . . bm)n(n!)
〉
∩ [0, (2n|a1 . . . am|
n(b1 . . . bm)
n).
Proceeding as in the proof of Theorem 1.18 one could prove that (En)n∈N is K-monotileable and then apply Theorem 5.2.
5.2 Examples of locally monotileable groups that are not virtually nilpotent
Here we show that the general Extension Theorem can be proved for extensions
0→ H
ι
−→ G
π
−→ K → 0 (5.8)
when H has a property a bit stronger than local finiteness.
Corollary 5.6. Suppose that in the short exact sequence (5.8) the group H has the property that every finite subset of H
is contained in a finite characteristic subgroup of H. If K is locally monotileable, then G is locally monotileable as well.
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Proof. Clearly, H is locally finite, hence locally monotileable by Proposition 3.5. Moreover, there exists an exhausting
increasing sequence (En)n∈N of finite characteristic subgroups of H . In particular, En is invariant under conjugations
in G. So (En)n∈N is an Aut(G)-monotileable right Følner sequence of G. Therefore Claim 4.9 gives that G is locally
monotileable.
This corollary provides some new examples of locally monotileable groups.
Example 5.7. Take an infinite collection {Sn : n ∈ N} of simple finite groups such that for n 6= m the only homomorphism
Sn → Sm is the trivial one and exp(Sn) is not bounded. Let H =
⊕
n∈N Sn be as in Example 4.5(a). Then H satisfies the
hypotheses of Corollary 5.6. In particular, H is locally finite, hence H is locally monotileable by Proposition 3.5.
Let us see that for every residually finite countable abelian group K one can define an appropriate faithful action θ of
K on H , such that H ⋊θ K is locally monotileable. Indeed, K can be identified with a subgroup of P =
∏
m∈N+
Z(m).
Since Aut(H) =
∏
n∈N Aut(Sn), each Aut(Sn) contains a copy of Sn, hence the orders of these groups are not bounded.
Therefore, the product Aut(H) contains a subgroup isomorphic to P . In particular, P (hence, Aut(H) as well) contains an
isomorphic copy of the group K, which gives rise to a faithful action θ of K on H . Since the group K is locally monotileable
by Corollary 4.19, we deduce that G = H ⋊θ K is locally monotileableby Corollary 5.6.
For example, we can just pick a non-torsion element φ ∈ P and put K = 〈φ〉 ∼= Z; then G = H ⋊K ∈M. Note that G
is neither locally finite, nor virtually solvable, nor residually solvable.
Example 5.8. We build here examples of locally monotileable amenable groups that are neither virtually nilpotent nor
residually finite.
(a) Suppose that in the short exact sequence (5.8) the group H is abelian and satisfies the descending chain condition
on subgroups. If K is locally monotileable, then G is locally monotileable as well. Indeed, it is well known that the
hypothesis on H implies that H ∼= F ⊕
⊕k
i=1 Z(p
∞
i ), where p1, . . . , pk are not necessarily distinct primes (see [23]).
Then for every n ∈ N the subgroup H [n] = {h ∈ H : nh = 0} is finite and fully invariant. Since every finite subset
of H is contained in some of the subgroups H [n], the group H satisfies the hypotheses of Corollary 5.6. Hence, G is
locally monotileable.
(b) Take as in Example 4.5(b) H =
⊕k
i=1 Z(p
∞
i ), where p1, . . . , pk are distinct primes. Then K
∗ = Aut(H) ∼=∏k
i=1 U(Jpi), where U(Jpi) is the group of units of the ring Jpi , and in particular K
∗ = Aut(H) is abelian. So
any countable subgroup K of K∗ is locally monotileable. Now consider the semidirect product G = H ⋊K, where
the action of K is that induced by the natural one of Aut(H) on H . By item (a) G is locally monotileable.
(c) Now take for simplicity k = 1 and p = p1 > 2 in item (b), so H = Z(p
∞) and K∗ = U(Jp). Since p > 2, we can
choose K 6⊆ 1 + pJp, and so the natural action of K on H is fixed-point free. Therefore, G = H ⋊K is center-free,
so G is locally monotileable and G is not nilpotent.
To see that G is not virtually nilpotent consider a finite index subgroup N of G contained in K1 = (1 + p
kJp) ∩K.
It is enough to show that N is not nilpotent. Since H is divisible, we deduce that H ≤ N . Hence, N = H ⋊ (N ∩K)
and m = [K : (N ∩ K)] < ∞, so N ⊆ mK. In particular, if m = plm1, with l ∈ N and (m1, p) = 1, then there
exists ξ ∈ N ∩ (1 + plJp). This implies that Z(N) = Z1(N) = Z(p
l) × {1}. Arguing by induction one can see that
Zs(N) = Z1(N) = Z(p
ls)×{1}. Hence, N 6= Zs(N) for every s ∈ N. Thus N is not nilpotent. Since H =
⋃
s∈N Zs(N),
N is hypercentral. Therefore, G is virtually hypercentral, yet not virtually nilpotent.
Finally, it is easy to see that G is not residually finite, as H is a non-trivial divisible subgroup of G.
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