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Charge order is universal among high-Tc cuprates but its relevance to super-
conductivity is not established. It is widely believed that, while static order
competes with superconductivity, dynamic order may be favorable and even
contribute to Cooper pairing. We use time-resolved resonant soft x-ray scat-
tering to study the collective dynamics of the charge order in the prototypical
cuprate, La2−xBaxCuO4. We find that, at energy scales 0.4meV . ω . 2meV,
the excitations are overdamped and propagate via Brownian-like diffusion. At
1
energy scales below 0.4 meV the charge order exhibits dynamic critical scaling,
displaying universal behavior arising from propagation of topological defects.
Our study implies that charge order is dynamic, so may participate tangibly
in superconductivity.
One of the key questions in high temperature superconductivity is how it emerges as hole-
like carriers are added to a correlated Mott insulator (1–3). Soon after the discovery of Bednorz
and Mu¨ller (4), it was recognized that competition between kinetic energy and Coulomb re-
pulsion could cause valence holes to segregate into periodic structures originally referred to as
“stripes” (5–7). Valence band charge order has since been observed in nearly all cuprate fami-
lies (8–19), though it is not known what role, if any, charge order plays in superconductivity.
It is widely believed that, while static charge order may compete with superconductivity,
fluctuating order could be favorable or even contribute to the pairing mechanism (1, 2, 20). It
is therefore crucial to determine whether the charge order in cuprates is fluctuating and, if so,
what kind of dynamics it exhibits.
The generally accepted way to detect fluctuating charge order is to use energy- and momentum-
resolved scattering techniques, such as inelastic x-ray or electron scattering, to measure the
dynamic structure factor, S(q, ω) (2, 20). This quantity is related to the charge susceptibility,
χ′′(q, ω), by the fluctuation-dissipation theorem, which asserts a quantitative relationship be-
tween the weakly nonequilibrium dynamics of a system and its equilibrium fluctuations at finite
temperature (21–24). The time scale of the fluctuations can therefore be inferred from the en-
ergy dependence of the scattering data. The energy scale of charge fluctuations could, however,
be of the same order as the superconducting gap, requiring instruments with sub-meV energy
resolution to detect it. Such x-ray and electron spectrometers do not yet exist, calling for a
different approach.
A way to achieve sub-meV energy resolution is to study the collective excitations in the
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time domain. The effective energy resolution of a time-resolved experiment can be defined
as ∆ω = 2π~/T , where T is the time interval measured (25). Arbitrarily low energy scales
can therefore be accessed by scanning to long delay times. Further, the fluctuation-dissipation
theorem guarantees that the time-domain dynamics of a system may be used to shed light on its
low-energy fluctuations in equilibrium.
When an ordered phase is excited out of equilibrium, its order parameter could exhibit any
of several distinct types of dynamics (22–24). For example, it might exhibit inertial dynamics,
undergoing coherent oscillation around its equilibrium value at a characteristic frequency. Such
dynamics are common in structural phase transitions in which the oscillation is a phonon of
the distorted phase. Alternatively, the order parameter might relax back to equilibrium gradu-
ally, either through dissipation or diffusive motion of excitations. Such relaxation is influenced
by conservation laws and whether continuous symmetries are present that support topologi-
cal defects (23, 24). Recent time-resolved optics studies of underdoped YBa2Cu3O6+x and
La2−xSrxCuO4 showed coherent, meV-scale, collective oscillation of the optical response that
was interpreted as an amplitude mode of the charge order (26–28), implying dynamics of the
inertial type (23, 24). However, charge order is a finite-momentum phenomenon, while optics
experiments probe the system at zero momentum, so the relationship between these oscilla-
tions and the charge order is not fully established. Analogous experiments with momentum
resolution are therefore needed.
Here, we use time-resolved resonant soft x-ray scattering (tr-RSXS) to study the collective
dynamics of “stripe-ordered” La2−xBaxCuO4 with x ∼ 1/8 (LBCO) (8, 9, 29). We use 50-
fs, 1.55 eV laser pulses to drive the charge order parameter out of equilibrium, and probe its
subsequent dynamics by scattering 60-fs x-ray pulses from a free-electron laser (FEL) after a
controlled time delay (Fig. 1A). X-ray pulses were resonantly tuned to the Cu L3/2 edge (933
eV) and detected with either an energy-integrating avalanche photodiode (APD) or an energy-
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resolving soft x-ray grating spectrometer with a resolution of 0.7 eV (30, 31). Using the latter
makes this is a time-resolved RIXS (tr-RIXS) measurement and allows isolation of the resonant,
valence band scattering from the Cu2+ fluorescence background. A total delay range of T = 40
ps after the pump arrival was scanned with a time resolution of ∆t = 130 fs (SM, Fig. S1),
allowing studies of phenomena with an energy scale ranging from 2π~/T = 0.103 meV to
π~/∆t = 15.9 meV (25).
The LBCO crystal used in this study exhibits charge order below TCO = 53 K, which co-
incides with an orthorhombic-to-tetragonal structural transition (8, 9, 29). Experiments were
carried out at T = 12 K (< TCO) and focused around the charge order wave vector ~QCO =
(0.23, 0.00, 1.50) r.l.u., where (H,K,L) are Miller indices denoting the location of the peak in
momentum space (9, 29) (see SM, Materials and Methods for further details). For a pump flu-
ence of 0.1 mJ/cm2, the energy-integrated charge order peak, shown in Fig. 1C, is immediately
suppressed due to the creation of both electron-hole pairs and the collective excitations of inter-
est (32–34). Fitting the momentum lineshape at each time delay with a pseudo-Voigt function
(SM, section 2), we found that the peak is suppressed by 75% and broadened in momentum
by 45% compared to its equilibrium profile (Figs. 1C and S3). That the peak is not fully sup-
pressed implies the laser provided a perturbation of intermediate strength, where the original
charge order has not been completely extinguished. The broadening of the peak indicates the
creation of heterogeneous spatial structure in the charge order.
It is crucial to establish whether the peak changes observed are truly properties of the va-
lence band. Repeating the measurement using energy-resolved tr-RIXS with 0.7 eV resolution,
we find that the peak suppression only takes place in the resonant, quasielastic scattering (Fig.
2). The other RIXS features, including the dd and charge transfer excitations, and Cu2+ flu-
orescence emission, are unaffected by the pump. We conclude that the effects observed are
properties of the valence band, and the time response will directly reveal the dynamics of the
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charge order.
Shortly after the pump, for time t . 2 ps which corresponds to an energy scale of 2 meV
. ω . 15.9 meV, we observe a shift in the wave vector of the charge order peak (see Fig.
1C). This shift occurs in the scattering plane, along the H momentum direction, but not along
the perpendicularK direction (SM, Fig. S2B). A single exponential fit to the time-dependence
(Fig. 1B) indicates that the peak position recovers in (2.13 ± 0.18) ps. This pump-induced
phenomenon could be due to any of three effects: (1) a change in the periodicity of the charge
order, (2) a change in the refractive index of the sample in the soft x-ray regime, which would
alter the perceived Bragg angle of the reflection (35), or (3) a collective recoil of the charge
order condensate.
We tested the first possibility by rotating the sample azimuthal angle by 180◦ and repeating
the measurement at the same ~QCO = (0.23, 0.00, 1.50) r.l.u.. If the shift were due to a periodic-
ity change, because the CuO2 plane is C4-symmetric, such a rotation would not affect the peak
momentum as measured in the reference frame of the sample. Surprisingly, we found that the
momentum shift reversed direction (Fig. 1B), meaning it is fixed with respect to the propagation
direction of the pump, not the crystal axes. This excludes a (pure) change in the periodicity of
the charge order. To test the second possibility, we measured the (0, 0, 1) Bragg reflection of
the LTT structure. A pump-induced change in the refractive index should be visible as a shift in
the (0, 0, 1) peak as well, however no such shift was observed (Fig. S6). We are led to the sur-
prising conclusion that the pump induces a coherent recoil of the charge order condensate—in
essence, a nonequilibrium population of collective modes exhibiting a nonzero center-of-mass
momentum, which might be thought of as a classical Doppler shift.
To summarize so far, the initial periodic charge order is partially destroyed by the perturbing
laser pulse, but by 2 ps, its amplitude is nearly restored. The next stage in its approach to
equilibrium is summarized in Fig. 3A, which shows the intensity of the charge order peak for
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times 2 ps . t . 10 ps, corresponding to an energy scale of 0.4 meV . ω . 2 meV. Unlike
previous reports of an amplitude mode (26–28), we see no coherent oscillation indicative of
inertial dynamics. We conclude that the dynamics of the charge order in LBCO are purely
relaxational, meaning its collective modes are highly damped.
Nevertheless, the excitations of the charge order propagate diffusively. In the standard de-
scription of relaxational dynamics (23, 24) in a periodic system (see SM, section 7), a non-
conserved order parameter driven weakly out of equilibrium will have a time dependence pro-
portional to exp(−γ(q)t), where q = | ~Q− ~QCO| is the momentum relative to the charge order
peak and
γ(q) = γ0 +Dq
2. (1)
Here the momentum dependence arises from diffusion quantified by the parameter, D (γ0 de-
scribes the dissipation). Fig. 3A shows time traces of the charge order peak intensity for t < 10
ps for a selection of momenta ~Q around ~QCO. Each curve is fit well by a single exponential, plus
a constant offset that likely arises from heating of the electronic subsystem (36) (see SM, section
6). That the curves are fit well by a single exponential implies that the charge order amplitude
now deviates only weakly from its equilibrium value. We find the relaxation rate is highly
momentum-dependent, increasing rapidly with q (Fig. 3B), and is fit well by Eq. 1, yielding
dissipation parameter ~γ0 = (0.1730± 0.0015) meV and diffusion constant ~D = (215 ± 19)
meV A˚2. These two quantities imply that the collective excitations of the charge order in LBCO
propagate by Brownian-like diffusion, with a characteristic diffusion length λ =
√
2D/γ0 ∼ 50
A˚ and dissipation time 1/γ0 = (3.805± 0.031) ps.
At late times, 5 ps . t . 40 ps, corresponding to an energy scale of 0.1 meV . ω . 0.8
meV, the order parameter still exhibits relaxational dynamics, but its amplitude is nearly re-
turned to its equilibrium value. The dynamics no longer follow a simple exponential form, but
instead are characterized by self-similar dynamic scaling (37–40). The concept of dynamic scal-
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ing originated in the field of far-from-equilibrium phenomena having been observed in phase
ordering dynamics of quenched binary fluids and alloys (41, 42). The hypothesis states that the
amplitude and length scale of the order parameter satisfy a universal relationship,
S(q, t) = Ld(t)F (qL(t)). (2)
Here, S(q, t) is the time Fourier transform of S(q, ω), L(t) is the characteristic length scale
of the order, and F (x) is a universal function. For systems with a scalar order parameter, L
corresponds to the mean domain size. For systems with a continuous symmetry and a vector or
tensor order parameter, L(t) corresponds to the mean distance between topological defects, and
increases as defects annihilate or are annealed from the system. Eq. 2 states that structure on
different time scales is self-similar and independent of time if suitably scaled. Dynamic scaling
only takes place at late times following a quench when the magnitude of the order parameter is
large and nonlinear effects are important (38, 43).
We found that the the late-time data can be collapsed to a single curve (Fig. 4A), using
Eq. 2, taking d = 3 and L(t) as the inverse of the half-width of the charge order reflection.
This collapse implies that, at sub-meV energy scales, the dynamics of the order parameter are
determined by universal properties such as dimensionality and ranges of the interactions, and
are not governed by any microscopic details of LBCO itself.
The behavior of L(t) is sensitive to the nature of the equilibrium phase the system is ap-
proaching. If relaxing to a phase that is uniform in space, L(t) is known to exhibit power law
behavior at long times, L(t) ∼ tα, where α = 1/3 if the order parameter is conserved and
α = 1/2 if it is not (37, 38). However, if the equilibrium phase is modulated, as is the current
case of charge order in LBCO, it was predicted (for a strong quench) that the long-time behav-
ior of two-dimensional (2D) modulated phase order is governed by the dynamics of topological
defects, and L(t) ∼ ln(t) (44). Such slow dynamics can arise without needing to consider ad-
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ditional effects due to pinning by disorder. That neighbouring layers are correlated means the
topological defects behave as line defects oriented along the stacking direction, and so can be
described by an effective 2D dynamics.
We test these expectations by examining the long-time (t > 10 ps) behavior of L(t). Fig.
4B shows a compensated plot seemingly indicating that L(t) ∼ t0.03 at long times. Small
power laws of this sort are normally interpreted as logarithmic dependence, i.e., L(t) ∼ ln(t),
supporting the prediction of Ref. (44). While disorder may be playing some role, this result
is evidence that the long-time dynamics of LBCO are governed by propagation of topological
defects such as dislocation lines.
Our study implies that the collective charge order excitations in LBCO are gapless down to
an energy scale of 0.1 meV. The fluctuation-dissipation theorem implies that the charge order
is fluctuating if maintained at any fixed temperature above 1 K. On an energy scale 0.4 meV
. ω . 2 meV (time scales 2 ps . t . 10 ps) the excitations propagate diffusively with a
mean free path λ ∼ 50A˚ in a mean free time 1/γ0 = (3.805 ± 0.031) ps. This implies that
an equivalent energy-domain measurement of S(q, ω) would exhibit a featureless, quasielastic
spectrum with an energy width given by γ(q) in Fig. 3B (23, 24) (see SM, section 7). At
ultralow energy scales, 0.1 meV . ω . 0.4 meV (time scales 10 ps . t . 40 ps) the order
exhibits dynamic critical scaling, the collective excitations consisting of topological defects
whose dynamics are governed by universal scaling laws independent of the microscopic details
of LBCO. The dynamic nature of charge order suggests it could participate in superconductivity
in a tangible way.
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Figure 1: Pump-induced suppression and recoil of the charge order in LBCO. (A) Layout
of the experiment. 1.55 eV pump pulses perturb the charge order, which is then probed by
resonant scattering of co-propagating soft x-ray FEL pulses resonantly tuned to the Cu L3/2
edge. (B) Time-dependent shift of the charge order wavevector in the H momentum direction
for two different azimuthal sample angles, φ = 0 and π. The dashed line is a fit to the φ = 0 data
(reflected for comparison to the φ = π points). (C) Momentum scan in theH direction through
the charge order peak for a selection of time delays. Dashed lines are fits using a pseudo-Voigt
function (see SM, section 2). The fluorescence background has been subtracted.
10
0.000 0.004 0.008 0.012 0.016 0.020
A B
Figure 2: Time-resolved RIXS measurement of charge order in LBCO. (A) tr-RIXS spectra
taken at a series of delay times with the momentum tuned to the peak of the charge order, QCO
(data are binned in 400 fs time steps to reduce counting noise in the plot). (B) Line plots of the
same tr-RIXS spectra for a selection of time delays. Error bars represent Poisson counting error.
The quasielastic scattering from the charge order appears at zero energy, and is the only spectral
feature influenced by the pump. The feature at -1.8 eV is a combination of dd excitations and
Cu2+ emission, and the features at -6 eV are charge transfer excitations.
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A B
Figure 3: Collective modes of charge order in LBCO propagate diffusively. (A) (solid
lines) Time traces of the energy-integrated charge order scattering for a selection of momenta
q = | ~Q − ~QCO|. The data are scaled to the same height and binned into 200 fs time steps to
reduce counting noise in the plot. (dashed lines) Fits using a single exponential (see SM, section
6) show the recovery time is highly momentum-dependent. (B) (red points) Exponential decay
parameter, γ(q), as a function of relative momentum difference, q = sgn(H−HCO)| ~Q− ~QCO|.
Error bars represent only the statistical uncertainties in the fits. (dashed line) Fit to the data using
eq. (1). (shaded area) Lineshape of the unperturbed charge order reflection in equilibrium.
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Figure 4: Demonstration of dynamic scale invariance at long times. (A) Scaled momentum
profiles (as in Fig. 1C) showing that the data collapse at late times for d = 3. Here, L(t) is
taken to be the inverse half-width of the reflection at each time delay, t. The curves have been
shifted in H to compensate for the momentum recoil at short times. (B) Compensated plot of
the scaling function, L(t), this time taken as the cube root of the peak intensity at each time
delay, t. The data show a power law of 0.03 at long times, indicating logarithmic behavior.
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Materials and Methods
Sample growth and characterization
A high-quality pellet of La1.875Ba0.125CuO4 was grown by the floating zone method and cut into
smaller single crystals (29). The crystals were cleaved in air in order to expose a fresh surface,
mainly oriented along the ab plane. The 2-mm-sized single crystal used in this study was pre-
oriented using a lab-based Cu Kα X-ray source. The lattice parameters were determined to be
a=b=3.787 A˚ and c=13.23 A˚ . The surface miscut with respect to the ab crystalline plane was
found to be 21 degrees. The superconducting Tc of the sample was verified through a SQUID
magnetometry measurement to be approximately 5 K.
Time-resolved Resonant Soft X-ray Scattering
Low-temperature optical pump, soft X-ray probe measurements have been performed at the Soft
X-Ray (SXR) instrument of the Linac Coherent Light Source (LCLS) X-ray free electron laser
(FEL) at SLAC National Laboratory, Menlo Park, USA (45). The measurements reported in this
work were carried out at a Resonant Soft X-ray Scattering (RSXS) endstation (30) in a 3 · 10−9
Torr vacuum. Low temperatures down to 12 K were achieved with a manipulator equipped with
a Helium flow cryostat. Ultrafast probe X-rays at 120 Hz rep. rate were obtained by tuning the
free electron laser to the Cu L3/2 edge (931.5 eV) and with a 0.3 eV bandwidth after passing
through a grating monochromator. The p-polarized X-ray pulses had a typical pulse duration of
60 fs, a pulse energy of 1.5 µJ, and were focused down to a 1.5x0.03 mm2 elliptical spot. The
1.55 eV optical pump pulses, also p-polarized, were generated with a Ti:sapphire amplifier run
at 120 Hz and propagated collinearly with the X-rays into the RSXS endstation. The 50-fs pump
was focused down to a 2.0x1.0 mm2 spot in order to probe a homogeneously excited sample
volume. The beams were spatially overlapped onto a frosted Ce:YAG crystal and synchronized
by monitoring the reflectivity changes of a Si3N4 thin film. The shot-to-shot temporal jitter
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between pump and probe pulses was measured by means of a timing-tool (46,47) and corrected
by time-sorting during the data analysis. The overall time resolution of approximately 130
fs was checked by measuring the crosscorrelation signal on a polished Ce:YAG crystal (see
Fig. S1). Shot-to-shot intensity fluctuations from the FEL were corrected in the photodiode
data through a reference intensity readout before the monochromator. The scattered X-rays
were measured with an energy-integrating avalanche photodiode located on a rotating arm at
17.3 cm from the sample, while time-resolved RIXS measurements were performed with a
modular qRIXS grating spectrometer (31) mounted on a port at 135◦ with respect to the incident
beam and provided a ∼ 0.7 eV energy resolution (FWHM) when using the 2nd order of the
grating. The spectrometer was equipped with an ANDOR CCD camera operated at 120 Hz
readout rate in 1D binning mode along the non-dispersive direction. The pump-probe time
delay was controlled both electronically and through a mechanical translation stage. All the
time-dependent rocking curves presented in this work have been referenced to their equilibrium
values by selectively varying the pump-probe time delay to negative values during the data
acquisition in order to minimize errors due to motor backlash and step accuracy.
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Supplementary text
1. Pump-probe cross-correlation
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Fig. S1. Optical pump-X-ray probe cross-correlation. Time-sorted YAG transmittance edge
measuring the cross-correlation between optical pump and soft X-rays at the sample position.
The signal intensity is uncorrected for amplitude fluctuations of the FEL beam. The fit function
is given in the text.
The pump-probe cross-correlation for this experiment was measured by detecting the optical
transmittance of the 1.55 eV light as a function of delay w.r.t the X-ray pulse for a 0.5 mm thick
polished Ce:YAG placed at the sample position using a Si photodiode (model DET36A). When
interacting with the X-ray beam, the YAG transmittance at 1.55 eV exhibits a sharp edge (see
Fig. S1) that can be used to characterize the global time resolution. By fitting the signal with the
function I(t) = I0 − ∆I2
[
1 + erf
(
t
τ0
)]
, we obtain a cross-correlation width τ0 = (187± 39) fs.
Hence, our global time-resolution is τ0/
√
2 ∼ 130 fs under the assumption of Gaussian beam
envelopes.
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2. Charge order peak rocking curves fit and background subtraction
The rocking curves shown in Fig. S2 have been fitted with a pseudo-Voigt profile and a linear
background,
I(q)
∣∣∣∣
t
= (I0+mq)+ f
1
πg
A
1 +
(
q−QCO
g
)2 +(1− f)Ag
√
ln 2
π
exp
[
− ln 2
(
q −QCO
g
)2]
(3)
The first term represents the linear background, while the second and third term represent a
Lorentzian and a Gaussian, respectively, with f as a linear mixing parameter. The last two
terms share the same amplitude parameter A and the same FWHM 2g. The fit parameters at
each time delay along the H direction (Fig. S2) are reported in Fig. S3. The background slope
and intercept are constant over the entire delay window, therefore a background subtraction
based on the fitted slope does not introduce artifacts in the time-dependent behavior of the
charge-order (CO) peak. The fit parameters in Fig. S3A-D exhibit a time dependence that
can be captured by a single exponential recovery and an offset, while the background is time-
independent. The same fit procedure has been also applied for the scans along the K direction
shown in Fig. S2B. The fit parameters for those curves are reported in Tab. S1.
t<0.0 ps t=1.0 ps
A (a.u.) (14.02± 0.34) · 10−3 (6.35± 0.28) · 10−3
KCO (0.0± 0.3) · 10−4 (−7.4 ± 0.5) · 10−4
g (r.l.u.) (4.03± 0.05) · 10−3 (5.23± 0.09) · 10−3
f (0.655± 0.048) (0.652± 0.080)
m (r.l.u.) (0.00± 0.18) (0.00± 0.10)
I0 (a.u.) (2.3031± 0.0057) (2.3168± 0.0042)
Table S1. Fit parameters along K projection. Pseudo-Voigt fit parameters for the curves in
Fig. S2B. KCO is the Miller index of the QCO wavevector in the fit expression.
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Fig. S2. Pump-induced CO peak melting. CO peak projection along H and K for selected
time delays. Solid lines are experimental data, dashed lined represent pseudo-Voigt fits.
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Fig. S3. Time-dependent CO peak fit parameters. (A) Pseudo-Voigt amplitude A, (B) H
projection of the COwavevector Q, (C) CO peak HWHMg, (D) Pseudo-Voigt mixing parameter
f, (E) linear background slope m (F) linear background intercept I0. Red symbols mark the fit
parameters. These points are then fit to an exponential decay in (A)-(D) (dashed grey lines) and
to a constant in (E)-(F).
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3. Charge order peak rocking curves for φ ∼ π
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Fig. S4. CO peak shift at φ ∼ π. CO peak projection along H for selected time delays.
Solid lines are experimental data, dashed lines represent pseudo-Voigt fits. Vertical dashed lines
indicate the peak positions at equilibrium and at the maximum of the response. Data shown in
(A) are acquired with a pump fluence of 0.2 mJ/cm2 while data in (B) with 0.1 mJ/cm2.
In the main text, we discuss the change in the CO peak shift direction when rotating the
sample around the azimuthal angle φ. In Fig. S4, we show the CO rocking curves (with back-
ground subtraction) for the blue points in Fig. 1B of the main text. These data are acquired at
the same pump fluence and temperature conditions as the data reported in the rest of Fig. 1.
Moreover, here we also report a second dataset exhibiting a clear peak shift when irradiated
with a higher IR pump fluence.
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4. Comparison between tr-RIXS and APD data
The time-dependent elastic line intensity measured with the RIXS spectrometer and integrated
over the energy axis maps closely onto the time-dependent, background-subtracted CO peak
intensity measurement carried out with the avalanche photodiode (see Fig. S5).
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Fig. S5. Comparison between tr-RIXS and energy-integrated time dependence at QCO.
Elastic line intensity values (energy-integrated in a 1.5-eV range around the peak) vs time delay
are reported as red dots, while a rescaled, background-subtracted photodiode (APD) intensity
measurement at QCO is shown as a solid grey line. Error bars are Poisson uncertainties.
5. Response of the LTT distortion peak
The onset of CO in 1/8-doped LBCO is accompanied by a low-temperature structural transition
from a low-temperature orthorhombic (LTO) to a low-temperature tetragonal (LTT) phase (29).
This structural change allows us to observe an otherwise forbidden (0,0,1) Bragg reflection.
The (0,0,1) reflection measurement is performed at resonant condition with Cu L3 edge X-
rays. Previous studies reported pump-induced changes in this peak under 1.55 eV (33) and
midinfrared (32) irradiation and for mJ/cm2 fluences. Hence it is important to check whether
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the structure responds as well to the excitation in the current experimental conditions. The
(0,0,1) peak data at the same fluence of the CO data shown in the main text are shown in Fig.
S6. The peak intensity decreases but the peak does not shift in Q, at variance with the CO
diffraction signal. This is additional evidence that the lattice does not change while the charge
moves.
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Fig. S6. Dynamics of the LTT distortion. Projection of the (0,0,1) Bragg peak along the H
direction at T=12 K for selected time delays and for a pump fluence of 0.1 mJ/cm2.
6. Raw time-dependent, energy-integrated peak intensities around QCO
In Fig. 3A of the main text, we show normalized differential intensity changes vs pump-probe
time delay. In Fig. S7 we show the unscaled intensity curves after time-sorting and rebinning
with 200 fs time steps. Shot-to-shot intensity fluctuations have been corrected with a reference
intensity monitor prior to the monochromator, while the fluorescence background has not been
subtracted out. Each intensity curve is fit with a single exponential recovery and an offset
capturing the long-time relaxation of the CO peak. The fit function for each momentum cut is
I(t)
∣∣∣∣∣
q
=
∣∣∣∣∆0 −Θ(t− td)
[
1− exp
(
− t− td
τ0
)][
A0 + A1 exp
(
− t− td
τ
)]∣∣∣∣
2
+ Ibkg. (4)
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In this expression, the pump-induced signal grows with an exponential saturation characterized
by a timescale τ0. A1 and A0 respectively represent the exponential amplitude and an offset,
while τ is the timescale of the exponential recovery. td is the parameter for the zero time delay.
∆0 is the equilibrium value of the order parameter, while Ibkg is the fluorescence contribution
to the overall intensity. The fit curves are indicated in Fig. S7 as black dashed lines.
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Fig. S7. Raw time-dependent CO peak intensity. Energy-integrated, time-dependent in-
tensity profiles of the CO peak for a pump fluence of 0.1 mJ/cm2 and for selected momenta
(solid lines). Data are binned along the time axis in 200 fs steps to improve statistics. Single
exponential fit curves are shown as dashed black lines.
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7. Momentum-dependent recovery of the charge-ordered phase
The purpose of this section is to calculate the relaxation of long-wavelength fluctuations of
the charge order parameter as it approaches an equilibrium periodic state, in the spirit of Lan-
dau theory. The calculation remains in the framework of the time-dependent Ginzburg-Landau
equation but the coarse-grained free energy takes into account the periodic charge order state.
Our data indicate that following the application of a laser pulse, the periodic state undergoes
exponential relaxation with a rate γ(q) in the interval 2 ps < t < 10 ps, where q is the momen-
tum relative to the charge order peak at QCO. Our goal is to calculate the functional form of
γ(q), and show that it is of the form of Eq. (1) in the main text.
We model the charge density condensate as a function of space x and time t by the Swift-
Hohenberg equation, a widely used minimal model of periodic pattern formation (48,49), which
has previously been used to describe charge density wave dynamics (50). Written in canonical
form it is:
τ0
∂ψ
∂t
= ǫψ − ψ3 − ξ40(q20 +∇2)2ψ (5)
Here ψ = ψ(x, t) is the charge order parameter rescaled so that the cubic term has coefficient
unity, τ0 is a relaxation time, q0 is the magnitude of the wavevector at the onset of ordering
when the control parameter ǫ > 0 and ξ0 is a charge fluctuation correlation length. The control
parameter is determined by the degree to which the temperature is below the critical temperature
for charge ordering. In the experiment, apart from the period when the system is excited by the
laser, the temperature is well below the critical temperature, and we are deep into the regime
where periodic charge order occurs. In principle this equation should have an additive noise
that obeys the fluctuation-dissipation theorem, but this will not concern us if we restrict our
calculation purely to linear stability. Note that the Swift-Hohenberg equation does not conserve
the charge, and this is appropriate because it is only the total charge from the condensate and
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the quasi-particles that is conserved.
When ǫ > 0 the uniform stateψ = 0 becomes linearly unstable to the formation of a periodic
state. The wavelength of this periodic state is not unique, because there is a band of linearly
stable periodic steady states around the most unstable mode with wavenumber q0, thus posing
the so-called pattern selection problem. A large body of work shows in detail how the initial
and boundary conditions as well as the history of the system determine which of these possible
steady states is actually chosen by the dynamics (49), but here we simply use the observed
charge order state rather than try to predict what it should be. Given that a periodic state of
charge order exists, the next step is to perform the linear stability analysis around this pattern.
We assume the stripe patterns are periodic in the x direction, and constant in the y direction,
and make a single-mode approximation:
ψ(x, t) = ψ0
[
A(x, y, t)eiq0x + c.c.
]
(6)
where the slowly-varying complex amplitude A can be shown to obey the equation (49)
∂tA = ǫA + µ
2
0
(
∂x − i
2q0
∂2y
)2
A− 3|A|2A (7)
where µ0 = 2q0. It is known that the single-mode approximation is qualitatively accurate
and that the dependence with ǫ of the selected wave vector is weak, so we use this amplitude
equation description as a first approximation to describe the long-wavelength dynamics.
Rescaling the equation by q0 → q0µ0 , A → A/
√
3 and x → µ0x, we obtain the Newell-
Whitehead equation in canonical form (51):
∂tA = ǫA+
(
∂x − i
2q0
∂2y
)2
A− |A|2A (8)
Since the wavenumber of the stripes can be anywhere within the band, and is determined
through an pattern selection process that is not of concern here, we will denote the wavenumber
25
of the actual selected stripe pattern to be q0+ k. This means that our stability analysis is around
the state described by the complex amplitude
Ak = ake
ikx, (9)
where ak =
√
ǫ− k2. We now impose a small perturbation, i.e. A = Ak+δAwith wavenumber
q = (qx, qy) where:
δA = (δa+e
iq·x + δa−e
−iq·x)eikx (10)
and the negative mode is included due to the presence in the linearized equation of the term
δA∗.
Plugging back into the Newell-Whitehead equation, we find the linearized equations of
motion:
∂tδa+ = −(a2k + U+)δa+ − a2kδa−∂tδa− = −a2kδa+ − (a2k + U−)δa− (11)
where
U± = (k ± qx)2 +
(±qx + k)q2y
q0
− q
4
y
4q20
− k2 (12)
By writing eq. (11) in matrix form and solving for the eigenvalues λ±, we obtain:
λ± = −a2k − U++U−2 ±
√
a4k +
(U+−U−)2
4
= −ǫ+ k2 − q2x − kq
2
y
q0
+
q4y
4q2
0
±
√
(ǫ− k2)2 + 4k2q2x + 4kq
2
xq
2
y
q0
+
q2xq
4
y
q2
0
≃ −ǫ+ k2 − q2x ±
√
(ǫ− k2)2 + 4k2q2x
≃ −ǫ+ k2 − q2x ±
[
(ǫ− k2) + 2k2q2x
ǫ−k2
]
(13)
In the scattering geometry of our experiment, sketched in Fig. S8, qy ≪ qx so that we find
to a good approximation
λ+ = −ǫ− 3k
2
ǫ− k2 q
2
x, λ− = −2(ǫ− k2)−
ǫ+ k2
ǫ− k2 q
2
x (14)
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Fig. S8. Schematic representation of the scattering geometry. For the purpose of this sec-
tion, the xy plane is defined as parallel to the CuO2 planes. The scattering plane lies orthogonal
to the stripe direction, here denoted as y. ki and kf represent the incident and scattered momenta
of the x-ray beam, QCO is the charge order wavevector described in the main text and q is the
small momentum deviation from QCO considered in this section.
The mode with eigenvalue λ+ is a Goldstone phase mode that in the limit of vanishing qx
restores translational invariance. It is likely not to be present in our system because of disorder
or grain boundaries between the stripe domains, both of which break translational invariance.
The mode with eigenvalue λ− is a decaying mode that corresponds to that measured in Fig.
3B of the main text. We conclude by rewriting it in the physical units. The x-component of
the measured charge order wavevector is QCO = q0 + k and k → k · 2q0 · ξ20 . Since q is
defined relative to the charge order wavevector, we have that q = qx +O(qy/qx) ≈ qx. Further
neglecting the dependence of k on ǫ leads to the simple formulae for the decay rate extracted
from the experiment:
γ(q) = 2ǫ+ q2 (15)
or in the original units:
γ(q) =
2ǫ
τ0
+
(2q0ξ
2
0)
2
τ0
q2. (16)
This result is Eq. (1) of the main text.
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