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5Résumé
L’évaluation dynamique des ouvrages sous sollicitations ambiantes est un champ applicatif
important de la mécanique des structures et de la théorie des systèmes dynamiques, qui fait
l’objet de nombreuses recherches depuis une quinzaine d’années.
Inscrit dans le cadre du projet national Evaluation Dynamique des Ponts piloté par le LCPC,
le travail présenté dans cette thèse est une contribution à ces recherches. Il concerne l’étude de
deux outils réputés pour leur pertinence dans le domaine de l’identification modale des struc-
tures sous excitations dynamiques ambiantes aléatoires : les méthodes de sous-espaces et la
méthode du décrément aléatoire.
Une large place est consacrée aux méthodes de sous-espaces qui font l’objet d’une analyse
théorique et algorithmique détaillée destinée à bien cerner leurs possibilités et à lever certaines
ambiguïtés.
L’étude de la méthode du décrément aléatoire constitue le coeur du travail. Nous en donnons
d’abord une présentation originale adaptée au cadre discret. Puis, nous basant sur des résul-
tats mathématiques récents, nous justifions rigoureusement des résultats asymptotiques d’intérêt
pratique, notamment statistique. Nous montrons ensuite pourquoi cette méthode, dont la justifi-
cation théorique habituelle repose sur une hypothèse de stationnarité de l’excitation, fonctionne
encore lorsque cette dernière est une impulsion ou un train d’impulsions.
L’intérêt pratique de ces méthodes dans le domaine de l’identification modale est jugé à tra-
vers deux applications : l’une sur une poutre grandeur réelle testée en laboratoire, l’autre sur un
pont-rail SNCF expérimenté in situ.
Mots-Clés :
Evaluation dynamique, identification modale, excitation ambiante, méthodes de sous-espaces,
méthode du décrément aléatoire, poutre, pont.
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6Abstract
Dynamic assessment of structures under ambient loads is an important applied field of the
structural mechanics and dynamic system theory, which is the subject of many researchs for
about fifteen years.
Registered within the framework of the French national project Evaluation Dynamique des
Ponts controlled by the Laboratoire Central des Ponts et Chaussées (LCPC), the work presented
in this thesis is a contribution to these rechearchs. It concerns the study of two tools for their
relevance in the field of modal identification of structures under random dynamic excitations :
subspace methods and random decrement method.
A broad place is devoted to the subspace methods which are the subject of a detailed theo-
retical and algorithmic analysis intended for deterimining their possibilities and to clarify some
ambiguities.
The main contribution of this work concerns the random decrement method. We give first an
original presentation adapted to the discret time context. Then, using recent results, we justify
rigorously asymptotic results of practical and especially statistical interest. Then, we show the
reason why this method, whose usual theoretical justification rests on an assumption of statio-
nary of the excitation, still works when this excitation is an impulse or a batch of impulses.
The practical interest of these methods in the field of modal identification is tested through
two applications : the first one concerns a beam tested in laboratory, the second one is a railway
bridge tested in situ.
Keywords :
Dynamic assessment, modal identification, ambient excitation, subspace methods, random
decrement method, beam, bridge.
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Principales notations
m nombre de dégrés de libertés
n = 2m ordre du modèle d’état
l nombre de voies de mesure
N nombre de points de déclenchement
∆t pas d’échantillonnage
ωi i
ème pulsation naturelle
ξi i
ème taux d’amortissement
ωid = ωi
√
1− ξi ième pulsation propres du système amorti
βi i
ème valeur propre du modèle d’état à temps continu
γi i
ème valeur propre du modèle d’état à temps discret
Ψi i
èm vecteur propre associé à la valeur propre βi
Φi i
ème déformée modale
Λ matrice diagonale dont les éléments diagonaux sont les βi
Γ matrice diagonale dont les éléments diagonaux sont les γi
Ψ matrice dont les colonnes sont les vecteurs Ψi
Φ matrice dont les colonnes sont les vecteurs Φi
M , D, K matrices de masse, d’amortissement et de rigidité (∈ IRm×m)
P excitation à valeurs dans IRm
N bruit blanc gaussien à valeurs dans IRp
W processus de Wiener à valeurs dans IRp
L matrice d’intensité de l’excitation (∈ IRm×p)
Z processus de déplacement du modèle EF à valeurs dans IRm
X processus d’état à temps continu à valeurs dans IRn
Y processus d’observation à temps discret à valeurs dans IRl
Ac, Bc, Cc, Hc matrices du modèle d’état à temps continu
(∈ IRn×n, IRn×m, IRl×m, IRm×n)
Πd, Πv, Πa matrices de localisation des capteurs (∈ IRl×m)
(xk)k suite des états (xk ∈ IRn×1)
(yk)k suite des observations expérimentales (yk ∈ IRl×1)
Xk processus d’état à temps discret à valeurs dans IRn×1
Yk processus d’observationà temps discret à valeurs dans IRl×1
Wk suite blanche gaussienne (bruit de modélisation) à valeurs dans IRn×1
Vk suite blanche gaussienne (bruit de mesure) à valeurs dans IRl×1
A, B, C matrices du modèle d’état à temps discret (∈ IRn×n, IRn×m, IRl×m)
A1, A2, . . . , Ap coefficients matriciels de la partie AR
B1, B2, . . . , Bq coefficients matriciels de la partie MA
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xˆk estimées Kalman-optimales (∈ IRn×1)
K gain de Kalman
h fonction de réponse impulsionnelle à valeurs dans IRl×m)
h˙ dérivée de la fonction de réponse impulsionnelle à valeurs dans IRl×m
RXX fonction d’autocorrélation à valeurs dans IRn×n
RXY fonction d’intercorrélation à valeurs dans IRn×l
R˙XY dérivée de la fonction de d’intercorrélation à valeurs dans IRn×l
SXX densité spectrale de puissance à valeurs dans ICn×n
SXY densité interspectrale de puissance à valeurs dans ICn×l
DN fonction du décrément aléatoire (auto-décrément)
DijNj fonction croisée du décrément aléatoire
IE[•] espérance mathématique de [•]
[•]T transposée d’une matrice ou d’un vecteur
[•]∗ transposée conjuguée
[•]−1 inverse d’une matrice
[•]† pseudo-inverse de Moore-Penrose
DDL Degré de Liberté
EF Éléments Finis
SISO Single Input Single Output
MIMO Multiple Input Multiple Output
ARMA Auto-Regressive Moving Average
FRF Fonction de Réponse en Fréquence
FRI Fonction de Réponse en Impulsionnelle
TF Transformée de Fourier
TFI Transformée de Fourier Inverse
DSP Densité Spectrale de Puissance
PTD Polyreference Time Domain
ITD Ibrahim Time Domain
LSCE Least Squares Complex Exponentiel method
MPE Méthode de Prediction de l’Erreur
DVS Décomposition en Valeurs Singulières
MC Moindres Carrés
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Introduction générale
L’évaluation du comportement dynamique des ouvrages par essais vibratoires est une pra-
tique relativement ancienne. C’est la construction aéronautique qui a été un élément moteur du
développement de ces essais afin de caractériser ou d’appréhender des phénomènes particuliers
conduisant à certaines défaillances sous sollicitations répétées et rapides (le flottement des ailes
d’avion notamment). L’augmentation des capacités de stockage des systèmes d’acquisition et la
puissance de calcul des ordinateurs ont également largement contribuées à ce développement.
Les essais vibratoires sur ouvrages ont des buts très variés. On peut y avoir recours par
exemple, pour enrichir la connaissance des comportements dynamiques de structures de même
type, valider des choix de modélisation, évaluer l’intégrité d’un ouvrage ou encore suivre l’évo-
lution de l’état d’une structure dans le temps.
Parmi ces objectifs, le suivi d’un ouvrage en continu dans le temps à des fins de contrôle de
son intégrité mécanique est un challenge très important, notamment pour des ouvrages comme
les ponts (routiers, autoroutiers, ferroviaires) dont le nombre en France est très important (plus
de 200.000 unités). Les techniques classiques de détection des dommages (acoustiques, radio-
graphiques, magnétiques, électriques, thermiques, . . . ) sont pour la plupart locales. Toutes ces
techniques exigent l’immobilisation de l’ouvrage (fermeture à la circulation pour un pont) et
nécessitent que les parties à inspecter soient accessibles. De plus, elles sont délicates à mettre
en œuvre et très onéreuses, donc inadaptées à la surveillance en continu. D’autres approches
plus pertinentes doivent alors être considérées afin de constituer une base fiable et efficace pour
le suivi d’un ouvrage. C’est pourquoi ces dernières années, des recherches ont été menées dans
ce domaine, qui ont conduit à l’élaboration des stratégies d’évaluation dynamique pour la sur-
veillance continue des ouvrages en service.
Dans ces stratégies, le choix du type d’excitation n’est, bien entendu, pas neutre et peut ne
pas être adapté à l’ouvrage étudié. En général, les sources d’excitation peuvent être classées
en deux catégories : les excitations dites de chocs ou d’impacts (excitations impulsionnelles ou
transitoires) et les excitations dites vibratoires (excitation périodique, à large bande, ambiante).
Les premières sont caractérisées par des événement transitoires d’amplitude très élévée se pro-
duisant sur une courte durée, qui, si elles se produisaient en plus grand nombre, conduiraient
certainement à la ruine de l’ouvrage. Les deuxièmes quant à elles, impliquent l’application ré-
pétitives d’efforts de faible amplitude sur un nombre asssez important de périodes propres de la
structure. Chacune de ces excitations présentent des avantages et des inconvénients [30].
L’utilisation d’excitations transitoires ou impulsionnelles (balourds, excitateurs electro-méca-
niques, hydrauliques, ...) même si elle permet de mieux contrôler la source d’excitation et la
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reproductibilité des essais ou encore de reconstituer la fonction de transfert, peut conduire à la
longue à la ruine de l’ouvrage. Elle oblige la plupart du temps à fermer l’ouvrage à la circula-
tion, ce qui est contraignant et très coûteux.
Le recours à des essais sous excitation ambiante (vent, houle, trafic routier, trafic ferro-
viaire, ...) permet de se passer d’excitateurs et de bénéficier d’une énergie plus importante. De
plus, certaines parties peu accessibles de la structure sont naturellement mises en vibration par
ce type d’excitation, ce qui n’est pas toujours possible avec une technique à excitation contrô-
lée. Cependant, réaliser des essais sous excitation ambiante implique des effets de couplage,
donc la difficulté de distinguer les modes de la structure de ceux de l’excitation. Aujourd’hui,
le recours à des excitations ambiantes est une solution de plus en plus utilisée, car très proche
des préoccupations des ingénieurs soucieux d’appréhender le comportement des ouvrages en
situation réelle (i.e. dans leur environnement naturel). Elles offrent, en outre, l’avantage de ne
pas pertuber le fonctionnement en service de l’ouvrage.
Les stratégies d’évaluation dynamique pour la surveillance continue des ouvrages en service
sont basées sur les hypothèses suivantes : (1) les changements d’état mécanique dus à l’endom-
magement progressif de la structure ne peuvent se produire qu’en un nombre fini d’instants ;
(2) entre deux instants consécutifs de changement d’état, la dynamique de la structure peut être
approchée par celle d’un oscillateur linéaire de dimension finie à excitation blanche gaussienne,
autrement dit peut être décrite par une équation différentielle aléatoire linéaire du second ordre,
de dimension finie, à coefficients (matriciels) constants, pilotée par un bruit blanc gaussien ; (3)
le nombre de capteurs, et le nombre de mesures par capteur sont suffisants pour permettre la
détection de tous les modes pertinents de la structure et donc garantir une description correcte
de sa dynamique ; (4) toute modification du comportement dynamique de la structure et donc
de son état mécanique, est observable sur les coefficients de l’équation-modèle, autrement dit se
traduit par une modification appréciable de ces derniers ; (5) enfin, à partir de ces coefficients, on
est capable de définir un (ou plusieurs) indicateur(s) (paramètres modaux, quotient d’énergies,
. . . ) susceptible(s) de détecter tout endommagement qui se produirait entre deux inspections.
Notons à propos des hypothèses (3) et (5) que, ne disposant en pratique que d’un nombre limité
de capteurs, on ne peut obtenir que des observations des modes de la structure, de sorte que si
les capteurs sont mal placés ou en nombre insuffisant et si l’indicateur d’endommagement fait
intervenir ces modes, on peut ne pas (ou mal) détecter certains désordre structuraux.
Par ailleurs, concernant l’hypothèse (2), il importe de noter qu’elle n’est pas toujours re-
présentative de la réalité physique du phénomène étudié. Elle présente toutefois l’avantage de
placer l’étude dans un cadre mathématique bien adapté à l’analyse probabiliste du problème :
celui du calcul différentiel stochastique. De plus, dans de nombreuses situations, on peut s’y
ramener par des techniques probabilistes ad hoc, dites de blanchiment ou de markovianisation
[12, 48]. Il en est ainsi, par exemple, lorsque l’excitation ambiante est le vent ou la houle.
Moyennant ces hypothèses, ces stratégies s’appuient sur les étapes suivantes :
1. Choix d’une date d’inspection.
2. A la date choisie, activation du système de mesures (capteurs + système d’acquisition) et
recueil d’une trajectoire expérimentale d’une observation vectorielle de la réponse sur un
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intervalle de temps convenablement estimé.
3. Calcul des coefficients de l’équation-modèle à partir de cette trajectoire en utilisant une
méthode d’identification appropriée.
4. Calcul, à partir de ces coefficients, d’indicateurs d’endommagement choisis.
5. Comparaison de la valeur de ces indicateurs à celle obtenue lors de l’inspection précé-
dente.
6. Prise de décision : soit la modification de (des) l’indicateur(s) est significative et il est
alors décidé une inspection approfondie de l’ouvrage par des experts, éventuellement
suivie d’une réparation, soit la modification n’est pas jugée suffisamment importante et on
programme une nouvelle inspection, autrement dit on itère la procédure avec un incrément
de temps déterminé, décidé par l’expert. Et ainsi de suite . . .
Une autre approche a été devéloppée à l’INRIA [11, 10, 25, 1, 58]. Elle consiste à identifier,
à l’aide d’une méthode d’identification appropriée, un modèle initial représentant la structure
saine ; ensuite, des tests statistiques sont construits afin de juger si les mesures obtenues lors
d’une prochaine inspection peuvent être assimilées à la réponse du modèle initial. Le principal
avantage de cette approche est qu’il n’est plus besion d’identifier, à partir des nouvelles don-
nées, un autre modèle par des méthodes d’identifications qui sont parfois longues et lourdes.
Le calcul des coefficients de l’équation-modèle constitue, à l’évidence, l’étape fondamentale
de ces stratégies. Ce calcul se fait à l’aide d’une procédure d’identification. Il en existe plusieurs
dans la littérature, dont certaines sont bien adaptées à ce type de problème. Cette thèse est donc
axée autour du troisième point.
Une telle démarche, dénommée Évaluation Dynamique (ED), est basée sur une idée intui-
tive. En effet, les paramètres modaux (fréquences, taux d’amortissement et déformées propres)
sont fonction des coefficients (matriciels) du modèle (masse, rigidité et amortissement). Par
conséquent, toute modification de ces coefficients doit se traduire par une variation des para-
mètres modaux.
De nombreuses études ont été menées ces vingt dernières années afin de déterminer si les
paramètres modaux sont suffisamment sensibles pour être considérés comme des indicateurs
d’endommagement. C’est dans cette optique qu’a été mis en place le programme de recherche
du Réseau Génie Civil et Urbain piloté par le LCPC et associant la SNCF, la société SITES,
l’Université Blaise Pascal de clermont-Ferrand, les Laboratoires Régionaux de Lyon et de Bor-
deaux. Le travail revenant à l’équipe de l’Université Blaise Pascal dans ce programme, et qui
est à l’origine de cette thèse, fut l’étude et la mise en oeuvre de méthodes d’identification des
paramètres modaux. Pour cela, nous nous sommes placés sous l’hypothèse classique que la
dynamique de la structure pouvait être assimilée à celle d’un oscillateur linéaire vectoriel de
dimension finie excité par un bruit blanc gaussien. Nous avons pu alors, en passant dans l’es-
pace des phases et en interprétant l’équation obtenue au sens du calcul différentiel stochastique
de Itô, obtenir une équation différentielle stochastique (eds) de Itô qui, correctement discrétisée
pour l’adapter à la situation expérimentale, nous a fourni le modèle d’état à temps discret cible
à identifier.
Le choix du modèle dynamique arrêté, restait à opter pour une méthode d’identification ap-
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propriée à l’estimation de ses paramètres modaux à partir d’observations expérimentales de sa
réponse stationnaire. Ce que nous avons fait après une étude bibliographique qui nous a per-
mis de constater que dans ce domaine beaucoup de travaux restent encore incomplets et que de
nombreuses questions sont ouvertes.
Les méthodes d’identification présentées ici sont les méthodes de sous-espaces et la méthode
du décrément aléatoire associée soit à la méthode d’Ibrahim soit à la méthode de réalisation sto-
chastique.
Les méthodes de sous-espaces sont dues à Van Overschee et De Moor [71]. Elles permettent
d’identifier un modèle d’état à partir des données de sortie ou d’entrée/sortie en utilisant des
techniques robustes d’algèbre linéaire telles que la factorisation QR, la décomposition en va-
leurs singulières (DVS) et les moindres carrés (MC). Nous en donnons ici une présentation
assez complète du point de vue de leurs aspects théoriques et algorithmiques.
La méthode du décrément a été introduite par un ingénieur de la NASA, H. A. Cole, à la fin
des années 60 [17]. Les justifications mathématiques de cette méthode [72, 7] reposent sur un
délicat calcul d’espérance conditionnelle, jusqu’ici non établi rigoureusement. Parmi les erreurs
commises, il y a le fait que les instants auquels la condition de déclenchement est satisfaite ne
sont pas déterministes mais aléatoires (ce sont des temps d’arrêt). En outre, le conditionnement
par un événement de probabilité nulle est un concept mal défini eu égard aux axiomes de Kol-
mogorov [46]. Le travail de justification dans le cas continu a été mené par P. Bernard [13, 14].
Il reste à prendre en compte le fait que l’on travaille sur une suite d’observations discrètes du
processus considéré. C’est ce que nous nous proposons de faire dans cette thèse. Nous pro-
posons également une approche particulière permettant de justifier la robustesse du décrément
vis-à-vis de la nature de l’excitation. En particulier, nous expliquerons pourquoi cette méthode,
dont la justification théorique habituelle repose sur une hypothèse de stationnarité de l’excita-
tion, fonctionne encore lorsque la situation est celle d’un bref passage d’un train TGV sur un
pont, autrement dit lorsque l’hypothèse de stationnarité est violée.
Cette thèse se veut être une contribution à la compréhension des aspects théoriques et algo-
rithmiques des deux méthodes. Elle a aussi pour objet de proposer une justification statistique
originale de la méthode décrément.
Le mémoire est organisé en cinq chapitres :
Le premier présente la classe des systèmes dynamiques stochastiques choisis pour décrire le
comportement vibratoire des structures considérées, puis fixe les objectifs à atteindre. Y figurent
aussi la procédure permettant de passer d’une représentation d’état à temps continu à sa version
exacte à temps discret dans le cas où l’excitation est modélisée par un bruit blanc gaussien,
ainsi qu’un bref tour d’horizon des principales méthodes utilisées pour l’identification modale
des systèmes dynamiques stochastiques linéaires.
Le deuxième chapitre rappelle quelques résultats standards de l’analyse modale utiles pour
la suite. Le cas des systèmes amortis, fréquemment invoqué dans ce travail, y est examiné dans
le détail.
Le troisième chapitre donne une présentation détaillée de la méthode des sous-espaces. On
y rappelle aussi le principe des méthodes de réalisation déterministe et stochastique. Enfin, on
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y montre comment les paramètres modaux peuvent être déduits des résultats de l’identification
fournis par la méthode des sous-espaces.
Le quatrième chapitre présente la méthode du décrément. Après une description empirique
de la méthode et l’éclaircissement de certains de ses points clés, une justification statistique
rigoureuse en est donnée. Une attention toute particulière est portée à son utilisation dans le cas
d’excitations de type impulsions ou train d’impulsions. Est également précisé dans ce chapitre
le lien entre cette méthode et celles d’Ibrahim et de réalisation stochastique, dédiées à l’identi-
fication des paramètres modaux.
Le cinquième chapitre a pour objet l’analyse numérique des perfomances des méthodes dé-
crites dans les deux précédents chapitres. Deux applications y sont traitées. La première, assez
académique, concerne une poutre grandeur réelle testée sur la plate-forme d’essais des struc-
tures du LCPC. La seconde est une structure réelle -un pont ferroviaire SNCF- dont la source
d’excitation est le passage d’un TGV.
Enfin, une conclusion générale, permet de dresser un bilan de ce travail et de tirer quelques
perspectives de poursuites possibles.
La figure 1 ci-après résume l’organisation de la thèse.
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FIG. 1 – Organisation de la thèse.
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1.1 Introduction
Nous présentons dans un premier temps la classe des systèmes dynamiques considérés dans
ce travail, à savoir ceux dont la dynamique peut être décrite par celle d’un oscillateur vectoriel
linéaire de dimension finie excité par un bruit blanc gaussien. Le lien est ensuite établi entre
cette classe de modèles et deux classes de modèles à temps discret particulièrement bien adaptés
aux problèmes d’identification sous excitations ambiantes : les modèles d’état et les modèles
ARMA vectoriels. Les objectifs de la thèse sont ensuite rappelés. Puis, après un bref rappel des
principales méthodes d’identification (temporelles et fréquentielles) susceptibles de convenir
au problème posé, les deux méthodes retenues (la méthode des sous-espaces et la méthode du
décrément aléatoire couplée à la méthode d’Ibrahim ou à la méthode de réalisation stochastique)
sont précisées dans la conclusion.
1.2 Cadre de l’étude
Nous nous plaçons dans le cadre des systèmes mécaniques vibrants dont le comportement
dynamique peut s’identifier à celui d’un oscillateur linéaire à m degrés de libertés (ddl) d’équa-
tion d’évolution :
MZ¨(t) +DZ˙(t) +KZ(t) = P(t) (1.1)
où M ∈ IRm×m, D ∈ IRm×m et K ∈ IRm×m désignent respectivement les matrices de masse,
d’amortissement et de rigidité, Z est le vecteur des déplacements nodaux, de dimension m, et P
celui des efforts nodaux, également m-dimensionnel et de la forme : P = LN , avec L ∈ IRm×m
une matrice de rang p ≤ m et N = (N (t), t ∈ IR) un bruit blanc gaussien normalisé de dimen-
sion m.
A cette équation, il conviendrait en toute rigueur d’adjoindre des conditions initiales portant
sur Z et Z˙. Toutefois, comme nous sommes uniquement intéressés ici par le regime stationnaire
du système, c’est-à-dire par la solution stationnaire de (1.1), qui est indépendante des conditions
initiales, il est inutile de faire figurer ces dernières dans la formulation.
Observons par ailleurs, que l’hypothèse d’excitation blanche n’est pas une perte de généra-
lité pour peu que l’on accepte le caractère gaussien de cette excitation. En effet, si celle-ci est
un bruit gaussien coloré (i.e. un processus gaussien d’énergie finie) physiquement réalisable, on
peut toujours se ramener à la situation précédente par des méthodes, dites de blanchiment ou de
markovianisation, consistant à exprimer l’excitation gaussienne colorée comme une observation
linéaire du filtré linéaire d’un bruit blanc gaussien par un filtre causal [12, 48].
Notons que le modèle linéaire (1.1) n’est autre que la formulation éléments finis à m degrés
de libertés d’un système mécanique. Sa linéarité signifie qu’il a été construit sur la base de l’hy-
pothèse classique des petites transformations. Par conséquent, son emploi est limité à l’étude
des petites oscillations du système. Dans tout ce travail, on suppose qu’il donne une description
correcte de la dynamique de ce dernier.
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1.2.1 Modèle d’état
Le cadre naturel d’étude pour les équations du type (1.1), compte tenu de la nature de l’exci-
tation, étant celui des équations différentielles stochastiques (eds), il nous faut reformuler (1.1)
dans ce cadre, ce que l’on fait classiquement en exprimant cette équation dans l’espace des
phases et en interprétant l’équation obtenue au sens des eds de Itô. On obtient ainsi un système
différentiel de Itô s’écrivant :
dX(t) = AcX(t)dt+BcdW (t) (1.2)
où X (l’état du système) est un processus de dimension n = 2m tel que : X = (ZT , Z˙T )T ,
W = (W (t), t ∈ IR) est un processus de Wiener normalisé étendu m-dimensionnel dont N =
(N (t), t ∈ IR) est la dérivée au sens des distributions aléatoires et Ac ∈ IRn×n, Bc ∈ IRn×m sont
des matrices s’écrivant :
Ac =
[
0m×m Im×m
−M−1K −M−1D
]
; Bc =
[
0m×m
M−1L
]
(1.3)
où, ∀α ∈ IN∗, Iα×α désigne l’élément unité de IRα×α et 0α×α l’élément nul de IRα×α.
Considérons le cas particulier où la réponse est le vecteur Z des déplacements nodaux sca-
laires du modèle éléments finis idéal (1.1) utilisé pour décrire la dynamique du système. Dans
ce cas on a :
Z(t) = HcX(t) ; Hc =
[
Im×m 0m×m
] ∈ IRm×n (1.4)
En combinant les équations (1.2) et (1.4) on obtient le modèle d’état suivant :{
dX(t) = AcX(t) +BcdW (t)
Z(t) = HcX(t)
(1.5)
Nous nous intéressons ici au comportement dynamique de la réponse en régime permanent.
Donc seule nous intéresse la solution stationnaire de (1.1) ou (1.5), encore notée Z et qui est un
processus gaussien stationnaire centré. Les caractéristiques statistiques de cette solution seront
déterminées plus loin. En fait, dans le contexte identification qui est le notre, ce processus ne
présente pas un intérêt majeur car, tant pour des raisons économiques que techniques on ne
peut l’échantillonner expérimentalement dans sa globalité. Par contre, on peut en échantillonner
des observations linéaires de dimension beaucoup plus faible qui pourront être utilisées pour
l’identification. Soit Y une telle observation. C’est un processus gaussien stationnaire centré de
dimension l  m tel que : Y = ΠdZ, avec Πd ∈ IRl×m. Il s’agit alors d’écrire le système
satisfait par ce processus, ce qui est immédiat d’après (1.5) et l’égalité précédente. Posant Cc =
ΠdHc ∈ IRl×n, on obtient : {
dX(t) = AcX(t)dt+BcdW (t)
Y (t) = CcX(t)
(1.6)
Z étant par construction un déplacement, Y est aussi un déplacement : c’est le vecteur des
déplacements scalaires mesurés par les capteurs. Sa dimension l correspond donc ici au nombre
de capteurs.
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Considérons maintenant le cas général où les capteurs mesurent à la fois des déplacements,
des vitesses et des accélérations. Le processus d’observation Y s’écrit alors :
Y (t) = ΠaZ¨(t) + ΠvZ˙(t) + ΠdZ(t) (1.7)
où les matrices Πa, Πv et Πd sont des matrices indiquant la position des capteurs ou les ddl
mesurés si l’excitation est appliquée en tous les points du modèle discrétisé de la structure.
A partir de l’équation (1.1) on tire : Z¨(t) = −M−1KZ(t)−M−1DZ˙(t) +M−1LN (t).
En remplaçant Z¨(t) par cette expression dans (1.7), il vient :
Y (t) = (Πd − ΠaM−1K)Z(t) + (Πv − ΠaM−1D)Z˙(t) + ΠaM−1LN (t) (1.8)
soit encore :
Y (t) = CcX(t) +DcN (t) (1.9)
avec :
Cc =
[
Πd − ΠaM−1K|Πv − ΠaM−1D
]
; Dc =
[
ΠaM
−1L
] (1.10)
• Si Πa = Πv = 0, c’est-à-dire si les capteurs ne mesurent que des déplacements, alors la
réponse du système s’écrit :
Y (t) = CcX(t) ; Cc = [Πd|0] (1.11)
• Si Πa = Πd = 0, c’est-à-dire si les capteurs ne mesurent que des vitesses, on a :
Y (t) = CcX(t) ; Cc = [0|Πv] (1.12)
• Si Πv = Πd = 0, c’est-à-dire si les données mesurées sont des accélérations, alors :
Y (t) = CcX(t) +DcN (t) ; Cc = Πa
[−M−1K| −M−1D] (1.13)
On constate ainsi que lorsque les capteurs mesurent des accélérations l’équation d’observa-
tion contient un terme supplémentaire qui dépend de l’excitation.
Dans toute la suite, pour simplifier l’exposé, nous nous plaçons dans le cas où la réponse
fournie par les capteurs contient exclusivement des déplacements. La dynamique du système
est alors décrite par l’équation (1.6).
La solution de (1.2) s’écrit, pour t ≥ 0 :
X(t) = eActX0 +
∫ t
0
eAc(t−s)BcdW (s) (1.14)
avec X0 = X(0) p.s.
De cette expression on tire, pour tout (t, u) ∈ IR2+ :
X(t+ u) = eActX(u) +
∫ t+u
u
eAc(t+u−s)BcdW (s) (1.15)
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Observons que les intégrales figurant dans (1.14) et (1.15) sont des intégrales de Wiener. Par
ailleurs, n’étant intéressé que par la solution stationnaire de (1.2) il nous faut prendre pourX0 un
vecteur aléatoire dont la loi est la probabilité invariante de (1.2) et qui soit en outre indépendant
de σ(W (u), u ≥ 0) (tribu engendrée par les variables aléatoires {W (u), u ≥ 0}). X est alors
un processus gaussien stationnaire centré à valeurs dans IRn.
Un tel processus est entièrement déterminé par sa fonction d’autocorrélation t 7→ ΣX(t) =
IE[X(t+ u)XT (u)] : IR → IRn×n qui se calcule aisément à partir de (1.15) en tenant compte de
l’indépendance entre la famille {W (u), u ≥ 0} et X0. On obtient, ∀t ≥ 0 :
ΣX(t) = e
ActΣ (1.16)
où Σ = IE[X0XT0 ] ∈ IRn×n est la variance matricielle de X0, mais aussi de X(t), ∀t ∈ IR, du
fait de la stationnarité de X .
D’où, en posant σc = BcBTc :
Σ = IE[X(t)XT (t)] = eActΣeATc t +
∫ t
0
eAc(t−s)σce
ATc (t−s)ds (1.17)
Comme X est solution stationnaire de (1.2), ceci ne dépend pas de t et est donc égal à sa
limite lorsque t → +∞. Or, en supposant Ac asymptotiquement stable (i.e. toutes ses valeurs
propres ont une partie réelle strictement négative), hypothèse nécessaire pour garantir l’exis-
tence d’une solution stationnaire de (1.2), il vient :
lim
t→+∞
eAct = 0.
Par suite :
Σ = lim
t→∞
∫ t
0
eAc(t−s)σce
ATc (t−s)ds
=
∫ +∞
0
eAcuσce
ATc udu
expression de laquelle on tire :
AcΣ + ΣA
T
c =
∫ +∞
0
d
du
[
eAcuσce
ATc u
]
du
= −σc
Σ s’obtient donc comme solution de l’équation de Lyapunov :
AcΣ + ΣA
T
c = −σc ; σc = BcBTc (1.18)
qui, du fait de la stabilité asymptotique de la matrice Ac, admet une unique solution (qui est
positive).
Il convient maintenant de constuire une version à temps discret de (1.6) afin de l’adapter à
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la situation expérimentale future. Pour cela, on se donne un pas de temps ∆t > 0 et on consi-
dère la famille dénombrable d’instants {tk = k∆t, k ∈ ZZ}. Comme la solution stationnaire
(XT , Y T )T = ((X(t)T , Y (t)T )T , t ∈ IR) de (1.6) est connue, il suffit alors d’en prendre les
valeurs exactes aux points tk. Posant (XTk , Y Tk )T = (X(tk)T , Y (tk)T )T , ∀k ∈ ZZ, on obtient
ainsi un processus (n + l)-dimensionnel à temps discret ((XTk , Y Tk )T , k ∈ ZZ), qu’il convient
ensuite de caractériser.
A cette fin, considérons l’expression (1.15) de la solution stationnaire de (1.2) et posons
t = ∆t, u = tk = k∆t, X(k∆t) = Xk. Il vient, ∀k ∈ ZZ :
Xk+1 = e
Ac∆tXk +
∫ (k+1)∆t
k∆t
eAc[(k+1)∆t−s]BcdW (s) (1.19)
soit encore, ∀k ∈ ZZ :
Xk+1 = AXk +Wk (1.20)
avec :
A = eAc∆t (1.21)
Wk =
∫ (k+1)∆t
k∆t
eAc[(k+1)∆t−s]BcdW (s) (1.22)
La suite W = (Wk, k ∈ ZZ) est un bruit blanc gaussien discret n-dimensionnel dont la
variance matricielle Q ∈ IRn×n s’écrit :
Q = IE[WkWTk ] =
∫ (k+1)∆t
k∆t
eAc[(k+1)∆t−s]σce
ATc [(k+1)∆t−s]ds (1.23)
soit, après un chagement de variables :
Q =
∫ ∆t
0
eAcuσce
ATc udu (1.24)
On montre aisement à partir de cette expression que Q est solution de l’équation de Lyapunov :
AcQ+QA
T
c = e
Ac∆tσce
ATc ∆t − σc (1.25)
qui admet une solution unique positive.
On peut également montrer que Q a pour expression :
Q = Σ− eAc∆tΣeATc ∆t (1.26)
En effet :
Q = IE[WkWTk ] = IE[(Xk+1 − eAc∆tXk)(Xk+1 − eAc∆tXk)T ]
= IE[Xk+1XTk+1]− IE[Xk+1XTk ]eA
T
c ∆t − eAc∆tIE[XkXTk+1] + eAc∆tIE[XkXTk ]eA
T
c ∆t
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Or :
IE[Xk+1XTk ] = IE[(eAc∆tXk +Wk)XTk ] = eAc∆tIE[XkXTk ] + IE[WkXTk ]
IE[XkXTk+1] = IE[Xk(eAc∆tXk +Wk)T ] = IE[XkXTk ]eA
T
c ∆t + IE[XkWTk ]
D’où le résultat en tenant compte de ce que :
IE[Xk+1XTk+1] = IE[XkXTk ] = Σ
et que :
IE[WkXTk ] = IE[XkWTk ] = 0
Nous obtenons finalement, ∀k ∈ ZZ :{
Xk+1 = AXk +Wk
Yk = CXk
(1.27)
avec A donnée par (1.21), C = Cc et W = (Wk, k ∈ ZZ) un bruit blanc gaussien discret n-
dimensionnel de variance matricielle Q = IE[WkWTk ] ∈ IRn×n donnée par (1.24) ou (1.26).
C’est la version discrète cherchée de (1.6). Toutefois, et toujours dans l’optique de son
application pratique, on pourra aussi l’utiliser sous la forme modifiée suivante destinée à tenir
compte de l’incertitude sur les mesures lors de échantillonnage expérimental :{
Xk+1 = AXk +Wk
Yk = CXk + Vk (1.28)
où ((WTk ,VTk )T , k ∈ ZZ) est un bruit blanc gaussien discret (n + l)-dimensionnel de variance
matricielle :
IE
[( Wk
Vk
)( WTk VTk )] = [ Q SST R
]
∈ IR(n+l)×(n+l) (1.29)
avec Q = IE[WkWTk ] ∈ IRn×n, R = IE[VkVTk ] ∈ IRl×l et S = IE[WkVTk ] ∈ IRn×l les variances et
la covariance matricielles respectives des bruits blancs gaussiens discrets W = (Wk, k ∈ ZZ) et
V = (Vk, k ∈ ZZ), respectivement n et l-dimensionnels. Notons que, par construction, ∀k ∈ ZZ,
la v.a. Xk est indépendante de la famille {Wj, j ≥ k}.
Nous venons ainsi de déterminer un système discret approprié à l’estimation des caractéris-
tiques modales de la structure à partir de mesures expérimentales de sa réponse stationnaire.
Observons que ce système constitue également un algorithme de simulation numérique de
cette réponse (cf. annexe A).
1.2.2 Modèle ARMA vectoriel
Les méthodes classiques d’identification sont souvent basées sur l’identification de modèles
ne contenant pas l’état. Ce dernier peut être éliminé à partir de l’équation du filtre de Kalman
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en avant (cf. annexe B) pour donner un modèle ARMA vectoriel.
En effet, sous certaines conditions, supposées satisfaites ici [?, 50], tout modèle d’état de la
forme (1.28) admet une représentation ARMA vectorielle de la forme :
p∑
i=0
AiYk−i =
q∑
i=0
BiEk−i (1.30)
où p et q sont des entiers strictement positifs, Ai ∈ IRl×l et Bi ∈ IRl×l sont des coefficients ma-
triciels tels que A0 = B0 = I et (Ek, k ∈ ZZ) est une suite blanche gaussienne l-dimensionnelle.
Les membres de gauche et de droite de (1.30) sont respectivement les parties AR (Auto Regres-
sive) et MA (Moving Average) du modèle ARMA ; (p, q) est l’ordre du modèle.
Les coefficients de ce modèle et ceux du modèle d’état (1.28) sont liés par les relations :
A =

0 I . . . 0 0
0 0 . . . 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0 I
−Ap −Ap−1 . . . −A2 −A1
 (1.31)
C =
[
I 0 . . . 0 0
] (1.32)
Par suite, identifier la matrice A, qui caractérise la dynamique du système, revient à identi-
fier les coefficients de la partie AR du modèle ARMA.
Remarquons que cette représentation peut aussi être vue comme un autre algorithme de
simulation numérique de la réponse stationnaire de la structure.
1.3 Objectifs de l’étude
Dans le cadre ainsi défini, le problème à résoudre est le suivant. On considère une struc-
ture (par exemple un pont routier) soumise à des vibrations sous l’action d’une sollicitation
dynamique ambiante (par exemple le vent et/ou le trafic). Cette structure est équipée de l cap-
teurs qui enregistrent l’évolution temporelle en régime permanent d’un déplacement vectoriel
l-dimensionnel supposé centré (on peut toujours se ramener à cette situation), sur un inter-
valle d’observation fixé [0, T ], T > 0. Pratiquement, les mesures sont effectuées aux N nœuds
tk = k∆t, k ∈ IN = {0, 1, . . . , N − 1}, ∆t = T/(N − 1), d’une subdivision régulière
0 = t0 < t1 < . . . < tN−1 = T de l’intervalle [0, T ]. A la fin de l’expérience, on dispose ainsi,
pour décrire l’évolution cherchée, d’une famille {yk, k ∈ IN} d’éléments de IRl représentant
les valeurs mesurées du déplacement cible aux instants tk. On considère cette famille comme
une réalisation restreinte à IN (i.e. k ∈ IN ) d’un processus stationnaire centré l-dimensionnel à
temps discret (Yk, k ∈ ZZ) admettant une représentation d’état de la forme (1.6). Il s’agit alors,
à partir de la seule réalisation expérimentale {yk, k ∈ IN}, de trouver les paramètres du modèle
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éléments finis (1.1) ou de la représentation d’état (1.6) ou encore de (1.30). En fait, ce n’est pas
tout à fait ce problème que nous cherchons à résoudre, mais un problème voisin plus proche
des préoccupations du mécanicien, que l’on peut formuler ainsi : comment, à partir de la seule
donnée {yk, k ∈ IN}, et sachant que cette donnée peut être assimilée à la réalisation restreinte
à IN d’un processus stationnaire centré à temps discret (Yk, k ∈ ZZ) défini par (1.6), obtenir des
approximations satisfaisantes des paramètres modaux dominants de la structure ?
Plusieurs méthodes présentes dans la littérature sont applicables à ce type de problème ou à
des problèmes connexes [38, 3, 72, 47, 13, 74, 71, 7, 41, 60, 50, 28, 23]. Parmi ces méthodes,
celles des sous-espaces et du décrément aléatoire sont les plus utilisées. D’où notre intérêt pour
ces dernières et la large place que nous leur consacrons dans cette thèse. Les chapitres 3 et 4
leur sont entiérement consacrés. Dans le chapitre 3 nous donnons une description détaillée et
rigoureuse des méthodes de sous-espaces en insistant sur leurs aspects algorithmiques et leurs
spécificités. Sont également examinées dans le détail les méthodes de réalisation déterministe
et stochastique, qui ont beaucoup de points communs avec les méthodes de sous-espaces. Le
chapitre 4 est consacré à la méthode du décrément aléatoire et à son couplage avec la méthode
d’identification modale d’Ibrahim, qui est détaillée à cette occasion. L’analyse de la méthode du
décrément constitue le coeur de la thèse. Nous en donnons une présentation empirique et une
justification statistique rigoureuse. Nous justifions notamment pourquoi cette méthode fonc-
tionne encore lorsque l’excitation est une impulsion ou un train d’impulsions, donc ne satisfait
pas l’hypothèse de stationnarité sur laquelle se basent toutes les justifications connues de la mé-
thode.
Mais avant d’aborder ces divers points, nous allons rapidemment passer en revue, dans le pa-
ragraphe suivant, les principales méthodes d’identification structurales adaptées à l’estimation
des paramètres modaux, en donnant un bref aperçu de leur principe.
1.4 Sur les méthodes d’identification
Il ne s’agit pas dans cette section de faire un état de l’art exhaustif des méthodes d’identifi-
cation structurale. Le lecteur intéressé qui souhaite approfondir le sujet, pourra se reporté aux
références [50, 28, 62, 23].
Notre objectif ici est simplement de donner quelques éléments d’information sur l’évolu-
tion du problème et de présenter les principales méthodes d’identification utilisées ces dernières
années pour l’estimation des paramètres modaux de structures sous excitations dynamiques am-
biantes.
Les techniques classiques d’identification cherchent d’abord à déterminer la fonction de ré-
ponse en fréquence (FRF) du système, ce qui oblige à travailler dans le domaine fréquentiel,
connaissant l’excitation et la réponse. Cependant, l’approche fréquentielle présente plusieurs
inconvénients. Le premier est qu’il faut disposer d’un grand nombre de données, ce qui n’est
pas toujours évident pour des excitations de type impacts. La seconde est que l’utilisation de la
transformation de Fourier (TF) ou de son inverse (TFI) engendre un phénomène appelé "lea-
kage" qui est lié au problème de non-périodicité du signal. Plusieurs méthodes peuvent être
utilisées pour résoudre ce problème. La principale méthode consiste à introduire une fenêtre
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pour rendre le signal périodique [28] ; mais l’utilisation d’un tel filtrage a un effet néfaste sur
l’estimation des paramètres modaux, en particulier sur les amortissements. Le troisième pro-
blème concerne le phénomène "d’aliasing" ou repliement du spectre [48, 28].
Pour ces différentes raisons, le recours à des techniques d’identification dans le domaine
temporel a été recherché. Les techniques classiques d’identification dans le domaine tempo-
rel utilisent souvent la fonction de réponse impulsionnelle (FRI) obtenue par déconvolution à
travers la création d’une matrice de convolution, évitant ainsi les problèmes de leakage et alia-
sing. Malheureusement, dépendant du type d’excitation, cette matrice de convolution peut être
mal conditionnée entrainant ainsi une explosion de la réponse impulsionnelle [64]. D’autres
méthodes ont été proposées pour résoudre ce problème, certaines basées sur des techniques de
moindres carrés [68], d’autres, plus récentes, sur l’emploi de transformées en ondelettes [65].
Plusieurs méthodes permettent, à partir de la FRF ou encore de la FRI, d’estimer les carac-
téristiques d’une structure. Les premières approches sont basées sur le diagramme de Nyquist
[28]. D’autres approches, plus rigoureuses, ont ensuite été développées, d’abord la méthode dite
Exponentielle Complexe pour des systèmes SISO, puis des méthodes plus générales telles que
la méthode d’Ibrahim (ITD) [42] ou la méthode polyreference [75] pour les systèmes MIMO.
Pour certaines structures et notamment les ponts, l’excitation n’est pas connue, car non me-
surables ou non mesurée. Il est donc nécessaire de disposer de techniques se limitant à la seule
connaissance de la réponse. Il existe des méthodes bien adaptées à ce type de situation. On peut
citer la méthode de réalisation stochastique [3] basée sur les travaux de Ho et Kalman [38], la
méthode de prédiction de l’erreur [47, 50], les méthode de sous-espaces [74, 71, 61], la méthode
du décrément aléatoire couplée à une méthode d’identification modale standard [72, 13, 7, 41].
Ce sont des méthodes qui s’appuient sur des stratégies d’identification en domaine temporel
n’exgigeant pas la connaissance de mesures de l’excitation. Elles nécessitent toutefois de rem-
placer ces données manquantes par des hypothèses statistiques sur l’excitation. Nous rappelons
le principe de ces méthodes ci-après. Les méthodes de sous-espaces et la méthode du décrément
font l’objet d’une analyse détailée dans les chapitres 3 et 4.
1.4.1 Méthodes utilisant les covariances
Comme nous le verrons plus loin, les expressions de la fonction de réponse impulsionnelle
matricielle et de la fonction de covariance matricielle de la réponse d’un système linéaire excité
par un bruit blanc sont de la même forme. Cette spécificité est utilisée avantageusement dans
certaines méthodes classiques d’identification modale [38, 3]. Nous en rappelons quelques unes
ci-dessous.
La méthode des variables instrumentales. Cette appellation recouvre en fait une classe de
méthodes basées sur le principe suivant [62]. Nous avons vu au paragraphe 1.2.2 que le com-
portement dynamique d’une structure soumise à une excitation blanche gaussienne pouvait être
modélisé par un modèle ARMA vectoriel. Il suffit pour cela de supposer que la structure à un
comportement linéaire, homogène et que l’excitation est modélisable par un bruit blanc gaus-
sien. Ce modèle ARMA est défini par la relation (1.30).
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Posant :
Ri = IE[YkY Tk−i] (1.33)
et tenant compte des relations d’indépendance structurelles entre le bruit et l’entée, il vient, en
multipliant à droite les deux membres de (1.30) par Y Tk−p−i et en prenant l’espérance mathéma-
tique :
Rp+i + A1Rp+i−1 + . . .+ ApRi = 0 (1.34)
C’est la relation de base de la méthode des variables instrumentales.
Comme en pratique on ne dispose que de mesures de la réponse il faut alors estimer les
covariances Ri et remplacer dans (1.34) leurs valeurs théoriques par les estimées obtenues.
Les paramètres A1, . . . , Ap sont ensuite calculés en résolvant le système (1.34) au sens des
moindres carrés. Finalement, les paramètres modaux sont déduits de l’analyse spectrale de la
matrice compagnon associée aux coefficients de la partie AR du modèle ARMA, ce qui conduit
à la résolution d’un problème aux valeurs propres matriciel relatif à cette matrice compagnon.
L’avantage de cette méthode est que le problème auquel elle conduit est linéaire et porte
uniquement sur les coefficients pertinents du modèle (les coefficients AR), contrairement aux
méthodes de prédiction de l’erreur qui identifient tous les paramètres du modèle (AR et MA) et
sont non lináires.
En remplaçant la fonction de covariance par la fonction de réponse impulsionnelle, on ob-
tient la méthode Polyreference Time Domain (PTD). La méthode Exponentielle Complexe des
Moindres Carrés (en anglais Least Squares Complex Exponentiel method (LSCE)) et la mé-
thode d’Ibrahim (ITD) sont des cas particuliers de cette dernière. Les relations entre ces mé-
thodes peuvent être trouvées dans [4, 50, 28].
La méthode de réalisation stochastique. Cette méthode permet l’identification d’un modèle
d’état connaissant la fonction de corrélation de la réponse [3, 1]. Comme nous le verrons plus
loin, elle fonctionne aussi avec la fonction du décrément. Elle est basée sur le fait que pour
les systèmes considérés la fonction de corrélation (ou du décrément) a la même forme que la
fonction de réponse impulsionnelle. Il est alors possible d’estimer les coefficients du modèle
stochastique en utilisant les algorithmes classiques de la théorie du contrôle [38]. Les carac-
téristiques modales de la structure sont ensuite extraites en résolvant un problème aux valeurs
propres standard. Cette méthode est détaillée dans le chapitre 3.
Notons qu’en pratique, ne disposant que de réalisations discrétisées de la réponse station-
naire Y , la fonction de corrélation doit être estimée statistiquement. Il importe donc de disposer
d’un estimateur efficace de cette fonction. La procédure d’estimation se fait essentiellement en
utilisant des méthodes non paramètriques dont les plus connues sont :
• la méthode directe ou classique, basée sur l’emploi de l’estimateur empirique usuel de la
fonction de corrélation ;
• la méthode indirecte, basée sur l’estimation préalable de la densité spectrale de puissance
de la réponse, puis l’emploi de la transformée de Fourier pour revenir à la fonction de
corrélation ;
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• la méthode du décrément.
Plusieurs comparaisons ont été effectuées entre ces différentes méthodes [15]. Il s’est avéré que
la méthode du décrément est plus précise dans de nombreux cas et surtout beaucoup plus rapide.
C’est l’une des raisons pour lesquelles nous avons choisi de lui accorder une large place dans
cette thèse.
Notons donc déjà ici que la méthode du décrément est un outil de prétraitement des données.
Elle devra être couplée à d’autres méthodes afin d’identifier les paramètres modaux d’une struc-
ture. Nous en rappelons brièvement le principe ci-dessous. Nous y reviendrons plus longuement
au chapitre 4 qui lui est consacré.
La méthode du décrément aléatoire. Cette méthode a été introduite par H.A. Cole à la fin des
années 60 [17]. C’est un outil simple d’utilisation, facile à implémenter et peu dispendieux en
temps de calcul. Son principe consiste, une trajectoire de la réponse stationnaire étant donnée,
à déterminer plusieurs sections finissantes de cette dernière selon une stratégie à préciser, puis
à moyenner ces sections. On obtient ainsi une fonction, dite du décrément, qui a la particularité
d’être de la même forme que la réponse à un lâcher avec des conditions initiales spécifiées ou
que la fonction de réponse impulsionnelle du système et qui, en outre, définit un estimateur
fonctionnel de la fonction de corrélation de la réponse stationnaire de ce dernier. Les caracté-
ristiques modales du système peuvent alors être identifiées en couplant cette procédure à une
méthode d’identification classique telle que la méthode d’Ibrahim ou la méthode de réalisation
stochastique.
1.4.2 Méthodes utilisant directement les données
L’avantage des algorithmes d’identification utilisant directement les données est qu’ils per-
mettent de s’affranchir de traitements statistiques préalables des données tels que l’estimation
des densités spectrales de puissance ou des fonctions de corrélation, qui sont parfois des opé-
rations délicates. Les méthodes présentées dans cette section permettent donc, à partir d’obser-
vations espérimentales de la réponse dynamique d’une structure sous excitations ambiantes, et
sans traitement préalable, d’estimer les paramètres modaux.
La méthode d’Ibrahim (Ibrahim Time Domain). Cette méthode est une technique temporelle
d’identification modale basée sur la réponse à un lâcher [40]. Elle utilise deux matrices déduites
de la réponse libre du système, la seconde n’étant qu’une version décalée par rapport au temps
de la première et s’exprimant comme une fonction linéaire de cette dernière. Par une méthode
des moindres carrés on obtient la matrice représentative de cette relation. Les paramètres mo-
daux sont alors obtenus en résolvant le problème spectral relatif à cette matrice. Un avantage
de cette méthode est qu’elle peut être utilisée à partir d’observations de la réponse forcée d’une
structure, après un prétraitement de ces observations, par exemple par la méthode du décrément.
Un développement détaillé en est donné au chapitre 4.
La méthode de Prédiction de l’erreur. C’est une méthode bien appropriée aux représentations
ARMA des systèmes dynamiques. Elle permet d’estimer les coefficients du modèle ARMA vec-
toriel connaissant une trajectoire expérimentale de la réponse stationnaire de la structure [50].
Identification des Systèmes Dynamiques Stochastiques. Application à l’Evaluation Dynamique des Ponts Sous
Sollicitations Ambiantes
CHAPITRE 1. POSITION DU PROBLÈME 33
Rappelons qu’un modèle ARMA vectoriel est défini par une relation de récurrence de la forme :
p∑
i=0
AiYk−i =
q∑
i=0
BiEk−i
où Ai et Bi sont des coefficients matriciels et p, q des entiers strictement positifs.
Il s’agit ensuite de déterminer un modèle qui "décrit au mieux" le contenu statistique des
données mesurées (modèle choisi selon un critère optimal de sélection). La méthode d’optimi-
sation s’exprime en général en terme d’erreur, i.e. elle est basée sur la prédiction des données
futures sachant les observations passées. Ainsi si la suite {Yk, k ∈ IN}, IN = {0, 1, . . . , N−1},
représente les données observées et {Yˆk(θ), k ∈ IN} les données prédites à partir du modèle
ARMA vectoriel (elles dépendent donc des paramètres du modèle regroupés dans le vecteur θ),
une façon naturelle d’estimer le paramètre θ consiste à minimiser l’erreur de prédiction définie
par : k(θ) = Yk−Yˆk(θ). Plusieurs méthodes d’optimisation peuvent être utilisées pour résoudre
ce problème, par exemple la méthode des moindres carrées. Soit θˆN l’estimateur de θ, tel que
[50] :
θˆN = arg min
θ
det
[
1
N
N∑
k=1
k(θ)
T
k (θ)
]
Compte tenu du fait que l’erreur de prédiction dépend des paramètres, le problème de mi-
nimisation est alors non linéaire, nécessitant ainsi l’emploi de méthodes de résolution itératives
(telles que le gradient conjugué, par exemple) qui s’accompagnent des problèmes classiques de
convergence, de minimas locaux et de sensibilité par rapport aux valeurs initiales. Un modèle
ARMA vectoriel pouvant toujours se ramener à un modèle d’état, cette transformation est en-
suite opr´ée, puis les paramètres modaux sont déterminés de la même manière que dans les deux
méthodes précédentes.
Les méthodes de sous-espaces. Ces méthodes sont particulièrement bien adaptées à l’esti-
mation des paramètres matriciels d’un modèle d’état dont le comportement dynamique n’est
connu qu’à travers une trajectoire expérimentale de sa réponse stationnaire [71]. Elles n’uti-
lisent que des outils très classiques et robustes d’algèbre linéaire (décomposition en valeurs
singulières, factorisation QR, méthode des moindres carrés) ainsi que des opérations de géomé-
triques simples (projections orthogonales ou obliques). Les méthodes de sous-espaces consistent
d’abord à estimer la matrice d’observabilité et/ou la suite des états directement à partir de la ré-
ponse stationnaire. L’estimation des matrices du système se fait grâce à la connaissance de la
matrice d’observabilité et/ou la suite des états. les paramètres modaux sont ensuite déterminés
en résolvant un problème aux valeurs propres standard.
Contrairement à la méthode de prédiction de l’erreur, les algorithmes des méthodes de sous-
espaces sont linéaires et ne sont pas itératifs (il n’y a donc pas de problèmes de convergence).
Ces méthodes sont de ce fait plus rapides que la méthode de prédiction de l’erreur.
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1.5 Conclusion
Dans ce chapitre, nous avons présenté la classe des systèmes mécaniques concernés par le
problème d’identification considéré dans ce travail : ce sont tous les systèmes dont la dyna-
mique est modélisable par celle d’un oscillateur stochastique vectoriel excité par un bruit blanc
gaussien et pour lesquels la seule donnée dont on dispose est une trajectoire expérimentale de
la réponse stationnaire. Nous avons établi la représentation d’état à temps continu de l’oscilla-
teur modèle, en avons tiré une version à temps discret adaptée au problème posé, puis montré
comment passer de cette représentation d’état discrète à une représentation ARMA vectorielle.
Une fois achevée cette phase de modélisation, nous avons alors défini clairement les objectifs de
l’étude, à savoir procéder à une analyse détaillée des méthodes de sous-espaces et du décrément
aléatoire, dans leurs aspects théoriques, statistiques et algorithmiques. Enfin, nous avons briè-
vement rappelé le principe des méthodes d’identification modale les plus couramment utilisées
à l’heure actuelle.
Avant de présenter de façon détaillée les deux méthodes retenues, il est importe de bien
définir les caractéristiques modales à identifier, c’est-à-dire les fréquences propres, les taux
d’amortissement critique et les déformées modales. C’est l’object du chapitre suivant.
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Sommaire
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.2 Préliminaires : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3 Caractéristiques modales d’un système dynamique linéaire . . . . . . . . 36
2.3.1 Généralités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.2 Analyse spectrale du système libre conservatif associé . . . . . . . . 39
2.3.3 Analyse spectrale du système libre dissipatif associé . . . . . . . . . 40
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
35
CHAPITRE 2. ANALYSE MODALE 36
2.1 Introduction
Pour prévoir et comprendre le comportement dynamique d’une structure, la connaissance de
ses caractéristiques modales est essentielle. Le but de ce chapitre est double : rappeler quelques
définitions de base concernant ces caractéristiques (qui sont les paramètres à identifier dans la
présente étude) et préciser certaines notations utilisées dans ce mémoire. Le lecteur intéressé
pourra se reporter aux références [32, 4, 28] pour plus de détails.
2.2 Préliminaires :
Soit E un espace vectoriel réel de dimension finie m et EndE l’espace vectoriel des endo-
morphismes de E (i.e. des applications linéaires de E dans lui-même). On munit E du produit
scalaire euclidien canonique< ·, · > et on noteEm l’espace vectoriel euclidienm-dimensionnel
obtenu : Em = (E,< ·, · >). Pour tout x et tout y dans Em, de composantes respectives
(x1, · · · , xm) et (y1, · · · , ym) relativement à une base orthonormée de Em, on a :
< x, y >=
m∑
i=1
xiyi (2.1)
Dans toute la suite on confondra tout élément de EndEm (i.e. tout endomorphisme de Em)
et la matrice qui le représente dans une base. Par conséquent on pourra obtenir l’écriture ma-
tricielle des relations "opérateurs" en remplaçant chaque opérateur linéaire figurant dans ces
relations par sa matrice et tout vecteur par la matrice colonne de ses composantes relativement
à la base considérée.
Soit A ∈ EndEm symétrique et défini positif. Alors, l’application (x, y) →< x, y >A=<
Ax, y > de E × E −→ IR définit un produit scalaire sur E.
On note EmA = (E,< ·, · >A) le nouvel espace vectoriel euclidien obtenu en munissant E
de ce produit scalaire. On a alors le résultat suivant :
Résultat1 : Soient A et B deux endomorphismes symétriques dans EndEm. On a :
• Le produit AB n’est pas symétrique dans EndEm.
• Si A est défini positif dans EndEm, le produit AB, non symétrique dans EndEm, est
symétrique dans EndEmA−1 (où EmA−1 = (E,< ·, · >A−1)).
2.3 Caractéristiques modales d’un système dynamique linéaire
2.3.1 Généralités
On considère un oscillateur linéaire à m ddl dont la dynamique est décrite par l’équation
différentielle du second ordre :
MZ¨(t) +DZ˙(t) +KZ(t) = P(t) (2.2)
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avec :
H1) M symétrique et défini positif dans EndEm,
H2) K symétrique dans EndEm.
D’après le résultat1, M−1K n’est pas symétrique dans EndEm. Par contre, il est symétrique
dans EndEmM . On a alors le résultat suivant :
Résultat2 : Sous les hypothèses H1 et H2, il existe un endomorphisme orthogonal Φ dans
EndEmM , qui diagonalise simultanément M et K.
Preuve :
1- L’opérateur linéaire M−1K étant symétrique dans EndEmM , il existe une base ortho-
normée, au moins, de EndEmM qui le diagonalise. Soit (Φ1, . . . ,Φm) une telle base.
2- Soit Λ la représentation matricielle diagonale de M−1K relativement à la base propre
(Φ1, . . . ,Φm). Cette matrice est de la forme :
Λ =

λ1 0 · · · · · · 0
0
.
.
.
.
.
.
.
.
. λi
.
.
.
.
.
.
.
.
. 0
0 · · · · · · 0 λm
 (2.3)
où les λi sont les valeurs propres de M−1K et les Φi les vecteurs propres associés. Les
Φi sont obtenus en resolvant les problèmes : M−1KVi = λiVi, i = 1, · · · ,m, puis en
normant les solutions Vi obtenues : Φi = Vi‖Vi‖Em
M
, où ‖ · ‖Em
M
désigne la norme euclidienne
de EmM . Les vecteurs Vi étant deux à deux orthogonaux dans EmM , il en est de même des
Φi. D’où :
∀(i, j) ∈ {1, · · · ,m}2, < Φi,Φj >M= δij (2.4)
ce qui s’écrit matriciellement :
ΦTMΦ = I (2.5)
avec Φ la matrice dont les colonnes sont les Φi, c’est-à-dire Φ = [Φ1| · · · |Φm].
On vient ainsi de montrer que Φ diagonalise M .
3- Par ailleurs, les Φi vérifient : ∀i ∈ {1, · · · ,m}, M−1KΦi = λiΦi. D’où, ∀(i, j) ∈
{1, · · · ,m}2, < M−1KΦi,Φj >M= λi < Φi,Φj >M= λiδij =< KΦi,Φj > et ceci
s’écrit matriciellement :
ΦTKΦ = Λ (2.6)
Donc Φ diagonalise aussi K.
En résumé, nous venons de montrer qu’il existe un endomorphisme orthogonal dans EndEmM
qui diagonalise simultanément M et K.
Identification des Systèmes Dynamiques Stochastiques. Application à l’Evaluation Dynamique des Ponts Sous
Sollicitations Ambiantes
CHAPITRE 2. ANALYSE MODALE 38
A partir de (2.5) et (2.6) il est facile de voir que :
Λ = Φ−1M−1KΦ (2.7)
Supposons, en outre, que D vérifie la relation de Caughey :
D = M
p∑
i=0
αi(M
−1K)i , αi ∈ IR+ , p ∈ IN? (2.8)
Il est alors facile de montrer que Φ diagonalise aussi D. En effet, considérons la relation tirée
de (2.7) :
M−1K = ΦΛΦ−1 (2.9)
et observons que, ∀i ∈ IN :
(M−1K)i = ΦΛiΦ−1 (2.10)
Considérons, en outre, la relation tirée de (2.5) :
M = Φ−TΦ−1 (2.11)
Portant ces deux dernières relations dans (2.8), il vient :
D = Φ−T (
p∑
i=0
αiΛ
i)Φ−1 (2.12)
c’est-à-dire :
ΦTDΦ =
p∑
i=0
αiΛ
i (2.13)
relation qui montre que ΦTDΦ est une matrice diagonale. Notons D cette matrice et di son
terme diagonal générique :
ΦTDΦ = D = diag(di) (2.14)
Avec l’hypothèse queD vérifie la relation (2.8), l’équation (2.2) peut être découplée, à l’aide
d’un changement de variable approprié, en m équations scalaires. En effet, opérons dans (2.2)
le changement de variable :
Z(t) = Φζ(t) =
m∑
i=1
Φiζi(t) (2.15)
où :
ζ(t) =
 ζ1(t)..
.
ζm(t)
 (2.16)
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est le vecteur des coordonnées modales.
Après multiplication à gauche par ΦT , il vient :
ΦTMΦζ¨(t) + ΦTDΦζ˙(t) + ΦTKΦζ(t) = ΦTP(t) (2.17)
soit, d’après (2.5), (2.6) et (2.14) :
ζ¨(t) +Dζ˙(t) + Λζ(t) = ΦTP(t) (2.18)
On obtient ainsi un système de m équations scalaires découplées :
ζ¨i(t) + diζ˙i(t) + λiζi(t) = [Φ
TP(t)]i ; i = 1, · · · ,m (2.19)
Pour tout i fixé, (2.19) définit l’équation d’un oscillateur scalaire de masse mi = 1, d’amor-
tissement di et de rigidité λi. La pulsation propre wi du système et le taux d’amortissement
critique ξi de cet oscillateur sont tels que :{
w2i = λi
di = 2wiξi
(2.20)
2.3.2 Analyse spectrale du système libre conservatif associé
L’équation d’évolution de ce système se déduit de (2.2) en annulant dans cette équation
l’amortissement D et l’excitation P . Elle s’écrit donc :
MZ¨(t) +KZ(t) = 0 (2.21)
Ses solutions sont de la forme :
Zi(t) = Φie
jγit (2.22)
avec j2 = −1 , γi ∈ IR et Φi le i-ème vecteur modal du système, normé relativement à la norme
de EmM , i.e. ||Φi||EmM = 1 (cf. §2.3.1 précédent).
Introduisant (2.22) dans (2.21) il vient, après simplification :
−γ2iMΦi +KΦi = 0 (2.23)
Prémultipliant par ΦTj les deux membres de cette équation et tenant compte des relations de M
et K-orthogonalité (2.5)-(2.6), on obtient :
−γ2i + λi = 0 ; i = 1, . . . ,m (2.24)
équations qui admettent les solutions :
γi = ±
√
λi = ±ωi ; i = 1, . . . ,m (2.25)
A toute solution Zi(t) = Φiejωit est donc associée la solution Z¯i(t) = Φie−jωit, ∀i ∈
{1, . . . ,m}. Ceci n’est pas étonnant car l’ensemble des solutions de (2.21) constitue un espace
vectoriel de dimension 2m.
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2.3.3 Analyse spectrale du système libre dissipatif associé
L’équation d’évolution de ce système se déduit de (2.2) en annulant dans cette équation le
terme d’excitation P . D’où :
MZ¨(t) +DZ˙(t) +KZ(t) = 0 (2.26)
Pour mener l’analyse spectrale de ce système, nous distinguons deux cas : celui où D satis-
fait la relation de Caughey (2.8) et celui où il ne la satisfait pas.
a) Cas où l’amortissement satisfait la relation de Caughey
Dans ce cas les solutions de (2.26) sont de la forme :
Zi(t) = Φie
βit (2.27)
avec βi ∈ IC et Φi le i-ème vecteur modal du système, tel que ||Φi||Em
M
= 1.
Portant (2.27) dans (2.26) il vient, après simplification :
β2iMΦi + βiDΦi +KΦi = 0 (2.28)
Prémultipliant cette équation par ΦTj et tenant compte des relations de M et K-orthogonalité
(2.5)-(2.6), on obtient :
β2i + diβi + λi = 0 ; i = 1, . . . ,m (2.29)
En supposant le système sous-amorti, c’est-à-dire
d2i < 4λi ⇔ ξi < 1 ; i = 1, . . . ,m (2.30)
les solutions de (2.29) s’écrivent :
βi = −αi ± jwdi ; i = 1, . . . ,m (2.31)
avec :
αi =
di
2
= wiξi ; w
d
i =
√
λi −
(
di
2
)2
= wi
√
1− ξ2i (2.32)
A toute solution Zi(t) = Φie−αitejω
d
i t est donc associée la solution Z¯i(t) = Φie−αite−jω
d
i t,
∀i ∈ {1, . . . ,m}. On retrouve ainsi le fait que l’ensemble des solutions de (2.26) constitue un
espace vectoriel de dimension 2m.
Il importe ici de remarquer que les vecteurs modaux du système libre amorti sont réels
et identiques à ceux du système libre non amorti (i.e. conservatif). Par contre, il n’y a pas
coïncidence des pulsations propres des deux systèmes : ωdi 6= ωi, ∀i ∈ {1, . . . ,m}.
b) Cas où l’amortissement ne satisfait pas la relation de Caughey
Dans ce cas, on cherche encore la solution de (2.26) sous la forme :
Zi(t) = Φie
βit (2.33)
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mais où cette fois les Φi ne sont plus les vecteurs modaux du système libre non amorti.
En portant (2.33) dans (2.26), on obtient :
(β2iM + βiD +K)Φi = 0 (2.34)
qui est un problème aux valeurs propres généralisé difficile à résoudre du fait que D ne se
diagonalise plus ici dans la même base que M et K. Une façon astucieuse de contourner la
difficulté est de passer dans l’espace des phases. En effet, posant :
X(t) =
[
Z(t)
Z˙(t)
]
∈ IRn ; U =
[
D M
M 0
]
∈ IRn∗n ; V =
[
K 0
0 −M
]
∈ IRn∗n (2.35)
avec n = 2m, l’équation (2.26) prend la forme équivalente :
UX˙(t) + V X(t) = 0 (2.36)
Par suite, portant (2.33) dans (2.36) et posant :
Ψi =
[
Φi
βiΦi
]
(2.37)
on obtient :
(V + Uβi)Ψi = 0 (2.38)
qui est un problème aux valeurs propres standard aisément soluble dont les solutions (βi,Ψi)i=1,...,n
sont complexes et deux à deux conjuguées.
Introduisons les matrices :
Λ = diag(β1, β1, · · · , βm, βm) ∈ ICn×n (2.39)
Ψ = [Ψ1|Ψ1| · · · |Ψm|Ψm] ∈ ICn×n
=
[
Φ1 Φ1 . . . Φm Φm
β1Φ1 β1Φ1 . . . βmΦm βmΦm
]
=
[
Φ
ΦΛ
]
(2.40)
où :
Φ = [Φ1|Φ1| · · · |Φm|Φm] ∈ ICm×n (2.41)
Il est alors facile de montrer les relations d’orthogonalité :
ΨTUΨ = In (2.42)
ΨTVΨ = −Λ (2.43)
où In désigne l’élément unité de IRn×n.
Par ailleurs, M étant inversible (car définie positive par hypothèse), on a :
U−1 =
[
0 M−1
M−1 −M−1DM−1
]
(2.44)
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et par suite l’équation homogène (2.36) peut s’écrire :
X˙(t) = AcX(t) (2.45)
avec :
Ac = −U−1V =
[
0 Im
−M−1K −M−1D
]
∈ IRn×n (2.46)
matrice que l’on peut encore écrire, compte tenu de (2.42) et (2.43) :
Ac = ΨΛΨ
−1 (2.47)
soit encore :
AcΨ = ΨΛ (2.48)
On voit ainsi que Λ et Ψ sont les éléments propres de la matrice Ac. Par conséquent, les
caractéristiques modales du système considéré peuvent être déterminées dès que Ac (ou A =
eAc∆t) est connue.
Notons que les éléments de la matrice Λ donnée par (2.39) s’écrivent, en supposant le système
sous-amorti : 
βi = −αi + jωdi
; i = 1, . . . ,m
β¯i = −αi − jωdi
(2.49)
avec, ∀i ∈ {1, . . . ,m} :
αi =
δi
2mi
; ωdi =
√
κi
mi
−
(
δi
2mi
)2
(2.50)
où :
mi = Φ¯
T
i MΦi ; δi = Φ¯
T
i DΦi ; κi = Φ¯
T
i KΦi (2.51)
ces grandeurs étant supposées vérifier (condition de sous-amortissement) :
δi < 2
√
miκi , ∀i ∈ {1, . . . ,m} (2.52)
2.4 Conclusion
Les analyses effectuées dans ce chapitre montrent qu’il y a deux types de paramètres modaux
d’intérêt en dynamique des structures linéaires : les modes normaux et les modes amortis. Les
modes normaux, ou non amortis, sont les caractéristiques du système conservatif. Les systèmes
réels sont en général amortis mais la modélisation de leur amortissement n’est pas maîtrisée à
l’heure actuelle. On essaie malgré tout d’en tenir compte dans les analyses dynamiques par le
biais de représentations simplifiées. Les modes normaux présentent donc un intérêt car ils ne
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dépendent pas de l’amortissement. Les modes amortis, quant à eux, sont les caractéristiques du
système amorti. Ils sont complexes, au sens algébrique du terme.
Un mode complexe est un mode pour lequel chaque partie de la structure a sa propre am-
plitude de vibration mais également sa propre phase. Contrairement aux modes normaux pour
lesquels chaque élément de la structure atteint son maximum d’amplitude de vibration au même
instant dans le cycle vibratoire, pour les modes complexes, ces maxima sont atteints à des ins-
tants différents. Ainsi, un mode normal est un mode pour lequel la phase prend pour valeur 0 ou
pi alors que la phase d’un mode complexe appartient à l’intervalle [0, pi[.
Les méthodes d’extraction modale estiment en fait des modes propres complexes et non des
modes normaux. Dans le cas d’un amortissement proportionnel les modes normaux et com-
plexes sont liés. Donc dans ce cas particulier, les modes normaux peuvent se déduire des modes
complexes.
En général, l’amortissement n’est pas proportionnel et la base modale qui diagonalise simul-
tanément les matrices de masse et de rigidité ne diagonalise pas la matrice d’amortissement. Le
lien entre modes normaux et modes complexes est alors brisé. Il est dans ce cas nécessaire de
disposer de procédures permettant de représenter les modes complexes. On trouve dans la litté-
rature des méthodes permettant d’en obtenir des représentation graphiques [28]. La plus simple
est basée sur la règle suivante : si la mesure principale de l’argument du mode propre com-
plexe appartient à l’intervalle
]−pi
2
, pi
2
]
, alors on attribut au mode l’argument 0 ; si cette mesure
principale appartient à l’intervalle
]−pi,−pi
2
]
ou à l’intervalle
]
pi
2
, pi
]
, alors on attribut au mode
l’argument pi.
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3.1 Introduction
La finalité de ce chapitre est de présenter une démarche permettant l’identification des ca-
ractéristiques modales d’une structure sous sollicitation ambiante dont le comportement dyna-
mique est décrit par l’equation (1.1), au moyen d’une méthode de sous-espaces.
La classe des méthodes présentée ici est celle décrite par Van Overschee et De Moor [71].
Les algorithmes des méthodes de sous-espaces identifient un modèle d’état connaissant la ré-
ponse en utilisant des outils très robustes d’algèbre linéaire tels que la DVS, la factorisation QR
et les moindres carrés, ainsi que des opérations géométriques simples telles que les projections
orthogonales. Il existe des situations de mesures où certains capteurs sont mobiles et d’autres
fixes. Afin de tenir compte de ces situations, une variante des méthodes de sous-espaces a été
developpée par Bart Peeters et De Roeck [60, 61]. Cette dernière permet de réduire notablem-
ment les calculs.
Notons qu’il existe d’autres algorithmes des sous-espaces qui utilisent les données d’entrées
(i.e. l’excitation déterministe est connue) [70, 71]. Dans ce travail, nous nous placons dans le
cas où l’excitation est inconnue.
3.2 Préliminaires
Avant d’exposer cette méthode, et afin de mieux en comprendre les aspects algorithmiques,
nous commençons par rappeler brièvement le principe des méthodes de réalisation déterministe
et de réalisation stochastique.
3.2.1 Méthode de réalisation déterministe
Nous considérons ici le cas où la suite expérimentale (yk, k ∈ IN) peut être assimilée à la
réponse permanente restreinte à IN d’un système dynamique déterministe discret.
Commençons par rappeler le résultat classique suivant. Soient (uk, k ∈ ZZ) et (yk, k ∈ ZZ)
deux suites, respectivement q-dimensionnelle et l-dimensionnelle (i.e. uk ∈ IRq et yk ∈ IRl,
∀k ∈ ZZ), causalement liées par la relation d’état :{
xk+1 = Axk +Buk
yk = Cxk +Duk
(3.1)
où (xk, k ∈ ZZ) est la suite n-dimensionnelle (i.e. xk ∈ IRn, ∀k ∈ ZZ) des états et A, B, C, D
sont des matrices telles que : A ∈ IRn×n, B ∈ IRn×q, C ∈ IRl×n, D ∈ IRl×q. Alors, ces deux
suites vérifient aussi (relation entrée-sortie), ∀k ∈ ZZ :
yk =
∑
i∈ZZ
hiuk−i =
∑
i∈ZZ
hk−iui (3.2)
où h = (hi, i ∈ ZZ) est la fonction de réponse impulsionnelle du filtre linéaire causal défini par
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(3.1), telle que ∀i ∈ ZZ :
hi =

CAi−1B si i > 0
D si i = 0
0 si i < 0
 ∈ IRl×q. (3.3)
Revenons maintenant à notre propos initial et supposons connue une suite finie (hi, i ∈ IN),
IN = {0, 1, . . . , N − 1}, de valeurs de h pour le système considéré. Notons qu’en pratique une
telle suite s’obtient en mesurant simultanément l’entrée et la sortie du système en régime établi
de manière à obtenir une suite de données d’entrée (uk, k ∈ IN) et la suite correspondante des
données de sortie (yk, k ∈ IN), puis en appliquant une méthode inverse (opérant généralement
sur (3.2)) à l’ensemble de ces données [68, 65].
La méthode de réalisation déterministe a alors pour objet la détermination d’un modèle
d’état minimal de type (3.1) connaissant la suite (hi, i ∈ IN). Rappelons qu’un modèle d’état
est minimal s’il n’en existe pas un autre de dimension plus petite, où la dimension, encore ap-
pelée ordre du système, est celle de l’état, c’est-à dire n ici. Il s’agit donc, à partir de la suite
(hi, i ∈ IN), de déterminer :
1. l’ordre n du système inconnu,
2. les matrices (A, B, C, D) de ce système.
A cette fin, pour i fixé, introduisons la matrice de Hankel des valeurs de h : H1|i, telle que :
H1|i =

h1 h2 . . . hi
h2 h3 . . . hi+1
.
.
.
.
.
. . . .
.
.
.
hi hi+1 . . . h2i−1
 ∈ IRli×qi
=

CB CAB . . . CAi−1B
CAB CA2B . . . CAiB
.
.
.
.
.
. . . .
.
.
.
CAi−1B CAiB . . . CA2i−2B
 (3.4)
et observons que cette matrice se factorise sous la forme :
H1|i = OiCi (3.5)
où :
Oi =

C
CA
.
.
.
CAi−1
 ∈ IRli×n ; Ci = [ B AB . . . Ai−1B ] ∈ IRn×qi (3.6)
avec Oi et Ci respectivement les matrices d’observabilité étendue et de contrôlabilité étendue
d’ordre i, supposées de rang plein n dès que i ≥ n. Dans (3.4), la notation Hl|l′ signifie que le
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premier et le dernier élément de la première colonne de la matrice Hl|l′ sont respectivement hl
et hl′ .
Observons ensuite, la factorisation (3.5) étant réalisée, que :
(a) A vérifie :
OiA = Oi (3.7)
où Oi et Oi sont les matrices obtenues en supprimant respectivement les l premières
lignes et les l dernières lignes de Oi ;
(b) B est la matrice des q premières colonnes de Ci ;
(c) C est la matrice des l premières lignes de Oi ;
(d) D = h0.
Pour qu’une telle démarche soit utilisable, il faut disposer d’une façon simple de factoriser
la matrice de Hankel H1|i. Une telle méthode est décrite ci-dessous :
1. On construit, pour i fixé, la matrice de Hankel des réponses impulsionnelles H1|i.
2. On cherche une factorisation de la matrice de Hankel H1|i sous la forme (3.5). Une façon
simple d’en obtenir une, et qui fournit en même temps l’ordre du système, est de procéder
à une décomposition en valeurs singulières de H1|i :
H1|i = USV T =
[
U1 U2
] [ S1 0
0 0
] [
V T1
V T2
]
= U1S1V
T
1 (3.8)
avec U ∈ IRli×li et V ∈ IRqi×qi des matrices orthonormales (i.e. UTU = Ili et V TV = Iqi)
et S1 = diag(σ1, σ2, . . . , σr) ∈ IRr×r, où les σi sont les valeurs singulières non nulles de
H1|i, telles que : σ1 ≥ σ2 ≥ . . . ≥ σr > 0. Le nombre r de ces valeurs singulières, qui
n’est autre que le rang de H1|i, correspond à l’ordre du système : n = r.
D’après (3.8), une factorisation possible de H1|i sous la forme (3.5) est alors obtenue en
prenant :
Oi = U1S1/21 ; Ci = S1/21 V T1 (3.9)
Cette solution n’est pas unique (voir annexe B).
3. La matrice Oi étant déterminée, on peut calculer Oi et Oi et par suite en déduire A en
résolvant (3.7) au sens des moindres carrés. Notant † le symbôle de pseudo-inverse de
Moore-Penrose [33], on obtient :
A = O†iOi (3.10)
où O†i peut se calculer explicitement. En effet, considérons la décomposition en valeurs
singulières de Oi :
Oi = UΣV = U
[
Σp 0
0 0
]
V (3.11)
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avec U et V des matrices orthonormales et Σp la matrice diagonale des valeurs singulières
non nulles de Oi, ordonnées par ordre décroissant. Alors :
O†i = VΣ†UT ; Σ† =
[
Σ−1p 0
0 0
]
(3.12)
4. Oi et Ci étant connues, les matrices B et C se déduisent directement des points (b) et (c)
précédents. Quant à la matrice D, d’après le point (d), elle est connue dès le départ par la
donnée de h0.
Notons pour terminer que la solution de ce problème est très dépendante du choix du pa-
ramètre i et que l’on ne dispose malheureusement pas pour ce paramètre d’un critère de choix
objectif. De plus, la connaissance de h limitée à la donnée d’un nombre fini de ses valeurs hi ne
permet pas d’obtenir un modèle d’état minimal.
3.2.2 Identification et représentation markovienne
Le point de départ est la suite des observations {yk; k ∈ IN}, supposées générées par un
modèle du type (1.28)-(1.29), inconnu. Le problème d’identification est celui de déterminer les
matrices (A,C,G,R0) d’un modèle d’état minimal ayant généré ces données. C’est celui qui
nous intéresse ici.
Le problème de représentation markovienne consiste, l’identification étant effectuée, à dé-
terminer l’ensemble des matrices (Σ > 0, Q,R, S) des modèles d’état minimaux aptes à géné-
rer ces données. Notons que ce problème n’est pas crucial ici. Toutefois, on ne peut l’ignorer
complètement. En effet, les algorithmes d’identification proposés dans les sections suivantes
procèdent tous, soit explicitement, soit implicitement dans la méthode de sous-espaces, à l’esti-
mation des suites des corrélations des observations. Ces suites doivent être des suites positives
réelles (lemme positif réel de Faurre [31]), ce qui n’est souvent pas vérifié en pratique. Un tra-
vail complémentaire est alors nécessaire. On peut à ce sujet consulter par exemple la référence
[71].
3.2.3 Méthode de réalisation stochastique
Nous considérons maintenant le cas où la suite expérimantale {yk, k ∈ IN} est assimilée à
une trajectoire (i.e. une réalisation) restreinte à IN d’un processus stationnaire l-dimensionnel
à temps discret (Yk, k ∈ ZZ) admettant une représentation d’état de la forme (1.28)-(1.29). On
cherche alors classiquement à déterminer les paramètres (A, C, Q, R, S) de cette représenta-
tion. Notons tout de suite que la donnée d’une suite finie de mesures de la réponse ne permet pas
d’identifier de façon unique le modèle (1.28)-(1.29) et a fortiori de trouver la solution d’ordre
minimal.
Dans tout ce qui suit, outre sa propriété de stationnarité, le processus Y sera supposé ergo-
dique. Posons :
G = IE[Xk+1Y Tk ] ∈ IRn×l ; Σ = IE[XkXTk ] ∈ IRn×n ; Ri = IE[Yk+iY Tk ] ∈ IRl×l
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Un simple calcul à partir de (1.28)-(1.29) montre que :
G = AΣCT + S ; Σ = AΣAT +Q ; R0 = CΣC
T +R (3.13)
avec, ∀i ∈ ZZ :
Ri =

CAi−1G si i > 0
R0 si i = 0
GT (A−i−1)TCT si i < 0
(3.14)
Il est facile de voir que l’on aura unicité de (A,C,G,R0), et donc de (A,C,G,Ri), à une
similitude près (i.e. à un changement de base de l’espace d’état près), mais que l’on n’aura pas
unicité de Σ ni des caractéristiques (Q,R, S) des bruits. Toutefois, compte tenu de l’objectif
visé (identification modale) cela n’a pas d’importance. La méthode de réalisation stochastique
consiste alors, à partir de la suite finie (yk, k ∈ IN), à déterminer :
1. l’ordre n du système,
2. les paramètres (A,C,G,R0) du système inconnu.
Cette méthode est basée sur l’idée suivante. Comparons les expressions (3.3) et (3.14). Nous
voyons que pour i ≥ 0 ces deux expressions coïncident si q = l, B = G, D = R0. Autrement
dit, sur IN (i.e. ∀i ∈ IN), la fonction de covariance RY Y = (Ri, i ∈ ZZ) de la réponse stationnaire
Y = (Yk, k ∈ ZZ) de (1.28) peut être assimilée à la fonction de réponse impulsionnelle d’un
modèle d’état déterministe de la forme (3.1) dont l’entrée est l-dimensionnnelle (q = l) et dont
les coefficients sont (A,C,B = G,D = R0). Par conséquent, la méthode de réalisation déter-
ministe classique de Ho et Kalman [38] présentée dans la section précédente peut s’appliquer
pour calculer les paramètres inconnus (A,C,G,R0). C’est cette extension au cas stochastique
de la méthode de Ho et Kalman qui a donné naissance à la méthode de réalisation stochastique
[3], où les suites de valeurs de fonctions de réponse impulsionnelle sont remplacées par des
suites de valeurs de fonctions de covariance.
Le point de départ de cette méthode est donc, pour i > 0 fixé, la construction de la matrice
de Hankel des covariances : R1|i, telle que :
R1|i =

R1 R2 . . . Ri
R2 R3 . . . Ri+1
.
.
.
.
.
. . . .
.
.
.
Ri Ri+1 . . . R2i−1
 ∈ Rli×li
=

CG CAG . . . CAi−1G
CAG CA2G . . . CAiG
.
.
.
.
.
. . . .
.
.
.
CAi−1G CAiG . . . CA2i−2G
 (3.15)
où la notation Rl|l′ signifie que le premier et le dernier élément de la première colonne de la
matrice Rl|l′ sont respectivement Rl et Rl′ .
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Il est alors aisé de voir que R1|i admet la factorisation :
R1|i = OiCi (3.16)
où les matrices Oi et Ci sont données par les expressions (3.6), avec B = G et q = l.
Les matrices (A,C,G,R0) sont alors déterminées de la même manière que les matrices
(A,B,C,D) dans le cas déterministe.
En pratique, il faudra estimer les covariances Ri à partir de la suite expérimentale (yk, k ∈
IN). Pour cela, on peut utiliser l’estimateur empirique classique de la covariance, qui opère
directement sur la suite expérimentale, ou l’estimateur basé sur la méthode du périodogramme,
qui consiste à estimer d’abord la densité spectrale de puisssance de la réponse à partir de la suite
(yk, k ∈ IN) puis à en déduire la fonction de covariance par transformée de Fourier inverse
[66], ou enfin la méthode du décrément aléatoire que nous présenterons plus loin. Plusieurs
comparaisons ont été menées entre ces différentes approches [15] qui montrent que la méthode
du décrément aléatoire est la plus performante, surtout en temps de calcul.
Notons que dans la littérature [1, 37], les auteurs préconisent d’appliquer la décomposition
en valeurs singulières non pas àR1|i mais à W1R1|iW2, où W1 ∈ IRli×li et W2 ∈ IRli×li sont des
matrices de pondération inversibles.
Différents choix de ces matrices (que l’on ne maîtrise pas toujours) donnent lieu à différents
algorithmes d’identification. Deux choix particuliers des ces matrices permettent d’obtenir la
méthode BR (Balanced Realisation) et la méthode CVA (Canonical Variate Analysis) :
Balanced realisation (BR) : Cette méthode correspond au choix W1 = Ili et W2 = Ili.
Canonical variate analysis (CVA) : Définissons les matrices de Toeplitz suivantes :
R+ =

R0 R
T
1 . . . R
T
i−1
R1 R0 . . . R
T
i−2
.
.
.
.
.
. . . .
.
.
.
Ri−1 Ri−2 . . . R0
R− =

R0 R1 . . . Ri−1
RT1 R0 . . . Ri−2
.
.
.
.
.
. . . .
.
.
.
RTi−1 R
T
i−2 . . . R0

Soient L+ et L− telles que R+ et R− puissent se factoriser comme suit :
R+ = L+(L+)T ; R− = L−(L−)T
(Factorisation de Cholesky).
La méthode CVA correspond ainsi au choix suivant :
W1 = (L+)−1 et W2 = (L−)−1
Avec ces notations, les valeurs singulières correspondent aux angles principaux. Dans cette
méthode, les modes qui sont moins bien excités dans les conditions opérationnelles peuvent être
les mieux identifiés.
Il convient, pour être complet sur cette méthode, de préciser ce que l’on entend par réalisa-
tion équilibrée (Balanced realisation). Pour cela, nous devons introduire les notions de filtre de
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Kalman en avant et de filtre de Kalman en arrière.
La théorie du filtre de Kalman suppose connues les caractéristiques du modèle (1.28) ainsi
qu’une réalisation de la réponse et permet, à partir de ces données, d’estimer de façon optimale
et récursive la suite des états. Aux données (A,C,G,R0) et (yk, k ∈ IN), on peut en fait associer
deux filtres de Kalman :
(a) Le filtre de Kalman en avant [45] défini par le système :{
xˆk+1 = Axˆk +K
ffk
yk = Cxˆk + fk
(3.17)
où (fk, k ∈ IN), la suite des innovations, est une réalisation restreinte à IN d’un bruit blanc
gaussien discret (Fk, k ∈ ZZ) de variance matricielle IE[FkFTk ] = R0 − CPCT , Kf est le
gain de Kalman et (xˆk, k ∈ IN) est la suite correspondante des estimées de Kalman. C’est une
réalisation restreinte à IN d’un processus gaussien stationnaire centré discret (Xˆk, k ∈ ZZ) de
variance matricielle P = IE[XˆkXˆTk ] solution de l’équation de Ricatti en avant :
P = APAT + (G− APCT )(R0 − CPCT )−1(G− APCT )T (3.18)
La solution de l’équation de Ricatti (3.18) peut être obtenue en resolvant le problème aux
valeurs propres général :[
AT − CTR−10 GT 0
−GR−10 GT In
] [
W1
W2
]
=
[
In −CTR−10 C
0 A−GR−10 C
] [
W1
W2
]
.Λ
et en posant P = W2W−11 , Λ contient les n valeurs propres stables du problème aux valeurs
propres généralisées.
(b) Le filtre de Kalman en arrière [43] défini par le système :{
zˆk−1 = A
T zˆk +K
bbk
yk = G
T zˆk + bk
(3.19)
où (bk, k ∈ IN) est une réalisation restreinte à IN d’un bruit blanc gaussien discret (Bk, k ∈ ZZ)
de variance matricielle IE[BkBTk ] = R0 − GTNG, Kb est le gain de Kalman, et (zˆk, k ∈ IN),
suite correspondante des estimées de Kalman, est une réalisation restreinte à IN d’un processus
gaussien stationnaire centré discret (Zˆk, k ∈ ZZ) de variance matricielle N = IE[ZˆkZˆTk ] solution
de l’équation de Ricatti en arrière :
N = ATNA+ (CT − ATNG)(R0 −GTNG)−1(CT − ATNG)T (3.20)
Cette équation peut être résolu de la même manière que l’équation de Ricatti en avant.
Observons que tous ces calculs dépendent du choix d’une base de l’espace d’état. Si l’on
trouve une base pour laquelle P et N sont diagonales et P = N , alors on dit que la réalisation
(A,C,G,R0) est équilibrée (balanced).
Remarque 1 Notons ici que les expressions (3.18) et (3.20) et donc aussi des gains de Kalman
ne sont pas celles que l’on rencontre le plus couramment dans la littérature. Ces expressions
sont obtenues en opérant la transformation suivant : P˜ = Σ− P , où P˜ = IE[(Xk − Xˆk)(Xk −
Xˆk)
T ]. Pour plus de détails, cf. annexe B
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3.3 Vers les méthodes de sous-espaces
L’idée au coeur des méthodes de sous-espaces est la suivante. Soit (yk, k ∈ ZZ) une trajec-
toire de la réponse stationnaire (Yk, k ∈ ZZ) de (1.28). Par ergodicité supposée de ce processus,
∀i ∈ ZZ :
Ri = IE[Yk+iYkT ] = lim
N→+∞
1
N
N−1∑
k=0
yk+iy
T
k (3.21)
la convergence ayant lieu en plusieurs sens, en particulier presque-sûrement.
Pour N assez grand, on peut donc considérer que :
Ri ≈ 1
N
N−1∑
k=0
yk+iy
T
k (3.22)
Ceci traduit le fait que pour un grand nombre de données, la moyenne d’ensemble (ou
moyenne probabiliste) peut être remplacée par la moyenne trajectorielle (ou moyenne sur les
réalisations).
En d’autres termes, la géométrie euclidienne de l’espace des suites finies de longueur N
d’un échantillon des observations est très proche de la géométrie des covariances de la suite
des observations théoriques issues du modèle (le facteur 1
N
ne change pas la géométrie mais
simplement renormalise les distances).
Les relations particulières des statistiques du second ordre (meilleure estimation du futur par
le passé, qui se ramène à une régression linéaire puisque nous sommes en contexte gaussien) qui
découlent du fait que les observations sont issues du modèle d’état (1.28) vont donc se refléter
dans la structure géométrique euclidienne des espaces engendrés par les suites de données, et
en particulier dans les directions et angles principaux entre des blocs de données "passées" et
"futures". Cette observation est à la base des méthodes de sous-espaces et peut être exploitée de
plusieurs façons. Les calculs se faisant dans une base de l’espace d’état, les divers choix pos-
sibles de cette base (qui ne sont pas toujours maîtrisés) conduisent à des algorithmes différents.
Ces remarques amènent en outre à utiliser des algorithmes standards de géométrie qui bé-
néficient d’implémentations optimisées dans les grands codes de calcul : algorithmes de projec-
tion, recherche d’angles et directions principales via les décompositions en valeurs singulières
et les factorisations QR.
Une caractéristique des suites issues de modèles d’état tels que (1.28) est que le futur ne
dépend que d’un nombre fini de données passées (caractère markovien de l’état). Les relations
géométriques entre sous-espaces de données futures et passées vont alors être recherchées en
fixant un entier i, paramètre à la fois crucial et de choix délicat en pratique, qui sera la durée de
mémoire au sein des données. Ce paramètre doit impérativement être supérieur à la dimension
n de l’état (théoriquement, il devrait valoir n, mais en pratique c’est un peu différent). Il ne doit
pas être choisi trop grand non plus et doit rester petit vis-à-vis du nombre N d’observations.
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3.4 Principe des méthodes de sous-espaces
Comme nous venons de le voir, l’idée à la base des méthodes de sous-espaces est la pré-
diction de données futures à partir de données passées. Précisons ce problème. Connaissant des
observations passées de Y , regroupées dans un vecteur Yp, on veut obtenir une prédiction op-
timale d’observations futures de ce même processus, regroupées dans un vecteur Yf . Or, nous
sommes ici dans un contexte gaussien car Y est gaussien, stationnaire, centré et par conséquent
ses observations vectorielles Yp et Yf sont des v.a. gaussiennes centrées. Dans ces conditions,
on sait que la solution du problème est donnée par Yˆf = IE[Yf |Yp] = LpYp, où IE[Yf |Yp] est
l’espérance conditionnelle de Yf sachant Yp et Lp est un opérateur linéaire choisi de telle sorte
que Yf − Yˆf soit minimal en moyenne quadratique relativement à loi de Y . On est ainsi ramené
à un problème de régression linéaire. Par ailleurs, utilisant l’interprétation géométrique de l’es-
pérance conditionnelle, Yˆf peut aussi être définie comme la projection orthogonale de Yf sur le
sous-espace fermé HYp engendré par Yp, ce que l’on note :
Yˆf = ΠHYp (Yf ) (3.23)
C’est sur cette formule que s’appuie les méthodes de sous-espaces. Notons qu’en vertu de
l’observation faite dans le paragraphe précédent, les projections dans les espaces L2 relatifs à
la loi du processus Y seront remplacées par les projections dans l’espace euclidien des suites
d’observations de longueur finie, la norme étant pondérée par l’inverse de cette longueur. En fait,
dans les méthodes de sous-espaces, les données passées et futures sont connues et on cherche à
identifier le modèle à partir de (3.23), moyennant une restructuration judicieuse de la formula-
tion et l’emploi d’algorithmes puissants d’algèbre linéaire, tels les algorithmes de factorisation
QR et de décomposition en valeurs singulières des matrices.
Comme nous avons pu le constater, les algorithmes d’identification des méthodes de sous-
espaces sont aussi basées sur des concepts géométriques : projections orthogonales et obliques,
directions et angles principaux. Ces concepts sont présentés dans l’annexe B.
Revenons maintenant aux différentes étapes des méthodes de sous-espaces. La première
étape consiste à choisir parmi les données connues, à savoir la famille (yk, k ∈ IN), celles qui
joueront le rôle de données passées et celles qui seront considérées comme les données futures.
Pour cela, on se donne un entier i compris entre n et
[
N
2
]
, puis, posant pj = (yj, yj+1, . . . , yj+i−1)
et f j = (yj+i, yj+i+1, . . . , yj+2i−1), ∀j ∈ JN−2i+1 = {0, 1, . . . , N − 2i}, on extrait de la famille
(yk, k ∈ IN) les N − 2i + 1 couples ((pj, f j), j ∈ JN−2i+1). Dans chacun de ces couples,
le premier élément pj est alors considéré comme une famille d’observées passées et le second
élément f j comme une famille d’observées futures. Mis à part y0 et y1 qui seront toujours des
données passées et yN−2, yN−1 qui seront toujours des données futures (car i ≥ n > 1), chaque
yk joue ainsi tour à tour (et plusieurs fois suivant la valeur de i) le rôle de donnée passée et
de donnée future. Cette discrimination passé/futur dans les données est ensuite organisée dans
une matrice de Hankel Y0|2i−1 ∈ IR2li×(N−2i+1), appelée matrice de Hankel des observations,
construite comme suit :
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Y0|2i−1 = ϑi

y0 y1 . . . yN−2i
y1 y2 . . . yN−2i+1
.
.
.
.
.
.
.
.
.
yi−1 yi . . . yN−i−1
yi yi+1 . . . yN−i
yi+1 yi+2 . . . yN−i+1
.
.
.
.
.
.
.
.
.
y2i−1 y2i . . . yN−1

=
[
Y0|i−1
Yi|2i−1
]
=
[
iYp
iYf
]
(3.24)
avec ϑi = 1/
√
N − 2i+ 1 et où la notation Yl|l′ signifie que le premier et le dernier élément de
la première colonne de la matrice Yl|l′ sont yl et yl′ respectivement, les indices p et f désignant
quant eux les abréviations de "passé" et "futur". On peut reconnaître dans la j-ème colonne de
Y0|2i−1, au coefficient υi près, les éléments empilés du couple (pj, f j). Le paramètre de durée
de mémoire i, tel que 1 < n ≤ i ≤ [N
2
]
, doit être pris très petit devant N [71]. Son choix est
délicat et reste très expérimental ; c’est un "bouton de réglage" de la méthode.
Compte tenu de cette structuration des données et de (3.23), on montre alors que la solu-
tion du problème d’identification est donnée par la projection orthogonale de l’espace vectoriel
engendré par les lignes de iYf sur l’espace vectoriel engendré par les lignes de iYp [71]. Cette
projection s’écrit :
Pi = iYf iYTp
(
iYp iYTp
)† iYp ∈ IRli×(N−2i+1) (3.25)
On montre également, toujours dans [71], que Pi admet la factorisation :
Pi = OiXˆi (3.26)
avec Oi ∈ IRli×n la matrice d’observabilité étendue et Xˆi ∈ IRn×(N−2i+1) la matrice ayant
pour colonnes les (N − 2i+ 1) estimées Kalman-optimales {xˆi, xˆi+1, . . . , xˆN−i} associées aux
(N − 2i + 1) données expérimentales {yi, yi+1, . . . , yN−i} à travers les équations du filtre de
Kalman en avant (3.17) :
Xˆi =
[
xˆi|xˆi+1| . . . |xˆN−i
] (3.27)
Ces matrices sont calculées comme suit. La matrice Pi ayant été calculée par (3.25), on
effectue sa décomposition en valeurs singulières :
Pi = USV T =
[
U1 U2
] [ S1 0
0 0
] [
V T1
V T2
]
= U1S1V
T
1 (3.28)
avec U ∈ IRli×li et V ∈ IR(N−2i+1)×(N−2i+1) des matrices orthonormales et S1 = diag(σ1,
σ2, . . . , σr) ∈ IRr×r, où les σj sont les valeurs singulières non nulles de Pi, telles que : σ1 ≥
σ2 ≥ . . . ≥ σr > 0. Un choix possible du couple (Oi, Xˆi) est alors :
Oi = U1S1/21 ; Xˆi = S1/21 V T1 (3.29)
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Notons que d’autres choix peuvent être effectués (voir annexe B).
A ce stade, on dispose, du moins en théorie, de l’ordre n du modèle. En effet, n n’est autre
que le nombre de valeurs singulières non nulles de S (donc le rang de Pi), c’est-à-dire r :
n = r. On dispose également de la matrice d’observabilité étendue et de la suite des états Xˆi. Le
problème d’identification étant celui de la determination des matrices (A,C,G,R0), un premier
algorithme consiste à utiliser la matrice d’observabilité. Les matricesA etC sont déterminées de
la même manière que dans la méthode de réalisation stochastique. Compte tenu de la propriété
d’ergodicité (3.21), on observe que :
Ri = Yi|iY
T
0|0 (3.30)
en particulier, on a : R0 = Y0|0Y T0|0.
avec Yi|i = [yi|yi+1| . . . |yN−i] ∈ IRl×(N−2i+1) et Y0|0 = [y0|y1| . . . |yN−2i] ∈ IRl×(N−2i+1).
De cette observation, on montre facilement que :
R1|i = iYf iYTp (3.31)
et, utilisant (3.16), la matrice de contrôlabilité étendue s’écrit :
Ci = O†iR1|i (3.32)
Dans ce cas G est la matrice des l premières colonnes de Ci.
Le deuxième algorithme qui permet de déterminer les matrices (A,C,G,R0) utilise la suite
des états du filtre de Kalman. Cet algorithme est intéressant car il permet de résoudre le pro-
blème de markovianisation qui consiste, l’identification étant effectuée, à déterminer les ma-
trices (Σ > 0, Q, R, S). Les étapes de cet algorithmes sont présentées ci-dessous.
De (3.26) on tire :
Xˆi = O†iPi (3.33)
Posant :
Xˆi+1 =
[
xˆi+1|xˆi+2| . . . |xˆN−i+1
] ∈ IRn×(N−2i+1) (3.34)
et, de la même manière que précédemment, on montre (cf. [71]) que cette matrice s’obtient par :
Xˆi+1 = O†i−1Pi−1 (3.35)
avec Pi−1 ∈ IRl(i−1)×(N−2i+1) et Oi−1 = Oi ∈ IRl(i−1)×n, où Oi est la matrice obtenue en
supprimant les l dernières lignes Oi.
Notons que, par construction, les estimées de Kalman obtenues par la procédure ci-dessus
vérifient, ∀j ∈ KN−2i+1 = {i, i+1, . . . , N − i}, et à une similitude près, les équations du filtre
de Kalman en avant : {
xˆj+1 = Axˆj +K
ffj
yj = Cxˆj + fj
(3.36)
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où (fj, j ∈ KN−2i+1) est une réalisation restreinte à KN−2i+1 d’un bruit blanc gaussien discret
(Fj, j ∈ ZZ) de variance matricielle IE[Fj,FTj ] = R0−CPCT , Kf est le gain de Kalman donné
par :
Kf = (G− APCT )(R0 − CPCT )−1 (3.37)
et (xˆj, j ∈ KN−2i+1), suite des estimées de Kalman, est une réalisation restreinte à KN−2i+1
d’un processus gaussien stationnaire centré discret (Xˆj, j ∈ ZZ) de variance matricielle P =
IE[XˆjXˆTj ] solution de l’équation de Ricatti :
P = APAT + (G− APCT )(R0 − CPCT )−1(G− APCT )T (3.38)
avec R0 et G donnés par (3.13).
Dans la théorie classique du filtre de Kalman, on suppose connues les caractéristiques du
modèle (1.28) ainsi qu’une réalisation de la réponse et on cherche à estimer de façon recursive
et optimale la suite des états.
On voit donc apparaître ici une particularité des méthodes de sous-espaces : on obtient des
estimées de Kalman de l’état avant de connaître les paramètres du modèle, lesquels vont préci-
sement être déduits de ces estimées. En effet, à partir de (3.36), et après quelques manipulations
détaillées dans [71], on obtient :[ Xˆi+1
Yi|i
]
=
[
A
C
]
Xˆi +
[
ui
vi
]
(3.39)
avec Yi|i = [yi|yi+1| . . . |yN−i], Xˆi et Xˆi+1 donnés par (3.27)-(3.29)-(3.33) et (3.34)-(3.35), et
ui, vi des résidus matriciels, éléments de IRn×(N−2i+1) et IRl×(N−2i+1) respectivement. Tenant
compte de ce que Xˆi, Xˆi+1 et Yi|i sont connus et que Xˆi et [uTi vTi ]T sont des réalisations de v.a.
matricielles gaussiennes centrées indépendantes, la résolution de (3.39) au sens des moindres
carrés permet alors d’obtenir les matrices inconnues A et C :[
A
C
]
=
[ Xˆi+1
Yi|i
]
Xˆ †i (3.40)
Les résidus matriciels sont ensuite calculés en revenant à l’équation (3.39), dans laquelle les
matrices A et C sont maintenant connues, et en résolvant cette équation en ui, vi.
Connaissant ces résidus, on peut alors montrer [71] que, pour i suffisamment grand, la va-
riance matricielle (1.29) du modèle (1.28) peut être approchée par :[
Q S
ST R
]
≈ 1
N − 2i+ 1
[
ui
vi
] [
uTi v
T
i
] (3.41)
Enfin, la connaissance de (A, C, Q, R, S) permet de déterminer (G, Σ, R0) par (3.13) et,
éventuellement, les caractéristiques Kf et P du modèle de Kalman (3.36), par (3.37) et (3.38).
Notons que certains auteurs [69, 71] préconisent d’appliquer la décomposition en valeurs
singulières non pas àPi, comme en (3.28), mais àW1PiW2, oùW1 ∈ IRli×li etW2 ∈ IR(N−2i+1)×(N−2i+1)
sont des matrices de pondération choisies par l’utilasteur et vérifiant : W1 de rang plein,
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rang(iYpW2) = rang(iYp). On obtient alors pour W1PiW2 une factorisation du même type
que (3.28) :
W1PiW2 = USV T = U1S1V T1 (3.42)
qui permet d’obtenir Oi et Xˆi sous la forme :
Oi = W−11 U1S1/21 ; XˆiW2 = S1/21 V T1 (3.43)
Cependant, l’introduction de ces matrices de pondération pose le problème de leur choix,
qui n’est pas évident. C’est pourquoi, très souvent, elles sont prises égales à l’unité, choix cor-
respondant à la version dite UPC (Unweighted Principal Component) de les méthodes de sous-
espaces.
Finalement, nous obtenons l’algorithme suivant :
1. Calcul des projections :
Pi = iYf/ iYp
Pi−1 = iY−f / iY+p
2. Décomposition en valeurs singulières :
W1PiW2 = USV T
3. Détermination de l’ordre du système en inspectant les valeurs singulières dans S ; ensuite
partition de la décomposition en valeurs singulières dans le but d’obtenir U1 et S1.
4. Détermination de Oi et Oi−1 par :
– Oi = W−11 U1S
1
2
1
– Oi−1 = Oi
5. Détermination de Xˆi et Xˆi+1 par :
– Xˆi = O†iPi
– Xˆi+1 = O†i−1Pi−1
6. Détermination des matrices A et C en résolvant :[
A
C
]
=
[ Xˆi+1
Yi|i
]
Xˆ †i
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7. Détermination des matrices Q, R et S de :[
Q S
ST R
]
≈ 1
N − 2i+ 1
[
ui
vi
] [
uTi v
T
i
]
8. Détermination de Σ, G et R0 par :
Σ = AΣAT +Q
G = AΣCT + S
R0 = CΣC
T +R
9. Détermination des matrices P et K en résolvant l’équation de Riccati :
P = APAT + (G− APCT )(Λ0 − CPCT )−1(G− APCT )T
Kf = (G− APCT )(Λ0 − CPCT )−1
L’identification des paramètres du modèle étant faite, la dernière étape consiste à estimer la
qualité du modèle identifié connaissant les données. Plusieurs points de vue peuvent être consi-
dérés pour la mise en place de cette procédure de validation. En général, elle consiste à vérifier
que l’erreur de prédiction résiduelle est effectivement un bruit blanc (ce sera notre cas).
Pour illustrer cette étape, nous considérons les équations du filtre de Kalman en avant défi-
nies par : {
xˆk+1 = Axˆk +K
ffk
yk = Cxˆk + fk
(3.44)
où les matrices du modèle sont connues. A partir de la deuxième équation de (3.44) on tire :
fk = yk − Cxˆk = yk − yˆk (3.45)
où yˆk = Cxˆk est la prédiction à un pas (ou prédiction d’horizon un). L’équation (3.45) définit
l’erreur résiduelle de prédiction.
En combinant les équations (3.44) et (3.45) on obtient le modèle suivant :{
xˆk+1 = (A−KfC)xˆk +Kfyk
yˆk = Cxˆk
(3.46)
La simulation du modèle (3.46), connaissant les matrices du système et la suite d’obser-
vation {yk,∈ IN}, permet non seulement d’obtenir une prédiction de l’état mais aussi une
prédiction des sorties yˆk. Dans ce cas on peut évaluer l’erreur de prédiction définie par (3.45).
On définit alors l’erreur de prédiction totale par :
 =
1
l
l∑
q=1
√∑N
k=1 [yk,q − yˆk,q]2∑N
k=1 [yk,q]
2
(3.47)
avec yk,q la qième sortie à l’instant k. Ce critère a été introduit par Peter Van O. et Bart De Moor
[71].
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Si l’ordre du système a été choisi correctement et si le bruit était un bruit blanc, alors les
paramètres ont été estimés correctement et l’erreur de prédiction résiduelle sera un bruit blanc.
Par contre, si l’erreur de prédiction résiduelle n’est pas un bruit blanc, on peut conclure que
l’estimation paramétrique obtenue n’est pas correcte soit parce que l’ordre choisi n’est pas le
bon, soit parce que l’hypothèse faite sur le bruit n’est pas la bonne.
La validation du modèle peut se faire aussi par une analyse du spectre. En effet, à partir
du modèle identifié, il est possible de déterminer le spectre à partir de l’une ou l’autre des
expressions analytiques suivantes :
Syy(w) =
[
C(zIn − A)−1G+R0 +GT (z−1In − AT )−1CT
]
z=ejw∆t
(3.48)
Syy(w) =
[
C(zIn − A)−1Kf + Il
]×R× [Il + (Kf )T (z−1In − AT )−1CT ]z=ejw∆t (3.49)
où Syy(w) ∈ ICl×l est la matrice spectrale des données de sortie ; w (dans z = ejw∆t) sont les
fréquences en [rd/s] à partir desquelles on évalue les fonctions matricielles (3.48) et (3.49). Les
éléments diagonaux de Syy(w), qui sont réels, sont les densités spectrales de puissance, tandis
que les éléments extra-diagonaux (qui eux sont complexes) sont les inter-spectres. On peut alors
comparer le spectre estimé à partir des mesures et celui estimé à partir de l’une des expressions
ci-dessus.
Il convient également de noter la difficulté de déterminer numériquement l’ordre n du mo-
dèle. En effet, nous avons vu que n correspondait au nombre de valeurs singulières non nulles
de Pi (ou de W1PiW2 si les pondérations sont utilisées, ce nombre étant indépendant du choix
des poids). Or, en pratique, pour des raisons d’arrondis numériques et d’imprécision sur les me-
sures, il est très difficile de détecter numériquement les valeurs singulières nulles et donc l’ordre
n. Il faut alors recourir à des procédés de substitution, dont le plus courant consiste à choisir
pour n l’indice correspondant au plus grand saut entre deux valeurs singulières consécutives.
Ce procédé doit toutefois être appliqué avec prudence et n’est pas toujours probant. Pour les
problèmes d’identification modale qui nous concernent ici, où le nombre de modes significatifs
est plus important que l’ordre du modèle, il est préférable d’utiliser la méthode du diagramme
de stabilisation [37, 60] qui est un procédé sûr ayant largement fait ses preuves [23, ?]. Il est à
noter que cette remarque vaut également pour la détermination de l’ordre dans la méthode de
réalisation stochastique.
Notons pour terminer que les performances numériques de la méthode sont grandement
améliorées par l’emploi d’une décomposition QR de la matrice de Hankel des sorties Y0|2i−1.
Le paragraphe suivant donne un formulation algorithmique standard de la méthode incluant
cette décomposition.
3.4.1 Mise en oeuvre des méthodes
On trouve dans la littérature plusieurs versions des méthodes de sous-espaces, qui se dis-
tinguent par le choix des pondérations W1 et W2 et des algorithmes utilisés dans la mise en
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oeuvre pratique de la méthode [71, 1, 37]. Cependant, toutes ces versions ont en commun d’uti-
liser une décomposition QR de la matrice de Hankel Y0|2i−1.
Procédons à une telle décomposition. Nous obtenons :
Y0|2i−1 = RQT (3.50)
où R ∈ IR2li×2li est une matrice triangulaire inférieure et QT ∈ IR2li×(N−2i+1) une matrice
orthonormale. Cette relation peut encore s’écrire : Y0|i−1Yi|i
Yi+1|2i−1
 =
 R11 0 0R21 R22 0
R31 R32 R33
 QT1QT2
QT3
 (3.51)
où :
Y0|i−1 ∈ IRli×(N−2i+1) ; Yi|i ∈ IRl×(N−2i+1) ; Yi+1|2i−1 ∈ IRl(i−1)×(N−2i+1)
R11 ∈ IRli×li ; R21 ∈ IRl×li ; R31 ∈ IRl(i−1)×li
R22 ∈ IRl×l ; R32 ∈ IRl(i−1)×l ; R33 ∈ IRl(i−1)×l(i−1)
QT1 ∈ IRli×(N−2i+1) ; QT2 ∈ IRl×(N−2i+1) ; QT3 ∈ IRl(i−1)×(N−2i+1)
Suite à l’orthonormalité de la matriceQ, nous verrons que l’estimation des matrices du sys-
tème peut se faire en utilisant que la matriceR. D’où une réduction de la complexité des calculs.
En adoptant les notations suivantes :
(a) R[i:j][k:l] = sous-matrice de R constituée des blocs (Rpq; i ≤ p ≤ j, k ≤ q ≤ l)
(b) QT[i:j] = sous-matrice de QT constituée des blocs (QTp ; i ≤ p ≤ j)
nous pouvons alors écrire :
Pi = R[2:3][1:1]QT[1:1] ; Pi−1 = R[3:3][1:2]QT[1:2] ; Yi|i = R[2:2][1:2]QT[1:2] (3.52)
Par ailleurs, posant :
Tg =
[ O†i−1R[3:3][1:2]
R[2:2][1:2]
]
∈ R(n+l)×l(i+1) (3.53)
Td =
[
O†iR[2:3][1:1]|0(n×l)
]
∈ Rn×l(i+1) (3.54)
D = TgT †d ∈ R(n+l)×n (3.55)
la relation (3.40) s’écrit : [
A
C
]
= D (3.56)
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et la relation (3.41) prend la forme :[
Q S
ST R
]
≈ (Tg −DT d)(Tg −DT d)T (3.57)
D’où l’algorithme :
1- Choix de i et construction de la matrice de Hankel Y0|2i−1.
2- Décomposition QR de Y0|2i−1 : Y0|2i−1 = RQT .
3- Extraction des matrices R[2:3][1:1], R[3:3][1:2] et R[2:2][1:2] de R.
4- Calcul de Tg, Td et D par (3.53), (3.54) et (3.55).
5- Calcul de A et C par (3.56).
6- Calcul de Q, R et S par (3.57).
7- Calcul de G, Σ et R0 par (3.13)
8- Eventuellement, calcul de K et P par (3.37) et (3.38).
3.4.2 Extraction modale
Une fois les matrices A et C du système estimées, il est possible d’en extraire les caractéris-
tiques modales de la structure, c’est-à-dire les fréquences propres fk, les taux d’amortissement
modaux ξk et les observées des vecteurs modaux Φk (notées Φ˜k). Ces grandeurs sont obtenues
en résolvant le problème spectral (i.e. aux valeurs propres) relatif à Ac. Pour cela, on commence
par résoudre celui relatif à la matrice A connue, supposée de dimension paire n = 2m. On sup-
pose en outre que la structure est faiblement amortie. Dans ces conditions, les valeurs propres de
A sont complexes et deux à deux conjuguées. On note (αk, k ∈ Kn), Kn = {1, . . . , n}, ces va-
leurs propres et (Ψk, k ∈ Kn) les vecteurs propres associés, tels que : ∀k ∈ Kn, AΨk = αkΨk.
De la relation A = eAc∆t et de la définition de l’exponentielle d’une matrice, on en déduit que
Ac a les mêmes directions propres que A et que ses valeurs propres (βk, k ∈ Kn) sont liées
à celles de A par la relation : ∀k ∈ Kn, αk = eβk∆t. De cette relation on tire, ∀k ∈ Kn :
βk =
lnαk
∆t
= σk + jνk, avec :
σk =
ln(
√
a2k + b
2
k)
∆t
, νk =
tan−1( bk
ak
)
∆t
(3.58)
où ak = <e(αk) et bk = =m(αk). Les fréquences propres fk et taux d’amortissement modaux
ξk s’en déduisent :
fk =
1
2pi
√
σ2k + ν
2
k , ξk = −
σk√
σ2k + ν
2
k
(3.59)
Enfin, les vecteurs modaux sont donnés par :
Φk = HcΨk (3.60)
D’où :
Φ˜k = ΠΦk = CcΨk (3.61)
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3.5 Conclusion
Dans ce chapitre, nous avons donné une description détaillée et rigoureuse des méthodes de
sous-espaces en mettant l’accent sur leurs aspects algorithmiques et sur leurs spécificités. Puis
nous avons montré comment les caractéristiques modales d’un système dynamique sous excita-
tion blanche gaussienne peuvent être extraites à l’aide d’une méthode de sous-espaces. L’étude
de ces méthodes a montré qu’elles requierent le choix par l’utilisateur de deux paramètres : le
paramètre de durée de mémoire i et l’ordre du système n. Nous avons vu, compte tenu de l’ob-
jectif fixé, que le second paramètre n’avait pas trop d’impact. Par contre le choix du premier
est très important car un mauvais choix de ce paramètre peut altérer les résultats d’identifica-
tion. Cependant nous ne disposons pas de critère de choix objectif pour ce dernier. Il faut alors
procéder par balayage, ce qui constitue le point faible de l’identification par sous-espaces. Le
schéma ci-dessous résume les différentes étape du processus d’identification par une méthode
de sous-espaces.
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Données d’entrées
N -suite {yk, k ∈ IN}
Construction de la
matrice de Hankel
Y0|2i−1
Calcul de la matrice
de projection :
Pi
Calcul de la matrice des
estimées de Kalman :
Xi
Calcul de la matrice
d’obsevabilité étendue :
Oi
Estimation des matrices
du modèle d’état :
A et C
Estimation des Paramètres
modaux :
fi, ξi et Φi
FIG. 3.1 – Processus d’estimation des paramètres modaux à l’aide des méthodes de sous-
espaces.
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4.1 Introduction
L’objectif de ce chapitre est de présenter une méthode originale pour l’identification des ca-
ractéristiques modales d’une structure à comportement linéaire sous chargement ambiant basée
sur la technique dite du décrément aléatoire.
La méthode du décrément aléatoire a été développée de manière empirique à la NASA, à
la fin des années 60 et au début des années 70 par Henry Cole [17], un ingénieur de la NASA,
juste après le développement des algorithmes de transformation de Fourier rapide (TFR). Cole
travaillait alors sur l’analyse de la réponse dynamique des structures spatiales soumises à des
charges ambiantes. Le succès de cette méthode tient à sa simplicité d’utilisation, à des perfor-
mances élevées et à sa robustesse observée par rapport à la nature des chargements. C’est un
outil facile d’implémentation et peu dispendieux en temps calcul.
L’analyse "intuitive" effectuée par Caughey [16] en 1961 sur la méthode du décrément aléa-
toire repose sur l’argument suivant. La réponse stationnaire d’une structure à comportement
linéaire excitée par une force aléatoire (souvent modélisée par un bruit blanc gaussien) est la
somme de deux termes (principe de décomposition-superposition) : un terme déterministe qui
dépend des conditions initiales et un terme aléatoire (supposé avoir une moyenne nulle) qui est
la convolution du processus excitation par la fonction de réponse impulsionnelle de la structure.
En effectuant une moyenne statistique de tronçons de trajectoires débutant par les mêmes condi-
tions initiales, la partie aléatoire devrait disparaître. Il ne reste plus que la partie déterministe
(car il y a addition constructive puisqu’on part toujours des mêmes conditions initiales), qui
n’est autre qu’une réponse libre du système avec certaines conditions initiales particulières. On
peut donc utiliser pour l’identification des caractéristiques modales à partir du décrément des
techniques classiques développées pour identifier une structure à partir de sa réponse libre à un
lâcher ou à une impulsion (comme par exemple la méthode d’Ibrahim).
L’idée était excellente, mais comme nous le verrons dans la suite, le résultat n’est pas en gé-
néral celui annoncé par le raisonnement précédent ; son analyse mathématique est plus difficile
et a donné lieu à de nombreuses erreurs. Il n’en demeure pas moins que cette méthode est très
performante, à condition de savoir évaluer ce qu’elle fournit.
Un fait majeur sous-tend ces méthodes. Le bruit blanc, ainsi que nous l’avons vu, est une
distribution aléatoire dont la corrélation est une distribution de Dirac à l’instant 0. Une impul-
sion est une distribution de Dirac au temps 0. Il y a donc une grande ressemblance entre ces
deux objets, pourtant apparemment très différents, de sorte que la réponse d’une structure à une
sollicitation aléatoire stationnaire large bande et la réponse d’une structure à une impulsion (ré-
ponse impulsionnelle) vont avoir beaucoup de points communs. Et cela va bien apparaître dans
les méthodes et outils introduits dans ce chapitre.
4.2 Quelques résultats préalables
Nous rappelons brièvement dans cette section quelques résultats utiles pour la suite concer-
nant la dynamique aléatoire et déterministe d’oscillateurs linéaires scalaires et vectoriels.
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4.2.1 Oscillateurs scalaires
La dynamique de tels oscillateurs est gouvernée par une équation différentielle linéaire du
second ordre sur IR de la forme :
Y¨ (t) + 2w0ξ0Y˙ (t) + w
2
0Y (t) = f(t) (4.1)
avec w0 la pulsation, ξ0 le taux d’amortissement critique, supposé  1, et f l’excitation.
(a) On suppose f(t) de la forme : f(t) = LN (t), avec L un réel non nul et N = (N (t), t ∈
IR) un bruit blanc gaussien normalisé scalaire. On s’intéresse à la réponse stationnaire Y =
(Y (t), t ∈ IR) de (4.1) (c’est pourquoi nous n’avons pas adjoint à (4.1) de conditions initiales).
On sait que cette réponse est un processus gaussien stationnaire centré et qu’elle est, de ce
fait, entièrement caractérisée par la donnée de sa fonction d’autocorrélation t → RY Y (t) =
IE[Y (t+ u)Y (u)], définie sur IR à valeurs dans IR, et qui s’écrit, ∀t ∈ IR :
RY Y (t) = σ
2
Y
(
w0ξ0
wd
sinwd|t|+ coswdt
)
e−w0ξ0|t| (4.2)
avec :
σ2Y =
L2
4w30ξ0
; wd = w0
√
1− ξ20 (4.3)
où σ2Y = IE[Y 2(t)] = RY Y (0) est la variance de la réponse stationnaire Y .
(b) Soit y = (y(t), t ∈ IR+) la réponse de l’oscillateur (4.1) à une impulsion à l’instant t = 0,
modélisée par la distribution f(t) = ρδ0(t), où ρ est une constante réelle donnée et δ0 est la
distribution de Dirac à l’instant t = 0. Cette réponse est solution de l’équation homogène :{
Y¨ (t) + 2w0ξ0Y˙ (t) + w
2
0Y (t) = 0, t > 0
Y (0) = y0, Y˙ (0) = y˙0
(4.4)
avec (y0, y˙0) = (0, ρ), et s’écrit, ∀t ≥ 0 :
y(t) = ρ
e−w0ξ0t
wd
sinwdt = ρhy(t) (4.5)
où hy est la fonction de réponse impulsionnelle du filtre linéaire causal défini par (4.1), telle
que, ∀t ∈ IR :
hy(t) =
e−w0ξ0t
wd
sinwdt1IIR+(t) (4.6)
(c) On a alors les résultats suivants :
R1) la solution (4.5) vérifie, ∀τk ≥ 0, ∀t ≥ 0 :
y(t+ τk) =
[(
w0ξ0
wd
sinwdt+ coswdt
)
y(τk) +
sinwdt
wd
y˙(τk)
]
e−w0ξ0t (4.7)
R2) Sur IR+, la fonction de corrélation RY Y est solution de (4.4) avec (y0, y˙0) = (σ2Y , 0) et
vérifie (4.7).
R3) Sur IR+, la fonction de réponse impulsionnelle hy est solution de (4.4) avec (y0, y˙0) = (0, 1)
et vérifie (4.7).
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4.2.2 Oscillateurs vectoriels
La dynamique de tels oscillateurs est gouvernée par une équation différentielle linéaire du
second ordre sur IRm de la forme :
MZ¨(t) +DZ˙(t) +KZ(t) = f(t) (4.8)
et de représentation d’état : {
X˙(t) = AcX(t) + bcf(t)
Z(t) = HcX(t)
(4.9)
avecM ∈ IRm×m la masse,D ∈ IRm×m l’amortissement,K ∈ IRm×m la rigidité, f l’excitation à
valeurs dans IRm×1, X = (ZT Z˙T )T l’état à valeurs dans IR2m×1, Ac ∈ IR2m×2m et Hc ∈ IRm×2m
donnés par (1.3), (1.4) et bc = [0(m×m)|M−T ]T ∈ IR2m×m.
(a) On suppose Ac asymptotiquement stable et f(t) de la forme : f(t) = LN (t), avec L ∈
IRm×m un coefficient matriciel donné et N = (N (t), t ∈ IR) un bruit blanc gaussien normalisé
m-dimensionnel. Alors (4.8) admet une solution stationnaire Z = (Z(t), t ∈ IR) qui est un
processus gaussien stationnaire centré dont la fonction de corrélation t → RZZ(t) = IE[Z(t +
u)ZT (u)], définie sur IR à valeurs dans IRm×m, s’écrit, ∀t ∈ IR :
RZZ(t) = HcRXX(t)H
T
c (4.10)
avec :
RXX(t) =
{
eActΣ si t ≥ 0
Σe−A
T
c t si t ≤ 0 (4.11)
où Σ = IE[X(t)XT (t)] ∈ MatIR(2m, 2m) est solution de l’équation de Lyapunov AcΣ +
ΣATc = −BcBTc , avec Bc = bcL.
(b) Soit z = (z(t), t ∈ IR+) la réponse de l’oscillateur (4.8) à une impulsion à l’instant t = 0,
modélisée par la distribution f(t) = ρδ0(t), où ρ = (ρ1, . . . , ρm)T ∈ IRm×1 est une constante
matricielle donnée et δ0 est la distribution de Dirac à l’origine. Cette réponse est solution de
l’équation homogène : {
MZ¨(t) +DZ˙(t) +KZ(t) = 0, t > 0
Z(0) = z0, Z˙(0) = z˙0
(4.12)
avec (zT0 , z˙
T
0 )
T = bcρ, soit : z0 = 0(m×1), z˙0 = M−1ρ.
Elle s’écrit, ∀t ≥ 0 :
z(t) = Hce
Actbcρ = hz(t)ρ (4.13)
où hz est la fonction de réponse impulsionnelle du filtre linéaire causal défini par (4.8), telle
que, ∀t ∈ IR :
hz(t) = Hce
Actbc1IIR+(t) ∈ IRm×m (4.14)
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(c) On a alors les résultats suivants :
R4) La solution (4.13) vérifie, ∀τk ≥ 0, ∀t ≥ 0 :
z(t+ τk) = Hce
Act
[
z(τk)
z˙(τk)
]
(4.15)
R5) Sur IR+, la i-ème colonne RZZ,i de la fonction de corrélation matricielle RZZ est solution
de (4.12) avec (zT0 , z˙T0 )T = ΣHTc,i et vérifie (4.15), où HTc,i est la i-ème colonne de HTc .
R6) Sur IR+, la i-ème colonne hz,i de la fonction de réponse impulsionnelle hz est solution de
(4.12) avec (zT0 , z˙T0 )T = bc,i et vérifie (4.15), où bc,i est la i-ème colonne de bc.
Nous allons maintenant donner un cadre mathématique pour la méthode du décrément en
mettant en évidence les différents problèmes qui se posent pour son analyse.
4.3 Principe de la méthode
Le point de départ est une trajectoire observée de la réponse d’une structure à des sollici-
tations. Les analyses sont généralement menées en supposant qu’il s’agit d’un processus sta-
tionnaire ergodique. Mais la méthode est employée avec succès lorsque la sollicitation est par
exemple l’action d’un TGV sur un pont ferroviaire ou d’excitateurs sur un pont routier ou au-
toroutier. Or, dans ces cas, la réponse est loin d’être stationnaire. C’est pourquoi nous allons
présenter le décrément sous un angle qui permettra de comprendre les raisons pour lesquelles
ceci reste encore valable dans ces cas.
Considérons d’abord le cas où nous disposons d’une observation scalaire, que nous note-
rons Y , de la réponse dynamique d’une structure en régime vibratoire libre ou entretenu. Cette
observation modélisera, par exemple, un déplacement scalaire de la structure, connu par un en-
registrement expérimental fourni par une voie de mesure. C’est une fonction qui sera aléatoire
(ce sera donc un processus) si la sollicitation ou les conditions initiales le sont. Fixons un niveau
a et considérons le processus ponctuel des instants τk auxquels Y franchit ce niveau, i.e.
τ0 = 0, τk+1 = inf{t > τk, Y (t) = a} (4.16)
Les points τk sont appelés instants de déclenchement. Ils peuvent être définis à partir d’autres
conditions que le simple franchissement d’un niveau. Dans le cas aléatoire, les τk sont aussi
aléatoires. Si Y est une composante d’un processus de Markov, ce sont des temps d’arrêt. Pour
chaque τk, nous considérons le reste de la trajectoire après τk, appelé section finissante de la
trajectoire après τk, ramené à l’origine. Effectuons ensuite la moyenne de ces sections.
La fonction (ou le processus) ainsi obtenue est la fonction du décrément (aléatoire si Y
est un processus aléatoire) associée au franchissement du niveau a. En pratique, naturellement,
seulement un nombre fini de sections peut être utilisé. Pour N sections considérées, on définit
la fonction du décrément d’ordre N comme suit :
DN(t) =
1
N
N∑
k=1
Y (t+ τk) (4.17)
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Lorsque Y est un processus stationnaire, on étudie le comportement asymptotique de DN(t)
lorsque N → +∞. Le nombre de termes de la suite τk dépend bien évidemment du nombre
de données, mais aussi de la longueur de la dernière section finissante qui définit la longueur
disponible pour le décrément. Comme nous ne disposons que d’un nombre fini d’observations
dans le temps, nous devons choisir le nombre de termes τk afin d’obtenir une longueur suffisante
pour le calcul du décrément. Le processus d’estimation de la fonction du décrément dans le cas
scalaire (une seule voie de mesure disponible) est illustré dans la figure 4.1.
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FIG. 4.1 – Illustration du processus d’estimation de la fonction du décrément aléatoire dans le
cas scalaire
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De la même manière, on peut définir la fonction du décrément dans le cas vectoriel (plu-
sieurs déplacements scalaires, et donc voies de mesure, considérés). Soit Y = (Y (t), t ∈ IR),
où Y (t) = (Y1(t), . . . , Yl(t)), le processus l-dimensionnel stationnaire centré représentant une
observation vectorielle de la réponse stationnaire de la structure et intéressons-nous aux couples
de coordonnées (Yi, Yj) = ((Yi(t), Yj(t)), t ∈ IR), (i, j) ∈ {1, . . . , l}2, de cette réponse. Pour
(i, j) fixé, considérons le couple (Yi, Yj), fixons un niveau aj ∈ IR et relevons la suite des ins-
tants (τ jk , k = 1, . . . , Nj) où Yj satisfait une condition de déclenchement liée à aj (par exemple,
Yj(τ
j
k) = aj, k = 1, . . . , Nj). Soit alors, pour chaque τ
j
k , la section finissante de la trajectoire
considérée de Yi après τ jk , ramenée à l’origine. Pour Nj points de déclenchement considérés, la
fonction du décrément relative à Yi (i.e. à la voie de mesure i) est alors définie par :
DijNj(t) =
1
Nj
Nj∑
k=1
Yi(t+ τ
j
k), i, j = 1, 2, . . . , l (4.18)
Le premier indice de la fonction du décrément fait référence aux voies de mesure pour
lesquelles les sections finissantes sont sélectionnées et moyennées, tandis que le second indice
fait référence aux voies de mesure pour lesquelles les points de déclenchement sont détectés.
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FIG. 4.2 – Illustration du processus d’estimation de la fonction du décrément aléatoire dans le
cas vectoriel
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Bien entendu, le temps d’estimation de la fonction matricielle du décrément t → [DijNj(t)]
croît très rapidement avec la taille l de l’observation, c’est-à-dire avec le nombre de voies de
mesure. Afin d’accélérer la convergence de ces calculs, un algorithmes spécifique de décrément
vectoriel a été introduit par Ibrahim et ses co-auteurs [41]. Ce nouveau concept est aussi motivé
par le fait que pour l’estimation des caractéristiques modales nous n’avons besoin que de cer-
taines colonnes de la matrice de corrélation ou du décrément.
Un aspect important de l’étude des fonctions (4.17) et (4.18) est l’analyse de leur compor-
tement asymptotique lorsque le nombre de points de déclenchement devient grand.
Le décrément ainsi défini apparaissant comme une moyenne empirique de sections de tra-
jectoires commençant toutes par la même condition initiale Y (τk) = a, de nombreux auteurs en
ont conclu que cette quantité était un estimateur de l’espérance conditionnelle de Y (t + •) par
l’événement (Y (t) = a) (ou (Y (t) = a, Y˙ (t) ≥ 0) pour le franchissement en croissant), i.e.
IE [Y (t+ u)|Y (t) = a] (ou encore IE
[
Y (t+ u)|Y (t) = a, Y˙ (t) ≥ 0
]
) [72].
Or il y a ici une erreur fondamentale, qui est la confusion entre la condition (Y (t) = a) pour
un t fixé et le fait de définir un instant aléatoire τ comme l’instant où Y (τ) = a, et plus préci-
sément la suite croissante d’instants τk par la relation : τ0 = 0, τk+1 = inf{t > τk, Y (t) = a}.
Il s’en suit que la définition formelle du décrément par une espérance conditionnelle sachant
(Y (t) = a) avec un t fixé est incorrecte. Et il y a à cela une première bonne raison : l’événement
(Y (t) = a) est de probabilité nulle, et on ne peut conditionner par un événement de probabilité
nulle d’après les axiomes de N. Kolmogorov [46]. Une analyse de ce point, faisant appel aux
concepts de conditionnement horizontal et conditionnement vertical, pourra être trouvée dans
[13, 14].
Les bases mathématiques de la méthode du décrément ont toujours été effectuées en temps
continu [72] et [13]. Il reste alors à prendre en compte le fait que l’on travaille sur une suite de
mesures discrétisées du processus considéré. Ce qui constituera un aspect de notre contribution
à la méthode du décrément aléatoire.
Un autre aspect important de l’étude est l’analyse de la robustesse de l’algorithme du dé-
crément vis-à-vis de la nature de l’excitation. Nous allons montrer ici dans un premier temps
que cet algorithme fonctionne encore pour des excitations déterministes de type impulsions ou
trains d’impulsions (ce qui peut modéliser le passage d’un TGV sur un pont par exemple).
4.4 Décrément déterministe
Nous considérons ici des oscillateurs linéaires déterministes en nous limitant à deux types
très fréquents d’excitation : l’impulsion et le train d’impulsions. Pour les oscillateurs sous mono-
impulsions, nous traitons le cas scalaire (oscillateurs à un ddl) et le cas vectoriel (oscillateurs à
plusieurs ddl). Pour les oscillateurs sous trains d’impulsions, seul le cas scalaire est considéré.
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4.4.1 Oscillateurs linéaires sous mono-impulsion
a) Cas scalaire
Nous considérons un oscillateur scalaire dont la dynamique est décrite par une équation de
la forme (4.1) dans laquelle l’excitation f(t) est une impulsion à l’instant 0 modélisée par la
distribution ρδ0(t), où ρ est une constante réelle non nulle donnée. Dans ce cas, et d’après le
point (b) du paragraphe 4.2.1, nous savons que la réponse y = (y(t), t ∈ IR+) de l’oscillateur
est solution de l’équation différentielle (4.4) avec (y0, y˙0) = (0, ρ), que cette réponse est donnée
par (4.5) et qu’elle vérifie (4.7). Soit (τk, k ∈ KN), KN = {1, . . . , N}, une N -suite croissante
d’instants associée à une condition de déclenchement sur y et soit DN(t) = 1N
∑N
k=1 y(t + τk)
le décrément scalaire correspondant. On a, d’après (4.7), et pour tout t ≥ 0 :
DN(t) =
1
N
N∑
k=1
[(
w0ξ0
wd
sinwdt+ coswdt
)
y(τk) +
sinwdt
wd
y˙(τk)
]
e−w0ξ0t
=
RY Y (t)
σ2Y
1
N
N∑
k=1
y(τk) +
sinwdt
wd
e−w0ξ0t
1
N
N∑
k=1
y˙(τk) (4.19)
soit, d’après (4.2), et en remarquant que ∀t ≥ 0, R˙Y Y (t) = −σ2Y˙ sinwdtwd e−w0ξ0t :
DN(t) =
RY Y (t)
σ2Y
1
N
N∑
k=1
y(τk)− R˙Y Y (t)
σ2
Y˙
1
N
N∑
k=1
y˙(τk) (4.20)
où σ2Y , donnée par (4.3), est la variance de la réponse stationnaire Y de l’oscillateur sous exci-
tation bruit blanc gaussien LN (cf. point (a) du paragraphe 4.2.1) et σ2
Y˙
= w20σ
2
Y est la variance
de la dérivée Y˙ de Y .
Examinons alors ce que devient l’expression générale (4.20) pour deux cas particuliers très
importants de condition de déclenchement.
(i) Franchissement d’un niveau a non nul
On se donne un niveau a ∈ IR∗ et on définit la condition de déclenchement par le franchis-
sement de ce niveau par la réponse y. La suite (τk, k ∈ KN) est donc constituée des instants τk
où y vérifie : y(τk) = a. Par conséquent (4.20) s’écrit :
DaN(t) =
RY Y (t)
σ2Y
a− R˙Y Y (t)
σ2
Y˙
λ1N (4.21)
où :
λ1N =
1
N
N∑
k=1
y˙(τk) (4.22)
Le graphe 4.3 de la fonction y (dont on remarquera, vu son expression (4.5), qu’elle ne
diffère de hy sur IR+ qu’à une constante multiplicative près) montre que le nombre N de points
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de déclenchement est fini dès que a 6= 0. Ce nombre dépend bien évidemment du niveau a, tout
comme d’ailleurs les instants de franchissement τk, la constante λ1N et le décrément DN(t). De
plus, la suite (finie) des y˙(τk) possède trois particularités : (1) elle comprend, sauf pour des choix
très particuliers (et que l’on peut toujours éviter) de valeurs de a et de longueurs de trajectoires
d’étude, un nombre pair de termes, (2) elle est alternée et (3) ses termes consécutifs (donc de
signes opposés) sont proches en valeur absolue (car on suppose ξ0  1). Par conséquent la
constante λ1N est proche de zéro et on peut écrire :
DaN(t) ≈
RY Y (t)
σ2Y
a (4.23)
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FIG. 4.3 – Points de franchissement du niveau a pour une réponse impulsionnelle.
(ii) Franchissement en croissant du niveau zéro
La suite (τk, k ∈ KN) correspondant à cette condition de déclenchement est ici constituée
des instants τk où la réponse y vérifie : y(τk) = 0, y˙(τk) ≥ 0. Or, d’après (4.5), cette contrainte
sera satisfaite à tous les instants τk, k ∈ IN∗, tels que : τk = 2(k−1)piwd . Portant ce résultat dans(4.20), il vient alors, compte tenu de (4.5) :
D0N(t) = −ρ
R˙Y Y (t)
σ2
Y˙
× 1
N
N∑
k=1
[
e
−2pi
w0ξ0
wd
]k−1
(4.24)
soit, en reconnaissant dans cette expression la somme des N premiers termes d’une progression
géométrique de premier terme 1 et de raison e−2pi
w0ξ0
wd :
D0N(t) = −
R˙Y Y (t)
σ2
Y˙
λ2N (4.25)
avec :
λ2N =
ρ
N
1− e−2piN
w0ξ0
wd
1− e−2pi
w0ξ0
wd
(4.26)
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La force des résultats (4.23) et (4.25) est qu’ils permettent d’obtenir la fonction de corréla-
tion et la dérivée de la fonction de corrélation de la réponse stationnaire d’un oscillateur à une
excitation blanche gaussienne en utilisant uniquement la réponse de l’oscillateur à une impul-
sion à l’origine et un nombre fini N de points de déclenchement, autrement dit en ayant recours
à un mode d’excitation qui n’a rien d’aléatoire. Nous disposons ainsi d’un estimateur fonc-
tionnel efficace de la fonction de corrélation RY Y et de sa dérivée R˙Y Y .
b) Cas vectoriel
Nous considérons maintenant un oscillateur vectoriel m-dimensionnel (i.e. à m ddl) d’équa-
tion d’évolution (4.8) et de représentation d’état (4.9), avec f(t) une impulsion à l’origine mo-
délisée par la distribution ρδ0(t), où ρ = (ρ1, . . . , ρm)T ∈ IRm×1 est une constante matricielle
donnée. Dans ces conditions, et d’après le point (b) du paragraphe 4.2.2, nous savons que la ré-
ponse z = (z(t), t ∈ IR+) de cet oscillateur est solution de (4.12) avec (zT0 , z˙T0 )T = bcρ, qu’elle
est donnée par (4.13) et qu’elle vérifie (4.15).
Soit (τk, k ∈ KN), KN = {1, . . . , N}, une N -suite croissante d’instants associée à une
condition de déclenchement sur z et soit DN(t) = 1N
∑N
k=1 z(t + τk) le décrément vectoriel
correspondant. On a, d’après (4.15), et pour tout t ≥ 0 :
DN(t) = Hce
Act
1
N
N∑
k=1
[
z(τk)
z˙(τk)
]
(4.27)
Or, désignant par RZX la fonction d’intercorrélation des processus Z et X = (ZT , Z˙T )T ,
où (X,Z) est la solution stationnaire de (4.9) lorsque f = LN , avec L ∈ IRm×m et N un bruit
blanc gaussien normalisé m-dimensionnel, et par Σ ∈ IR2m×2m la variance matricielle de X ,
définie au point (a) du paragraphe 4.2.2, on a, ∀t ≥ 0 : RZX(t) = HceActΣ. D’où, ∀t ≥ 0 :
Hce
Act = RZX(t)Σ
−1 (4.28)
où Σ−1 et RZX(t) = IE[Z(t+ u)XT (u)] sont de la forme :
Σ−1 =
[
F11 F12
F21 F22
]
; RZX(t) =
[
RZZ(t) | RZZ˙(t)
] (4.29)
avec :
F11 = R
−1
ZZ +R
−1
ZZRZZ˙
(
RZ˙Z˙ −RZ˙ZR−1ZZRZZ˙
)−1
RZ˙ZR
−1
ZZ (4.30)
F12 = −R−1ZZRZZ˙
(
RZ˙Z˙ −RZ˙ZR−1ZZRZZ˙
)−1 (4.31)
F21 = −
(
RZ˙Z˙ −RZ˙ZR−1ZZRZZ˙
)−1
RZ˙ZR
−1
ZZ (4.32)
F22 =
(
RZ˙Z˙ −RZ˙ZR−1ZZRZZ˙
)−1 (4.33)
où R•• = R••(0) est la variance matricielle de •, F11 et F22 sont des matrices réelles (m ×m)
symétriques et définies positives et F12, F21 des matrices réelles (m×m) telles que F21 = F T12.
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Dans ces conditions, l’expression (4.28), s’écrit encore :
Hce
At =
[
RZZ(t) | RZZ˙(t)
] [ F11 F12
F21 F22
]
=
[
RZZ(t)F11 +RZZ˙(t)F21 | RZZ(t)F12 +RZZ˙(t)F22
] (4.34)
Observant que RZZ˙(t) = −R˙ZZ(t) et posant :
aN =
1
N
N∑
k=1
z(τk) ; bN =
1
N
N∑
k=1
z˙(τk) (4.35)
il vient alors, en portant (4.34) dans (4.27) et en tenant compte de (4.35) :
DN(t) =
[
RZZ(t)F11 +RZZ˙(t)F21 | RZZ(t)F12 +RZZ˙(t)F22
]  a˜N
b˜N

= RZZ(t)
[
F11 | F12
]  a˜N
b˜N
− R˙ZZ(t) [ F21 | F22 ]
 a˜N
b˜N
 (4.36)
Posons maintenant :
q1N =
[
F11 | F12
]  aN
bN
 ; q2N = [ F21 | F22 ]
 aN
bN
 (4.37)
alors l’expression (4.36) s’écrit :
DN(t) = RZZ(t)q
1
N − R˙ZZ(t)q2N (4.38)
On observe que la fonction du décrément est une combinaison des colonnes de la fonction
de corrélation et de sa dérivée. On obtient ainsi une fonction du décrément vectorielle.
La généralisation au cas scalaire consiste, pour le choix des instants de déclenchement, à
prendre le critère de déclenchement sur une seule composante du vecteur aléatoire Y (t). As-
mussen [7] propose de prendre une condition de déclenchement vectorielle en utilisant des
instants de décalage.
Remarquons que si Z = Y est un processus à valeur dans IR et ρ = ρ1 alors, compte tenu
des expression (4.30)-(4.33), on a :
F11 = R
−1
Y Y (0) = 1/σ
2
Y ; F12 = 0
F21 = 0 ; F22 = R
−1
Y˙ Y˙
(0) = 1/σ2
Y˙
car pour tout t ∈ IR, RY Y˙ (t) = RY˙ Y (t) = 0 (Y étant stationnaire).
Dans ce cas, on a : q1N =
aN
σ2
Y
, q2N =
bN
σ2
Y˙
et l’expression (4.38) s’écrit :
DN(t) =
RY Y (t)
σ2Y
1
N
N∑
k=1
y(τk)− R˙Y Y (t)
σ2
Y˙
1
N
N∑
k=1
y˙(τk)
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On retrouve bien l’expression générale du décrément dans le cas scalaire.
Observons pour terminer, qu’en tenant compte de (4.10), la relation (4.38) peut se réécrire,
∀t ≥ 0 :
DN(t) = Hce
ActrN (4.39)
avec :
rN = ΣH
T
c q
1
N − AcΣHTc q2N ∈ IR2m×1 (4.40)
En comparant (4.39) à (4.10) et (4.14), on voit alors que le décrément DN(t) est de la même
forme que les colonnes RZZ,i(t) = HceAct(ΣHTc )i de la fonction de corrélation RZZ(t) et que
celles hz,i(t) = HceActbc,i de la réponse impulsionnelle hz(t) pout t ≥ 0. Cette particula-
rité très intéressante peut être exploitée avantageusement, pour l’estimation des caractéristiques
modales, en utilisant le décrément dans des méthodes standards telles que dans les méthodes
polyreference et d’Ibrahim.
4.4.2 Oscillateurs linéaires sous train d’impulsions
Dans cette section nous nous limitons au cas scalaire. Les résultats s’étendent sans difficulté
aux oscillateurs linéaires vectoriels sous trains d’impulsions.
Considérons un oscillateur scalaire dont la dynamique est décrite par une équation de la
forme (4.1) dans laquelle l’excitation f(t) est de la forme :
f(t) =
M∑
p=0
Ppδ0(t− pT ) =
M∑
p=0
PpδpT (t) (4.41)
avec M ∈ IN∗ un entier donné, T ∈ IR∗+ la période de l’excitation impulsionnelle et Pp ∈
IR l’intensité de l’impulsion à l’instant pT (l’excitation est donc considérée ici périodique de
période T ).
La réponse de l’oscillateur s’écrit dans ce cas, ∀t ≥ 0 :
y(t) =
M∑
p=0
Pp
e−ω0ξ0(t−pT )
ωd
sinωd(t− pT )1IIR+(t− pT ) (4.42)
Pour tout t ≥ pT , l’expression (4.42) peut encore s’écrire sous la forme :
y(t) =
[(
ω0ξ0
ωd
sinωdt+ cosωdt
)
y0 +
sinωdt
ωd
y˙0
]
e−ω0ξ0t (4.43)
avec :
y0 = −
M∑
p=0
Pp
sin(ωdpT )
ωd
eω0ξ0pT (4.44)
y˙0 =
M∑
p=0
Pp
(
cos(ωdpT ) +
ω0ξ0
ωd
sin(ωdpT )
)
eω0ξ0pT (4.45)
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L’expression (4.43) montre que y est solution de l’équation homogène associée à (4.1) avec
les conditions initiales y0 et y˙0 données ci-dessus.
Soit (τk, k ∈ KN), KN = {1, . . . , N} une suite d’instants associés à une condition de
déclenchement sur y. Compte tenu de l’observation faite ci-dessus, la solution (4.42) vérifie,
∀τk ≥ 0, ∀t ≥ 0 :
y(t+ τk) =
[(
ω0ξ0
ωd
sinωdt+ cosωdt
)
y(τk) +
sinωdt
ωd
y˙(τk)
]
e−ω0ξ0t (4.46)
Le décrément scalaire correspondant étant défini par : DN(t) = 1N
∑N
k=1 y(t + τk), on a
alors, en utlisant l’expression (4.46), ∀t ≥ 0 :
DN(t) =
[(
ω0ξ0
ωd
sinωdt+ cosωdt
)
1
N
N∑
k=1
y(τk) +
sinωdt
ωd
1
N
N∑
k=1
y˙(τk)
]
e−ω0ξ0t
DN(t) =
RY Y (t)
σ2Y
1
N
N∑
k=1
y(τk)− R˙Y Y (t)
σ2
Y˙
1
N
N∑
k=1
y˙(τk) (4.47)
En examinant l’expression générale (4.47) pour les deux conditions de déclenchement dé-
finies précédemment, on voit que le décrément relatif au franchissement d’un niveau a ∈ IR∗
par la réponse (4.42) est donné par (4.21) et que celui associé au franchissement en croissant du
niveau zéro est donné par (4.25), avec :
λ2N =
∑M
p=0 Pp
N
1− e−2piN
w0ξ0
wd
1− e−2pi
w0ξ0
wd
(4.48)
Lorsque N → +∞, λ2N → 0. Cependant, dans la pratique, le nombre de points de déclen-
chement est fini donc λ2N est une constante (qui dépend de N ).
Les résultats obtenus ci-dessus montrent que :
• dans le cas scalaire, suivant la condition de déclenchement utilisée, la fonction du décré-
ment est proportionnelle, soit à la fonction de corrélation, soit à sa dérivée et elle peut
aussi être une combinaison des deux.
• dans le cas vectoriel, la fonction du décrément est vectorielle et elle est une combinaison
des colonnes de la fonction de corrélation et de celles de sa dérivée.
Il en résulte que dans le cas d’excitations de type impulsions ou trains d’impulsions (qui n’ont
donc rien de stationnaires), la méthode du décrément pourra encore être utilisée car, compte
tenu de l’identité de formes entre fonctions de corrélation et réponses à des lâchers, on pourra
encore l’accoupler à des méthodes d’identification basées sur l’emploi de ces dernières, comme,
par exemple, la méthode polyreference ou la méthode d’Ibrahim.
4.5 Analyse asymptotique dans le cas gaussien stationnaire
La sollicitation est maintenant du type bruit blanc, de sorte que la réponse est gaussienne
stationnaire ergodique centrée. Nous allons rester aussi proche que possible de l’algorithme
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implanté. En pratique, on ne dispose que de versions échantillonnées du processus réponse,
avec un pas de temps ∆t. Dès lors le résultat va dépendre de l’algorithme utilisé pour tester la
condition de déclenchement.
La formulation pratique du test de franchissement en croissant du niveau a est :
τk = inf{j∆t > τk−1 : Yj−1 ≤ a et Yj > a}
Ceci est à rapprocher du conditionnement horizontal introduit dans [13] en temps continu.
Revenons au problème qui nous intéresse ici, c’est-à-dire à l’analyse du comportement
asymptotique de DN(t) défini par l’expression (4.17) lorsque N → ∞. Pour ce faire nous
nous appuierons sur le théorème important suivant établi récemment par P. Bernard et L. Lei :
Théorème 1 (Loi des grands nombres) : Supposons le processus Y gaussien stationnaire cen-
tré ergodique. Alors :
DN(j∆t) =
1
N
N∑
k=1
Y (τk + j∆t) −−−→
N→∞
IE[Y (j∆t)|C0] (4.49)
où C0 est la condition de déclenchement choisie, considérée à l’instant 0.
Notons que ce résultat est important à plusieurs titres :
• il tient compte de la formulation pratique du test de déclenchement ;
• il permet de s’extraire de la difficulté liée au fait que les instants de déclenchement sont
aléatoires ;
• enfin, il utilise un conditionnement par un événement de probabilité non nulle.
Il suffit alors de calculer l’expression IE[Y (j∆t)|C0] de (4.49) pour la condition de déclenche-
ment choisie. Les conditions de déclenchement les plus utilisées sont la condition de franchis-
sement d’un niveau, la condition de franchissement en croissant d’un niveau et la condition du
point positif.
Nous allons établir les résultats relatifs à ces trois types de conditions.
4.5.1 Franchissement d’un niveau a ∈ IR?
Cette condition de déclenchement est fréquemment utilisée dans la technique du décrément
aléatoire. La formulation pratique du test est la suivante :
τ1 = inf{j∆t ≥ 0 : Yj−1 ≤ a , Yj > a ou Yj−1 > a , Yj ≤ a}
τ2 = inf{j∆t > τ1 : Yj−1 ≤ a , Yj > a ou Yj−1 > a , Yj ≤ a}
.
.
.
τk = inf{j∆t > τk−1 : Yj−1 ≤ a , Yj > a ou Yj−1 > a , Yj ≤ a}
où, ∀p ∈ ZZ, Yp = Y (p∆t).
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Dans ce cas, la condition de déclenchement C0, que nous noterons ici Ca0 , s’écrit :
Ca0 = (Y0 ≤ a , Y1 > a) ∪ (Y0 > a , Y1 ≤ a)
= Ca↑0 ∪ Ca↓0 (4.50)
Les symbôles ↑ et ↓ signifient que l’on franchit respectivement en croissant, en décroissant
le niveau a.
Pour cette condition de déclenchement explicitons maintenant le membre de droite de la
relation (4.49). Il vient :
IE [Yj|Ca0 ] =
IE
[
Yj1ICa0
]
IE
[
1ICa0
] = IE [IE [Yj1ICa0 |(Y0, Y1)]]
IE
[
1ICa0
]
=
IE
[
1ICa0 IE [Yj|(Y0, Y1)]
]
IE
[
1ICa0
] (4.51)
Puisque Y est un processus gaussien stationnaire centré, on a :
IE [Yj|(Y0, Y1)] = RYjWR−1WW .W ; W = (Y0, Y1)T (4.52)
avec :
RYjW = [RY Y (j) | RY Y (j − 1)] (4.53)
R−1WW =
1
RY Y (0)(1− ρ21)
[
1 −ρ1
−ρ1 1
]
(4.54)
et où, pour tout p ∈ ZZ :
ρp = ρ(p∆t) =
RY Y (p)
RY Y (0)
=
RY Y (p∆t)
RY Y (0)
(4.55)
On en déduit :
RYjWR
−1
WW .W = α0Y0 + α1Y1 (4.56)
avec :
α0 =
ρj − ρ1ρj−1
1− ρ21
et α1 =
ρj−1 − ρ1ρj
1− ρ21
(4.57)
L’expression (4.51) s’écrit encore :
IE [Yj|Ca0 ] =
α0IE
[
Y01ICa0
]
+ α1IE
[
Y11ICa0
]
IE
[
1ICa0
] (4.58)
où les constantes α0 et α1 sont définies ci-dessus.
Calculons maintenant les espérances mathématiques du membre de droite de l’équation
(4.58). Pour cela rappelons quelques résultats classiques.
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Le couple (Y0, Y1) étant gaussien, sa loi admet pour densité :
f(Y0,Y1)(y, z) =
1
2piRY Y (0)
√
1− ρ21
exp
[
− 1
2RY Y (0)(1− ρ21)
(y2 − 2ρ1yz + z2)
]
(4.59)
Par ailleurs, Y0 est une v.a. gaussienne, de densité :
fY0(y) =
1√
2piRY Y (0)
exp
[
− 1
2RY Y (0)
y2
]
(4.60)
Une version régulière de la loi conditionnelle de Y1 sachant Y0 = y est alors donnée par le
noyau markovien de densité :
fY1(z|Y0 = y) =
f(Y0,Y1)(y, z)
fY0(y)
soit :
fY1(z|Y0 = y) =
1
σa
√
2pi
exp
[
− 1
2σ2a
(z − ρ1y)2
]
(4.61)
où σ2a = RY Y (0)(1− ρ21).
Dans ce cadre, on a alors :
IE
[
Y01ICa0
]
= IE
[
Y01ICa↑0
]
+ IE
[
Y01ICa↓0
]
(4.62)
Explicitons maintenant chacun des termes de droite de l’expression (4.62) :
IE
[
Y01ICa↑0
]
=
∫ a
−∞
y
(∫ +∞
a
fY1(z|y)
)
fY0(y)dy =
1
2piσa
√
RY Y (0)
∫ a
−∞
y
(∫ +∞
a
exp
[
− 1
2σ2a
(z − ρ1y)2
]
dz
)
exp
[
− 1
2RY Y (0)
y2)
]
dy
Effectuons le changement de variable :
z − ρ1y
σa
= u⇔ z = σau+ ρ1y
Il vient :
IE
[
Y01ICa↑0
]
= −
√
RY Y (0)
2pi
∫ a
−∞
Φ
(
ρ1y − a
σa
)
d
(
exp
[
− 1
2RY Y (0)
y2
])
où Φ est la fonction de répartition de la loi normale réduite.
Cette dernière intégrale peut être calculée d’abord par une intégration par parties, en posant : u(y) = Φ
(
ρ1y−a
σa
)
v
′
(y) = d
(
exp
[
− 1
2RY Y (0)
y2
]) ⇔
 u
′
(y) = ρ1
σa
Φ
′
(x)|
x=
ρ1y−a
σa
v(y) = exp
[
− 1
2RY Y (0)
y2
]
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puis en effectuant le changement de variable :
y − aρ1
σa
= u⇔ y = σau+ aρ1
On obtient alors :
IE
[
Y01ICa↑0
]
= −
√
RY Y (0)
2pi
[
1− (1 + ρ1)Φ
(
a(1− ρ1)
σa
)]
e
− a
2
2RY Y (0) (4.63)
De la même manière, on montre que :
IE
[
Y01ICa↓0
]
= −
√
RY Y (0)
2pi
[
ρ1 − (1 + ρ1)Φ
(
a(1− ρ1)
σa
)]
e
− a
2
2RY Y (0) (4.64)
Portant les expressions (4.63) et (4.64) dans (4.62), on obtient :
IE
[
Y01ICa0
]
= −
√
RY Y (0)
2pi
(1 + ρ1)
(
1− 2Φ
(
a(1− ρ1)
σa
))
e
− a
2
2RY Y (0) (4.65)
Par un calcul analogue, on montre que :
IE
[
Y11ICa0
]
=
√
RY Y (0)
2pi
(1 + ρ1)
(
1− 2Φ
(
a(ρ1 − 1)
σa
))
e
− a
2
2RY Y (0) (4.66)
De plus, on a :
IE
[
1ICa0
]
=
∫ ∫
Da0
fY0,Y1(y, z)dydz
= 2IE
[
Φ
(
ρ1Y0 − a
σa
)
1I{Y0≤a}
]
= 2IE
[
Φ
(
ρ1Y1 − a
σa
)
1I{Y1≤a}
]
(4.67)
où Da0 = {(y, z) ∈ IR2 : (y ≤ a, z > a) ∪ (y > a, z ≤ a)}
Portant les expressions (4.57), (4.65), (4.66) et (4.67) dans (4.58) on obtient finalement :
IE [Yj|Ca0 ] = −
1
2
√
RY Y (0)
2pi
(ρj + ρj−1)
(
1− 2Φ
(
a(1−ρ1)
σa
))
IE
[
Φ
(
ρ1Y0−a
σa
)
1I{Y0≤a}
] e− a22RY Y (0) (4.68)
On en déduit, pour la condition de franchissement du niveau a :
DN(j∆t) −−−→
N→∞
−1
2
√
RY Y (0)
2pi
(ρj + ρj−1)
(
1− 2Φ
(
a(1−ρ1)
σa
))
IE
[
Φ
(
ρ1Y0−a
σa
)
1I{Y0≤a}
] e− a22RY Y (0) (4.69)
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4.5.2 Franchissement en croissant d’un niveau a
Pour cette condition de déclenchement, la formulation pratique du test s’écrit :
τ1 = inf{j∆t ≥ 0 : Yj−1 ≤ a , Yj > a}
τ2 = inf{j∆t > τ1 : Yj−1 ≤ a , Yj > a}
.
.
.
τk = inf{j∆t > τk−1 : Yj−1 ≤ a , Yj > a}
et on a :
C0 = Ca↑0 = (Y0 ≤ a , Y1 > a) (4.70)
Examinons les cas a 6= 0 et a = 0.
a) Cas a 6= 0
Dans ce cas, on a :
IE
[
Yj|Ca↑0
]
=
α0IE
[
Y01ICa↑0
]
+ α1IE
[
Y11ICa↑0
]
IE
[
1ICa↑0
] (4.71)
avec Ca↑0 , α0 et α1 définis respactivement par (4.70) et (4.57).
D’après l’expression (4.63) :
IE
[
Y01ICa↑0
]
= −
√
RY Y (0)
2pi
[
1− (1 + ρ1)Φ
(
a(1− ρ1)
σa
)]
e
− a
2
2RY Y (0) (4.72)
De même :
IE
[
Y11ICa↑0
]
=
√
RY Y (0)
2pi
[
1− (1 + ρ1)Φ
(
a(ρ1 − 1)
σa
)]
e
− a
2
2RY Y (0) (4.73)
En portant les expressions (4.72) et (4.73) dans (4.71) on obtient, après simplification :
IE
[
Yj|Ca↑0
]
=
√
RY Y (0)
2pi
−ρj + (ρj + ρj−1) Φ
(
a(1−ρ1)
σa
)
IE
[
Φ
(
ρ1Y0−a
σa
)
1I{Y0≤a}
]
 e− a22RY Y (0) (4.74)
On en déduit :
DN(j∆t) −−−→
N→∞
√
RY Y (0)
2pi
−ρj + (ρj + ρj−1) Φ
(
a(1−ρ1)
σa
)
IE
[
Φ
(
ρ1Y0−a
σa
)
1I{Y0≤a}
]
 e− a22RY Y (0) (4.75)
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b) Cas a = 0
En posant a = 0 dans l’expression (4.71), il vient :
IE
[
Yj|C0↑0
]
= −1
2
√
RY Y (0)
2pi
× ρj − ρj−1
IE
[
1IC0↑0
] (4.76)
où :
IE
[
1IC0↑0
]
=
∫ ∫
{y≤0,z>0}
f(Y0,Y1)(y, z)dydz
avec :
f(Y0,Y1)(y, z) =
1
2piRY Y (0)
√
1− ρ21
exp
[
− 1
2RY Y (0)(1− ρ21)
(y2 − 2ρ1yz + z2)
]
En effectuant le changement de variables :
y = r cos θ
0 ≤ r < +∞ , 0 ≤ θ < 2pi
z = r sin θ
dans l’intégrale ci-dessus, on obtient, tous calculs faits
IE
[
1IC0↑0
]
=
∫ pi
pi
2
√
1− ρ21
2pi (1− ρ1 sin 2θ)dθ (4.77)
Procédant ensuite au changement de variable t = tan θ dans cette intégrale, il vient :
IE
[
1IC0↑0
]
=
√
1− ρ21
2pi
∫ 0
−∞
dt
t2 − 2ρ1t+ 1 =
√
1− ρ21
2pi
∫ 0
−∞
dt
(1− ρ21)
[
1 +
(
t−ρ1√
1−ρ21
)2]
Cette intégrale peut alors être calculée en effectuant le changement de variable t−ρ1√
1−ρ21
= v. On
obtient :
IE
[
1IC0↑0
]
=
1
2pi
∫ −ρ1√
1−ρ21
−∞
dv
1 + v2
=
1
2pi
[arctan v]
−ρ1√
1−ρ21
−∞
=
1
2pi
[
− arctan
(
ρ1√
1− ρ21
)
+
pi
2
]
Ce qui peut encore s’écrire, après quelques manipulations :
IE
[
1IC0↑0
]
=
1
4
− 1
2pi
arcsin(ρ1) (4.78)
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Par suite, l’expression (4.76) prend la forme :
IE[Yj|C0↑0 ] = −
√
pi
2
√
RY Y (0)× ρj − ρj−1[pi
2
− arcsin(ρ1)
] (4.79)
soit encore :
IE[Yj|C0↑0 ] = −
√
pi
2
√
RY Y (0)× ρj − ρj−1
arccos(ρ1)
(4.80)
On en déduit, pour la condition de franchissement en croissant du niveau zéro :
DN(j∆t) −−−→
N→∞
−
√
pi
2
√
RY Y (0)× ρj − ρj−1
arccos(ρ1)
(4.81)
4.5.3 Point positif
Cette condition est la plus simple et la plus "souple" des conditions de déclenchement. La
formulation pratique du test s’écrit simplement :
τ1 = inf{j∆t ≥ 0 : a1 < Yj ≤ a2}
τ2 = inf{j∆t > τ1 : a1 < Yj ≤ a2}
.
.
.
τk = inf{j∆t > τk−1 : a1 < Yj ≤ a2}
où a1 et a2 sont des réels.
On a dans ce cas :
C0 = C[a1,a2]0 = (a1 < Y0 ≤ a2) (4.82)
et il vient alors :
IE
[
Yj|C[a1,a2]0
]
=
IE
[
1I
C
[a1,a2]
0
IE [Yj|Y0]
]
IE
[
1I
C
[a1,a2]
0
] = RY Y (j∆t)
RY Y (0)
a˜ (4.83)
avec :
a˜ =
IE
[
Y01IC[a1,a2]0
]
IE
[
1I
C
[a1,a2]
0
] = ∫ a2a1 yfY0(y)dy∫ a2
a1
fY0(y)dy
où :
fY0(y) =
1√
2piRY Y (0)
e
− 1
2RY Y (0)
y2
Identification des Systèmes Dynamiques Stochastiques. Application à l’Evaluation Dynamique des Ponts Sous
Sollicitations Ambiantes
CHAPITRE 4. MÉTHODE DU DÉCRÉMENT ALÉATOIRE 85
On en déduit :
DN(j∆t) −−−→
N→∞
RY Y (j∆t)
RY Y (0)
a˜ (4.84)
avec a˜ défini ci-dessus.
Dans le cas particulier : a1 = 0, a2 = +∞, on obtient :
a˜ =
IE
[
Y01IC[0,+∞]0
]
IE
[
1I
C
[0,+∞]
0
] = ∫ +∞0 yfY0(y)dy∫ +∞
0
fY0(y)dy
=
√
2
pi
σY
D’où le résultat asymptotique dans ce cas :
DN(j∆t) −−−→
N→∞
RY Y (j∆t)
σ2Y
√
2
pi
σY (4.85)
Examinons maintenant ce que deviennent les expressions (4.69), (4.75), (4.81), (4.84) et
(4.85) lorsque ∆t→ 0 et j → +∞, de telle manière que j∆t = t. Les calculs ne sont détaillés
que dans le cas du franchissement d’un niveau a. Pour les autres conditions de déclenchement,
la technique étant la même, nous nous contenterons de donner les résultats.
(i) Franchissement d’un niveau a
Posons :
IE [Yj|Ca0 ] =
f(∆t)
g(∆t)
(4.86)
avec :
f(∆t) = −
√
RY (0)
2pi
(ρj + ρj−1)
(
1− 2Φ
(
a(1− ρ1)
σa
))
e
− a
2
2RY (0) (4.87)
g(∆t) = 2IE
[
Φ
(
ρ1Y0 − a
σa
)
1IY0≤a
]
(4.88)
Puisque f(0) = g(0) = 0, on peut appliquer la règle de l’Hopital et il vient :
lim
∆t→0
f(∆t)
g(∆t)
= lim
∆t→0
f
′
(∆t)− f(0)
g′(∆t)− g(0) = lim∆t→0
f
′
(∆t)
g′(∆t)
Le calcul des dérivées des fonctions donne :
f
′
(∆t) = −
√
RY (0)
2pi
[(
j∆tρ
′
j + (j − 1)∆tρ
′
j−1
)(
1− 2Φ
(
a(1− ρ1)
σa
))]
e
− a
2
2RY (0)
−
√
RY (0)
2pi
[
2 (ρj + ρj−1)
aρ
′
1
(1 + ρ1)σa
√
2pi
]
e
− a
2
2RY (0) e
−
a2(1−ρ1)
2
2σ2a (4.89)
g
′
(∆t) = − ρ
′
1
pi
√
1− ρ21
e
− a
2
2RY (0) e
−
a2(1−ρ1)
2
2σ2a (4.90)
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Par suite :
f
′
(∆t)
g′(∆t)
=
√
pi
2
σa
ρ
′
1
[(
j∆tρ
′
j + (j − 1)∆tρ
′
j−1
)(
1− 2Φ
(
a(1− ρ1)
σa
))]
e
a2(1−ρ1)
2
2σ2a
+
a
1 + ρ1
(ρj + ρj−1) (4.91)
Or, puisque t = j∆t pour j → +∞ et ∆t→ 0, il est facile de voir que :
lim
j→+∞
lim
∆t→0
f(∆t)
g(∆t)
= lim
j→+∞
lim
∆t→0
f
′
(∆t)
g′(∆t)
= ρ(t)a =
RY Y (t)
RY Y (0)
a (4.92)
Nous venons donc de montrer que, pour N grand :
DN(t) ≈ RY Y (t)
σ2Y
a (N → +∞) (4.93)
(ii) Franchissement en croissant d’un niveau a
Par une démonstration analogue à la précédente, on obtient l’approximation suivante :
DN(t) ≈ RY Y (t)
σ2Y
a− R˙Y Y (t)
σ2
Y˙
√
pi
2
σY˙ (N → +∞) (4.94)
Pour a = 0 (franchissement en croissant du niveau zéro), il vient :
DN(t) ≈ −R˙Y Y (t)
σ2
Y˙
√
pi
2
σY˙ (N → +∞) (4.95)
(iii) Point Positif
Dans ce cas on obtient l’approximation asymptotique suivante :
DN(t) ≈ RY Y (t)
σ2Y
a˜ (N → +∞) (4.96)
avec :
a˜ =
∫ a2
a1
yfY0(y)dy∫ a2
a1
fY0(y)dy
Dans le cas particulier a1 = 0, a2 = +∞, il vient :
DN(t) ≈ RY Y (t)
σ2Y
√
2
pi
σY (N → +∞) (4.97)
Compte tenu du fait que la fonction de corrélation de la solution stationnaire Y et la dérivée
de cette fonction s’écrivent :RY Y (t) = CceActΣCTc et R˙Y Y (t) = CceActAcΣCTc , les expressions
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(4.93), (4.94), (4.95) et (4.97) peuvent encore s’écrire :
DN(t) ≈ CceActC1 avec C1 = a
σ2Y
ΣCTc (4.98)
DN(t) ≈ CceActC2 avec C2 = a
σ2Y
ΣCTc −
1
σY˙
√
pi
2
AcΣC
T
c (4.99)
DN(t) ≈ CceActC3 avec C3 = − 1
σY˙
√
pi
2
AcΣC
T
c (4.100)
DN(t) ≈ CceActC4 avec C4 = 1
σY
√
pi
2
ΣCTc (4.101)
Les expressions ci-dessus montrent, d’une part que le décrément aléatoire peut être utilisé
pour l’estimation de la fonction de corrélation et d’autre part que la fonction du décrément est
de la même forme que la réponse libre ou à une impulsion du système. Par conséquent les
méthodes classiques d’estimation des paramètres modaux, telles que la méthode polyreference
(PTD), la méthode de réalisation stochastique et la méthode d’Ibrahim peuvent être utilisées
pour extraire les paramètres modaux à partir de la fonction du décrément.
4.5.4 Commentaires des résultats
A la lueur des résultats obtenus dans les paragraphes précédents, trois remarques s’imposent :
1- Nous avons retrouvé les résultats proposés dans la littérature pour les conditions de fran-
chissement d’un niveau et du point positif. Par contre, pour le franchissement en croissant
d’un niveau, notre résultat diffère (par une constante multiplicative) de celui trouvé par
Asmussen [7]. Et notre résultat est le bon, car confirmé numériquement, comme nous le
verrons plus loin. On met ainsi en évidence de façon flagrante l’erreur de vouloir inter-
préter le décrément comme une espérance conditionnellle.
2- Nous avons montré (cf. (4.93), (4.95), (4.96), (4.97)) que le décrément est un estimateur
de la fonction de corrélation de la réponse stationnaire et de sa dérivée.
3- Une question reste ouverte : laquelle des conditions de déclenchement vaut-il mieux
choisir ?
On peut noter, concernant ce dernier point, que la réponse n’est pas facile à donner. Mais
quelle qu’elle soit, elle devra intégrer dans sa logique deux éléments importants : le nombre de
points de déclenchement (il en faut un nombre minimum) et la variance de l’estimateur, c’est-
à-dire de la fonction du décrément (il faut pouvoir l’évaluer). Or, pour ce qui est de la variance,
son calcul est très difficile du fait de la définition adoptée pour le décrément. Nous pouvons
tout de même avancer l’argumentation suivante. On pourrait penser que la condition du point
positif, qui fournit plus de points de déclenchement que les deux autres conditions, est la plus
pertinente des trois. Cependant, les nombreuses sections finissantes utiles au fonctionnement
de l’algorithme qui utilise cette condition sont très peu différentes les unes des autres car très
peu décalées. Dès lors, la variance d’estimation contient des termes d’intercorrélation qui ne
s’annulent pas et par suite cette variance sera importante.
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Reste alors les deux autres conditions. Toutefois, celle de franchissement en croissant du
niveau zéro semble mieux convenir, car elle permet d’obtenir plus de points de déclenchement
que la condition de franchissement (en croissant ou décroissant) d’un niveau.
4.5.5 Compléments algorithmiques
Il s’agit ici :
1- de fournir des informations permettant de choisir avec pertinence la longueur d’estimation
de la fonction du décrément ;
2- d’évaluer la qualité de l’estimée obtenue de cette fonction.
A cette fin, un test intéressant est celui de symétrie, qui consiste à vérifier les propiétés de
symétrie de la fonction de corrélation du processus réponse. Les éléments Rij de cette fonction
matricielle doivent en effet vérifier, ∀τ ∈ IR :
Rij(τ) = Rji(−τ) (4.102)
A la fonction de corrélation estimée à partir du décrément, on associe la fonction d’erreur
suivante :
Rij(τ) =
Rˆij(τ)− Rˆji(−τ)
2
(4.103)
où Rˆij est l’estimée brute de la fonction de corrélation.
Une estimée corrigée de la fonction de corrélation peut alors être obtenue par :
Rˆcorrij (τ) =
Rˆij(τ) + Rˆji(−τ)
2
(4.104)
Une manière de prédire la longueur d’estimation de la fonction du décrément consiste à re-
présenter sur le même graphe la fonction d’erreur définie par l’expression (4.103) et la fonction
de corrélation définie par (4.104). A partir de ce graphe il est alors facile de détecter lorsque la
fonction de corrélation se dégrade ce qui se traduit par une augmentation de l’erreur [7].
Pour des exemples simples où la matrice de corrélation peut être calculée analytiquement,
l’évaluation des fonctions de corrélation peut être effectuée (après normalisation) en calculant
l’erreur d’estimation définie par :
2ij =
1
M
M−1∑
k=0
[
Rij(k∆t)− Rˆij(k∆t)
]2
(4.105)
avec M la taille de l’échantillon du décrément, Rij(k∆t) la fonction de corrélation théorique et
Rˆij(k∆t) son estimée par le décrément.
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4.5.6 Illustrations numériques
Afin d’illustrer les résultats donnés par les différentes conditions de déclenchement, nous
considérons deux exemples de systèmes dynamiques linéaires du second ordre : l’un de dimen-
sion un, l’autre de dimension deux.
(a) Oscillateur à un ddl
On considère l’oscillateur linéaire scalaire d’équation d’évolution :
Y¨ (t) + 2ω0ξ0Y˙ (t) + ω
2
0Y (t) = LN (t) (4.106)
oùN est un bruit blanc gaussien normalisé scalaire, w0 = 4pirad.s−1, ξ0 = 0.01 et L = 1.6pi3/2.
Pour cet exemple simple la fonction de corrélation de la réponse stationnaire de (4.106) est
donnée explicitement par (4.2). On peut alors comparer la fonction corrélation estimée à partir
du décrément à la fonction de corrélation théorique connue. Le calcul du décrément est effectué
à partir d’une trajectoire échantillonnée de la réponse stationnaire, obtenue en utilisant l’algo-
rithme de simulation présenté dans l’annexe A (première méthode). La fréquence d’échantillon-
nage est de 20Hz ce qui correspond à un pas temporel d’échantillonnage ∆t = 0.05s. La taille
de l’échantillon simulé est N = 4000.
(i) Cas du franchissement d’un niveau a
La condition de déclenchement utilisée est le franchissement du niveau a =
√
2σY . La lon-
gueur de la fonction du décrément a été fixée à M = 50 ce qui nous a permis de disposer de 274
points de déclenchement pour les instants positifs et de 281 points pour les instants négatifs.
Les fonctions de corrélation estimée et théorique, cette dernière donnée par l’expresion (4.2),
sont représentées sur la figure 4.4. La figure 4.5, sur laquelle nous avons également représenté
la fonction d’erreur, présente le même type de comparaison mais où l’estimée a été corrigée par
la formule (4.104).
Les figures 4.4 et 4.5 montrent que les estimations sont bonnes. On peut constater sur le
graphe de la figure 4.5 que l’erreur est très petite par rapport à la fonction de corrélation et
qu’elle croît avec le temps. Ce graphe nous a permis de choisir une longueur d’estimation M
satisfaisante pour le décrément, égale à 50.
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FIG. 4.4 – Franchissement du niveau a =
√
2σY - Comparaison entre l’estimée brute de la
fonction de corrélation et la fonction de corrélation théorique (— : théorique ; −− : estimée
brute).
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FIG. 4.5 – Franchissement du niveau a =
√
2σY - Comparaison entre l’estimée corrigée de
la fonction de corrélation et la fonction de corrélation théorique (— : théorique ; −− : estimée
corrigée ; −.− : fonction d’erreur).
(ii) Cas du franchissement en croissant d’un niveau a
On considère ici le même type de comparaison que dans le cas précédent, mais en utili-
sant la condition de franchissement en croissant du niveau a, avec a =
√
2σY , et en prenant
pour variable de comparaison non pas la fonction de corrélation mais la fonction du décrément
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(comparaison de la fonction du décrément estimée à la fonction du décrément théorique (4.94)).
Les résultats sont représentés graphiquement sur les figures 4.6 et 4.7. La figure 4.6 compare
l’estimée brute de la fonction du décrément à la fonction du décrément théorique. La figure 4.7
présente le même type de comparaison mais avec cette fois l’estimée corrigée de la fonction du
décrément à la place de l’estimée brute. Cette estimée corrigée est donnée par :
Dˆcorr11 (τ) =
Dˆ11(τ) + Dˆ11(−τ)
2
(4.107)
où Dˆ11(τ) est l’estimée brute.
De même que pour la fonction de corrélation on peut définir une fonction d’erreur pour
l’estimée du décrément :
D11(τ) =
Dˆ11(τ)− Dˆ11(−τ)
2
(4.108)
Cette fonction est représentée graphiquement sur la figure 4.7.
La condition de déclenchement fournit 137 points de déclenchement pour les instants posi-
tifs et 141 points pour les instants négatifs. Là encore, les estimées sont correctes.
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FIG. 4.6 – Franchissement en croissant du niveau a =
√
2σY - Comparaison entre l’estimée
brute de la fonction du décrément et la fonction du décrément théorique (— : théorique ; −− :
estimée brute).
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FIG. 4.7 – Franchissement en croissant du niveau a =
√
2σY - Comparaison entre l’estimée
corrigée de la fonction du décrément et la fonction du décrément théorique (— : théorique ;
−− : estimée corrigée ; −.− : fonction d’erreur).
Examinons maintenant le cas où a = 0. Autrement dit, nous considérons la condition de
franchissement en croissant du niveau zéro. Les figures 4.8 et 4.9 comparent les estimées brute
et corrigée de la fonction de corrélation à la fonction de corrélation théorique. Comme précé-
demment on peut observer que ces estimées sont de qualité très satisfaisante.
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FIG. 4.8 – Franchissement en croissant du niveau a = 0 - Comparaison entre l’estimée brute
de la fonction de corrélation et la fonction de corrélation théorique (— : théorique ; −− :
estimée brute).
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FIG. 4.9 – Franchissement en croissant du niveau a = 0 - Comparaison entre l’estimée
corrigée de la fonction de corrélation et la fonction de corrélation théorique (— : théorique ;
−− : estimée corrigée ; −.− : fonction d’erreur).
(iii) Cas du point positif
La condition de déclenchement est celle du point positif avec a1 = 0 et a2 = +∞. Ce choix
fournit 1969 points de déclenchement pour les instants positifs et 1971 pour les instants négatifs.
Les figures 4.10 et 4.11 présentent le même type de comparaison que dans les cas précédents.
On constate une fois encore une bonne adéquation entre estimées et cible.
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FIG. 4.10 – Condition de point positif : a1 = 0, a2 = +∞ - Comparaison entre l’estimée
brute de la fonction de corrélation et la fonction de corrélation théorique (— : théorique ;−− :
estimée brute).
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FIG. 4.11 – Condition de point positif : a1 = 0, a2 = +∞ - Comparaison entre l’estimée
corrigée de la fonction de corrélation et la fonction de corrélation théorique (— : théorique ;
−− : estimée corrigée ; −.− : fonction d’erreur).
(b) Oscillateur à deux ddl
Cet exemple concerne un oscillateur de dimension deux dont le comportement dynamique
est décrit par l’équation du second ordre :
MZ¨(t) +DZ˙(t) +KZ(t) = LN (t) (4.109)
où N = (N1,N2)T est un bruit blanc gaussien normalisé bidimensionnel et :
M =
[
1 0
0 1
]
;D =
[
1.35 −1.50
−1.50 2.70
]
;K =
[
700 −200
−200 500
]
;L =
[
1 0
0 1
]
La fonction de corrélation de la réponse stationnaire Z = (Z1, Z2)T de (4.109) s’écrit, pour
t ≥ 0 :
RZZ(t) =
[
RZ1Z1(t) RZ1Z2(t)
RZ2Z1(t) RZ2Y2(t)
]
= Hce
ActΣHTc (4.110)
où Σ ∈ IR2×2 est solution de l’équation de Lyapunov AcΣ + ΣATc = −BcBc, avec :
Ac =
[
0(2×2) I(2×2)
−M−1K −M−1D
]
; Bc =
[
0(2×2)
M−1L
]
; Hc =
[
I(2×2) 0(2×2)
] (4.111)
Nous ne présentons ici les résultats que dans le cas du point positif.
Les figures (4.12) et (4.13) relatives à cet exemple présentent le même type de comparaison
que dans les exemples à une dimension, la cible étant ici donnée par (4.110). La comparaison
concerne les termes Rij = RZiZj de cette cible et leurs estimées par le décrément. On constate
à nouveau la très bonne qualité des résultats obtenus, justifiant ainsi la pertinence de l’emploi
de la méthode du décrément pour l’estimation des fonctions de corrélation.
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FIG. 4.12 – Condition de point positif : a1 =
√
2σY , a2 = +∞ - Comparaison entre l’estimée
brute de la fonction de corrélation et la fonction de corrélation théorique (— : théorique ;−− :
estimée brute).
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FIG. 4.13 – Condition de point positif : a1 =
√
2σY , a2 = +∞ - Comparaison entre l’estimée
corrigée de la fonction de corrélation et la fonction de corrélation théorique (— : théorique ;
−− : estimée corrigée ; −.− : fonction d’erreur).
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4.6 Méthode d’Ibrahim
4.6.1 Rappels
(a) Soient ((βk,Φk), k ∈ Kn), Kn = {1, . . . , n}, les solutions du problème spectral : (β2kM +
βkD + K)Φk = 0. D’après les résultats du chapitre 2, ces éléments sont aussi solution du
problème aux valeurs propres AcΨk = βkΨk (i.e. βk et Ψk sont les éléments propres relatifs à
la matrice Ac) et où Ψk =
[
ΦTk , βkΦ
T
k
]T
. On a alors classiquement :
Λ = Ψ−1AcΨ ⇔ Ac = ΨΛΨ−1 (4.112)
avec Λ = diag(β1, β¯1, . . . , βm, β¯m) ∈ ICn×n et Ψ = [Ψ1|Ψ¯1| . . . |Ψm|Ψ¯m] ∈ ICn×n. De plus Ψ est
de la forme :
Ψ =
[
Φ
ΦΛ
]
∈ ICn×n (4.113)
avec Φ = [Φ1|Φ¯1| . . . |Φm|Φ¯m] ∈ ICm×n.
(b) Soit y = (y(t), t ∈ IR+) la solution sur IR+ de l’équation homogène associée à (1.6), issue
de la condition initiale X(0) = x0 = (zT0 , z˙T0 )T , c’est-à-dire la solution de : X˙(t) = AcX(t), t > 0X(0) = x0 = (zT0 , z˙T0 )T
Y (t) = CcX(t), t ≥ 0
(4.114)
et donc aussi de l’équation :
MZ¨(t) +DZ˙(t) +KZ(t) = 0, t > 0
Z(0) = z0 ; Z˙(0) = z˙0
Y (t) = ΠdZ(t), t ≥ 0
(4.115)
avec Πd ∈ IRl×m le projecteur de IRm×1 dans IRl×1 associant aux ddl du modèle, regroupés dans
Z(t) ∈ IRm×1, les ddl mesurés, regroupés dans Y (t) ∈ IRl×1, Cc = ΠdHc ∈ IRl×n et Ac, Hc les
éléments de IRn×n et IRm×n, respectivement, donnés par (1.3) et (1.4), avec n = 2m et l m.
On a, ∀t ≥ 0 :
y(t) = Cce
Actx0 (4.116)
Tenant compte de (4.112), de ce que eΨΛΨ−1 = ΨeΛΨ−1 et posant :
q0 = Ψ
−1x0 = Ψ
−1(zT0 , z˙
T
0 )
T ∈ ICn×1 (4.117)
Φ˜ = CcΨ = ΠdHcΨ = ΠdΦ ∈ ICl×n (4.118)
L’expression (4.116) prend alors la forme, ∀t ≥ 0 :
y(t) = Φ˜eΛtq0 (4.119)
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(c) N = (N (t), t ∈ IR) désignant un bruit blanc gaussien normalisé m-dimensionnel et L un
élément de IRm×m de rang p ≤ m, soit Y = (Y (t), t ∈ IR) le processus gaussien centré solution
stationnaire de (1.5), donc aussi de :{
MZ¨(t) +DZ˙(t) +KZ(t) = LN (t)
Y (t) = ΠdZ(t)
(4.120)
et soit RY Y : IR → IRl×l : t → RY Y (t) = IE[Y (t + u)Y T (u)] sa fonction de corrélation. On a,
∀t ≥ 0 :
RY Y (t) = Cce
ActΣCTc (4.121)
avec Σ solution de l’équation de Lyapunov AcΣ + ΣATc = −BcBTc , Cc = ΠdHc et Ac, Bc, Hc
donnés par (1.3) et (1.4).
Compte tenu de (4.112) et (4.118), et posant :
C0 = Ψ
−1ΣCTc = Ψ
−1ΣHTc Π
T
d ∈ ICn×l (4.122)
cette fonction de corrélation, telle que RY Y (−t) = RTY Y (t), ∀t ∈ IR, peut alors se réécrire,
∀t ≥ 0 :
RY Y (t) = Φ˜e
ΛtC0 (4.123)
(d) Soit h la fonction de réponse impulsionnelle du filtre linéaire causal défini par (1.6). Elle
s’écrit, ∀t ≥ 0 :
hy(t) = Cce
ActBc (4.124)
soit, d’après (4.112) et (4.118) :
hy(t) = Φ˜e
ΛtB˜c (4.125)
avec :
B˜c = Ψ
−1Bc ∈ ICn×m (4.126)
(e) Soient RY Y,i(t) et hy,i(t) les i-èmes colonnes des matrices RY Y (t) ∈ IRl×l et hy(t) ∈ ICl×m
respectivement. D’après (4.123) et (4.125), elles s’écrivent :
RY Y,i(t) = Φ˜e
ΛtC0,i ; hy,i(t) = Φ˜e
ΛtB˜c,i (4.127)
où C0,i ∈ ICn×1 et B˜c,i ∈ ICn×1 sont les i-èmes colonnes de C0 et B˜c respectivement.
(f) Soit DyN la fonction vectorielle du décrément associée à une condition de déclenchement
sur y mettant en jeu N instants de déclenchement. Tenant compte du fait que Y = ΠdZ et des
relations (4.39), (4.112) et (4.118), cette fonction s’écrit, ∀t ≥ 0 :
DyN(t) = Φ˜e
ΛtcN (4.128)
avec cN = Ψ
−1rN ∈ ICn×1 et rN donné par (4.40).
Comparant les expressions (4.127) et (4.128) à (4.119), on voit alors que la fonction du
décrément DyN(t) et les colonnes de RY Y (t) et hy(t) ne diffèrent de la réponse libre y(t) qu’à
une constante matricielle multiplicative près. Ce résultat, très important en pratique, est à la
base de plusieurs méthodes d’extraction modale, dont la méthode PTD (Polyreference Time
Domaine) [7, 28] et la méthode d’Ibrahim présentée ici.
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4.6.2 Principe de la méthode
La méthode d’Ibrahim [42, 28] est une méthode d’identification modale, donc basée sur la
résolution d’un problème spectral (i.e. aux valeurs propres). Formulons ce problème.
Rappelons d’abord que la donnée de base est une famille {yk, k ∈ IN}, IN = {0, 1, . . . ,
N − 1}, d’éléments yk ∈ IRl représentant les valeurs mesurées aux instants (tk = k∆t, k ∈ IN)
de l ddl de la structure, valeurs enregistrées à cadence régulière de pas constant ∆t par un
système de mesure "l-voies" approprié. Assimilons alors les yk à des observations aux instants
tk de la réponse y = (y(t), t ∈ IR+) d’un système dynamique homogène de la forme (4.115).
D’où, d’après (4.119) :
yk = y(tk) = y(k∆t) = Φ˜e
Λk∆tq0, k ∈ IN (4.129)
Nous obtenons ainsi N relations dans lesquelles les inconnues sont les matrices Φ˜ ∈ ICl×n,
Λ ∈ ICn×n et q0 ∈ ICn×1, avec n = 2m. Or, eΛt et q0 étant de la forme :
eΛt = diag(eβ1t, eβ¯1t, . . . , eβmt, eβ¯mt) ; q0 = (q0,1, q¯0,1, . . . , q0,m, q¯0,m)
T (4.130)
Posons :
Γ = eΛ∆t = diag(eβ1∆t, eβ¯1∆t . . . , eβm∆t, eβ¯m∆t) ; Q0 = diag(q0,1, q¯0,1, . . . , q0,m, q¯0,m)
(4.131)
et, ∀j ∈ IN :
γ(j) = (eβ1j∆t, eβ¯1j∆t . . . , eβmj∆t, eβ¯mj∆t)T (4.132)
Il est alors facile de vérifier que, ∀j ∈ IN :
γ(j+1) = Γγ(j) ; Γjq0 = Q0γ
(j) (4.133)
Par suite, (4.129) se réécrit, ∀k ∈ IN :
yk = Φ˜Γ
kq0 = Φ˜Q0γ(k) (4.134)
Considérons la N -suite des mesures expérimentales {yk, k ∈ IN} = {y0, y1, . . . ,
yN−2, yN−1} et extrayons de cette dernière les deux sous-suites de longueur N − 1 suivantes :
{y0, y1, . . . , yN−2}, {y1, y2, . . . , yN−1}, la seconde se déduisant de la première par un décalage
avant de pas ∆t. Associons ensuite à ces deux sous-suites les matrices :
Yp = [y0|y1| · · · |yN−2] ∈ IRl×(N−1) (4.135)
Yf = [y1|y2| · · · |yN−1] ∈ IRl×(N−1) (4.136)
qui peuvent aussi s’écrire, d’après (4.134) :
Yp =
[
Φ˜Q0γ
(0)|Φ˜Q0γ(1)| . . . |Φ˜Q0γ(N−2)
]
Yf =
[
Φ˜Q0γ
(1)|Φ˜Q0γ(2)| . . . |Φ˜Q0γ(N−1)
]
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soit encore, pour la seconde, d’après (4.133) :
Yf =
[
Φ˜Q0Γγ
(0)|Φ˜Q0Γγ(1)| . . . |Φ˜Q0Γγ(N−2)
]
On peut alors voir que Yf et Yp sont liées par la relation :
Yf = AYp (4.137)
avec A ∈ IRl×l une matrice de décalage vérifiant :
AΦ˜Q0 = Φ˜Q0Γ (4.138)
Or, chaque membre de l’égalité ci-dessus est une matrice complexe (l× n) : AΦ˜Q0 ∈ ICl×n,
Φ˜Q0Γ ∈ ICl×n. Donc (4.138) équivaut aux n = 2m égalités de colonnes : (AΦ˜Q0)k = (Φ˜Q0Γ)k,
k ∈ Kn = {1, . . . , n}, soit encore : AΦ˜kq0,k = Φ˜kq0,kγk, k ∈ Kn, où Φ˜k ∈ ICl×1 est la k-ème
colonne de la matrice Φ˜ ∈ ICl×n et où nous avons posé : γk = eβk∆t. Par suite, la matrice A
vérifie, ∀k ∈ Kn :
AΦ˜k = γkΦ˜k (4.139)
La méthode d’Ibrahim est basée sur les relations (4.137) et (4.139). En effet, les matrices Yp
et Yf étant connues par (4.135) et (4.136), l’équation (4.137) peut être résolue enA au sens des
moindres carrés. On obtient :
A = YfY†p = YfYTp
(YpYTp )−1 (4.140)
Connaissant A, on résout ensuite le problème aux valeurs propres (4.139). On obtient ainsi
l couples solutions (γk, Φ˜k). Or, ∀k ∈ Kl = {1, . . . , l}, γk = eβk∆t. On en déduit, ∀k ∈ Kl,
βk =
ln γk
∆t
= σk + jνk, avec :
σk =
ln
√
a2k + b
2
k
∆t
; νk =
tan−1
(
bk
ak
)
∆t
(4.141)
où ak = <e(γk) et bk = =m(γk). Les fréquences modales fk et les taux d’amortissement
modaux ξk s’en déduisent :
fk =
1
2pi
√
σ2k + ν
2
k ; ξk = −
σk√
σ2k + ν
2
k
(4.142)
Les déformées propres Φ˜k sont solutions de (4.139).
4.6.3 Utilisation pratique de la méthode d’Ibrahim, lien avec la fonction
du décrément
Observons que la méthode d’Ibrahim, dans la version que nous venons d’en donner, présente
l’inconvénient de ne fournir du contenu spectral qu’une description limitée aux l ddl mesurés
alors que le modèle éléments finis sous-jacent, garant d’une description fine de ce contenu, en
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compte m l. Il en manque donc l′ voies pour que l+ l′ = m. On constate donc que le nombre
de modes est dépendant du nombre de points (ou voies) de mesure. Ceci constitue un des points
faible de la méthode. Pour pallier cet inconvénient, Ibrahim a proposé une version améliorée
de la méthode, basée sur la notion de pseudo-mesures. L’idée est de créer artificiellement un
nombre supplémentaire de voies de mesure en construisant, à partir de la suite mère des données,
des sous-suites décalées dans le temps. Par cet artifice, on peut alors augmenter la valeur de l
et de ce fait enrichir la description de la signature spectrale. Cette technique est présentée ci-
dessous.
On sait que la réponse d’un système dynamique homogène de la forme (4.115) s’écrit aux
points tk = k∆t :
y(k∆t) = Φ˜Γkq0, k ∈ IN (4.143)
On construit un second vecteur, appelé pseudo-mesure, défini par :
y1((k + p)∆t) = Φ˜1Γ
kΓpq0 (4.144)
y1 n’est qu’une version retardée de l′ voies de mesures de y. En assemblant les deux mesures
on obtient :
y =
[
y(k∆t)
y1((k + p)∆t)
]
=
[
Φ˜
Φ˜1Γ
p
]
Γkq0 = ΦΓ
kq0 (4.145)
avec :
Φ =
[
Φ˜
Φ˜1Γ
p
]
(4.146)
On peut alors appliquer ce résultat à ce qui a été fait précédemment.
Le lien entre la méthode d’Ibrahim et la fonction du décrément est direct. En effet, écrivant
(4.128) aux instants tk = k∆t, nous obtenons :
dyk = D
y
N(tk) = D
y
N(k∆t) = Φ˜e
Λk∆tcN , k ∈ IN (4.147)
Comparant (4.147) à (4.129) nous remarquons alors que dyk ne diffère de yk que par sa
constante de queue cN qui, comme nous l’avons vu, n’intervient pas dans la méthode d’Ibrahim.
Nous pouvons donc appliquer cette dernière à la suite {dyk, k ∈ IN} pour estimer les paramètres
modaux du modèle. Le lien est ainsi établi.
Considérons maintenant la réponse stationnaire Y du système dynamique stochastique (4.120)
associé à (4.115) et écrivons la i-ème colonne de sa fonction de corrélation RY Y aux points
tk = k∆t. D’après (4.127) :
Rk,i = RY Y,i(tk) = RY Y,i(k∆t) = Φ˜e
Λk∆tC0,i, k ∈ IN (4.148)
où C0,i est la i-ème colonne de C0 ∈ ICn×l donnée par (4.122). Comparant (4.148) à (4.129),
nous constatons là aussi que Rk,i ne diffère de yk que par sa constante de queue C0,i. Par consé-
quent, la méthode d’Ibrahim peut aussi s’appliquer à la suite {Rk,i, k ∈ IN}. Or, nous avons
vu que la méthode du décrément était une procédure efficace pour l’estimation des fonctions de
corrélation. D’où un autre lien, mais moins direct que le précédent, entre décrément aléatoire et
méthode d’Ibrahim.
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La figure (4.14) ci-après synthétise les principales étapes de la méthode d’Ibrahim.
N-suite de mesures expérimentales
{yk, k ∈ IN}
Extraction de deux sous-suites
Yp = [y0|y1| · · · |yN−2]
Yf = [y1|y1| · · · |yN−1]
Yf = AYp
AΦ˜k = Φ˜kγk
∀k ∈ {1, . . . , 2m}
Détermination de la matrice
de décalage
A = YfY†p = YfYTp
(YpYTp )−1
Résolution du problème
aux valeurs propres
AΦ˜k = Φ˜kγk
l couples solutions
(γk, Φ˜k)
Détermination des caractéristiques
modales du problème initial
(fk, ξk, Φ˜k) k = 1, . . . , l
FIG. 4.14 – Détermination des caractéristiques modales par la méthode d’Ibrahim
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Notons que l’on peut aussi établir un lien fructueux entre le décrément aléatoire et la mé-
thode de réalisation stochastique. Cet aspect est présenté ci-dessous.
4.7 Application de la fonction du décrément à la méthode de
réalisation
Le lien entre la méthode de réalisation et la fonction du décrément s’obtient à partir de
l’expression (4.98) ou (4.100). En effet, en écrivant, par exemple, la relation (4.98) aux points
tk = k∆t, la fonction du décrément prend la forme :
DyN = Cce
Ack∆tQ˜ ∈ IRl×l (4.149)
avec : Q˜ = a
σ2
Y
ΣCTc ∈ IRn×l.
L’expression (4.149) montre que les termes de la fonction du décrément sont analogues
à ceux de la fonction de réponse impulsionnelle d’un modèle d’état éterministe dont les co-
efficients sont (Ac, Cc, Q˜,DyN(0)), avec q = l. Par conséquent, les algorithmes de la théorie
classique de réalisation présentés dans le chapitre 3 peuvent s’appliquer à la fonction du décré-
ment pour l’identification des paramètres modaux.
Le point de départ de cette méthode est donc, pour i fixé, la construction de la matrice des
fonctions du décrément : (DyN)1|i, telle que :
(DyN)1|i =

D1 D2 . . . Di
D2 D3 . . . Di+1
.
.
.
.
.
. . . .
.
.
.
Di Di+1 . . . D2i−1
 ∈ IRli×li
=

CcQ˜ CcAcQ˜ . . . CcA
i−1
c Q˜
CcAcQ˜ CcA
2
cQ˜ . . . CcA
i
cQ˜
.
.
.
.
.
. . . .
.
.
.
CcA
i−1
c Q˜ CcA
i
cQ˜ . . . CcA
2i−2
c Q˜
 (4.150)
On observe que :
(DyN)1|i = OiCi (4.151)
où les matrices Oi et Ci sont définies par les expressions (3.6), avec A = Ac, B = Q˜, C = Cc,
D = DyN(0) et q = l.
Les matrices (Ac, Cc, Q˜,DyN(0)) sont alors déterminées de la même manière que les matrices
(A,B,C,D) dans le cas déterministe.
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4.8 Conclusion
L’analyse du décrément aléatoire effectuée dans ce chapitre nous a permis de préciser la
bonne façon d’appréhender cet objet et de mettre l’accent sur certaines erreurs à éviter à son
sujet, notamment en ce qui concerne l’interprétation de sa définition.
Nous avons justifié rigoureusement, à l’aide d’un raisonnement statistique adapté à sa défi-
nition, que le décrément est un estimateur fonctionnel de la fonction de corrélation de la réponse
stationnaire et de sa dérivée.
Nous avons également montré, toujours sur la base d’un raisonnement statistique rigoureux,
pourquoi la méthode du décrément aléatoire fonctionne encore lorsque l’excitation est une im-
pulsion ou un train d’impulsions, donc ne satisfait pas l’hypoyhèse de stationnarité sur lesquelles
se basent les justifications connues de cette méthode, prouvant ainsi sa robustesse observée par
rapport à la nature des chargements.
Nous avons ensuite présenté quelque applications numériques qui nous ont permis de vé-
rifier la qualité attendue de l’algorithme du décrément, dans son rôle d’estimateur statistique
fonctionnel.
Enfin, nous avons explicité le lien entre le décrément aléatoire et les méthodes d’Ibrahim et
de réalisation stochastique, avec en perspective l’identification modale des structures. La figure
4.15 résume les principales étapes de la procédure d’identification issue de ces couplages.
Cette procédure et celle de la méthode de sous-espaces vont maintenant être testés sur deux
exemples réels : une poutre et un pont ferroviaire.
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Données d’entrées
N -suite {yk, k ∈ IN}
Décrément aléatoire
fonction scalaire ou vectorielle
du décrément : DaN(t)
Décrément déterministe
fonction vectorielle
du décrément : DdN(t)
Méthode de réalisation
stochastique
Méthode d’Ibrahim
Méthode Polyrefrence
Estimation des Paramètres
modaux :
fi, ξi et Φi
FIG. 4.15 – Processus d’estimation des paramètres modaux par la méthode du décrément ("d"
pour déterministe, "a" pour aléatoire).
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5.1 Introduction
Ce chapitre présente quelques applications pratiques de la méthode du décrément aléatoire
associée à la méthode d’Ibrahim et de la méthode des sous-espaces utilisant l’algorithme CVA
(cf. chapitre 3).
Les applications traitées concernent deux exemples étudiés dans le cadre du projet national
EDP :
• une poutre métallique grandeur réelle expérimentée au Laboratoire Central des Ponts et
Chaussées de Paris et testée sous deux types de chargement dynamique : une percussion
et une excitation aléatoire ponctuelle engendrée par un excitateur électrodynamique.
• un pont ferroviaire, le pont-rail PK 075+317 de la ligne à grande vitesse Paris Sud-Est,
instrumenté par la société SITES et testé en situation réelle, sous l’action de passages de
TGV.
Dans toute stratégie d’analyse modale expérimentale, une étape importante de la démarche
réside dans le prétraitement des données. Ce prétraitement est nécessaire, entre autres, lorsque
l’on veut disposer d’informations sur le contenu fréquentiel du signal expérimental. On est alors
conduit à effectuer une transformation de Fourier dans ce dernier.
Par ailleurs, la procédure d’identification fournit généralement pour chaque paramètre, non
pas une, mais tout un échantillon d’estimées pour lequel il convient ensuite de faire un traitement
statistique du second ordre afin de traduire l’estimation en termes de moyennes et écart-types.
Ainsi, pour la méthode des sous-espaces, l’échantillon provient de la construction du dia-
gramme de stabilisation. Celui-ci s’obtient, en effet, en faisant croître la taille n du modèle d’état
et en associant à chaque valeur de n les estimées obtenues pour les valeurs du paramètre modal,
et ce jusqu’à ce qu’un certain critère de stabilisation soit satisfait. Pour les applications présen-
tées ici, nous avons utilisé les critères suivants pour les fréquences fi, les taux d’amortissement
ξi et les vecteurs modaux Φi :∣∣∣f (n)i − f (n+1)i ∣∣∣
f
(n)
i
< 10−2 ;
∣∣∣ξ(n)i − ξ(n+1)i ∣∣∣
ξ
(n)
i
< 5.10−2 (5.1)
MACij(n, n+ 1) =
∣∣∣Φ(n)i ?Φ(n+1)j ∣∣∣2
(Φ
(n)
i
?
Φ
(n)
i )(Φ
(n+1)
j
?
Φ
(n+1)
j )
> 0.95 (5.2)
où f (n)i , ξ
(n)
i et Φ
(n)
i sont les i-èmes fréquence, taux d’amortissement et mode propre estimés à
partir du modèle d’état d’ordre n, (•)? désignant la transposée conjuguée.
Le MACij(n, n+1) (Modal Assurance Criterion) spécifie le degré de corrélation entre la i-
ème déformée modale du modèle d’état d’ordre n et la j-ème déformée modale du modèle d’état
d’ordre n + 1. On aura donc une corrélation d’autant meilleure que cette caractéristique sera
proche de 1. Notons qu’elle peut aussi être utilisée pour comparer les modes propres estimés à
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partir de deux méthodes d’estimation différentes. Employée avec deux échantillons différentes
de données expérimentales, elle peut également servir à détecter les endommagements via les
déformées modales.
Une fois le diagramme de stabilisation établi pour chaque paramètre modal, les moyennes
et écart-types des valeurs propres s’en déduisent par un traitement statistique élémentaire.
Dans le cas de la méthode du décrément couplée à la méthode d’Ibrahim, l’échantillon
provient également de la construction du diagramme de stabilisation. Mais la procédure de
construction est différente. Elle repose sur le fait que la méthode d’Ibrahim est appliquée à
chaque colonne de la fonction matricielle du décrément, permettant ainsi d’associer à chacune
d’elles, une estimée de la famille des valeurs propres du paramètre modal. D’où un échantillon
pour chacune de ces valeurs et par suite la possibilité de construire un diagramme de stabi-
lisation pour le paramètre, moyennant le choix d’un critère de stabilisation. Notons qu’un tel
échantillon peut aussi être construit en utilisant la technique des pseudo-mesures ([7, 5]). Pour
les applications, nous avons retenu les mêmes critères de stabilisation que ceux utilisés avec la
méthode des sous-espaces, c’est-à-dire les critères (5.1)-(5.2), mais dans lesquels n représente
cette fois l’indice de la colonne de la fonction matricielle du décrément.
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5.2 Étude d’une poutre métallique
5.2.1 Description de l’expérience
L’étude concerne une poutre métallique en acier de longueur 6 mètres et de section constante
en I, testée sur la plate-forme d’essais des structures du LCPC (figure 5.1). La section a pour
largeur et épaisseur de semelle 100mm et 8.5mm, respectivement, et pour hauteur et épaisseur
d’âme 200mm et 5.6mm respectivement. Les caractéristiques mécaniques de la poutre sont re-
sumées dans le tableau 5.1 ci-dessous.
Section Moment d’inertie Masse volumique Module d’élasticité
S = 28.48cm2 I = 1943cm4 ρ = 7800Kg.m−1 E = 2.105MPa
TAB. 5.1 – Caractéristiques mécaniques de la poutre.
Deux types d’excitation sont considérés :
• une excitation de type percussion réalisée à l’aide du marteau BK8202 muni d’une masse
additionnelle et d’une tête d’impact en caoutchouc,
• une excitation aléatoire ponctuelle générée par l’excitateur électrodynamique LDS, mo-
dèle V650.
Dans les deux cas le point d’excitation est situé à 2.40m de l’extrémité droite de la poutre (fi-
gure 5.3).
Pour les essais sous excitation percussionnelle deux types de conditions aux limites sont
considérés : appuis simples et blocage bilatéral. Les essais sous excitation aléatoire sont réalisés
quant à eux avec la condition de blocage bilatéral uniquement pour éviter tout décollement de
la poutre pendant les essais.
Les caractéristiques du materiel utilisé pour cette expérience sont données dans le rapport
de synthèse de l’opération de recherche : "Evaluation Dynamique des Ponts" [20].
Pour réaliser l’excitation aléatoire ponctuelle un accéléromètre piezoélectrique BK modèle
4507B est utilisé dans la boucle de pilotage. La densité spectrale de l’excitation aléatoire (de
type accélération) est représentée graphiquement sur la figure 5.2. La consigne de pilotage cor-
respond à une valeur efficace d’accélération constante entre 12 et 100Hz et égale à 2.57m/s2.
Les pentes des coupures basse et haute correspondent à 10dB par octave. On observe sur la
figure 5.2 que la consigne est respectée pour les basses fréquences mais pas pour les hautes.
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FIG. 5.1 – Photographie du banc d’essais
FIG. 5.2 – Densité spectrale de puissance de l’excitation aléatoire
Les mesures d’accélération ont été réalisées à l’aide de deux familles (ou setups) d’accélé-
romètres, celle de gauche, notée G et comprenant les accéléromètres A16 à A23, et celle de
droite,notée D, constituée des accéléromètres A9 à A16, soit au total 15 accéléromètres :
G = {A16, . . . , A23} ; D = {A9, . . . , A16}
Les accéléromètres A16 et A22 sont commun aux deux familles : A16 parce qu’il est situé
au point de mesure 8 qui est le point de référence, A22 parce qu’il est utilisé alternativement
aux points 2 et 14. En effet, ce capteur, initialement situé au point 2, sert aussi à mesurer le
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signal de sortie au point 14, le capteur A10 affecté à ce point s’étant révelé défaillant après
quelques essais. Il est donc alternativement déplacé au point 2 et au point 14 au cours de l’espé-
rience. La figure 5.3 montre le schéma d’essais. Les capteurs, disposés tous les 41.5mm, sont
des accéléromètres HBM/B12-500 conditionnés par le système Spyder. Le tableau 5.2 donne
le schèma d’enregistrement des fichiers de mesures (voies de mesures, points de mesures et
capteurs associés). Les paramètres d’échantillonnage sont précisés dans le tableau 5.3.
2.40m
6m
1     2      3      4     5      6      7      8     9
9    10    11    12    13    14    15    16  17
41.5mm
10mm
Excitation
Droite
G auche
FIG. 5.3 – Schéma de principe des essais
Voies de mesures Série gauche Série droite
Points Capteurs Points Capteurs
1 8 A16 15 A9
2 7 A17 14 A22
3 6 A18 13 A11
4 5 A19 12 A12
5 4 A20 11 A13
6 3 A21 10 A14
7 2 A22 9 A15
8 1 A23 8 A16
TAB. 5.2 – Structure des mesures d’accélération.
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Excitation
Fréquence Filtre anti- Taille de Nombre
d’échantillonnage repliement l’échantillon par d’enre-
(Hz) (Hz) enregistrement gistrements
Percussion 2400 300 20000 30
Aléatoire 2400 300 8000 80
TAB. 5.3 – Paramètres d’échantillonnage.
Pour la poutre sur appuis simples, la solution exacte en termes de fréquences et déformées
modales est connue analytiquement. Par exemple, les fréquences modales sont données par :
fk = k
2pi
2
√
EI
ρa4
où a est la longueur entre appuis.
Une approximation numérique de cette solution a été calculée à l’aide d’un modèle éléments
finis standard comprenant 15 éléments de poutre, avec amortissement proportionnel de Caughey
(figure 5.4). Comparée à la solution exacte, cette approximation s’est révélée d’excellente qua-
lité. Le tableau 5.4 illustre cette comparaison.
Pour la poutre avec blocage bilatéral, il n’a pas été possible de calculer la solution exacte,
ni même la solution numérique par éléments finis, car l’on ne disposait pas de suffisamment
d’information concernant les conditions d’appuis. C’est pourquoi le tableau 5.4 ne contient pas
ces résultats.
x
y
P(t)
a = 6m
b = 2,4m
FIG. 5.4 – Schéma éléments finis de la poutre (15 éléments, 16 noeuds, 2 ddl par noeud)
Afin d’évaluer l’incidence d’un endommagement structural sur les paramètres modaux du
comportement dynamique de la poutre, des jauges de déformation ont été collées sur cette der-
nière. Leur localisation est précisée sur la figure 5.5. Les mesures de déformation ont été réali-
sées avec les mêmes conditions d’échantillonnage que pour les mesures d’accélération.
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L’endommagement considéré correspond à deux entailles symétriques situées de part et
d’autre de la semelle inférieure de la poutre et réalisées à l’aide d’une scie (cf. figure 5.6).
Ce défaut simulé est situé à 2m de l’appui de droite et deux profondeurs d’entaille sont consi-
dérées : 5mm et 15mm.
Les résultats de cette expérience sont donnés et analysés dans le paragraphe 5.2.4.
FIG. 5.5 – Localisation des jauges de déformation
Profondeur d’entaille Profondeur d’entaille
100 mm
200 mm
FIG. 5.6 – Section entaillée
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5.2.2 Étude préliminaire
Pour une même configuration expérimentale (type d’excitation, type de condition d’appui)
plusieurs séries d’enregistrement sont effectués afin de vérifier la cohérence des mesures suc-
cessives. On dispose en tout de six fichiers de mesures : trois pour le setup de gauche G, trois
pour celui de droite D. Une façon simple de tester la cohérence des mesures, et que nous avons
utilisée pour cette application, est la suivante : pour chaque fichier de mesures, on somme les
spectres des signaux fournis par les capteurs ; on obtient ainsi six spectres-somme que l’on re-
présente sur un même graphe. Si les mesures sont cohérentes, ces spectres-somme doivent être
très proches les uns des autres et donner une image très nette de la signature spectrale de la
réponse. Dans le cas contraire, on peut émettre des doutes quant à la représentativité et la cohé-
rence globale des mesures.
Précisons ce que l’on entend par spectre ici. Pour le signal résultant de l’excitation percus-
sionnelle, il s’agit tout simplement du module de la transformée de Fourier de ce dernier. Pour
le signal issu de l’excitation aléatoire, il s’agit de la densité spectrale de puissance (DSP) esti-
mée à partir de ce signal en utilisant un estimateur standard de la DSP. Nous avons utilisé, pour
notre part, l’estimateur de Welch avec fenêtre filtrante de Hamming [66]. Les résultats obtenus
sont représentés sur les figures 5.7, 5.8 et 5.9. Ils correspondent à trois configurations expéri-
mentales : excitation percussionnelle et appuis simples ; excitation percussionnelle et blocage
bilatéral ; excitation aléatoire et blocage bilatéral.
On peut observer que les tests sont satisfaisants pour les deux premières configurations. Par
contre, il ne le sont pas pour la troisième. C’est pourquoi, dans la suite de ce travail, nous ne
considèrerons plus cette configuration expérimentale, trop sujette à caution quant à la qualité
des mesures qui la concernent.
Notons que ces tests permettent d’estimer grossièrement les fréquences dominantes du com-
portement vibratoire de la poutre, ce qui est d’un intérêt pratique évident.
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FIG. 5.7 – Test de cohérence des mesures : excitation percussionnelle, appuis simples.
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FIG. 5.8 – Test de cohérence des mesures : excitation percussionnelle, blocage bilatéral.
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FIG. 5.9 – Test de cohérence des mesures : excitation aléatoire, blocage bilatéral.
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5.2.3 Identification modale
L’identification des caractéristiques modales du comportement dynamique de la poutre est
réalisée par la méthode des sous-espaces basée sur l’algorithme CVA (cf. chapitre 3) et par la
méthode du décrément couplée à la méthode d’Ibrahim (cf. chapitre 4). Les résultats des études
de répétabilité montrent qu’il n’est pas nécessaire de procéder à l’identification avec plusieurs
fichiers de mesures. Un seul fichier suffit, que nous choisissons au hasard dans l’ensemble des
fichiers disponibles.
La poutre considérée ici est celle sur appuis simples soumise à l’excitation percussionnelle
et pour cette poutre, nous nous intéressons aux trois premiers modes propres.
L’identification par la méthode des sous-espaces est réalisée avec les paramètres suivants :
• taille de l’échantillon de mesures fourni par chaque capteur : N = 4000 ;
• pas de temps : ∆t = (2400)−1s ;
• nombre de capteurs : l = 8 ;
• valeur du paramètre i de durée de mémoire : i = 40.
Les paramètres modaux sont déterminés à l’aide de la technique du diagramme de stabilisation.
A titre d’illustration, le diagramme de stabilisation obtenu pour les fréquences modales et son
histogramme des fréquences asssocié sont représentés sur les figures 5.10 et 5.12(a).
Pour l’identification par la méthode du décrément couplée à la méthode d’Ibrahim, nous
utilisons toutes les données disponibles et optons pour la version de cette procédure utilisant la
méthode vectorielle du décrément avec pour condition de déclenchement celle du point positif,
avec ai1 = 0.5σYi et a
i
2 = +∞. L’identification est menée avec les paramètres suivants :
• taille d’échantillon du décrément : M = 300 ;
• pas de temps : ∆t = (2400)−1s ;
• nombre de réalisations utilisées pour la construction du diagramme de stabilisation : 40
(réalisations obtenues par la technique des pseudo-mesures).
Les critères de stabilisation sont identiques à ceux utilisés dans la méthode des sous-espaces.
Le diagramme de stabilisation des fréquences modales obtenu à partir de cette méthode et
son histogramme des fréquences associé sont représentés sur les figures 5.11 et 5.12(b).
Les trois premières fréquences modales identifiées par les deux méthodes et leurs amortis-
sements associés sont repertoriés dans le tableau 5.4.
Le tableau 5.5 donne quant à lui les coefficients MAC relatifs aux modes de même ordre
identifiés par les deux méthodes.
Enfin, les figures 5.13 et 5.14 comparent, pour les deux situations expérimentales consi-
dérées (appuis simples / excitation percussionnelle et blocage bilatéral / excitation percussion-
nelle), les déformées modales identifiées par les deux méthodes. Dans le cas de la condition
d’appuis simples (figure 5.13) ces déformées sont également comparées à la solution éléments
finis.
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(a) diagramme de stabilisation – partie gauche
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(b) diagramme de stabilisation – partie droite
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FIG. 5.10 – Diagramme de stabilisation des fréquences. • : modes instables ; + : modes stables
en fréquence ; ∗ : modes stables en fréquence et en amortissement ; ◦ : modes stables en fré-
quence et en vecteurs propres ; ⊕ : modes stables en fréquence, en amortissement et en défor-
mées modales.
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(b) diagramme de stabilisation – partie droite
Méthode vectorielle du décrément + Méthode d’Ibrahim
(excitation percussionnelle, appuis simples)
FIG. 5.11 – Diagramme de stabilisation des fréquences. • : modes instables ; + : modes stables
en fréquence ; ∗ : modes stables en fréquence et en amortissement ; ◦ : modes stables en fré-
quence et en vecteurs propres ; ⊕ : modes stables en fréquence, en amortissement et en défor-
mées modales.
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(a) Méthode des sous-espaces
(excitation percussionnelle, appuis simples)
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(b) Méthode vectorielle du décrément + Méthode d’Ibrahim
(excitation percussionnelle, appuis simples)
FIG. 5.12 – Histogramme des fréquences
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Excitation percussionnelle, appuis simples
Fréquences (Hz)
Mode 1 Mode 2 Mode 3
f¯ σf f¯ σf f¯ σf
Solution exacte 18.17 - 72.68 - 163.53 -
Éléments Finis 18.17 - 72.68 - 163.53 -
Sous-espaces 18.21 < 10−2 70.30 0.01 150.98 0.08
Décrément aléatoire +
Ibrahim 18.21 0.05 70.38 0.05 150.89 0.31
Amortissements(%)
Mode 1 Mode 2 Mode 3
ξ¯ σξ ξ¯ σξ ξ¯ σξ
Sous-espaces 0.31 < 10−2 0.40 < 10−2 0.38 < 10−2
Décrément aléatoire +
Ibrahim 0.55 0.20 0.53 0.08 0.71 0.16
Excitation percussionnelle, blocage bilatéral
Fréquences (Hz)
Mode 1 Mode 2 Mode 3
f¯ σf f¯ σf f¯ σf
Sous-espaces 18.76 < 10−2 68.79 0.17 157.42 0.06
Décrément aléatoire +
Ibrahim 18.64 0.08 67.90 1.00 156.85 0.77
Amortissements(%)
Mode 1 Mode 2 Mode 3
ξ¯ σξ ξ¯ σξ ξ¯ σξ
Sous-espaces 0.66 0.06 1.40 0.64 0.70 0.11
Décrément aléatoire +
Ibrahim 1.43 0.36 1.43 0.63 1.56 0.45
TAB. 5.4 – Comparaison des trois premières fréquences modales et des amortissements corres-
pondants (f¯ : moyenne ; σf : écart-type)
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FIG. 5.13 – Comparaison des trois premières déformées modales. Excitation percussionnelle et
appuis simples. — : MEF, ?−− : MVD, ◦ − − : MSE
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FIG. 5.14 – Comparaison des trois premières déformées modales. Excitation percussionnelle et
blocage bilatéral. − ?− : MVD, − ◦ − : MSE
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Excitation percussionnelle, appuis simples
Mode 1 Mode 2 Mode 3
MSE-MEF 0.998 0.994 0.910
MVD-MEF 0.998 0.994 0.910
MVD-MSE 1.000 1.000 1.000
Excitation percussionnelle, blocage bilatéral
Mode 1 Mode 2 Mode 3
MVD-MSE 1.000 0.995 0.999
TAB. 5.5 – Coefficients MAC. MEF : méthode des éléments finis, MSE : méthode des sous-
espaces, MVD : méthode vectorielle du décrément.
Les résultats obtenus appellent les remarques suivantes :
• Les diagrammes de stabilisation et les histogrammes des fréquences relatifs à la méthode
des sous-espaces et à la méthode vectorielle du décrément associée à la méthode d’Ibra-
him montrent une identification stable et une nette discrimination entre les fréquences
(cf. figures 5.10, 5.11, 5.12). Les trois premières fréquences propres peuvent ainsi être
clairement identifiées.
• Les résultats du tableau 5.4 montrent que les deux méthodes ont des performances com-
parables vis-à-vis de l’estimation des fréquences modales. Ceci est moins vrai pour les
amortissements modaux pour lesquels on observe des différences significatives. On re-
trouve là la difficulté bien connue liée à l’estimation de ce type de paramètre et qui peut
s’expliquer par une modélisation incorrecte de l’amortissement. On peut sans doute aussi
attribuer à un défaut de modélisation mécanique et/ou à une réalisation imparfaite des
conditions d’appuis l’écart observé entre les fréquences estimées par les deux méthodes
et celles issues du calcul éléments finis.
• Les figures 5.13 et 5.14 montrent un accord très satisfaisant entre les déformées modales
fournis par les deux méthodes d’estimation et la méthode des éléments finis. Cet accord
est confirmé par les coefficients MAC du tableau 5.5 quasiment tous supérieur à 95%. On
notera que le défaut localisé d’identification observé sur les trois modes de la figure 5.13
résulte d’une défaillance de deux capteurs.
5.2.4 Sensibilité des paramètres modaux à un endommagement localisé
L’objectif est de tester la sensibilité des fréquences, amortissements et déformées propres
à la variation d’une caractéristique mécanique : la rigidité, induite par un endommagement lo-
calisé provoqué : la réduction de l’aire d’une section par sciage de la semelle au droit de cette
section. Bien entendu, il ne s’agit pas ici de contester les indicateurs usuels [5]. Nous cherchons
simplement à quantifier l’effet d’une telle modification sur les paramètres modaux afin de vé-
rifier l’affirmation courante selon laquelle ces paramètres sont peu sensibles aux modifications
des caractéristiques mécaniques.
La poutre considérée est celle avec blocage bilatéral et excitation percusionnelle.La section
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endommagée est située à 2m de l’appui droite. Les paramètres modaux sont identifiés en utili-
sant la méthode des sous-espaces. Les tableaux 5.6 et 5.7 résument les résultats obtenus pour les
fréquences et amortissements. Ces résultats sont constitués, pour chacun des endommagements
considérés (i.e. des profondeurs d’entaille), des valeurs estimées de ces paramètres modaux
ainsi que de leur variation par rapport à leurs valeurs identifiées en situation intègre (i.e. poutre
non entaillée). Les variations sur les déformées modales sont mesurées à l’aide du coefficient
MAC. Les valeurs obtenues pour ce dernier sont résumées dans le tableau 5.8.
Ces divers résultats appellent quelques remarques :
1- On observe que l’incidence des deux endommagements sur les fréquences est très faible
(variation inférieure à 4%).
2- Ce fait est confirmé par les valeurs du coefficient MAC, très proches de 1 dans tous les
cas.
3- Seuls les amortissements présentent des variations significatives, et ce pour les deux en-
dommagements. Toutefois, compte tenu d’une modélisation probablement trop simplifiée
des amortissements, ce résultat, doit être considéré avec prudence.
En définitive, on retiendra que, pour cet exemple, les fréquences et déformées modales ne sont
pas des indicateurs d’endommagement pertinents, confirmant ainsi une conclusion unanime-
ment admise au sein de la communauté des spécialistes de l’dentification structurale.
Fréquences (Hz)
Mode 1 Mode 2 Mode 3
Ip
e0
f¯ 18.76 68.55 157.47
σf 0.01 0.30 0.04
Ip
e2 f¯ 18.46 66.85 157.72
σf 0.08 0.13 0.80
Ecart(%) 1.60 2.48 0.16
Ip
e4 f¯ 18.63 66.32 156.82
σf 0.01 0.02 0.02
Ecart(%) 0.69 3.25 0.41
TAB. 5.6 – Variation des fréquences pour deux profondeurs d’entaille. Ipe0 : poutre intègre,
Ipe2 : entaille de 5 mm, Ipe4 : entaille de 15 mm. (f¯ : moyenne ; σf : écart-type).
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Amortissement (%)
Mode 1 Mode 2 Mode 3
Ip
e0
ξ¯ 0.64 2.61 0.62
σξ 0.04 1.84 0.03
Ip
e2 ξ¯ 2.06 0.67 1.13
σξ 0.51 0.11 0.52
Ecart (%) 221 74 82
Ip
e4 ξ¯ 0.81 0.42 0.58
σξ 0.02 0.02 0.05
Ecart (%) 26 83 6.45
TAB. 5.7 – Variation des amortissements pour deux profondeurs d’entaille. Ipe0 : poutre intègre,
Ipe2 : entaille de 5 mm, Ipe4 : entaille de 15 mm. (f¯ : moyenne ; σf : écart-type).
Excitation percussionnelle, blocage bilatéral
Mode 1 Mode 2 Mode 3
Ipe0-Ipe2 0.999 0.986 0.997
Ipe0-Ipe4 0.999 0.980 0.996
Ipe2-Ipe4 1.000 0.999 0.999
TAB. 5.8 – Coefficients MAC relatifs aux deux profondeurs d’entaille. Ipe0 : poutre intègre,
Ipe2 : entaille de 5 mm, Ipe4 : entaille de 15 mm.
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5.3 Étude d’un pont-rail SNCF
Il s’agit du pont-rail PK 075+317 franchissant la route départementale 939 entre les com-
munes de Sens et de Soucy, dans l’Yonne (figure 5.15). Ce pont fait partie des structures étudiées
dans le cadre du projet national Evaluation Dynamique des Ponts dans lequel est impliquée le
LaMI et qui est à l’origine de ce travail de thèse. Pour bien situer les choses, rappelons que ce
pont-rail avait été choisi avec un double objectif : d’une part, évaluer l’incidence de variations
des conditions environnementales sur les caractéristiques modales à partir de mesures ponc-
tuelles à différentes périodes de l’année, d’autre part caractériser et quantifier in situ les amé-
liorations apportées par le resserrage des bielles sur le comportement dynamique de l’ouvrage.
Concernant ce dernier point, il faut savoir que le pont considéré est un ouvrage à poutrelles en-
robées de la ligne grande vitesse Paris Sud-Est, que cet ouvrage a été renforcé par un système de
bielles pour satisfaire aux exigences de la SNCF et qu’il devait faire l’objet, au cours du projet,
d’une procédure de "rigidification" par resserrage des bielles. La signature spectrale du système
formé par le pont et l’excitation engendrée par le passage d’un TGV montre, en effet, que la
fréquence d’excitation est proche de la première fréquence propre du pont. Il en résulte des
risques de résonance importants et d’autant plus accrus que le rechargement en ballast apporte
toujours des masses additionnelles qui tendent à faire dimunuer les fréquences du pont et par
suite à rapprocher encore sa première fréquence propre de la fréquence d’excitation. La SNCF a
donc mis en place un système de bielles (encore appelées béquilles) aux extrémités de l’ouvrage
(figure 5.16) qui sont resserrées par clé dynamométrique. Ce resserrage apporte une rigidifica-
tion à l’ouvrage, donc augmente ses fréquences propres, permettant ainsi d’éviter la résonance.
FIG. 5.15 – Vue d’ensemble du pont-rail et indication des sens de circulation
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FIG. 5.16 – Vue des tabliers et des bielles (ou béquilles) du pont-rail
Les résultats présentés ici concernent deux applications des méthodes précédentes (sous-
espaces, décrément + méthode d’Ibrahim) à cet ouvrage :
1- l’identification de ses caractéristiques modales à une période spécifiée de l’année (l’ana-
lyse de l’impact de variations de conditions environnementales sur ces caractéristiques
n’est pas considérée ici) ;
2- l’évaluation de l’incidence du resserrage des bielles de rigidification sur ces caractéris-
tiques.
5.3.1 Instrumentation
L’instrumentation a été réalisée sur la voie 1 de l’ouvrage uniquement, qui est la voie où cir-
culent les trains venant de Paris, car, contrairement à la voie 2, elle n’est pas équipée d’un tapis
antivibratile. Les détails de cette instrumentation et les conditions d’intervention par la société
SITES et la SNCF sont consignés dans les références [26, 27]. Nous nous contentons ici de
rappeler quelques éléments de cette instrumentation, utiles à la compréhension de l’expérience.
Elle comporte en tout dix-sept capteurs positionnés sur la voie 1 et répartis comme suit (fi-
gure 5.17) :
• 8 accéléromètres verticaux (i.e. selon Z) : a2, a3, a4, a5, a6, a8, a9, a11, sous le tablier ;
• 2 accéléromètres horizontaux : a1 (selon Y), a7 (selon X), sous le tablier ;
• 3 capteurs de déplacement vertical : d1, d2, d3, entre l’acrotère et le tablier ;
• 2 capteurs de température : t1, t2, respectivement au-dessous et au-dessus de l’acrotère ;
• 2 ponts Q : Q1, Q2, sur le tablier, destinés à mesurer les charges sur essieux à l’entrée
(Q1) et à la sortie (Q2) de l’ouvrage.
Le support de chaque capteur est à la fois collé et maintenu mécaniquement à l’aide d’un
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montage permettant le réglage de l’orientation du capteur. Les supports, les câbles et le boitier
de raccordement restent en poste fixe sur l’ouvrage tandis que les capteurs, à l’exception des
ponts Q et de la chaîne d’acquisition, sont installés puis démontés lors de chaque campagne de
mesures.
Pour les capteurs de déplacement, le support est fixé à l’acrotère et le capteur mesure le
déplacement relatif entre ce dernier, supposé fixe, et le tablier.
Pour les accéléromètres, le support est fixé sous le tablier au niveau des poutrelles.
Les capteurs de déplacement et les accéléromètres sont reliés (par l’intermédiaire de câbles
cheminant sous le tablier) à un boitier de raccordement fixé à environ 3m du sol sur un mur de
front, depuis lequel est installée la chaîne d’acquisition. Les câbles des ponts Q, préalablement
installés par la SNCF, arrivent à proximité du boitier de raccordement mais ne sont pas reliés à
ce dernier. L’acquisition de la température est réalisée indépendamment des autres mesures.
FIG. 5.17 – Position des capteurs sous le tablier
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5.3.2 Traitement des données
La source d’excitation du tablier de la voie 1 est le passage des TGV commerciaux. A titre
d’exemple, le nombre de passages enregistrés sur cette voie le 24 juin 2003, entre 10h57 et
14h57, est de 15 et il est de 14 le 25 juin 2003, entre 10h47 et 17h54. Pour plus de détails, nous
renvoyons le lecteur au rapport d’étude R 03 PS 16355 établi dans le cadre du projet EDP.
Chaque fichier d’enregistrement contient 16 colonnes de données au format ASCII sépa-
rées par une tabulation. La structure de ces fichiers est synthétisée dans le tableau 5.9. Le pas
d’échantillonnage est de 0.244 ms (≈ 1/4096). Ce sont essentiellement les capteurs accélé-
rométriques qui ont été utilisés dans l’analyse qui suit. Les ponts Q ont cependant permis de
discriminer la fréquence d’excitation liée au passage du TGV. En effet, le décalage de temps
entre les premiers pics de la réponse des ponts Q1 et Q2 permet d’obtenir la vitesse du TGV,
qui reste approximativement constante (ce qui justifie la répétabilité des essais). Par exemple,
les premiers pics sont décalés en moyenne de 0.223s, ce qui donne une vitesse de passage
de 17.50/0.223 = 78.47ms−1 environ, où 17.50m est la distance entre les points Q1 et Q2.
Connaissant la distance entre bogies (18.70m), on en déduit une estimation de la fréquence
fondamentale d’excitation du TGV : 78.47/18.70 ' 4.20Hz. Cette fréquence correspond ap-
proximativement aux pics observés sur l’ensemble des spectres des signaux (la fréquence d’ex-
citation observée sur ces spectres est en fait de l’ordre de 4.40Hz).
Disposant dse nombreux enregistrements sur une courte période de temps (quelques jours),
chacun associé à un passage de TGV, nous avons testé la cohérence de ces données par une
étude de répétabilité. A titre d’illustration, la figure 5.18 représente les résultats obtenus pour
six fichiers de données. A chacun d’eux est associée la somme des spectres des signaux fournis
par l’ensemble des capteurs et les graphes obtenus sont comparés. De cette comparaison, on
peut conclure à une bonne répétabilité (chaque fichier détectant approximativement les mêmes
pics de fréquence). D’autres fichiers ayant été testés avec le même succès, nous nous sommes
limité à l’emploi d’un seul d’entre eux (pris au hasard parmi les autres) pour effectuer l’identi-
fication modale.
Notons que cette étude nous a permis d’obtenir une estimation grossière des fréquences
modales. Nous intéressant aux quatres premières d’entre elles, nous avons ainsi pu limiter leur
recherche aux quatre bandes suivantes : [5, 6]Hz, [8, 10]Hz, [12, 14]Hz, [16, 18]Hz.
Observons par ailleurs que dans l’ensemble des pics de fréquence observés sur le spectre
d’un signal de sortie se trouve nécessairement celui (ou ceux) de l’excitation. Il convient alors
de le(s) détecter. Nous avons vu plus haut une façon simple d’estimer la fréquence fondamentale
d’excitation en utilisant les informations fournies par les ponts Q1 et Q2. On peut également y
parvenir en isolant dans le signal temporel la partie due à l’excitation seule. A titre d’exemple,
considérons le signal fourni par le capteur a9 et résultant du passage du TGV 8A. Ce signal est
représenté sur la figure 5.19 (a) et on y décèle deux parties distinctes : la partie 1 due au passage
du TGV et la partie 2 relative à la réponse libre du pont après passage du TGV. La figure 5.19 (b)
représente les spectres de ces deux parties. L’examen de celui de la partie 1 fait clairement ap-
paraître une première fréquence propre aux alentours de 4.40Hz. C’est la fréquence cherchée et
on peut constater qu’elle est assez proche de la première fréquence propre du pont (≈ 5.65Hz),
justifiant ainsi l’opération de resserrage des bielles de rigidification.
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N◦ colonne capteur Type Unité
1 - temps au format HP s
2 a1 accélération g
3 a2 accélération g
4 a3 accélération g
5 a4 accélération g
6 a5 accélération g
7 a6 accélération g
8 a7 accélération g
9 a8 accélération g
10 a9 accélération g
11 d1 déplacement mm
12 d2 déplacement mm
13 d3 déplacement mm
14 a11 accélération g
15 Q1 charge de roue T
16 Q2 charge de roue T
TAB. 5.9 – Structure des fichiers d’enregistrement
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FIG. 5.18 – Graphes correspondants, pour chaque fichier, à la somme des spectres des signaux
enregistrés par tous les capteurs.
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FIG. 5.19 – (a) signal temporel mesuré par le capteur a9 lors du passage de TGV 8A et (b)
spectres de ses parties forcée (1) et libre (2).
5.3.3 Identification modale
Pour effectuer cette étude, seules les mesures fournies par les accéléromètres verticaux ont
été utilisées. Ces signaux ont été préalablement filtrés à l’aide d’un filtre passe-bande de But-
terworth. L’identification a été effectuée au moyen de la méthode des sous-espaces et de la
méthode vectorielle du décrément couplée à la méthode d’Ibrahim.
Pour les paramètres de la méthode des sous-espaces, nous avons retenu les valeurs suivantes :
• taille de l’échantillon trajectoriel : N = 4000 ;
• nombre de capteurs : l = 8 ;
• paramètre de durée de mémoire : i = 40.
Pour la construction du diagramme de stabilisation en fréquence, nous avons fait varier
l’ordre n du système de 10 à 60 par pas de 2.
Les valeurs moyennes et écarts-types obtenus pour les fréquences et taux d’amortissemnt
sont résumés dans les tableaux 5.10 et 5.11. Les déformées propres correspondantes sont repré-
sentées sur la figure 5.20 (a).
Pour la méthode vectorielle du décrément, les paramètres ont étés fixés aux valeurs suivantes :
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• taille de l’échantillon du décrément : M = 4000 ;
• condition de déclenchement : celle du point positif avec a1 = 0.5σY et a2 = +∞ ;
• décalage pour les pseudo-mesures de k = 2 à k = 20.
Les diagrammes de stabilisation des fréquences et amortissements ont été établis en suivant la
procédure classique relative au décrément vectoriel.
Les valeurs moyennes et écarts-types obtenus pour les fréquences et taux d’amortissement
sont répertoriés dans les tableaux 5.10 et 5.11 et comparés à leurs homologues issus de la mé-
thode des sous-espaces. Les déformées propres correspondantes sont représentées sur la figure
5.20 (b).
L’examen de ces divers résultats montre que les deux méthodes fournissent des estimées
comparables pour les fréquences et les déformées modales, mais que ces estimées sont moins
proches pour les amortissements, notamment celles relatives aux modes 1 et 4. On retrouve là
l’éternel problème de l’identification des amortissements et on peut avancer les mêmes argu-
ments que dans le cas de la poutre pour le justifier.
On peut aussi observer que la méthode des sous-espaces surestime les amortissements. On se
gardera toutefois d’ériger ce résultat en règle générale car d’une part il concerne un seul exemple
et d’autre part il est trop sujet à caution du fait de l’incertitude qui plane sur la modélisation de
l’amortissement.
Fréquences
Sous-espaces Décrément + Ibrahim Ecart
f¯ (Hz) σf (Hz) f¯ (Hz) σf (Hz) ∆f¯(%)
Mode 1 5.5 0.1 5.8 < 10−2 5.5
Mode 2 8.8 0.4 8.7 0.3 1.1
Mode 3 12.8 0.2 13.1 < 10−2 2.3
Mode 4 17.1 0.2 17.0 < 10−2 0.6
TAB. 5.10 – Fréquences propres identifiées (f¯ = moyenne ; σf = écart-type).
Taux d’amortissement
Sous-espaces Décrément + Ibrahim Ecart
ξ¯(%) σξ(%) ξ¯(%) σξ(%) ∆ξ¯(%)
Mode 1 5.6 1.4 2.9 0.1 48.2
Mode 2 7.5 1.8 6.3 1.2 16.0
Mode 3 4.8 1.4 4.8 0.2 0.0
Mode 4 2.5 1.1 0.4 0.02 84.0
TAB. 5.11 – Taux d’amortissement identifiés (ξ¯ = moyenne ; σξ = écart-type).
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Mode 1 : Flexion Mode 1 : Flexion
Mode 2 : Flexion-torsion Mode 2 : Flexion-torsion
Mode 3 : Torsion Mode 3 : Torsion
Mode 4 : Flexion-torsion Mode 4 : Flexion-torsion
(a) Sous-espaces (b) Décrément + Ibrahim
FIG. 5.20 – Déformées modales identifiées.
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5.3.4 Incidence du resserrage des bielles sur les caractéristiques modales
L’opération de resserrage des bielles s’est déroulée le 25 juin 2003 et a été effectuée en
quatre étapes successives (cf. figures 5.16 et 5.17 pour la numérotation des bielles) :
• étape 1 : resserrage des bielles B1, B2, B3, B4 ;
• étape 2 : resserrage des bielles B5, B6, B7 ;
• étape 3 : resserrage des bielles B8, B9, B10, B11 ;
• étape 4 : resserrage des bielles B12, B13, B14.
A la fin de chaque étape un nouvel état de rigidification est ainsi atteint. Nous noterons état i
(i = 1, 2, 3, 4), l’état atteint à la fin de l’étape i et état 0, l’état de référence, avant resserrage des
bielles.
L’étude de l’incidence de ces changements successifs d’état sur les caractéristiques modales
a été menée à l’aide de la méthode du décrément couplée à la méthode d’Ibrahim.
Les tableaux 5.12 et 5.13 résument les résultats obtenus pour les fréquences et amortisse-
ments modaux. Les modifications des déformées modales sont jugées à travers les coefficients
MAC calculés, pour chaque mode, entre l’état 0 de référence et les états 1, 2, 3 et 4 successive-
ment. De même, les variations des fréquences et des amortissements indiquées dans les tableaux
5.12 et 5.13 représentent les écarts relatifs absolus entre les valeurs identifiées de ces paramètres
dans l’état 0 et leurs valeurs correspondantes dans les états 1, 2, 3 et 4.
Ces divers résultats appellent quelques remarques :
Tout d’abord, on constate que la fréquence fondamentale (celle du mode 1) croît significa-
tivement avec le resserrage et s’éloigne donc de la fréquence d’excitation qui vaut 4.41Hz. La
solution du resserrage des bielles est donc pertinente vis-à-vis du problème de résonance.
D’une manière générale, on observe une augmentation des fréquences entre les états 1 et 4
pour les modes 1, 3 et 4 avec cependant une légère dimunition lors du serrage amenant à l’état
1 pour le mode 3 et aux états 2 et 3 pour le mode 4. Quant au mode 2, hormis une augmen-
tation de sa fréquence dans le passage de l’état 0 à l’état 1, il voit cette dernière stagner (état
2) ou diminuer (état 3 et 4) selon une règle difficile à expliquer. Ce constat corrobore celui fait
dans la référence [6]. Enfin, pour ce qui est de l’amortissement, il varie avec le resserrage selon
une règle assez anarchique qu’il serait hasardeux de vouloir expliquer mais qui résulte proba-
blement, ici aussi, du caractère très incertain de la modélisation mécanique adoptée pour cette
caractéristique.
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Fréquences (Hz)
Mode 1 Mode 2 Mode 3 Mode 4
Et
at
0
f¯ 5.8 8.7 13.1 17.00
σf < 10
−2 0.3 < 10−2 < 10−2
Et
at
1
f¯ 6.2 8.9 12.9 17.5
σf < 10
−2 0.02 0.1 0.03
Ecart(%) 6.9 2.3 1.5 2.9
Et
at
2
f¯ 6.6 8.7 13.6 16.3
σf < 10
−2 0.02 0.04 0.02
Ecart(%) 13.8 0.0 3.8 4.1
Et
at
3
f¯ 6.4 8.1 14.0 16.8
σf < 10
−2 < 10−2 0.03 < 10−2
Ecart(%) 10.3 6.9 6.9 1.2
Et
at
4
f¯ 6.7 8.4 13.5 17.5
σf < 10
−2 < 10−2 0.01 < 10−2
Ecart(%) 15.5 3.4 3.1 2.9
TAB. 5.12 – Incidence du serrage des bielles sur les fréquences modales estimées (f¯ =
moyenne ; σf = écart-type).
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Taux d’amortissement(%)
Mode 1 Mode 2 Mode 3 Mode 4
Et
at
0
ξ¯ 2.9 6.3 4.8 0.4
σξ 0.1 1.2 0.2 0.02
Et
at
1
ξ¯ 5.0 8.1 3.2 2.3
σξ 0.1 0.3 0.3 0.1
Ecart(%) 72.4 28.6 33.3 475.0
Et
at
2
ξ¯ 5.8 1.3 1.6 1.7
σξ 0.3 0.1 0.02 0.1
Ecart(%) 100.0 79.4 66.7 325.0
Et
at
3
ξ¯ 3.2 1.2 0.4 1.1
σξ 0.03 0.2 0.1 0.03
Ecart(%) 10.3 81.0 91.7 175.0
Et
at
4
ξ¯ 4.2 0.7 0.2 1.2
σξ 0.03 0.1 0.1 < 10−2
Ecart(%) 44.8 88.9 95.8 200.0
TAB. 5.13 – Incidence du serrage des bielles sur les amortissements modaux (ξ¯ = moyenne ;
σξ = écart-type).
Mode 1 Mode 2 Mode 3 Mode 4
Etat 0 – Etat 1 99.1 48.5 93.5 90.8
Etat 0 – Etat 2 98.8 68.5 94.6 97.5
Etat 0 – Etat 3 98.3 21.4 99.3 99.1
Etat 0 – Etat 4 98.3 17.9 99.1 94.9
TAB. 5.14 – Incidence du serrage des bielles sur les coefficients MAC entre l’état de référence
et les divers états de serrage.
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5.4 Conclusion
Nous venons d’appliquer les deux méthodes étudiées dans ce travail, à savoir la méthode
des sous-espaces basée sur l’algorithme CVA et la méthode du décrément aléatoire couplée à
la méthode d’Ibrahim, à deux exemples réels : une poutre testée en laboratoire et un pont-rail
expérimenté in situ.
Ces applications nous ont conduit à identifier les paramètres modaux de ces structures, ce
qui était l’objectif premier de l’expérimentation numérique, mais également à mener quelques
analyses plus spécifiques, comme l’étude de l’impact sur les caractéristiques modales d’une re-
duction de section localisée (poutre) ou du resserrage de bielles de rigidification (pont-rail).
Au delà des résultats de ces analyses, qui n’étaient finalement qu’un prétexte à l’expérimen-
tation des méthodes en dehors du contexte académique, on retiendra l’aptitude de ces dernières
à satisfaire à l’objectif visé (l’identification modale) en situation réelle, ainsi que l’équivalence
de leurs performances vis-à-vis de cet objectif.
Ces applications ont clairement mis en évidence la difficulté d’identifier l’amortissement,
probablement en raison d’une modélisation inadéquate de ce paramètre. Mais la recherche d’une
modélisation réaliste des effets dissipatifs est un problème en soi, qui sort largement du cadre
de ce travail.
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Conclusion générale
Le travail présenté dans cette thèse s’inscrit dans le cadre d’un axe de recherche commun
de deux laboratoires de l’Université Blaise Pascal (le LaMI-Laboratoire de Mécanique et In-
génieries et le LM-Laboratoire de Mathématiques), né de l’implication en 2001 de ces deux
laboratoires dans le projet national EDP-Evaluation Dynamique des Ponts, piloté par le LCPC.
Cet axe de recherche concerne l’analyse théorique et la mise en oeuvre numérique d’outils
algorithmiques destinés à l’identification des paramètres modaux de structures sous sollicita-
tions dynamiques ambiantes aléatoires, et le projet de thèse a été bâti autour de deux outils
réputés pour leur pertinence dans ce domaine : les méthodes de sous-espaces et la méthode du
décrément aléatoire.
Rappelons que le problème sous-jacent est l’estimation des paramètres modaux d’une struc-
ture dont la dynamique est supposée modélisable par celle d’un oscillateur linéaire vectoriel
stochastique, avec pour seule donnée une trajectoire expérimentale de la réponse stationnaire.
Après avoir formulé le problème, effectué une étude bibliographique ciblée sur les outils
adaptés à sa résolution et expliqué les raisons de notre choix par les deux outils retenus, nous
avons entrepris le travail d’analyse de ces derniers, conformément à l’objectif visé.
L’apport de notre contribution est double.
D’une part, considérant les méthodes de sous-espaces, qui sont actuellement très utilisées,
nous en avons fait une présentation détaillée afin de bien cerner leurs limites et de lever quelques
ambiguïtés sur certains aspects.
D’autre part, et c’est le coeur du travail, nous avons fourni une analyse complète de l’ap-
proche par l’algorithme du décrément aléatoire. En adaptant au problème posé des résultats
récents (P. Bernard et L. Lei), nous avons calculé la limite asymptotique du décrément, tel qu’il
est implémenté en temps discret, lorsque la longueur de l’observation tend vers l’infini. Puis,
nous avons calculé la limite lorsque le pas tend vers zéro, ce qui conduit à des résultats plus
simples et utilisables en pratique. Cette étude permet de trancher une question restée obscure
dans la littérature consacrée au décrément : le résultat du décrément ne coïncide pas toujours
avec l’espérance conditionnelle sachant un franchissement de niveau à un instant déterministe
donné. En fait, nous avons montré qu’il y avait bien, pour un processus gaussien stationnaire
ergodique centré, coïncidence dans le cas du franchissement simple d’un niveau ainsi que dans
celui de la condition du point positif, mais qu’il en était autrement dans le cas du franchissement
en croissant. Les raisons de cette différence, qui conduit à un biais de l’estimateur par espérance
conditionnelle tel qu’il a été proposé par Vandiver et ses co-auteurs ou par Asmussen, ont été
analysées avec précision et les résultats testés numériquement, ce qui ne laisse aucun doute sur
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leur validité. Par ailleurs, nous avons montré pourquoi l’algorithme du décrément aléatoire, bien
justifié dans ce travail pour une excitation gaussienne stationnaire ergodique, fonctionnait en-
core lorsque cette dernière est une impulsion ou un train d’impulsions, comme c’est le cas par
exemple lorsque la sollicitation résulte du passage d’un train sur un pont.
Enfin, des applications numériques sur deux exemples réels : une poutre grandeur réelle tes-
tée au laboratoire d’essais des structures du LCPC et un pont-rail de TGV expérimenté in situ
par la société SITES et la SNCF, ont permis de montrer les possibilités et les limites de ces ap-
proches, dans leur état actuel d’élaboration, pour détecter des modifications des caractéristiques
modales d’une structure.
Bien entendu, tous les problèmes n’ont pas été résolus. Ainsi, il conviendrait que chaque
méthode se voit renforcée d’un test statistique qui lui permettrait d’accompagner chaque résul-
tat d’une marge d’erreur rationnellement évaluée. De même, dans les méthodes de sous-espaces,
l’étape de factorisation de la matrice de Hankel des observations mériterait une analyse appro-
fondie afin de préciser la classe des factorisations possibles. De plus, une formulation de ces
méthodes en termes d’opérateurs, donc sous forme intrinsèque reste à écrire, car c’est à l’évi-
dence le bon cadre, les résultats étant toujours obtenus à une similitude près dans l’espace des
états. Espérons que ces perspectives de recherche inciteront d’autres chercheurs à prendre le
relai.
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Annexe A
Simulation numérique de la réponse
stationnaire d’un oscillateur stochastique
linéaire vectoriel excité par un bruit blanc
gaussien
Nous proposons dans cette annexe deux méthodes de simulation numérique de la réponse
stationnaire d’un oscillateur stochastique linéaire vectoriel excité par un bruit blanc gaussien.
Ces deux méthodes opèrent sur l’équation différentielle stochastique (EDS) vectorielle de
Itô associée à la représentation d’état de l’oscillateur.
La première consiste à échantillonner la solution stationnaire exacte (connue) de cette EDS
aux noeuds du maillage de l’intervalle d’étude choisi pour effectuer la simulation. On obtient
ainsi une chaîne de Markov dont le schéma récurrent présente la particularité d’être explicite
et inconditionnellement stable, mais nécessite le calcul de l’exponentielle d’une matrice, ce qui
peut être un inconvénient en grande dimension.
La seconde méthode est quant à elle basée sur une discrétisation de l’EDS de Itô aux noeuds
du maillage. Comme toujours en pareils cas se pose alors le problème du choix du schéma de
discrétisation. Nous en proposons deux : un schéma de type Euler et un schéma de type diffé-
rences centrées. Tous deux conduisent à une chaîne de Markov explicite. Mais dans le premier
cas son schéma récurrent n’est pas inconditionnellement stable alors qu’il l’est dans le second.
Aucun des deux par contre ne nécessite le calcul d’une exponentielle de matrice.
Dans tout ce qui suit, (Ω,F , P ) désigne l’espace de probabilité de base sur lequel sont
supposées définies toutes les grandeurs aléatoires (variables, processus) considérées.
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A.1 Préliminaires
On s’intéresse ici à la classe des systèmes dynamiques stochastiques linéaires vectoriels
d’équation d’évolution (1.1). Cette dernière est ramenée à sa forme de Itô (1.2) pour laquelle
on suppose satisfaites toutes les hypothèses garantissant l’existence et l’unicité d’une solution
stationnaire X = (X(t), t ∈ IR). En particulier, on suppose que la matrice Ac est asymptotique-
ment stable. Dans ce cas, on sait que X est l’unique solution de l’EDS de Itô linéaire homogène
avec condition initiale :
{
dX(t) = AcX(t)dt+BcdW (t)
X(0) = X0 p.s.
(A.1)
où X0 est une v.a. à valeurs dans IRn indépendante de W et ayant pour loi la probabilité inva-
riante de (A.1) qui est une probabilité gaussienne centrée de variance matricielle Σ solution de
l’équation de Lyapunov (1.18).
On sait en outre que X est un processus gaussien stationnaire centré de fonction de corréla-
tion t 7→ ΣX(t) = IE[X(t+ u)XT (u)] : IR → IRn×n telle que, ∀t ∈ IR :
ΣX(t) =
{
eActΣ si t ≥ 0
Σe−A
T
c t si t ≤ 0 (A.2)
avec Σ ∈ IRn×n donnée par (1.18).
Par ailleurs, cette solution s’écrit, pour t ≥ 0 :
X(t) = eActX0 +
∫ t
0
eAc(t−s)BcdW (s) (A.3)
et est telle que, pour t, u > 0 :
X(t+ u) = eActX(u) +
∫ t+u
u
eAc(t+u−s)BcdW (s) (A.4)
relation qui nous sera utile plus loin.
Observons en outre que pour tout u et tout t fixés dans IR+, la v.a. X(u) est indépendante
de la v.a.
∫ t+u
u
eAc(t+u−s)BcdW (s), car le processus X est non anticipant par rapport à W (i.e.
la v.a. X(t) est σ(W (s); 0 ≤ s ≤ t)-mesurable, ∀t ≥ 0).
L’objectif est de simuler cette solution, c’est-à-dire de construire numériquement des trajec-
toires t → X(t, wj) = xj(t), wj ∈ Ω, j ∈ J , où J est un ensemble fini d’indices. Pour cela on
procède en trois étapes :
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1- On se donne un intervalle T = [0, s1] de IR+, appelé intervalle d’échantillonnage ou de
simulation, et on considère une partition finie d’ordre N et de pas constant ∆t de cet
intervalle, i.e. un découpage : 0 = t0 < t1 < . . . < tN−1 = s1 de T en N − 1 intervalles
disjoints de longueur ∆t : ∀k ∈ IN = {0, 1, . . . , N − 1}, tk+1 − tk = ∆t. Notons que
le choix d’une partition à pas constant n’est pas une nécessité, mais dans notre cas il
permettra de simplifier notablement les calculs.
2- On échantillonne la solution aux noeuds tk de la partition et dans le cas linéaire on a deux
possibilités :
• soit on échantillonne la solution exacte (connue ici) ce qui revient à considérer la fa-
mille de v.a. (X(tk); k ∈ IN), qui est une chaîne de Markov stationnaire parfaitement
déterminée ;
• soit on échantillonne un processus approximant X˜ , obtenu comme solution stationnaire
d’une version discrète de l’EDS de départ construite en utilisant un schéma numérique
approprié bâti sur la partition de T considérée. Dans ce cas, on obtient une famille de
v.a. (X˜(tk); k ∈ IN) qu’il faut caractériser et qui est généralement aussi une chaîne de
Markov. Bien entendu, seule cette approche est utilisable pour les EDS non linéaires.
3- on élabore une procédure numérique permettant d’obtenir des réalisations de l’échatillon
construit à l’étape 2.
Examinons maintenant ces deux cas en considérant pour le second deux schémas : un de
type Euler et un de type différences centrées.
A.2 Première méthode
Considérons la solution de (A.1) sous sa forme (A.4) et écrivons-la aux noeuds du maillage
en posant :
u = tk = k∆t ; u+ t = tk+1 = (k + 1)∆t
D’après (A.4), nous obtenons, ∀k ∈ IN :
Xk+1 = e
Ac∆tXk +
∫ (k+1)∆t
k∆t
eAc[(k+1)∆t−s]BcdW (s) (A.5)
Posons :
Wk =
∫ (k+1)∆t
k∆t
eAc[(k+1)∆t−s]BcdW (s) (A.6)
D’après les proprétés de l’intégrale de Wiener, ∀k ∈ IN , Wk est une v.a. gaussienne centrée à
valeurs dans IRn dont la variance matricielle Qk ∈ IRn×n s’écrit :
Qk = IE[WkWTk ] =
∫ (k+1)∆t
k∆t
eAc[(k+1)∆t−s]BcB
T
c e
ATc [(k+1)∆t−s]ds (A.7)
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soit, après le changement de variable u = (k + 1)∆t− s :
Qk =
∫ ∆t
0
eAcuBcB
T
c e
ATc udu (A.8)
Cette variance ne dépend pas de k et nous la noterons Q dorénavant. De plus, il est facile de
montrer à partir de (A.8) que Q est solution de l’équation de Lyapunov :
AcQ+QA
T
c = e
Ac∆tBcB
T
c e
ATc ∆t −BcBTc (A.9)
dont la solution s’écrit :
Q = Σ− eAc∆tΣeATc ∆t (A.10)
où Σ ∈ IRn×n est la variance matricielle de la probabilité invariante de (A.1), donc de la v.a.
Xk, ∀k ∈ IN . Rappelons que cette variance est solution de l’équation de Lyapunov (1.18),
c’est-à-dire :
AcΣ + ΣA
T
c = −σc ; σc = BcBTc (A.11)
Observons que les v.a. X0 et {Wk; k ∈ IN} sont gaussiennes, centrées et indépendantes
dans leur ensemble.
Notons, par ailleurs, que du fait de la définie-positivité des matrices Q et Σ, celles-ci ad-
mettent une factorisation de Cholesky de la forme :
Q = SST ; Σ = S0S
T
0 (A.12)
où S et S0 sont des matrices triangulaires inférieures de rang plein.
Par suite, on peut écrire :
X0 = S0G00 ; Wk = SGk , ∀k ∈ IN (A.13)
où G00 et les Gk, k ∈ IN , sont des copies indépendantes d’une v.a. G gaussienne standard à
valeurs dans IRn (i.e. gaussienne, n-dimensionnelle, centrée, de variance matricielle In).
Notons enfin que comme, par construction, le processus solution X n’est pas anticipant
par rapport au brownien W , pour tout k ∈ IN , la v.a. Xk est indépendante de la famille
{Wk,Wk+1, . . . ,WN−1}, donc aussi de la famille {Gk, Gk+1, . . . , GN−1}.
Finalement, on obtient une chaîne de Markov (Xk; k ∈ IN) qui, par construction, est gaus-
sienne, stationnaire, centrée et définie par le schéma récurrent :{
X0 = S0 G00
Xk+1 = e
Ac∆tXk + SGk ; k ∈ IN
(A.14)
avec :
Identification des Systèmes Dynamiques Stochastiques. Application à l’Evaluation Dynamique des Ponts Sous
Sollicitations Ambiantes
ANNEXE A. SIMULATION NUMÉRIQUE DE LA RÉPONSE STATIONNAIRE D’UN
OSCILLATEUR STOCHASTIQUE LINÉAIRE VECTORIEL EXCITÉ PAR UN BRUIT BLANC
GAUSSIEN 150
S0 telle que S0ST0 = Σ
Σ solution de AcΣ + ΣATc = −σc ; σc = BcBTc
S telle que SST = Q
Q donnée par : Q = Σ− eAc∆tΣeATc ∆t
G00 et Gk, k ∈ IN , des copies indépendantes d’une v.a. gaussienne standard à
valeurs dans IRn
Par suite, une réalisation de cette chaîne (i.e. une trajectoire sur T de la solution stationnaire X)
est obtenue par : {
x0 = S0 g00
xk+1 = e
Ac∆txk + Sgk ; k ∈ IN
(A.15)
où g00 et gk, k ∈ IN , sont des réalisations indépendantes d’une v.a. gaussienne standard à valeurs
dans IRn.
A.3 Deuxième méthode
Il s’agit ici de dicrétiser l’EDS aux noeuds de la partition. Plusieurs schémas de discré-
tisation peuvent être utilisés. Nous en présentons deux : l’un de type Euler, l’autre de type
différences centrées.
A.3.1 Emploi d’un schéma de type Euler
Repartons de l’EDS (A.1) et réécrivons-la sous sa forme intégrale équivalente :
X(t) = X(0) +
∫ t
0
AcX(s)ds +
∫ t
0
BcdW (s) (A.16)
qui s’écrit encore, entre les instants u et τ + u, u ≥ 0, τ ≥ 0 :
X(τ + u) = X(u) +
∫ τ+u
u
AcX(s)ds+
∫ τ+u
u
BcdW (s)
= X(u) +
∫ τ+u
u
AcX(s)ds+Bc[W (τ + u)−W (u)] (A.17)
Ecrivons alors (A.17) aux noeuds de la partition en posant u = k∆t, τ = ∆t et en notant,
comme précédemment, Xk = X(k∆t). Nous obtenons :
Xk+1 = Xk +
∫ (k+1)∆t
k∆t
AcX(s)ds + Bc [W ((k + 1)∆t)−W (k∆t)] (A.18)
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Dans cette dernière équation, approximons l’intégrale par ∆tAcX(k∆t) = ∆tAcXk et no-
tons (X˜k; k ∈ IN) le processus à temps discret n-dimensionnel défini par l’équation discrétisée
ainsi obtenue, complétée par la condition initiale X˜0 = Y0 p.s., où Y0 est une v.a. gaussienne
centrée à valeurs dans IRn, indépendante de W . Un tel processus est donc gouverné par l’équa-
tion : {
X˜k+1 = (In +∆tAc)X˜k + BcDkW ; k ∈ IN
X˜0 = Y0 p.s.
(A.19)
où DkW = W ((k + 1)∆t)−W (k∆t).
Or, d’après les propriétés de W , l’accroissement DkW est, pour tout k fixé, une v.a. gaussienne,
centrée, à valeurs dans IRm, de variance ∆tIm. De plus, la famille {DkW ; k ∈ IN} est une
famille indépendante. On peut donc poser : DkW =
√
∆tGk, où {Gk; k ∈ IN} est une famille
de copies indépendantes d’une v.a. G gaussienne, standard, à valeurs dans IRm. Par suite, (A.19)
peut se réécrire :
{
X˜k+1 = (In +∆tAc)X˜k +
√
∆tBcGk ; k ∈ IN
X˜0 = Y0 p.s.
(A.20)
Nous obtenons ainsi une chaîne de Markov (X˜k, k ∈ IN) gaussienne, centrée, de schéma
récurrent générique (A.20), qui est de type Euler.
On s’intéresse à la solution stationnaire de (A.20), encore notée (X˜k, k ∈ IN) et supposée
exister et être unique. Pour caractériser cette solution, commençons par calculer sa variance Σ˜ :
Σ˜ = IE[X˜kX˜Tk ] = IE[X˜k+1X˜Tk+1]
= IE[((In +∆tAc)X˜k +
√
∆tBcGk)(X˜
T
k (In +∆tA
T
c ) +
√
∆tGTkB
T
c )]
= (In +∆tAc)Σ˜(In +∆tA
T
c ) +
√
∆tBcIE[GkX˜Tk ](In +∆tATc )
+
√
∆t(In +∆tAc)IE[X˜kGTk ]BTc + ∆tBcIE[GkGTk ]BTc
Or :
IE[GkGTk ] = Im
IE[GkX˜Tk ] = IE[X˜kGTk ] = 0
D’où :
Σ˜ = (In +∆tAc)Σ˜(In +∆tA
T
c ) + σc∆t
ce que l’on peut encore écrire, après réarrangement :
AcΣ˜ + Σ˜A
T
c = − σc − ∆tAcΣ˜ATc (A.21)
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Pour la condition initiale Y0, il faudra donc prendre une v.a. gaussienne centrée à valeurs
dans Rn, indépendante de la famille {Gk; k ∈ IN} et de variance Σ˜ solution de (A.21).
Notons que cette v.a. peut se construire comme suit : Y0 = S˜0G00, avec S˜0 une matrice
triangulaire inférieure telle que Σ˜ = S˜0S˜T (factorisation de Cholesky de Σ˜) et G00 une v.a.
gaussienne standard à valeurs dans IRn, indépendante de la famille {Gk; k ∈ IN}.
Observons par ailleurs que Σ˜→ Σ lorsque ∆t→ 0 (cf. (A.11) et (A.21). Donc, la loi invariante
de (A.20) converge vers la loi invariante exacte (i.e. celle de (A.1) lorsque ∆t→ 0.
Finalement, la chaîne de Markov (X˜k; k ∈ IN) est définie par le schéma récurrent suivant :{
X˜∆t0 = S˜0 G00
X˜k+1 = (In +∆tAc)X˜k +
√
∆tBcGk ; k ∈ IN
(A.22)
avec :
S˜0 telle que S˜0S˜T0 = Σ˜
Σ˜ solution de AcΣ˜ + Σ˜ATc = − σc − ∆tAcΣ˜ATc
G00 une v.a. gaussienne standard à valeurs dans IRn
{Gk, k ∈ IN} une famille de copies indépendantes d’une v.a. G gaussienne stan-
dard, à valeurs dans IRm, indépendante de G00
Par suite, une réalisation de (X˜k; k ∈ IN) est obtenue par :{
x˜0 = S˜0 g00
x˜k+1 = (In +∆tAc)x˜k +
√
∆tBcgk ; k ∈ IN
(A.23)
où {gk; k ∈ IN} est une famille de réalisations indépendantes d’une v.a. G gaussienne, standard,
à valeurs dans IRm et g00 est une réalisation d’une v.a. G00 gaussienne, standard, à valeurs dans
IRn, indépendante de G.
A.3.2 Emploi d’un schéma de type différences centrées
Considérons à nouveau la forme intégrale de l’EDS (A.1) :
X(t) = X(0) +
∫ t
0
AcX(s)ds +
∫ t
0
BcdW (s) (A.24)
qui s’écrit, entre les instants u et τ + u , u ≥ 0, τ ≥ 0 :
X(τ + u) = X(u) +
∫ τ+u
u
AcX(s)ds+
∫ τ+u
u
σdW (s)
= X(u) +
∫ τ+u
u
AcX(s)ds+Bc[W (τ + u)−W (u)] (A.25)
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Ecrivons (A.25) aux noeuds de la partition en posant, comme précédemment : u = k∆t,
τ = ∆t et Xk = X(k∆t). Nous obtenons :
Xk+1 = Xk +
∫ (k+1)∆t
k∆t
AcX(s)ds + Bc [W ((k + 1)∆t)−W (k∆t)] (A.26)
Considérons cette fois l’approximation suivante de l’intégrale figurant dans (A.26) :
∫ (k+1)∆t
k∆t
AcX(s)ds ' ∆tAcX((k + 1)∆t) +X(k∆t)
2
= ∆tAc
Xk+1 +Xk
2
et soit (Xk; k ∈ IN) le processus à temps discret n-dimensionnel défini par l’équation (A.26)
dans laquelle cette approximation est utilisée, complétée par la condition initiale X0 = U0 p.s.,
où U0 est une v.a. gaussienne centrée à valeurs dans IRn, indépendante de W . Un tel processus
est donc gouverné par l’équation :Xk+1 = Xk +
1
2
∆tAc(Xk+1 +Xk) + BcDkW , k ∈ IN
X
∆t
k = U0 p.s.
(A.27)
qui se réarrange comme suit : (In −
1
2
∆tAc)Xk+1 = (In +
1
2
∆tAc)Xk + BcDkW , k ∈ IN
X0 = U0 p.s.
(A.28)
où DkW = W ((k + 1)∆t)−W (k∆t).
Or, d’après les propriétés de W , pour tout k fixé, l’accroissement DkW est une v.a. gaussienne,
centrée, à valeurs dans IRm, de variance ∆tIm. De plus, la famille {DkW ; k ∈ IN} est une
famille indépendante. On peut donc poser : DkW =
√
∆tGk, où {Gk; k ∈ IN} est une famille
indépendante de v.a. gaussiennes standards à valeurs dans IRm. Par suite, (A.28) peut se réécrire :
 (In −
1
2
∆tAc)Xk+1 = (In +
1
2
∆tAc)Xk +
√
∆tBcGk , k ∈ IN
X
∆t
0 = U0 p.s.
(A.29)
On obtient ainsi une chaîne de Markov (Xk; k ∈ IN) gaussienne, centrée, de schéma récur-
rent générique (A.29), qui est de type différences centrées.
Supposons que rang(In− 12∆tAc) = n et intéressons-nous à la solution stationnaire de (A.29),
supposée exister et être unique. Pour caractériser cette solution, commençons par calculer sa
variance Σ :
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Σ = IE[XkX
T
k ] = E[Xk+1X
T
k+1]
= (In − 1
2
∆tAc)
−1
[
(In +
1
2
∆tAc)IE[XkX
T
k ](In +
1
2
∆tAc)
T +
√
∆tBcIE[GkX
T
k ](In +
1
2
∆tAc)
T+
√
∆t(In +
1
2
∆tAc)E[XkG
T
k ]B
T
c +∆tBcIE[GkGTk ]BTc
]
(In +
1
2
∆tAc)
−T
Or :
IE[XkX
T
k ] = Σ
IE[GkGTk ] = Im
IE[GkX
T
k ] = E[XkG
T
k ] = 0
D’où :
Σ = (In − 1
2
∆tAc)
−1
[
(In +
1
2
∆tAc)Σ(In +
1
2
∆tAc)
T +∆tσc
]
(In − 1
2
∆tAc)
−T
soit, après simplification :
Ac Σ + Σ A
T
c = − σc ; σc = BcBTc (A.30)
Rapprochant (A.30) de (A.11), on peut alors remarquer que Σ coïncide avec Σ, variance de
la solution stationnaire exacte. Il en résulte que la loi invariante de (A.29) coïncide avec la loi
invariante exacte (i.e. celle de (A.1)) qui est gaussienne, centrée et de variance Σ.
Pour la condition initiale U0, il faudra donc prendre une v.a. gaussienne centrée à valeurs
dans IRn, indépendante de la famille {Gk; k ∈ IN} et de variance Σ solution de (A.11). Cette
variable peut se construire comme suit : U0 = S0G00, où S0 est une matrice triangulaire in-
férieure telle que Σ = S0ST0 (factorisation de Cholesky de Σ) et G00 est une v.a. gaussienne
standard à valeurs dans IRn, indépendante de la famille {Gk; k ∈ IN}.
Finalement, la chaîne de Markov (Xk; k ∈ IN) est définie par le schéma récurrent suivant :
X0 = S0 G00(In − 1
2
∆tAc)Xk+1 = (In +
1
2
∆tAc)Xk +
√
∆tBcGk , k ∈ IN
(A.31)
avec :
S0 telle que S0ST0 = Σ
Σ solution de AcΣ + ΣATc = − σc
G00 une v.a. gaussienne standard à valeurs dans IRn
{Gk, k ∈ IN} une famille de copies indépendantes d’une v.a. G gaussienne stan-
dard, à valeurs dans IRm, indépendante de G00
Identification des Systèmes Dynamiques Stochastiques. Application à l’Evaluation Dynamique des Ponts Sous
Sollicitations Ambiantes
ANNEXE A. SIMULATION NUMÉRIQUE DE LA RÉPONSE STATIONNAIRE D’UN
OSCILLATEUR STOCHASTIQUE LINÉAIRE VECTORIEL EXCITÉ PAR UN BRUIT BLANC
GAUSSIEN 155
Par suite, une réalisation de (Xk; k ∈ IN) est obtenue par :x0 = S0 g00(In − 1
2
∆tAc)xk+1 = (In +
1
2
∆tAc)xk +
√
∆tBcgk , k ∈ IN
(A.32)
où {gk; k ∈ IN} est une famille de réalisations indépendantes d’une v.a. G gaussienne, standard,
à valeurs dans Rm et g00 est une réalisation d’une v.a. G00 gaussienne, standard, à valeurs dans
IRn, indépendante de G.
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Annexe B
Compléments sur la méthode des
sous-espaces
B.1 Rappels des concepts géométriques
Soient p, q, j des entiers strictement positifs etA ∈ IRp×j ,B ∈ IRq×j deux matrices données,
avec A de la forme :
A =

a11 a12 . . . a1k . . . a1j
a21 a22 . . . a2k . . . a2j
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ai1 ai2 . . . aik . . . aij
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
ap1 ap2 . . . apk . . . apj

On note Li, i = 1, . . . , p, les lignes de A, telles que :
L1 = (a11, . . . , a1j), L2 = (a21, . . . , a2j), . . . , Lp = (ap1, . . . , apj)
Ces lignes peuvent être considérées comme des vecteurs de IRj qui engendrent un sous-
espace vectoriel appelé espace des lignes de A.
Soit Ep ce sous-espace, défini par :
Ep = vect(L1, . . . , Lp)
De la même manière on définit l’espace des lignes de B par :
Fq = vect(L
∗
1, . . . , L
∗
q)
où L∗k, k = 1, . . . , q, sont les lignes de B.
Une projection P sur IRj est une application linéaire de IRj dans lui-même qui est idempo-
tente i.e. telle que P = P 2. Si , de plus, P = P T alors la projection est orthogonale ; sinon elle
est oblique.
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Soit Ppq la projection oblique surEp parallélement à l’orthogonal F⊥q de Fq, i.e. la projection
sur Ep orthogonalement à Fq. On rappelle que Ep = Im(Ppq) = Ker(I − Ppq) et que F⊥q =
Ker(Ppq). I −Ppq est également une projection : c’est la projection sur F⊥q parallélement à Ep.
P Tpq est la projection sur Fq parallélement à E⊥p et I−P Tpq est la projection sur E⊥p parallélement
à Fq. Ceci est illustré sur la figure B.1 :
E⊥p
Ep
Fq
F⊥q
y
P Tpqy
y − Ppqy
y − P Tpqy
Ppqy
FIG. B.1 – Projections.
Nous avons les résultats suivants :
Théorème 2 : Ppqy = 0 si et seulement si y ∈ F⊥q
Définition 1 : Soit A ∈ IRp×j , b ∈ IRp et soit x ∈ IRj la solution au sens des moindres carrés
du système linéaire Ax = b, i.e. :
x = arg min
y∈IRj
||Ay − b||2
Alors x = A†b, où † désigne le symbôle de pseudo-inverse de Moore-Penrose.
Théorème 3 : Ppq est une projection orthogonale si et seulement si Ppq = P Tpq (i.e. si et seule-
ment si Li = L∗i , pour i = 1, . . . , p) ou, de façon équivalente, si Ep = Fp. Dans ce cas, la
matrice représentant l’opérateur Ppq, notée Pp, s’écrit :
Pp = B
T (BBT )†B
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On désigne parA/B la projection orthogonale de l’espace des lignes de la matriceA ∈ IRp×j
sur l’espace des lignes de la matrice B ∈ IRq×j . Elle est définie par :
A/B = ABT .(BBT )†.B
A/B⊥ = A − A/B, désigne la projection orthogonale de l’espace des lignes de la matrice
A sur l’orthogonal de l’espace des lignes de B.
Nous allons maintenant définir les notions d’angles principaux et de directions principales
entre deux sous-espaces. Ces notions sont une généralisation de celle d’angle entre deux vec-
teurs.
Définition 2 Soit Ep et Fq respectivement l’espace des lignes de la matrice A ∈ IRp×j et l’es-
pace des lignes de B ∈ IRq×j , avec p ≤ q. Alors les p angles principaux entre Ep et Fq, notés
θ1, . . . , θp ∈ [0, pi/2], et les directions principales correspondantes ai ∈ Ep, bi ∈ Fq sont définis
récursivement par :
cos θk = max
a∈Ep
max
b∈Fq
|aT b| = aTk bk ; k = 1, . . . , p
avec ||a|| = ||b|| = 1 et, ∀k > 1 : aTai = 0, bT bi = 0, ∀i ∈ {1, . . . , k − 1}.
Nous donnons ci-dessous d’autres définitions pour les angles principaux et directions prin-
cipales. Ces définitions fournissent des méthodes, basées des décompositions en valeurs singu-
lières, pour calculer de manière stable les angles et les directions.
Définition 3 Les matrices A ∈ IRp×j et B ∈ IRq×j étant données, considérons la décomposition
en valeurs singulières suivante :
AT (AAT )†ABT (BBT )†B = USV T
alors les directions principales entre Ep et Fq sont égales à l’espace des lignes de UT et V T .
Les cosinus des angles principaux entre Ep et Fq sont les valeurs singulières de S.
Définition 4 Les angles principaux et directions principales entre les espaces des lignes des
matrices A ∈ IRp×j et B ∈ IRq×j peuvent être obtenus à partir de la décomposition en valeur
singulières suivante :
(AAT )−1/2(ABT )(BBT )−1/2 = USV T
Les directions principales entre les espaces des lignes deA etB sont données parUT (AAT )−1/2A
et V T (BBT )−1/2B et le cosinus des angles principaux par S.
Le cas particulier p = q = 1 est plus parlant. En effet, dans ce cas A et B sont des vecteurs
et l’expression ci-dessus s’écrit :
ABT√
AAT
√
BBT
= S
qui est la définition classique du cosinus entre deux vecteurs.
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B.2 Filtre de Kalman en avant
Dans ce paragraphe, nous donnons deux écritures différentes du filtre de Kalman en avant.
La première est la forme classique telle qu’elle est présentée dans la littérature. La seconde est
une variante de la première et c’est celle utilisée dans cette thèse (cf. (3.36), (3.37) et (3.38)).
Considérons le modèle d’état (1.28)- (1.29), dans lequel les matrices (A,C,Q,R, S) sont
connues. Notons que les (N−2i+1) estimées Kalman-optimales {xˆi, xˆi+1, . . . , xˆN−i} associées
aux (N−2i+1) données expérimentales {yi, yi+1, . . . , yN−i} vérifient les équations de Kalman
en avant : {
xˆj+1 = Axˆj +K
f
j fj
yj = Cxˆj + fj
(B.1)
où (fj, j ∈ KN−2i+1), KN−2i+1 = {i, i + 1, . . . , N − i}, est une réalisation restreinte à
KN−2i+1 d’un bruit blanc gaussien discret (Fj, j ∈ ZZ) l-dimensionnel de variance matricielle
IE[Fj,FTj ] = R+CP˜jCT , (xˆj, j ∈ KN−2i+1), suite des estimées de Kalman, est une réalisation
restreinte à KN−2i+1 d’un processus gaussien centré discret (Xˆj, j ∈ ZZ) de variance matricielle
Pj = IE[XˆjXˆTj ], K
f
j est le gain de Kalman donné par :
Kfj = (S + AP˜jC
T )(R + CP˜jC
T )−1 (B.2)
et P˜j = IE[(Xj − Xˆj)(Xj − Xˆj)T ], variance matricielle de l’erreur, est solution de l’équation de
Ricatti :
P˜j+1 = AP˜j+1A
T +Q− (S + AP˜j+1CT )(R + CP˜jCT )−1(S + AP˜j+1CT )T (B.3)
On a :
P˜j = Σj − Pj (B.4)
où Σj = IE[XjXTj ].
Supposons les processus à temps discret (Xj, j ∈ ZZ) et (Yj, j ∈ ZZ) stationnaires. Dans ce
cas les matrices Kfj , Pj et Σj sont indépendantes de j. On a alors :
Kf = (S + AP˜CT )(R + CP˜CT )−1 (B.5)
P˜ = AP˜AT +Q− (S + AP˜CT )(R + CP˜CT )−1(S + AP˜CT )T (B.6)
et la relation (B.4) se réécrit :
P˜ = Σ− P (B.7)
Les expressions (B.1), (B.5) et (B.6) définissent la forme classique du filtre de Kalman en
avant. Dans cette thèse, nous utilisons une autre forme obtenue en portant (B.7) dans (B.5) et
(B.6). Il vient alors :
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Kf = ((S + AΣCT )︸ ︷︷ ︸
G
−APCT )((R + CΣCT )︸ ︷︷ ︸
R0
−CPCT )−1
= (G− APCT )(R0 − CPCT )−1 (B.8)
et l’équation de Ricatti prend la forme :
Σ− P = AΣAT − APAT + (Σ− AΣAT )− ((S + AΣCT )︸ ︷︷ ︸
G
−APCT ) (B.9)
((R + CΣCT )︸ ︷︷ ︸
R0
−CPCT )−1((S + AΣCT )︸ ︷︷ ︸
G
−APCT )T (B.10)
soit :
P = APAT + (G− APCT )(R0 − CPCT )−1(G− APCT )T (B.11)
Ce résultat signifie que le filtre de Kalman en avant défini par (B.1), (B.8) et (B.11) donne
les mêmes estimées (xˆj, j ∈ KN−2i+1) que celui défini par les expressions (B.1), (B.5) et (B.6).
B.3 Factorisation de la matrice de projection
Il s’agit ici d’apporter quelques précisions sur l’étape de factorisation de la matrice de pro-
jection (resp. de la matrice de Hankel des covariances) dans les algorithmes des sous-espaces
(resp. de réalisation stochastique). Cette étape concerne la détermination de la matrice d’obser-
vabilité étendue et de la suite des estimées Kalman-optimales (resp. et de la matrice de contrô-
labilité étendue) à partir de la décomposition en valeurs singulières de la matrice de projection
(resp. de la matrice de Hankel des covariances).
Considérons le modèle d’état défini par :{
Xk+1 = AXk +Wk
Yk = CXk + Vk (B.12)
avec (Xk, k ∈ ZZ) et (Yk, k ∈ ZZ) des processus stationnaires centrés, respectivement n et
l-dimensionnels, (Wk, , k ∈ ZZ) et (Vk, k ∈ ZZ) des bruits blancs gaussiens discrets n et l-
dimensionnels de variance-covariance : Q = IE[WkWTk ] ∈ IRn×n, R = IE[VkVTk ] ∈ IRl×l et
S = IE[WkVTk ] ∈ IRn×l.
Effectuons dans (B.12) le changement de variables Xk = TZk, avec T ∈ IRn×n une matrice
régulière. Il vient : {
Zk+1 = T
−1ATZk + T
−1Wk
Yk = CTZk + Vk (B.13)
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On dit alors que les systèmes (B.12) et (B.13) sont équivalents au sens où les relations
entrée-sortie ne sont pas modifiées.
Soit :
Oi =

C
CA
.
.
.
CAi−1
 ∈ IRli×n (B.14)
la matrice d’observabilité étendue d’ordre i associée au modèle (B.12) et :
O˜i =

CT
CAT
.
.
.
CAi−1T
 ∈ IRli×n (B.15)
celle associée au modèle (B.13).
Il est facile de voir que :
O˜i = OiT (B.16)
De plus nous savons (cf. Chapitre 3) que les matrices A et C peuvent être estimées à partir
de la matrice d’observabilité étendue de la manière suivante :
1- A est obtenue en résolvant le système :
OiA = Oi (B.17)
où Oi et Oi sont les matrices obtenues en supprimant respectivement les l premières
lignes et les l dernières lignes de Oi ;
2- C est la matrice des l premières lignes de Oi.
En appliquant le même procédé à la matrice O˜i on obtient donc les matrices A et C à un
changement de base près. Par conséquent, en prémultipliant la matrice Oi par une matrice in-
versible avant d’appliquer le procédé ci-dessus, on ne change pas les matrices du système mais
seulement la base de représentation du système.
Cette remarque est valable pour les algorithmes qui utilisent la suite des états du filtre de
Kalman en avant [71].
D’après le théorème principal des sous-espaces [71], on a le résultat suivant :
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Pi = OiXˆi (B.18)
où Pi ∈ IRli×(N−2i+1) est la matrice de projection orthogonale de l’espace vectoriel engendré
par les données futures sur l’espace vectoriel engendré par les données passées, Oi ∈ IRli×n
est la matrice d’observabilité étendue et Xˆi ∈ IRn×(N−2i+1) est la matrice ayant pour colonnes
les (N − 2i + 1) estimées Kalman-optimales {xˆi, xˆi+1, . . . , xˆN−i} associées aux (N − 2i + 1)
données expérimentales {yi, yi+1, . . . , yN−i} à travers les équations du filtre de Kalman en avant
(B.1).
Effectuons ensuite la décomposition en valeurs singulières de Pi, on obtient :
Pi = USV T =
[
U1 U2
] [ S1 0
0 0
] [
V T1
V T2
]
= U1S1V
T
1 (B.19)
avec U ∈ IRli×li et V ∈ IR(N−2i+1)×(N−2i+1) des matrices orthonormales et S1 = diag(σ1,
σ2, . . . , σn) ∈ IRn×n, où les σj sont les valeurs singulières non nulles de Pi, telles que : σ1 ≥
σ2 ≥ . . . ≥ σn > 0. Compte tenu de l’expression (B.18), on a : OiXˆi = U1S1V T1 et en
multipliant à droite cette expression par V1, on obtient :
OiXˆiV1 = OiT = U1S1 (B.20)
où T = XˆiV1 est une matrice inversible. Nous sommes alors dans la situation (B.16), avec
O˜i = U1S1, c’est-à-dire que la matrice d’observabilité est connue à une base près. Compte tenu
des observations faites précédemment les matrices peuvent être déterminées à partir de O˜i. Il est
possible d’utiliser d’autres décompositions. En effet, en multipliant à droite (B.20) par S−1/2,
on obtient :
OiXˆiV1S−1/2 = OiT˜ = U1S1/2 (B.21)
avec T˜ = XˆiV1S−1/2. Dans ce cas les matrices sont extraites à partir de la matrice d’observabi-
lité étendue O˜i = U1S1/2. C’est cette décomposition que nous utilisons dans le Chapitre 3. En
général, ce procédé est valable pour toute famille de matrice O˜i s’écrivant sous la forme :
O˜i = U1T (B.22)
avec T ∈ IRn×n inversible.
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