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REMARKS. 
(1) By specializing the sequences (1;) and ( sj) in Theorem 3.2 we can 
obtain the three de Sa imbedding theorems for matrices with partial prescrip- 
tion of their invariant factors [3, p. 107-1111 as well as a result proposed by 
the author [5]. 
(2) When K is algebraically closed, our main result solves completely the 
class of imbedding problems for X-matrices with partial prescription of their 
invariant factors, over K, suggested by M. de SL in [3]. 
(3) The general solution of the class of imbedding problems referred to 
above when we don’t impose the linear decomposability over K of the 
prescribed polynomials is an open question. 
(4) Another open question is that of the eventual applications of these 
results to the solution of some problems in control theory. 
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SINGULAR AND NONSINGULARIZABLE 
HIGHER-ORDER DIFFERENTIAL MATRIX EQUATIONS 
by JOSE VITbRIA3’ 
1. 
In this synopsis we 
higher-order differential 
present some considerations on the resolution of 
homogeneous matrix equations. (The nonhomoge- 
neous and nonmonic case is somewhat demanding on the second member of 
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the equation, and the more convenient context for its study is beyond the 
scope of this note; see for instance [2] and [3].) 
2. 
As usual, we associate a differential and an algebraic problem: 
and 
L(X) := L,x’+ L[_,A” + . *. + L,A + L,, (2) 
where L, are n-square matrices, and r(‘)(t) means the Zth derivative of the 
vector x(t), whose coordinates are real functions of t. 
We consider the case where det L(X) f 0; and, as the case where 
det L, # 0 is well studied [3], we only take into consideration the case where 
det L, = 0. 
3. 
So we are going to study the differential matrix equation (1) when the 
initial coefficient L, is a singular matrix and the terminal coefficient L, may 
or not be a singular matrix. We present two ways of tackling the problem: 
one considering a nonsingularizable situation (in the sense of Luenberger as 
explained in [l]); another considering a singular situation where the original 
matrix coefficients are present in a transparent way. 
4. The Nonsingulmizable Situation 
Starting from the differential matrix equation (1) and following the 
procedure in [l], we can obtain a new manic higher-order differential matrix 
equation 
z2’“(t)+B,_,&‘)(t)+ .-. +B,z”‘(t)+B,z(t)=o, det B, = 0, (3) 
where efc [5, 61 plays a fundamental role in the solution, being the singular 
matrix 
c= 
[ 
0; I 
l.jo.l. “& . . :.... . ‘1.i..; ) I 
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the monk bottom block companion matrix of the lambda matrix 
M(X) := IA’+ z3_,A’-’ + . . . + B,X + B,. (5) 
(Details will appear elsewhere.) 
5. The Singular Situation 
Once we have assumed that det L(X) Z 0, by performing a suitable 
classical change of variables, we can take L, as a nonsingular matrix in 
Equation (1) and write the following equation, where we keep the same 
letters for the matrix coefficients for simplicity of notation: 
L,x(‘)(t)+L,_,x(‘_‘)(t)+ ... +L,d”(t)+zx(t)=o, (6) 
associated to the lambda matrix 
C(h):=L,X+L,_,P’+ ... +L,h+Z, (7) 
whose comonic bottom block companion is the singular matrix 
r= 
[ 
0; 1 _ .L; .i . _.i,._‘, . . . . ., : . . .: ;; 
1 
(8) 
r is also the manic bottom block companion of the lambda matrix 
n;l(A):=ZX’+L,h”+ ... +L,_,h+L,. (9) 
The fundamental role in the general solution of Equation (6) is served by 
the product etrDI’rD [5, 61, where rD is the Drazin inverse of the matrix r. 
(Details will appear elsewhere.) 
6. 
The singular matrices C and IY have the same structure, and the same is 
true of the corresponding manic lambda matrices (5) and (9). For the sake of 
simplicity, we consider a matrix 
A= 1 00) 
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as the manic bottom block companion of the lambda matrix 
A(X)=ZX'+ A$-'+ Aipiip2+ ... + A,,_,X+ Ai,. (11) 
The matrix A and the lambda matrix A(X) are supposed to represent either 
C or r and either M(A) or a(h), respectively, accordingly to the context. 
The next step is to consider A similar to a block-diagonal matrix of 
solvents of lambda matrix (11) and similar to a 2 x 2 block-triangular matrix. 
The solvents of the lambda matrix (11) are square matrices S such that 
A(S)= S'+ A$-'+ AizS'-2+ ... + A,,_,S+ Ai,= 0 (square matrix) 
(12) 
7. Three Matrices Similar to A 
We have the following results: 
A=Vdiag(S,,S,,...,S,)V-’ [41, (13) 
where S1,S2,..., S, are solvents of (11) and V is a nonsingular block Vander- 
monde matrix; 
A=Q R T 
[ 1 
-I 
0 N Q [ll> (14) 
where R is nonsingular and N is nilpotent, it being derived from (14) that 
A=@ w)[: R](Q w)-‘, 05) 
where 
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Y being the unique solution of the nonunilateral equation 
RY-YN=T. 06) 
The unique solution of equation (16) can be obtained in our case in closed 
form as 
l-1 
y= (fit)-l C fjl-1-imi [51. (17) 
i=O 
(Details will appear elsewhere.) 
Now we can write the most important factors in the general solution of 
the differential matrix equations (1). 
8. Nonsingularizuble Situation 
In Section 4 we said that the fundamental role is played by etc. Now we 
have 
(i) From (13), et’ = Vdiag(etS1, etS2,. . . , efSf)V-’ = Vdiag(e’“, etY)V1, 
and we have to compute the exponential of a nonsingular matrix ~2’ and the 
exponential of a singular matrix 9. 
(ii) From (15), etc= (QW)diag(etR, e”N)(QW))‘, and we have to com- 
pute the exponential of a nonsingular matrix R and the exponential of a 
nilpotent matrix N. (Details will appear elsewhere.) 
9. Singular Situation 
In Section 5 we said that the fundamental role is played by e’?l’n, 
Now we have: 
(i) From (13), r = Vdiag(S,, S,, . . . , S,)V-1 = Vdiag(W, ,4p)V1, where W 
is a nonsingular matrix and 9’ is a singular matrix; hence 
rD = Vdiag( @‘, Yn)V’. (18) 
We can conclude that the principal factor in the solution of the differential 
matrix equation (6) [or (l)] is 
PI * 09) 
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(ii) From (14), we have 
69: 
where Y is given [5] by (16) and hence by (17) (calculated of course when 
A = r). Hence we can say that the principal factor in the general solution of 
Equation (6) [or (l)] is 
exp t ‘6l R6ry]i [A i] 
iI 
[5]. (21) 
(Details will appear elsewhere.) 
10. con&sions 
We have considered nonmonic singular higher-order differential matrix 
equations. Using the terminology of [l], we studied the nonsingularizable and 
singular cases. We have focused our attention on the exponential factor of the 
general solution. Our intention was to “shrink’ the singular part of the 
solution and to “enlarge” the regular part, this being explained in Sections 8 
and 9. 
When dealing with these questions, we have to face several computation- 
ally sensitive objects: exponentials of block companion matrices; block 
Vandermonde matrices; Drazin inverses of block companion matrices; algo- 
rithms for solvents of lambda matrices. (For related questions and a more 
complete list of references, see [S] and [6].) 
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