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ABSTRACT
Wide band gap semiconductors typically exhibit a band gap of more than 2 eV and
are technologically important for various applications. Such materials are essential for
the development of high power, high temperature, and high frequency applications,
which are not available with the current silicon based technology.
Nonetheless, defects are present and unavoidable in all materials. Their effects on
the physical properties of the materials are significant, determining their functionality.
A typical example is degradation in devices which is often caused by point defects,
which are also responsible for the performance of a device by determining the level
of doping that can be achieved. Furthermore, defects may introduce energy levels
within the band gap that can act as recombination centers, impeding the performance
of solar panels or light-emitting diodes. In some cases, the defects introduce radiative
centers responsible for the undesired luminescence of wide band gap semiconductors,
such as the yellow luminescence in GaN. Therefore, the study of the effects of the
defects in technological materials is essential both in the understanding of the physical
properties of the material and the engineering of better devices and systems.
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In this work, both standard density functional theory and hybrid functional calcu-
lations are employed to investigate the material systems of GaN, Ga2O3, and AlGaN.
Specifically, this framework is used to determine the electronic properties and the
migration barriers of native and carbon related point defects in GaN. The migration
barriers of these defects typically range from 2 to 3 eV. The migration barriers of gal-
lium interstitials are lower, ranging from 0.7 to 1.6 eV. Furthermore, the study of the
migration of vacancies in Ga2O3 and a search for possible p-type dopants is performed.
The migration barriers of the oxygen vacancies in Ga2O3 exhibit barriers of typically
more than 2 eV, which are larger than the barriers of the gallium vacancies which are
typically less than 2 eV. The acceptor levels introduced by the substitutional dopants
were found to be deep levels with activation energies of more than 1 eV. Finally,
the electronic and thermodynamic properties of the AlGaN alloys are investigated, in
order to address the discrepancies observed in literature regarding basic properties of
this system such as the band gap bowing parameter. The atomic configuration was
found to affect the band gaps significantly, causing the bowing parameter to range
from 0 to large positive values.
viii
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1Chapter 1
Introduction
1.1 Motivation
The history of semiconductors starts in the first half of the 19th century when the
observation of a new class of materials came from Faraday (1833) who demonstrated
that the electrical resistance of silver sulphide (Ag2S) decreases with increasing tem-
perature. The photovoltaic effect and photoconductivity were discovered later in the
19th century (Orton, 2008), paving the way to relevant technological applications of
semiconductors. The developments of quantum mechanics and solid state physics in
the first part of the 20th century were crucial in understanding the properties of these
materials. Eventually, the realization of the transistor in 1947 by the joint efforts
of Bardeen, Brattain, and Shockley (Bardeen and Brattain, 1948; Shockley, 1949)
revolutionized the field of electronics.
The abundance of silicon (Si), its good semiconducting properties, and the exten-
sively developed processing techniques compared to other semiconductors, resulted in
the dominance of this material in the industry of semiconductors for decades. Nev-
ertheless, the need for different materials became apparent by the development of
more advanced technological applications. In order to overcome the shortcomings of
silicon, a new class of semiconductors with wider band gaps should be developed.
Wide band gap (WBG) semiconductors are materials with a band gap of, typically,
more than 2 eV. The large band gap of these materials allow electronic and optical
devices to be faster, more reliable, and more efficient than their silicon based coun-
2terparts. Hence, WBG materials have a direct technological and economic impact in
the fields of power electronics and clean energy.
The wider band gap of WBG semiconductors makes them suitable for high power
applications, such as inverters and converters, due to their high blocking voltage ca-
pacity. Improved thermal conductivity allows these materials to operate at higher
temperatures, resulting in better overall system reliability. Furthermore, the higher
drift velocity of WBG semiconductors makes them ideal for high frequency applica-
tions. Combining the above mentioned features, devices based on WBG materials are
more compact and reliable, less costly, and enable a variety of new applications.
The materials investigated in this work consist of gallium nitride (GaN), alu-
minum nitride (AlN), alloys of aluminum gallium nitride (Al1−xGaxN), and gallium
oxide (Ga2O3). Group III-nitride materials are attractive due to their electrical and
optical properties which enable them to be utilized in a wide range of applications
from the near infrared (IR) to the deep ultraviolet (UV). Specifically, the band gaps
of GaN and AlN are 3.4 and 6.2 eV respectively, making them suitable for visible and
deep UV applications. GaN and its alloys with AlN have enabled the development
of efficient light emitting diode (LED) lighting, in addition to other optoelectronic,
power electronic, photovoltaic, and radiation hard applications. The wide band gap of
Al1−xGaxN (hereafter called AlGaN for brevity) alloys makes them suitable for deep
UV industrial and medical applications. Typical deep UV applications involve free
space communications, identification of biochemical agents, counterfeit detection, and
medical diagnostics. Ga2O3 has been utilized extensively as a gas detecting material
due to its characteristic resistivity dependence on the ambient partial pressure of cer-
tain gases such as oxygen and hydrogen, even at harsh environments of temperatures
exceeding 900 ◦C. With a band gap of 4.9 eV, Ga2O3 is also suitable for deep UV ap-
plications as a transparent conducting oxide (TCO). The above mentioned materials
3exist in various phases, but this work investigates only the most thermodynamically
favorable, i.e., wurtzite for the nitrides and β for Ga2O3.
Ideally, all the materials have a perfect crystallographic structure. However, in
reality, defects are present in all materials in various forms. Whether they are point
defects such as vacancies and interstitials, or extensive defects such as dislocations,
stacking faults, and impurity clusters, all the defects significantly affect the physical
properties of the material. Even though in some cases defects are intentionally intro-
duced to the material in order to engineer certain physical properties, in most cases
they have detrimental effects on the performance of devices. Hence, investigating the
defects of the previously mentioned materials is crucial in order to understand their
physical properties and develop better devices.
1.2 Research objectives
The objective of the current thesis is to investigate the effects of various point defects
in GaN and Ga2O3, as well as study the impact of atomic configuration in AlGaN
alloys. Specifically, the energetics of the formation of the defects and their migration
barriers have been investigated. In order to achieve that, both standard and hybrid
density functional theory (DFT) calculations were employed.
In the case of GaN, the formation and migration of native and carbon related point
defects was investigated. Apart from the native defects, carbon is one of the most
technologically relevant impurities in GaN devices because it can be incorporated
easily. In the case of the molecular beam epitaxy (MBE) growth of the material,
carbon is present as a contaminant in the growth chamber, while in the case of
metal-organic chemical vapor deposition (MOCVD) growth, carbon is part of the
metal-organic compounds used as sources.
The emergence of Ga2O3 as a TCO was followed by an interest for optoelectronic
4applications. For such applications, the realization of p-type Ga2O3 is crucial, even
though it has been proven experimentally challenging. Oxygen vacancies have been
held responsible for causing unintentional n-type conductivity, while gallium vacancies
act as compensating acceptors. Hence, the purpose of this part of this work is to
investigate the energetics and the migrations of the vacancies in Ga2O3, as well as
to explore various possible p-type dopants that could potentially contribute to the
p-type conductivity of the material.
The technological importance and applications of AlGaN alloys has been discussed
earlier. Yet, many discrepancies are observed in the existing results of the electronic
properties of these alloys. It is the aim of this work to study the electronic proper-
ties of the AlGaN alloys with respect to the chemical composition and the atomic
configuration, in order to investigate these discrepancies.
1.3 Overview
The current thesis is organized as follows. First, the theoretical background and
the methodology is presented. Specifically, in Chapter 2 an introduction to DFT is
presented, summarizing the most important aspects. In the same chapter, the theory
of defects is also presented. In Chapter 3, the most common methods used throughout
this work are discussed in detail.
In later chapters, the results obtained in each system are presented. Chapter 4
is devoted to the results obtained in the GaN system, where the energetics and mi-
grations of native and carbon related point defects are presented. The energetics and
migrations of the vacancies of Ga2O3 are investigated in Chapter 5, where a perco-
lation assisted model is employed to explain the experimentally observed annealing
temperatures. The feasibility of p-type conductivity by various dopants is also ex-
plored in the same chapter. Chapter 6 focuses on the investigation of the electronic
5properties of the AlGaN alloys, including the dependence of the band gap and the
band offset on the chemical composition and atomic configuration. Finally, Chapter 7
summarizes the findings of this work and concludes the thesis.
6Chapter 2
Theoretical framework
The knowledge of the electronic structure of a system gives access to all its physical
and chemical properties. Yet, obtaining this knowledge for a quantum mechanical
many-body system poses a challenging problem. The current chapter introduces the
main methods used to address this problem. Firstly, the early attempts to simplify
and convert the problem into a more tractable form are discussed. Later, the devel-
opment of the modern density functional theory is presented, and finally, the most
relevant approximations to this work are introduced and compared.
2.1 The many-body problem
The many-body problem starts with the time independent Schro¨dinger equation for
a specific system, given by
HˆΨ(ri,RI) = EΨ(ri,RI), (2.1)
where Hˆ is the Hamiltonian operator and Ψ corresponds to the eigenstate with energy
E. The eigenstate Ψ is a function of the coordinates ri and RI of the electrons and
the nuclei of the system. The Hamiltonian contains several contributions such as the
kinetic energies of the electrons (Te) and the nuclei (Tn), as well as the coulombic
interactions between the nuclei (Vnn), the electrons (Vee), and the nuclei with the
7electrons (Vne). Hence, the Hamiltonian operator can be written as
Hˆ = −
N∑
i=1
~2
2m
∇2i −
P∑
I=1
~2
2MI
∇2I +
e2
2
P∑
I=1
P∑
J 6=I
ZIZJ
|RI −RJ |
+
e2
2
N∑
i=1
N∑
j 6=i
1
|ri − rj| − e
2
P∑
I=1
N∑
i=1
ZI
|RI − ri| ,
(2.2)
where the terms on the right side correspond to Tˆe, Tˆn, Vˆnn, Vˆee, and Vˆne, in order
of appearance. ZI and MI are the nuclear charges and masses respectively and a set
of P nuclear and N electronic coordinates is assumed. A factor of 1/4piε0 is omitted
from the electrostatic potential terms for the sake of brevity.
It is readily apparent from Eq.(2.2) that a Hamiltonian including all these terms
has 3(P+N) degrees of freedom. The Born-Oppenheimer approximation is introduced
in order to simplify the problem. Since even the mass of a single proton is more
than 1800 times larger than the mass of an electron, the nucleus can be considered
static from the point of view of the electrons, allowing them to immediately adapt
to nuclear motions and relax to their corresponding ground state. The implication of
the Born-Oppenheimer approximation is that the Hamiltonian can be decoupled into
an electronic (Hˆe) and a nuclear (Hˆn) part. Consequently, the total wave function is
given as the product
Ψ(ri,RI) = Ψ
R
e (ri)Ψn(RI), (2.3)
where ΨRe (ri) is the electronic part of the wave function for a specific nuclear con-
figuration R and Ψn(RI) is the nuclear part. As a result, the total energy of the
system can be expressed as the sum of the nuclear (En) and electronic (Ee) ener-
gies, i.e., E = En + Ee. Since the nuclear part of the Hamiltonian will contribute
just a constant, the main focus shifts on solving the electronic part which, after the
8Born-Oppenheimer approximation, becomes
HˆeΨ
R
e (ri) = EeΨ
R
e (ri), (2.4)
where Hˆe = Tˆe + Vˆee + Vˆne. Noticeably, even though the degrees of freedom have
decreased to 3N , the problem is still far from tractable.
2.2 The Hartree-Fock method
As discussed in the previous section, even though the Born-Oppenheimer approxi-
mation simplifies the many-body problem significantly, the degrees of freedom are
still too many. Thus, a different approach is necessary in order to make the problem
tractable. The approach proposed by Hartree (1928) may be considered as the first
attempt in that direction. It is useful to mention the Hartree approach for historical
purposes. The main idea behind Hartree’s approach is that the many-electron wave
function is written as a product of one-electron orbitals, such that
Ψ(r) =
N∏
i=1
ψi(ri). (2.5)
According to the variational principle, the ground state of the system can be
determined by finding the wave function that minimizes the total energy. Thus, the
first step is to start from a trial wave function and calculate the energy using the
electronic Hamiltonian Hˆe. Performing variations with respect to the one-electron
orbitals ψi and minimizing the total energy will eventually lead to the ground state
of the system.
The problem of this approach is that the electrons are treated as distinguishable
particles, even though they are fermions, i.e., indistinguishable half-spin particles.
Pauli’s exclusion principle states that two fermions cannot occupy the same quantum
state at the same system at the same time. Hence, the many-fermion wave function
9has to be antisymmetric upon particle exchange. In other words, if two electrons are
exchanged, the wave function should change sign. Therefore, the Hartree approach
violates the Pauli’s exclusion principle.
The Hartree method can be extended by the works of Fock (1930) and Slater
(1930) into the Hartree-Fock (HF) method which takes into account the fact that the
electrons are indistinguishable. In the HF method, the antisymmetry condition of the
wave function is recovered by generating the wave function as an antisymmetrized
product of one-electron wave functions in the form of a Slater determinant.
To illustrate the construction of the Slater determinant it is useful to consider a
function of three variables x, y, and z in the form of
f1(x)f2(y)f3(z). (2.6)
It can be easily seen that the antisymmetric property with respect to the interchange
of x and y can be obtained by the function
f1(x)f2(y)f3(z)− f1(y)f2(x)f3(z). (2.7)
However, this function is not antisymmetric with respect to the pairs of (x, z) and
(y, z). In order to achieve that, the function
F (x, y, z) = f1(x)f2(y)f3(z)− f1(y)f2(x)f3(z) + f1(y)f2(z)f3(x)
−f1(z)f2(y)f3(x) + f1(z)f2(x)f3(y)− f1(x)f2(z)f3(y),
(2.8)
has the suitable form. This function, though, can be expressed more compactly as a
determinant, i.e.,
F (x, y, z) =
∣∣∣∣∣∣∣∣∣
f1(x) f2(x) f3(x)
f1(y) f2(y) f3(y)
f1(z) f2(z) f3(z)
∣∣∣∣∣∣∣∣∣ . (2.9)
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Now it is easy to generalize the above procedure for a function of N variables. Starting
from the form of Eq.(2.5), the antisymmetrized many-electron wave function can be
written as
ΨHF(x1,x2, . . . ,xN) =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ2(x1) . . . ψN(x1)
ψ1(x2) ψ2(x2) . . . ψN(x2)
...
...
. . .
...
ψ1(xN) ψ2(xN) . . . ψN(xN)
∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.10)
where ψi(xj) refers to the i-th one-electron spin orbital composed of both spatial and
spin components. A single variable xj = (rj, σj) is used to store the information
of the spatial coordinates and the spin. Finally, the term 1/
√
N ! is used just for
normalization purposes.
Following the HF approach and expressing the many-electron wave function as
a Slater determinant of one-electron wave functions improved Hartree’s approach
by including Pauli’s exclusion principle. Yet, another important consideration is
missing. The phenomenon known as correlation refers to the effect that a collection
of electrons has on the position of another electron. Essentially, the probability of
finding an electron at a certain position r depends on the positions of the rest of the
electrons in the system. The electronic correlation is missing from the HF approach.
To account for that, other methods have been proposed based on combinations of
Slater determinants, correlations introduced perturbatively on top of the HF solution,
and correlated wave functions. These methods are typically called post-Hartree-Fock
methods. A different approach is the one of density functional theory.
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2.3 Density functional theory
2.3.1 Thomas-Fermi theory
A first approach for the solution of the Schro¨dinger equation for a many-body system
was discussed in Section 2.1. Another approach was proposed by Thomas and Fermi
(Thomas, 1927; Fermi, 1928), in which the full electronic density is the fundamental
variable of the many-body problem. In other words, the energy of the system could
be viewed as a functional of the electron density. This idea set the basis for the
development of modern DFT which has been established as the method of choice for
electronic structure calculations in solid state physics during the past decades.
The Born-Oppenheimer approximation is employed in the Thomas-Fermi (TF)
theory as well. Hence, the Hamiltonian has the form given in Eq. (2.4) with Vˆne being
replaced by Vˆext denoting the external potential created by the nuclei and possibly
other external fields. As a result, the three terms contributing to the Hamiltonian
are Tˆe, Vˆee, and Vˆext. The energy related to the external field is given by
Eext =
∫
Vext(r)n(r) dr, (2.11)
where n(r) is the electron density. For the Vˆee term, the corresponding energy is given
by
Eee =
1
2
∫ ∫
n(r)n(r′)
|r− r′| dr dr
′. (2.12)
For the kinetic energy term, a homogeneous electron gas is assumed. The electronic
density in a homogeneous electron gas is related to the Fermi energy EF by
n =
1
3pi2
(
2m
~2
)3/2
E
3/2
F . (2.13)
Also, the kinetic energy density of the electron gas at absolute zero is T = 3nEF/5.
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As a result, the kinetic energy is given by
ET =
3~2
10m
(
3pi2
)2/3 ∫
n(r)5/3 dr, (2.14)
and the total energy is given as ETF = ET + Eee + Eext.
The TF approach relies solely on the electron density reducing the number of
variables from 3N to 3, thus, simplifying significantly the many-body problem. In
addition, since this approach uses the electron density as the only variable, it signifies
the precursor of the modern density functional theory. The success of this method
was very limited though, due to its crude approximations.
2.3.2 The Hohenberg-Kohn theorems
The TF method relied on the hypothesis that the energy is a functional of the elec-
tronic density and even though this was intuitively reasonable, a formal proof was still
missing. A few decades later, Hohenberg and Kohn (1964) formulated and proved
two theorems which constitute the basis of modern DFT. The first theorem states
that the external potential Vext(r), hence the total energy, is unequivocally deter-
mined (besides a trivial additive constant) by the electronic density n(r), which can
readily be obtained from a given wave function. The novelty of the first theorem is
that the reverse is also true, because given a charge density, a unique Hamiltonian is
obtained and, therefore, a certain wave function is associated to this charge density.
As a result, there is a one-to-one mapping from the charge density to the Hamiltonian
(and the wave function). The second theorem states that the electronic density that
minimizes the total energy corresponds to the electronic density of the ground state
of the system. This theorem has important computational implications because the
ground state of the system can be obtained by minimizing the energy functional with
respect to charge density.
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The proof of the first theorem proceeds easily by assuming that two external
potentials Vext and V
′
ext correspond to the same ground state density n. In other
words, it is assumed that the external potential is non univocally determined by the
electronic density. The first step of the proof is to construct the two Hamiltonians
as Hˆ = Tˆ + Vˆee + Vˆext and Hˆ
′ = Tˆ + Vˆee + Vˆ ′ext. Then, corresponding to the first
Hamiltonian, the ground state wave function and the ground state energy would be
Ψ and E0 = 〈Ψ|Hˆ|Ψ〉 respectively. Similarly, for the second Hamiltonian, the ground
state wave function and ground state energy would be Ψ′ and E ′0 = 〈Ψ′|Hˆ ′|Ψ′〉
respectively. Next, taking Ψ′ as a trial wave function for Hˆ, results in
E0 < 〈Ψ′|Hˆ|Ψ′〉 = 〈Ψ′|Hˆ ′|Ψ′〉+ 〈Ψ′|Hˆ − Hˆ ′|Ψ′〉
= E ′0 +
∫
[Vext(r)− V ′ext(r)]n(r) dr.
(2.15)
Similarly, starting from Hˆ ′ and Ψ, the inequality
E ′0 < 〈Ψ|Hˆ ′|Ψ〉 = 〈Ψ|Hˆ|Ψ〉+ 〈Ψ|Hˆ ′ − Hˆ|Ψ〉
= E0 −
∫
[Vext(r)− V ′ext(r)]n(r) dr,
(2.16)
should hold true. However, adding Eq. (2.15) and (2.16) leads to E0 +E
′
0 < E
′
0 +E0,
which is absurd, and thus the initial hypothesis must be wrong. Furthermore, the
energy functional can be written in terms of the external potential as
E[n(r)] = F [n(r)] +
∫
n(r)Vext(r) dr, (2.17)
where F [n(r)] is an unknown but universal function of the electron density because
it does not depend on the external potential. The Hamiltonian can be written as
Hˆ = Fˆ + Vˆext, where Fˆ = Tˆ + Vˆee.
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The second theorem formally states that
Ev[n
′(r)] ≥ E0, (2.18)
for a trial non negative density n′(r) normalized to N and the ground state energy
of the system given as E0. Ev[n
′(r)] is the functional of the energy for a given
external potential. The first theorem is useful for the proof of the second theorem.
It follows from the first theorem that since n(r) unequivocally determines Vext(r),
it also determines the ground state wave function Ψ. Hence, the wave function is
essentially a functional of the density. Assuming a trial ground state electron density
n′(r), there exists an associated external potential V ′ext(r). From the density and the
external potential, the Hamiltonian Hˆ ′ and its ground state wave function Ψ′ can be
obtained. Using this wave function as a trial wave function in the variational principle
yields
〈Ψ′|Hˆ|Ψ′〉 = F [n′(r)] +
∫
Vext(r)n
′(r) dr
= Ev[n
′(r)] ≥ E0.
(2.19)
The implication of the second theorem is that minimizing the total energy with respect
to the electronic density will eventually lead to the ground state density.
Given that F [n] is known, DFT can, in principle, determine the ground state elec-
tronic density and energy exactly. A common misconception is that DFT is a ground
state theory. However, the Hamiltonian operator, which completely characterizes all
the states of a system, can be determined knowing the density and the external po-
tential. Consequently, the many-body wave functions of the ground and the excited
states can also be determined. Therefore, the limitations of DFT are practical in
nature rather than conceptual (Go¨rling, 1996).
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2.3.3 The Kohn-Sham formalism
The Kohn-Sham (KS) formalism aims to develop a practical method to obtain the
ground state of a system. In the case of a many-body system in which the Born-
Oppenheimer approximation is assumed, it is usually a good practice to separate
the electron-electron interaction term Vee into the classical electrostatic energy (also
known as the Hartree term) and a part to account for the exchange and correlation
contributions. Therefore, the total energy of the system can be written as
E = T + Eext +
1
2
∫ ∫
n(r)n(r′)
|r− r′| dr dr
′ + EXC, (2.20)
where T is the kinetic energy, Eext is the interaction energy of electrons with external
sources, and EXC is the exchange and correlation energy. This approach is useful
because the Hartree term accounts for the largest contribution in the generally un-
known electron-electron interaction. The second largest interaction comes from the
exchange part which is treated exactly in the HF method. The correlation term is, in
fact, the biggest difficulty, but reasonably good approximations have been developed
over the past decades.
In the KS formalism the main variable is the electron density. However, even
though the kinetic energy is indeed a functional of the density, an explicit expression
is not known. In the case of the Thomas-Fermi method, the kinetic energy is treated
locally which is true only in the case of a uniform electron gas. In general, the
kinetic energy operator is non-local. This becomes apparent by considering that the
Laplacian is necessary for the kinetic energy calculation. The Laplacian of a function
f in a one-dimensional grid is approximated by
∇2f ∣∣
xi
=
f(xi+1) + f(xi−1)− 2f(xi)
∆2
, (2.21)
where {xi} is the set of the grid points and ∆ is the spacing between them. Hence,
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non-local contributions are necessary. The contribution of more distant neighbors is
increasingly smaller but even as a first approximation, the non-locality is evident.
Kohn and Sham (1965) devised a novel approach to mitigate the problem of the
kinetic energy operator. Their idea was to introduce a fictitious system of non-
interacting electrons which produces the same electronic density as the real system
of the interacting electrons. Furthermore, they separated the exact kinetic energy
into two contributions, namely, one coming from the non-interacting system and the
other to account for the difference with the exact kinetic energy. Therefore, the kinetic
energy can be written as T [n] = Ts[n] +TC[n], where Ts[n] is the kinetic energy of the
non-interacting system and TC[n] is the remainder. In order to ensure that the two
systems have the same density (and energy), an effective potential Vs(r) is introduced
such that the Hamiltonian of the system has the simple form
HˆKS = − ~
2
2m
∇2 + Vˆs(r). (2.22)
Comparing with Eq. (2.20), the effective potential includes the external potential,
the Hartree term, the exchange correlation term and the kinetic energy term that
accounts for the interacting system. Hence, the total energy of the system in the
Kohn-Sham formalism is expressed as
EKS[n] = Ts[n] +
∫
Vext(r)n(r) dr +
1
2
∫ ∫
n(r)n(r′)
|r− r′| dr dr
′ + E˜XC[n], (2.23)
where E˜XC[n] = EXC[n] + TC[n].
The merits of the Kohn-Sham approach arise from the fact that a system of non-
interacting electrons can be described with a wave function of the form of a Slater
determinant made of one-electron orbitals, similar to the Hartree-Fock method. In
this case, the exact expression of the kinetic energy operator is available. No approx-
imations (except for the Born-Oppenheimer approximation) have been introduced so
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far; hence, the Kohn-Sham method is exact. The energies appearing in Eq. (2.23) can
be calculated explicitly, except for the last term, for which the exact form is unknown.
2.4 Exchange and correlation in DFT
The novelty of DFT relies on the casting of the many-electron problem of 3N degrees
of freedom into a single variable problem, i.e., the density, which depends only on
the three spatial coordinates. Hohenberg and Kohn proved that the energy can
be written as a functional of the electronic density and Kohn and Sham devised
a way to divide the total energy of an electronic system into a number of different
contributions which can be addressed separately. Therefore, the energy is given as
E[n] = Ts + Eext + EH + EX + E˜C, where the exchange and correlation term of
Eq. (2.23) is split and EH is the Hartree term corresponding to the purely classical
electrostatic energy. The second and third terms are known as explicit functionals
of the density while the first and fourth terms are known as functionals of the one-
electron orbitals. The big unknown is the last term which includes the correlation
energy of the electrons and the difference of the kinetic energy of the interacting and
non-interacting system.
The exchange energy can be calculated explicitly (as in HF) but is very compu-
tationally demanding. Therefore it is convenient to treat both terms to a similar
level of approximation as a combined term E˜XC. A reasonable starting point was the
uniform electron gas. In this case the exchange part can be obtained exactly. The
correlation part, though, remains unknown. Ceperley and Alder (1980) employed
quantum Monte Carlo calculations to compute the total energy of fully interacting
uniform electron gases at various densities. Therefore, the correlation energy could
be obtained as the difference of the total energy with the rest of the terms that were
known. Consequently, artificial correlation functionals of the density were constructed
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(Vosko et al., 1980; Perdew and Zunger, 1981) to reproduce the calculated values of
the correlation energy.
2.4.1 The local density approximation
The local density approximation (LDA) was introduced by Kohn and Sham (1965)
but the idea traces back to the Thomas-Fermi method. Essentially, the idea is to view
an inhomogeneous system as locally homogeneous at each point. In other words, the
assumption is that at each point in space, a uniform electron gas of certain density
can be considered. In this case, the LDA exchange-correlation energy has the form,
ELDAXC [n] =
∫
XC[n(r)]n(r) dr, (2.24)
where XC[n] is the exchange-correlation energy density. Noticeably, within the LDA
formalism, the integration of the energy density over the volume of the system, pro-
ceeds at the values that the electronic density yields at every point r, hence, showing
the local character of this approximation. Physically, the exchange-correlation term
should account for the presence of the other electrons in the system. Hence, it is an
inherently non-local term. Nonetheless, the success of the method was profound.
LDA has proven very successful in many systems where the electronic density is
rather uniform, such as bulk metals. In other systems such as molecules where the
effects of the inhomogeneity of the charge density are more profound, the success of
the method was limited. Also, the self-interaction of an electron with its own density
arising from the Hartree term is not properly treated by the exchange-correlation
term, contrary to the case of the HF method. Additionally, the exchange-correlation
potential decays exponentially instead of the asymptotic r−1 behavior for the ex-
change part and r−4 for the correlation part (Umrigar and Gonze, 1994). Systems
such as molecules, surfaces, and wires suffer the most from the consequences of the
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exponential decay. Another shortcoming of the LDA, which is particularly important
for this work, is the severe underestimation of the band gap in semiconductors.
2.4.2 The generalized gradient approximation
The generalized gradient approximation (GGA) aims to mitigate some of the known
issues of the LDA by introducing a semilocal scheme. To achieve that, the density is
expanded in terms of the gradient and higher order derivatives, so that the exchange-
correlation energy can be written as,
EXC[n] =
∫
n(r)XC[n(r)]FXC[n(r),∇n(r),∇2n(r), . . .] dr, (2.25)
where the term FXC[n] considers the variation of the density close to a given point.
GGA functionals can be constructed in two different ways. In the first case, some
functionals are derived theoretically, requesting a number of formal conditions to
be fulfilled. In the second case, the parameters of the functional are fit in a way to
reproduce the experimental results of certain datasets, e.g., the structural parameters
or thermochemical data. The latter approach works very well when applied to systems
similar to the ones used for the fitting, but the transferability to other systems is
limited. One of the most successful GGA functionals is the PBE functional named
after Perdew, Burke, and Ernzerhof (Perdew et al., 1996a, 1997), which does not
contain any fitting parameters and satisfies many desirable theoretical properties
(Kohanoff, 2006). This functional is predominantly used in this work.
In general, the GGA approximation is computationally similar to the LDA and
marginally improves the results. The binding energies, the bond lengths, and the
bond angles are improved compared to LDA. The underestimation of the band gap in
semiconductors is still a major issue and the GGA only slightly improves the results.
The main sources of error are the self-interaction present in the Hartree term and the
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non-locality in the exchange term. The correlation term is also important, especially
for strongly correlated systems.
2.4.3 Hybrid functionals
The HF method considers the exact exchange explicitly, thus, making the calculations
particularly expensive. Contrary to the LDA and GGA, the HF approach severely
overestimates the band gaps of semiconductor and insulator systems. The reason for
that is that even though the self-interaction error is fully eliminated for the occupied
(valence band) states, it remains uncorrected for the unoccupied (conduction band)
states. Hence, the energy of the valence band states is lowered but the energy of the
conduction band states is increased, producing overestimated band gaps.
The observation that the band gap of semiconductors and insulators suffers from
two opposite trends for the LDA/GGA and the HF methods, lead to the development
of approaches that combine both methods. In general, the two approaches are mixed
by a DFT correlation with a combination of DFT and HF exchange. Therefore, the
exchange-correlation energy takes the form
EhybXC = αE
HF
X + (1− α)EDFTX + EDFTC , (2.26)
where the coefficient α is commonly known as the mixing parameter, which indicates
the degree of mixing of the exact HF exchange with the DFT exchange.
As in the case of the GGA, many different hybrid functionals have been developed.
In this work, the HSE hybrid functional named after Heyd, Scuseria, and Ernzerhof
(Heyd et al., 2003, 2006) is used. The HSE functional has the PBE0 hybrid functional
(Perdew et al., 1996b) as a basis, in which the HF exact exchange is mixed with the
PBE GGA functional, following the relationship of Eq. (2.26). The HSE functional
separates the exchange part into a short range (SR) and long range (LR) interaction.
21
The mixing of the HF exchange with the PBE exchange occurs only on the SR part
of the exchange term. Thus, the exchange-correlation energy according to the HSE
functional takes the form
EHSEXC = αE
HF,SR
X (ω) + (1− α)EPBE,SRX (ω) + EPBE,LRX (ω) + EPBEC , (2.27)
where ω is an adjustable screening parameter governing the extent of the SR interac-
tions. The short and long range components are defined as the first and second term
of equation
1
r
=
erfc(ωr)
r
+
erf(ωr)
r
, (2.28)
respectively. For ω = 0, HSE is equivalent to PBE0, while for ω → ∞, HSE ap-
proaches the PBE functional. The special case of the HSE functional called HSE06,
which is used in this work, is obtained by using α = 0.25 and ω = 0.2 A˚
−1
.
A common misconception lingers on the two parameters appearing in the HSE
functional, and specifically the mixing parameter. In general, the mixing parameter
has been used empirically by many researchers, in order to reproduce the experimental
band gaps. In the case of PBE0, the mixing parameter has a value of a ≈ 0.25,
justified theoretically from perturbation theory (Perdew et al., 1996b). Because of
the similarities between the PBE0 and HSE06 functionals, any deviation of the mixing
parameter from α = 0.25 in HSE calculations is generally considered a violation of the
ab-initio nature of the method. However, even in the original work of Perdew et al.
(1996b), the authors mentioned that a ≈ 0.25 is to be expected for most molecules,
but smaller or larger values may be more appropriate in certain cases. Furthermore,
recent developments (Alkauskas et al., 2011; Marques et al., 2011) indicate that the
mixing parameter is related to the inverse of the static dielectric constant. Therefore,
it is reasonable to describe wide band gap systems, which typically exhibit smaller
dielectric constants, with an increased mixing parameter.
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2.5 The band gap error in density functional theory
The band gap underestimation in DFT has already been mentioned earlier. This
section aims to formally address the issue and present the reasoning behind it. The
two shortcomings of standard DFT which contribute to the band gap underestima-
tion are the self-interaction error and the lack of the derivative discontinuity of the
exchange-correlation functional. The band gap underestimation error is crucial for
defect studies in semiconductors, since it affects the obtained electronic and thermo-
dynamic properties of the defects.
The self-interaction of an electron with its own density arises from the Hartree
term which accounts for the interaction of each electron with all the other electrons of
the system, including itself. As mentioned in Section 2.4.3, the self-interaction of an
electron with itself is canceled in the HF theory which accounts for the exchange part
exactly. However, in DFT the exchange part is approximated leading to incomplete
cancellation of this self-interaction. The residual interaction of an electron with itself
is known as the self-interaction error. In many cases, the failure of LDA and GGA
to correctly predict the charge localization associated with local lattice distortions
is attributed to the self-interaction error (Freysoldt et al., 2014). This has negative
impact on studies regarding polaronic effects.
The connection between the fundamental gap of the material and the difference
of the KS eigenvalues needs to be examined in order to address the error of the
derivative discontinuity of the exchange-correlation functional. The fundamental gap
for an N -particle insulator (with N →∞) is given by (Perdew et al., 2017; Sham and
Schlu¨ter, 1983)
Eg = [E(N − 1)− E(N)]− [E(N)− E(N + 1)] , (2.29)
where E(N) corresponds to the total energy of the system of N electrons. The
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first term on the right corresponds to the ionization energy I, defined as the energy
required to remove one electron from the system, and the second term corresponds
to the electron affinity A, defined as the energy gained upon adding one electron to
the system. Hence, the fundamental gap can be written as Eg = I − A.
Assuming the extension of DFT from integer to fractional electron numbers,
Perdew et al. (1982) showed that the curve of lowest energy connecting the integer
values of electrons should be a series of straight line segments. Therefore, assuming
a parameter δ for which 0 ≤ δ ≤ 1, the energy segments from N − 1 to N + 1 can be
written as
E(N − δ) = E(N) + δI , (2.30a)
E(N + δ) = E(N)− δA . (2.30b)
Note that both equations are true for any value of δ as long as δ ranges between zero
and one. Adding equations (2.30a) and (2.30b), and considering that Eg = I − A,
yields
Eg =
E(N + δ)− E(N)
δ
− E(N − δ)− E(N)−δ . (2.31)
The case of δ → 0+ is a valid choice since δ ∈ [0, 1]. Choosing this limiting case for
δ, the band gap can be written as
Eg = lim
δ→0+
{
E(N + δ)− E(N)
δ
− E(N − δ)− E(N)−δ
}
. (2.32)
Notice that the terms in Eq. (2.32) are essentially the derivative of the energy func-
tional with respect to the number of electrons. Therefore, Eq. (2.32) can be written
in the derivative form as
Eg =
{
∂E
∂N
∣∣∣∣
N+
− ∂E
∂N
∣∣∣∣
N−
}
, (2.33)
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approaching the limit of N electrons from either above or below. It is important to
note that Eq. (2.33) is valid only when the energies for integer electron numbers are
connected by straight line segments, which occurs when the true form of the energy
functional is known (Mori-Sa´nchez et al., 2008; Cohen et al., 2008).
Janak’s theorem (Janak, 1978) states that the variation of the total energy, as
constructed in DFT, with respect to an orbital occupation is equal to the eigenvalue
of that orbital, regardless of the detailed form of the exchange-correlation functional.
Therefore, the band gap can be expressed as
Eg = 
KS
g , (2.34)
where KSg is the difference of the Kohn-Sham eigenvalues of the highest occupied and
lowest unoccupied orbital. The above expression is valid as long as the assumption
that the functional has the correct straight line behavior between the integer values of
the number of electrons holds true and the exchange-correlation energy is an explicit
functional of the electronic density, as in the LDA and the GGA.
In the case of generalized KS calculations, such as hybrid functional calculations,
the exchange-correlation functional has an explicit dependence on the KS orbitals as
well. Therefore, the band gap in this case is given as
Eg = 
KS
g +
{
∂EXC
∂N
∣∣∣∣
N+
− ∂EXC
∂N
∣∣∣∣
N−
}
, (2.35)
where the second term on the right is the discontinuity of the derivative of the
exchange-correlation functional, ∆XC. The main reason for the underestimation of the
band gap in LDA and GGA calculations is attributed to the vanishing of this term.
However, another erroneous behavior which is often overlooked is the non-linearity of
the total energy between the integer values of the occupancies (Mori-Sa´nchez et al.,
2008; Cohen et al., 2008).
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Figure 2·1: The total energy dependence on the electron occupancy
in the exact case and the approximate exchange-correlation functional,
showing the deviation from linearity between the integer values.
The approximate functionals, lead to non-linear segments between the integer
values of the number of electrons. Figure 2·1 shows the correct behavior (dotted
line) compared to the convex behavior obtained by standard DFT. In general, lo-
cal and semilocal exchange-correlation functionals yield convex total energy curves
with derivative discontinuities at integer occupancies. Therefore, an additional cor-
rection term ∆str, should be added in order to account for the effects of non-linearity.
Eventually, the band gap becomes
Eg = 
KS
g + ∆ , (2.36)
where ∆ = ∆XC + ∆str, is a term to account both for the orbital dependence of the
exchange-correlation functional and the linearity of the total energy between integer
occupancies. Because of the missing ∆, the band gap is severely underestimated in
standard DFT.
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Chapter 3
Computational methods
Chapter 2 revolved around the simplification of the 3N -dimensional many-body prob-
lem into a problem of only the spatial variables, as well as the development of DFT.
The success of DFT can be attributed both in the ingenuity of the method and in
the development of efficient computational techniques. This chapter introduces the
main computational concepts used in practice to solve the electronic problem and
presents the methodology of the calculations for the study of defects in materials.
The calculations of the current work were performed based on the methods presented
in this chapter, as implemented in the Vienna ab-initio simulation package (vasp)
(Kresse and Furthmu¨ller, 1996).
3.1 Computational framework
Even though certain approximations have already been introduced, the problem re-
mains still far from practical and computationally solvable. In order to successfully
solve the problem, a combination of physical intuition and efficient computational
techniques should be employed. Various computational approaches have been de-
veloped based on their suitability for different system. Specifically, the systems of
interest for this work are three-dimensional solid state periodic systems. Therefore,
the methods that are mainly applicable in these systems will be discussed.
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3.1.1 The Brillouin zone
Condensed matter systems include periodic and amorphous solids, liquids, and sys-
tems of lower dimensionality such as surfaces and wires. The number of atoms in such
systems are of the order of the Avogadro’s number (6 × 1023), making them too big
to be treated computationally. However, assuming a certain periodicity for a given
system, the simplest repeating unit, called unit cell, is adequate to describe the sym-
metry and structure of the whole crystal. The unit cell is essentially the parallelepiped
defined by the three vectors {ai}, with i = 1, 2, 3, called unit or primitive vectors.
Repeating the unit cell along the directions of the primitive vectors reproduces the
whole crystal. The volume of the unit cell is given by Ω = a1 · (a2 × a3).
Given the vectors ai, a new set of vectors can be defined. These vectors are used
to construct the reciprocal lattice and are defined by the relation ai ·bj = 2piδij, with
δij being the Kronecker delta. This is equivalent to the form
b1 = 2pi
a2 × a3
Ω
; b2 = 2pi
a3 × a1
Ω
; b3 = 2pi
a1 × a2
Ω
. (3.1)
The primitive reciprocal lattice vectors define a cell in reciprocal space with a volume
of ΩR = (2pi)
3/Ω. This cell generates a reciprocal lattice in reciprocal space, in a way
similar to the unit cell for the real space. The first Brillouin zone (BZ) is defined as
the locus of points in reciprocal space that are closer to the origin of the reciprocal
lattice than they are to any other reciprocal lattice point. In other words, the BZ is
the Wigner-Seitz cell of the reciprocal lattice.
3.1.2 Bloch’s theorem
Bloch’s theorem (Bloch, 1929) connects the properties of the electrons of a periodic
(virtually infinite) system with those of the electrons in the unit cell. According to
Bloch’s theorem, the wave function of an electron in an external potential V (r) which
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is periodic so that V (r + R) = V (r), can be written as
ψnk(r) = unk(r)e
ikr, (3.2)
where u is a function with the same periodicity as the potential, so that unk(r +
R) = unk(r). The indexes n and k refer to the band index and the Bloch vector,
respectively. The Bloch vector is a vector lying in the first Brillouin zone. Noticeably,
|ψnk(r + R)|2 = |ψnk(r)|2 since the purely imaginary phase factor cancels out. This
was expected because the potential is periodic and as a result the probability to find
the electron at a certain place should also be periodic.
There are three main implications arising from Bloch’s theorem. First, due to the
factor eikr, the electron propagates through the crystal like a traveling wave. The
function u modulates the amplitude of this wave. Second, since the electron behaves
as a traveling wave with a wave vector k, it has a momentum associated with it,
usually called the crystal momentum of the electron, given by
p = ~k. (3.3)
Finally, the Bloch function ψnk(r) is a crystal orbital which is not localized around
any particular site. Hence, the electron is delocalized and shared by the whole crystal.
3.1.3 Brillouin zone sampling
As seen in Eq. (3.2), the wave function is characterized by the band index and the
wave vector. While the number of bands is finite and known, the possible wave vectors
are infinite. Therefore the evaluation of the density involves the integral in the whole
BZ such that
ρ(r) =
1
ΩBZ
∑
n
∫
BZ
fnk |ψnk(r)|2 dk, (3.4)
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where fnk is the occupation number of each band. The infinite number of k vectors
poses an obvious computational problem. However, the orbitals at vectors k that
are close to each other are almost identical. Therefore, a finite number of k-points
is adequate to reproduce the required physical properties, given a certain numerical
accuracy. The integral of Eq. (3.4) becomes a weighted sum over a finite number of
k-points such that
ρ(r) =
1
ΩBZ
∑
nk
wkfnk |ψnk(r)|2 . (3.5)
The weight factors wk depend on the symmetry of the unit cell.
The generation of a k-point grid to sample the BZ involves a number of steps.
First, an equally spaced mesh is generated and then it is shifted if required. The shift
is important if the mesh needs to be centered around a certain k point such as the Γ
point. Subsequently, the symmetry operations are applied to extract the irreducible
k points and their proper weighting. Various methods have been introduced for the
generation of efficient k-point grids for the sampling of the BZ. A common method is
the one proposed by Monkhorst and Pack (Monkhorst and Pack, 1976).
3.1.4 Basis set
The solutions of the electronic problem, i.e., the wave functions, can be expressed
mathematically in various ways. For instance, a possible representation is on a three-
dimensional grid in real space. However, depending on the system, other representa-
tions may be more efficient. In the case of molecules, atom-centered basis sets tend
to work reasonably well. On the other hand, a plane wave (PW) basis set is more
suitable for calculations in periodic solids.
In the interatomic regions of the crystal, the external potential varies very little,
hence, it can be considered constant. In this case the solution of the Schro¨dinger
equation is a PW. However, the potential changes abruptly close to the atoms and
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the solution needs to be expressed as a linear combination of plane waves, which
implies an infinite sum of plane waves.
In general, any function in the real space can be written as the Fourier transform
of a function in reciprocal space. Therefore, the Fourier transform of the function
unk(r) is given by
unk(r) =
∫
eig·ru˜nk(g) dg. (3.6)
Since the function unk(r) is periodic with unk(r + R) = unk(r), the allowed values
of g are the ones that satisfy the relation eig·R = 1. This implies that g = n1b1 +
n2b2 + n3b3, where the b vectors are defined in Eq. (3.1) and ni are integers. Due to
periodicity, the Fourier transform becomes a Fourier series, so that a wave function
can be written as
ψnk(r) =
eik·r√
Ω
∞∑
G=0
CnkGe
iG·r, (3.7)
where G represents the reciprocal lattice vectors defined in Eq. (3.1). The PW basis
functions are readily defined as
φG(r) =
1√
Ω
eiG·r. (3.8)
The basis functions are suitably normalized and orthogonal for different G vectors
since 〈φG|φG′〉 = δGG′ . Including the phase factor into the basis functions, so that
φkG(r) =
1√
Ω
ei(k+G)·r, (3.9)
Eq. (3.7) can be written as
ψnk(r) =
∞∑
G=0
CnkGφkG(r). (3.10)
So far, the Fourier coefficients CnkG have been assumed to be infinite. However,
only a finite number can be considered for practical purposes. In general, the Fourier
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coefficients are given as
CnkG =
∫
Ω
φ∗kG(r)ψnk(r) dr =
1√
Ω
∫
Ω
e−i(k+G)·rψnk(r) dr . (3.11)
Noticeably, increasing the value of |k + G| decreases the value of the Fourier coef-
ficients. Furthermore, the term |k + G| is associated with the kinetic energy of the
system because
T kGG′ = −
~2
2m
〈φkG|∇2|φkG′〉 = ~
2
2m
|k + G|2 δGG′ . (3.12)
As a result, the PW basis set can be expanded up to a certain finite number of terms,
so that all the waves have kinetic energy lower than some energy cutoff Ecut, for which
~2
2m
|k + G|2 < Ecut. (3.13)
Working in reciprocal space for certain quantities like the kinetic energy has cer-
tain computational advantages. The mapping from the real space to the reciprocal
space relies on the fast Fourier transform (FFT), whose computational cost scales as
O(N log(N)), where N is the number of plane waves. In general, this is a desirable
characteristic for a three-dimensional periodic system. However, for low dimension-
ality systems such as molecules, wires, and surfaces, an artificial vacuum region is
used to represent the lack of periodicity in a certain direction. This vacuum region
requires substantial computational effort to be described in a PW basis set. Fur-
thermore, the PW approach is unable to describe charged systems unless some kind
of compensating background is added. Therefore, the treatment of charged systems
requires the addition of an artificial compensating jellium-like background charge, so
that the overall neutrality of the system is maintained.
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3.1.5 Atomic pseudopotentials
In general, only a small fraction of the outer electrons of an atom are relevant for
the process of chemical bonding. Therefore, the electrons can be separated into two
different groups, i.e., the core and the valence electrons. The core electrons are the
ones occupying orbitals close to the nucleus that do not interact or participate in
bonding with other atoms. On the contrary, the valence electrons are responsible for
the bonding properties of the atom. Typically, there is a third classification in between
the core and the valence electrons, usually called semi-core electrons. The semi-core
electrons do not participate actively in chemical bonding, but are sufficiently high in
energy to feel the presence of the environment surrounding the atom.
The orbitals close to the nucleus exhibit large and rapid oscillations rendering
them unpractical to be described on a PW basis set. However, a cutoff radius rc
can be defined, which separates the part of the orbital that is important for chemical
bonding from the core. The nodal features of the orbital appearing for r < rc can be
ignored in this case. As a result, instead of using the exact potential, an alternative
effective potential, called pseudopotential, is used which produces a pseudo-orbital
that is the same compared to the true orbital for r > rc, but avoids the nodal features
for r < rc. A representation of this idea is shown in Fig. 3·1. Since the orbital is now
a well behaved function, it can be expanded in a finite PW basis set.
A common pseudopotential approach is to treat the core electrons as frozen. Ac-
cording to the frozen core approximation, the core states are not allowed to relax,
unlike the valence states. Relaxation in this context refers to the change occurring in
the orbitals transitioning from an atomic to a solid environment. The core states are
calculated in advance in an atomic environment and kept frozen in the subsequent
calculations. Usually, the semi-core states are treated as part of the frozen core, unless
their contribution is important, in which case they should be included in the valence.
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Figure 3·1: Illustration of the exact potential (V ) and the pseudopo-
tential (V˜ ), as well as the corresponding orbital (Ψ) and the pseudo-
orbital (Ψ˜). The cutoff radius rc signifies the radius after which the
pseudopotential and the pseudo-orbital are identical to the real ones.
Among the different pseudopotential methods, the one implemented in the vasp
code is the projector augmented wave (PAW) method (Blo¨chl, 1994). The PAW
potentials are pseudopotentials for which the orbitals are expanded in two different
basis sets. In the valence region, the orbital is expressed in a PW basis, while close to
the nucleus, a basis of radial logarithmic functions is used, which maintains the nodal
features of the true orbital. The idea is presented in Fig. 3·2. The PAW orbital is
constructed by first considering the potential expanded in the PW basis. This orbital
is unable to describe the nodal features. The PW part around the atomic sites is
subtracted and replaced by the local basis of radial functions. The resulting PAW
orbital carries all the information of the real orbital. In the frozen core approach, only
the PW part is allowed to relax while the rest is computed in advance. The success
of the PAW method is indicated by its excellent agreement with other approaches,
including all-electron calculations (Lejaeghere et al., 2014, 2016).
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Figure 3·2: Schematic of the construction of the PAW orbitals.
3.2 Calculations in real systems
Various types of special calculations are necessary, depending on the system under
investigation. However, all systems share some common methodologies. This section
covers some of the most common methods and techniques required for the systems
that are relevant in this work.
3.2.1 Bulk calculations
As mentioned earlier, a crystal can be described concisely by its unit cell. Namely,
the unit cell contains all the required information about the structure and symmetry
of the crystal. However, the term is meaningful only in the case of pristine structures.
In most real world applications, the unit cell is not the appropriate cell to describe
the system, e.g., a structure containing a defect or a low dimensionality system.
Therefore, the term supercell is introduced to describe the smallest periodic unit of
the system. Even though in the case of bulk calculations the supercell usually refers
to the unit cell, in general, the two are different. A few general steps are essential
prior to any calculation regarding bulk systems. These steps involve the convergence
of the total energy with respect to the number of k-points and the energy cutoff of
the PW basis set, and the optimization of the lattice constant.
The first step is to verify the convergence of the total energy with respect to the
cutoff energy. This is done by increasing the cutoff energy until the total energy
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is converged within a certain tolerance, typically 1 meV/atom. Secondly, the total
energy of the supercell is calculated for various k meshes until convergence is reached.
Typically, metallic systems require much denser meshes than semiconducting and
insulating systems. These calculations may be performed in the experimental lattice
constant which is a good guess for the equilibrium lattice constant.
Finally, the optimized lattice constant of the crystal is obtained by calculating
the total energy of the supercell for various lattice constants. Consequently, the total
energy is fitted versus the volume of the supercell using a state equation. A common
choice of an equation of state connecting the volume of the supercell with the total
energy is the Birch–Murnaghan equation of state given by (Lejaeghere et al., 2014)
E(V ) = E0 +
9V0B0
16
[
(v − 1)3B′0 + (v − 1)2 (6− 4v)
]
, (3.14)
where E0 is the minimum total energy, V0 is the equilibrium volume, B0 and B
′
0 is
the bulk modulus and its derivative, and v = (V0/V )
2/3. This step is essential for
minimizing the total energy and avoiding any internal stresses in the pristine supercell.
The calculations described so far assume a constant size supercell. The size of
the supercell in this context refers to the number of atoms contained in the supercell,
rather than the volume.
3.2.2 Surface calculations
Surface calculations are possible in a supercell environment by including a vacuum
region in the non-periodic direction. Therefore, a slab of atoms is created which
describes the two-dimensional periodicity of the surface, while the third direction
remains empty.
The thickness of the slab and the vacuum region are the two most important
parameters in surface calculations. The slab is supposed to describe a system of
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semi-infinite bulk. Such a system is impossible to be constructed in a supercell.
Thus, the surface should be constructed as a slab which is thick enough so that
the region in the center is geometrically and electronically identical to the bulk.
The geometric condition can be achieved by freezing the center atoms to their bulk
positions. Even though this may be computationally favorable, it may not satisfy the
second condition. Therefore, a safer, but more computationally expensive, procedure
would be to increase the thickness of slab, allowing all atoms to relax, until both
criteria are met. These criteria can be verified by checking the atomic positions and
the electrostatic potential at the center of the slab.
Due to the supercell approach, the slab is periodically repeated. In order to avoid
any interaction among the periodic images of the slab, a thick vacuum region is
necessary. A constant electrostatic potential in the vacuum region is a good indicator
that the vacuum region is sufficiently large. Treating charged or polarized surfaces
requires an additional set of conditions and certain corrections, but this is beyond the
scope of this work.
3.2.3 Calculations of defects
The defect is a general term referring to any abnormality or deviation from the pristine
structure of the crystal. Generally, the defects in a crystal may be classified as
point and extended. Extended defects are further classified into line defects, such
as dislocations, planar defects, such as grain boundaries and stacking faults, and
bulk defects, such as cracks, voids, clusters, and precipitates. This work focuses
on point defects, which are defects occurring in a single lattice site. Such defects
include vacancies, self-interstitials, antisites, and impurity atoms incorporated into
the crystal.
The modeling of a defect starts with the construction of a bulk supercell of the
pristine crystal in which the defect is incorporated. For instance, a vacancy is modeled
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by the removal of an atom from the supercell, while a substitutional defect is modeled
by the replacement of an atom of the host crystal with the given impurity atom.
Formation energies of defects
The addition of an impurity in the crystal requires an energy cost which is commonly
called the formation energy of the defect. In the case of a defect in charge state q,
the formation energy is defined as (Van de Walle and Neugebauer, 2004)
Eqf = E
def
tot − Ebulktot −
∑
i
niµi + q (EF + EVBM) +Qc, (3.15)
where Edeftot is the total energy of the supercell including the defect and E
bulk
tot is the
total energy of the pristine supercell. The chemical potential of the species i added
(ni > 0) or removed (ni < 0) for the creation of the defect is indicated by µi. The
Fermi energy, EF, is referenced at the valence band maximum (VBM) in the bulk
such that EF ≥ 0. Due to this choice of reference the energy of the valence band
maximum in the bulk, EVBM, needs to be taken into account explicitly. Finally, the
term Qc accounts for the electrostatic corrections due to the long range electrostatic
interaction of the charged defects of the neighboring supercells. The electrostatic
corrections will be discussed in detail later.
The chemical potentials are typically defined at the limiting cases of the growth
conditions. For instance, in the case of a binary semiconductor the chemical potential
of each of its constituents depends on whether the growth conditions are cation- or
anion-rich. The formalism can be discussed by assuming the example compound
AxBy. In this case, the upper limits of the chemical potentials µA and µB would be
EA and EB respectively. The energies EA and EB correspond to the total energies of
A and B per formula unit, obtained by DFT. Additionally, the equation
xµA + yµB = µAxBy , (3.16)
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always holds true. Given that µAxBy = E
AxBy , Eq. (3.16) yields the following equa-
tions:
µA =
1
x
EAxBy − y
x
µB ; µB =
1
y
EAxBy − x
y
µA. (3.17)
Considering also the upper limits µA ≤ EA and µB ≤ EB, a set of inequalities
describing the limits of the chemical potentials of the constituents A and B may be
introduced as
1
x
EAxBy − y
x
EB ≤ µA ≤ EA ; 1
y
EAxBy − x
y
EA ≤ µB ≤ EB . (3.18)
Therefore, in the case of A-rich conditions, the chemical potentials would be µA = E
A
and µB =
1
y
EAxBy − x
y
EA.
Thermodynamic transition levels
The Fermi energy in Eq. (3.15) is treated as an independent variable. Therefore the
formation of a defect at a given charge state varies linearly with EF. One of the charge
states will have the lowest formation energy at any given Fermi level, indicating that it
is the most energetically favorable. The thermodynamic transition levels or ionization
energies are the Fermi levels at which the lowest energy charge state changes from q1
to q2. Therefore, the ionization energy is defined as
ε(q1/q2) =
Eq1f (EF = 0)− Eq2f (EF = 0)
q2 − q1 , (3.19)
where Eqf (EF = 0) is the formation energy of the defect in charge state q evaluated at
EF = 0. Combining Eq. (3.15) and Eq. (3.19) yields a simplified equation to obtain the
transition levels which depends only on the total energies of the defective supercells,
the electrostatic corrections, and the VBM energy of the bulk. The transition levels
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can be obtained equivalently as
ε(q1/q2) =
Eq1tot − Eq2tot +Q1 −Q2
q2 − q1 − EVBM. (3.20)
The ionization energies are technologically important because they define defect
levels in the band gap. The example defect shown in Fig. 3·3, illustrates an ampho-
teric defect, being able to donate both electrons and holes, depending on the Fermi
level. Deep defect levels are usually undesirable because they influence the electronic
and optical properties of the material, by providing recombination centers. In some
cases though, deep defect levels are used for creating semi-insulating buffer layers.
A shallow level refers to a level that may be ionized at room temperature. There-
fore, these levels occur near the band edges, typically within a few kBT (Freysoldt
et al., 2014). Shallow levels are useful for controlling the conductivity of the material.
Specifically, for a defect to contribute to the p-type conductivity of the material, the
defect must be stable in a negative charge state and the transition level ε(0/−) should
lie close to or below the VBM. Similarly, in the case of a defect level contributing to
the n-type conductivity, the transition level ε(+/0) should lie close to or above the
conduction band maximum (CBM).
The defect levels discussed so far refer to thermodynamic equilibrium. In this
case, atomic relaxations are allowed for different charge states. Such levels can be
observed experimentally using deep level transient spectroscopy (DLTS), in which
the final charge state is able to relax to its equilibrium position. Levels obtained
by luminescence or absorption experiments are usually called optical transition levels
and may vary significantly from the thermodynamic transition levels.
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Figure 3·3: Example of the formation energy versus the Fermi level
of an amphoteric defect (left) illustrating the ionization energies. The
same ionization energies shown as defect levels in the band gap (right).
Correction schemes
The finite size of the system, in addition to the periodicity of the supercell approach,
creates artificial electrostatic interactions among the defects. Increasing the size of
the supercell will eventually render the electrostatic error negligible. However, elec-
trostatic interactions are long range interactions. Therefore, in order to account for
the electrostatic corrections, very large supercells should be employed, increasing dra-
matically the computational cost. A more practical approach is to include correction
terms that cancel the electrostatic error in small supercells. This is the purpose of
the term Qc in Eq. (3.15).
Various corrections methods have been developed during the last years. Makov
and Payne (1995) showed that the electrostatic correction due to a periodic charge
can be written as
Qc =
q2a
2εL
− 2piqP
3εL3
+O(L−5), (3.21)
where a is the Madelung constant, which may be calculated for any Bravais lattice,
ε is the static dielectric constant of the material, L is the side of the supercell, and
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P is the second radial moment of the localized charge distribution. This is known
as the Makov-Payne approach. In a work by Komsa et al. (2012), it was shown that
the method proposed by Freysoldt et al. (2011) improves the Makov-Payne method
yielding better results. This scheme has been implemented in the sxdefectalign
code (Freysoldt et al., 2011; Freysoldt, 2011) and is employed in this work.
3.3 Migration barriers of defects
As mentioned earlier, the study of the characteristics of defects is essential for obtain-
ing the physical properties of materials and engineering better devices. The migration
or diffusion of atoms in a crystal provides useful information regarding the formation
of defects and their annealing temperatures.
The migration of an atom or a vacancy can be viewed as a reaction where the
initial and final states are the initial and final atomic configurations of the crystal
respectively. The energy required for the reaction to proceed is usually called migra-
tion or diffusion barrier, Emig. The migration path refers to the physical path taken
by an atomic species between the equilibrium states. In general, for a given reaction,
there are multiple migration paths. The one requiring the least amount of energy to
proceed is typically called minimum energy path (MEP). In general, the MEP and the
migration path are the same. The saddle point refers to the potential energy surface
(PES) point along the path in which the energy exhibits a maximum. Therefore, the
migration barrier is defined as the energy difference of the energy at the equilibrium
state and the saddle point.
Figure 3·4 illustrates the energy diagram of a migration between the equilibrium
states A and B. In general, A and B are not energetically identical. In this case, there
are two migration barriers, depending on the direction of the reaction. The migration
barriers in this work are typically not the same for both directions. Conventionally,
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Figure 3·4: Schematic representation of a reaction illustrating the
initial (A) and final (B) states, as well as the saddle point.
the one which is larger is reported.
Equation (3.15) can be employed in the calculation of the migration barrier.
Therefore, the migration barrier is given by the energy difference of the formation
energy of the equilibrium state, Eif , and the saddle point, E
s
f , as Emig = E
s
f − Eif .
Most of the terms cancel out, yielding the form
Emig = E
s
tot − Eitot +Qsc −Qic = ∆Etot + ∆Qc, (3.22)
where ∆Etot refers to the difference of the total energies of the defective supercells
calculated by DFT and ∆Qc corresponds to the difference in their charge correc-
tions. Since both the equilibrium state and the saddle point are electronically similar
configurations, the term ∆Qc is typically negligible.
The equilibrium states are the atomic configurations which exhibit a minimum in
the PES. Hence, they can be determined in DFT by allowing a structure to relax,
minimizing its forces. On the contrary, the saddle point is by definition a maximum of
the PES along the direction of the MEP and a minimum along every other direction.
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Therefore, a different approach must be developed for its determination. The two
most common approaches are discussed in the following sections.
3.3.1 The dimer method
A certain configuration of N atoms can be represented by a single vector of 3N
components, r = (r1, r2, . . . , r3N). Assuming a reference point a, the Taylor expansion
of the energy about this point, is given by
E(r) = E(a) +
N∑
i=1
∂E(a)
∂ri
(ri − ai) + 1
2
N∑
i=1
N∑
j=1
∂2E(a)
∂ri∂rj
(ri − ai)(rj − aj), (3.23)
up to second order terms. Noticeably, the term ∂
2E(a)
∂ri∂rj
is essentially the Hessian matrix
HE(a). Also, it is convenient to define the vector x = r − a. Therefore, Eq. (3.23)
can be written more concisely as
E(r) = E(a) +∇E(a) · xT + 1
2
x ·HE(a) · xT . (3.24)
If the configuration a is an equilibrium state, then the second term on the right of
Eq. (3.24), which represents the force, is equal to zero.
The normal modes of vibration are defined by the eigenvectors of the Hessian
matrix, while its eigenvalues define the vibrational frequencies. At an equilibrium
position, all the eigenvalues of the Hessian matrix are positive. At the saddle point,
all the eigenvalues are positive except one. The normal mode corresponding to the
negative eigenvalue, defines also the direction of the migration path at the saddle
point. If more than one eigenvalues are negative for a given saddle point, then this is
a higher order saddle point, namely, it is a common saddle point for different reaction
paths.
The fact that the saddle point exhibits one negative eigenvalue is the main idea
behind the min-mode methods for finding saddle points. The min-mode methods
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Figure 3·5: Representation of the forces acting on the dimer defined
by the images R1 and R2.
follow the minimum mode of the Hessian matrix until they reach the saddle point,
by taking small steps along the direction given by the minimum mode. Calculating
the Hessian matrix in small systems is feasible, but since the evaluation and inversion
of the Hessian matrix scales poorly with the number of degrees of freedom in the
system, this approach is not practical for large supercells.
The min-mode method used in this work is the dimer method developed by Henkel-
man and Jo´nsson (1999). The dimer method relies only on first derivatives to de-
termine the minimum mode. In order to achieve that, two images of the system are
connected forming a rigid body, resembling a dumbbell. In this context, an image
refers to an atomic configuration. The dimer is able to perform translational and
rotational motion. The rotations are used for aligning the dimer with the minimum
mode, while the translation is used for moving the aligned dimer along the direction
of this mode. This procedure is repeated until the saddle point is reached.
Figure 3·5 illustrates schematically the dimer and the forces acting on it. The
center of the dimer, located at the configuration R, is stable and only the images
R1 and R2 are allowed to move. Initially, the dimer is allowed to perform only
rotational movement, centered at R. The purpose of this movement is to align the
dimer with the minimum mode. This is achieved by using the fact that the minimum
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mode points at the direction of minimum curvature. The curvature of the PES is
calculated numerically along the direction of the dimer axis using finite differences as
C =
(F2 − F1) nˆ
2L
=
E1 + E2 − 2E0
L2
, (3.25)
where nˆ is the unit vector along the axis of the dimer, L is the half distance between
the two images, and E0 is the energy at the midpoint configuration R. Noticeably,
only the knowledge of the forces and the energies at the images are enough to calculate
all the properties of the dimer. The energy E0 can be evaluated by Eq. (3.25) and
is constant during the rotation since the midpoint is fixed and not allowed to move.
The distance between the images is also constant since the dimer forms a rigid body.
Therefore, minimizing the curvature and finding the minimum mode is achieved by
minimizing the total energy of the two images, E1 + E2.
The rotations until the minimum mode is obtained are followed by a translational
step. Translating the dimer is straightforward since the saddle point is a minimum
along the minimum mode and a maximum along all other modes. The force FR, acting
at the center of the dimer, tends to pull the dimer towards a minimum. Therefore,
inverting the force would push the dimer towards the direction of the saddle point.
The effective force used for directing the dimer towards the saddle point is given as
Feff = FR−2(FR · qˆ) qˆ, where qˆ is the unit vector along the minimum mode direction.
The force FR is just the average of the forces at the endpoints, (F1 + F2)/2. In order
to avoid locally convex regions, the force can be defined in a curvature dependent
way as
Feff =

FR − 2 (FR · qˆ) qˆ, if C < 0
− (FR · qˆ) qˆ, if C > 0.
(3.26)
The dimer method is an efficient and computationally cheap method to obtain
the saddle point configuration and energy. A significant drawback of this method is
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that the MEP cannot be determined, giving no information about the reaction path
between the equilibrium states. In addition, the method does not guarantee that the
obtained saddle point is indeed relevant for the reaction under investigation.
3.3.2 The nudged elastic band method
The nudged elastic band (NEB) method (Jo´nsson et al., 1998) is another method for
studying migrations in materials. Compared to the dimer method, which is a min-
mode following method, the NEB follows a fundamentally different approach. The
NEB belongs to the family of the chain-of-states methods. In this approach, a set of
intermediate atomic configurations (images) between the equilibrium states is used
to trace the migration path. The images are connected with springs forming a band,
and are allowed to relax along the reaction path. The endpoints, corresponding to
the equilibrium states, are anchored. After the simultaneous optimization of all the
images is complete, the MEP is obtained as the path connecting all the images. The
migration barrier is obtained by interpolating the energies of the different images.
A set of N + 1 images is denoted as {R0,R1, . . . ,RN}, where R0 and RN corre-
spond to the initial and final state respectively. All the images are connected with
springs and the N−1 intermediate images are allowed to relax. A typical initial guess
for the images is obtained by a linear interpolation between the endpoints. The force
acting on each image is split into two components, i.e., one parallel and one perpen-
dicular to the band. In order to determine the parallel component, the tangent of
image i must be defined. One way of determining the tangent τ i of image i, is by
defining the vector
τ i =
Ri+1 −Ri
|Ri+1 −Ri| +
Ri −Ri−1
|Ri −Ri−1| = τ
+
i + τ
−
i , (3.27)
which is then normalized as τˆ = τ/ |τ |.
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Using the definition of Eq. (3.27) for the tangent produces kinks along the band.
Henkelman and Jo´nsson (2000) introduced an improved definition to mitigate this
effect. Using their approach, instead of relying on both adjacent images to deter-
mine the tangent, only the image with the higher energy and the image i are used.
Therefore, the new definition of the tangent becomes
τˆ i =

τ+i , if Vi+1 > Vi > Vi−1
τ−i , if Vi+1 < Vi < Vi−1 ,
(3.28)
where Vi is the energy V (Ri) of image i. Figure 3·6 shows three adjacent images and
the slope τˆ i.
The atomic relaxation of the images in the NEB method relies on minimizing
the NEB force, Fnebi , on each image. The NEB force can be separated into two
components. The component parallel to the band is the spring force defined by
F
S‖
i = k (|Ri+1 −Ri| − |Ri −Ri−1|) τˆ i , (3.29)
where k is the spring constant. The other component of the NEB force is obtained
by the total force acting on image i due to the potential. The total force due to the
potential on image i is given by F = −∇Vi. The component perpendicular to the
band, is given by
F⊥i = −∇Vi + (∇Vi · τˆ i)τˆ i . (3.30)
Then, the NEB force acting on each image i is defined by combining equations (3.29)
and (3.30), yielding
Fnebi = F
⊥
i + F
S‖
i . (3.31)
The NEB force and its components for an image i is shown in Fig. 3·6.
Since the NEB method is a chain-of-states method, it provides information about
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Figure 3·6: Representation of the forces acting on image i. The
nudged elastic band force Fnebi consists of the spring force F
S‖
i along
the tangent τˆ i, and the perpendicular force F
⊥
i due to the potential.
the reaction path. However, no information about the saddle point is available ex-
plicitly by the method. The topmost image may coincidentally lie close to the saddle
point, but the method has no way to determine its exact location. Also, an interpo-
lation of the energy between the images using a spline curve typically leads to wrong
results due to artificial oscillations. A proper interpolation should take into account
the slopes of the spline at each image. The slopes are obtained by the calculated
forces along the MEP.
A better description of the reaction path is possible by increasing the number
of images, which dramatically increases the computational cost. In this sense, the
dimer and the NEB methods are complementary since the former provides the saddle
point at small computational cost, while the latter provides information about the
reaction path by significantly increasing the computational cost. Consequently, the
highest in energy image from a NEB calculation is an excellent starting point for the
determination of the saddle point using the dimer method.
The climbing image NEB (CI-NEB) (Henkelman et al., 2000) is a modified version
of the NEB method, which includes the explicit determination of the saddle point.
To achieve that, the forces of the highest energy image j are treated differently than
the rest. While the rest of the images experience the NEB force as described earlier,
the spring force of image j is canceled. Additionally, since the band formed by the
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images traces the MEP, the tangent of the highest energy image, τˆ j, points towards
the minimum mode of the Hessian matrix. Therefore, projecting the force due to the
potential on the tangent τˆ j would generate a force parallel to the minimum mode.
However, this force points towards a minimum and needs to be inverted in a way
similar to the translational step of the dimer method. Consequently, the force acting
on the climbing image is defined as
Fci-nebj = F
‖
j − 2
(
F
‖
j · τˆ j
)
τˆ j , (3.32)
where F
‖
j is the component of the force due to the potential along the tangent of the
band at image j, i.e., F
‖
j = (∇Vj · τˆ j) τˆ j.
The CI-NEB method combines the simple NEB and the dimer methods, providing
both the reaction path and the configuration and energy of the saddle point explicitly.
However, it is still as computationally expensive as the NEB. It is considered good
practice to initially optimize the band with a few simple NEB steps before enabling
the CI-NEB method.
3.3.3 Transition state theory
Transition state theory (TST) is very useful for connecting the migration barriers
obtained computationally to experimentally observed properties such as the annealing
temperatures of defects. Typically, the migration reactions in the solid state are too
slow to study with molecular dynamics (MD) simulations. Hence, the MD approach
is computationally expensive and inefficient. On the other hand, the TST estimation
of the reaction rate is a statistical mechanics approach. Therefore, the estimation of
the reaction rates is independent of the timescale of the reaction.
A practical simplification of TST is the harmonic transition state theory (HTST)
introduced by Vineyard (1957). The HTST derives from TST as a special case when
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two conditions are met. The first condition requires for the saddle point to be of
first order and quite lower in energy than other possible adjacent higher order saddle
points. The second condition requires the PES at the equilibrium states and the
saddle point to be approximated by a second order Taylor expansion. In other words,
the vibrational modes should be harmonic. In this case, the rate of the reaction is
given as (Voter, 2007)
ΓHTST =
∏3N
i ν
min
i∏3N−1
i ν
saddle
i
e
− Eb
kBT = Γ0e
− Eb
kBT , (3.33)
where Eb is the static barrier height (i.e., T = 0). The value of Eb can be obtained by
Eq. (3.22). In the pre-exponential factor, νmini are the 3N normal mode frequencies at
the equilibrium site and νsaddlei are the 3N−1 non-imaginary normal mode frequencies
at the saddle point.
The attempt frequency Γ0 indicates the number of attempts of a given defect
to jump per unit time. This frequency is obtained rigorously by the definition in
Eq. (3.33). However, this prefactor is typically in the range of 1012 − 1013 Hz and a
common approximation is to use a fixed value in this range. Choosing a value in this
range saves the computational work of computing the normal mode frequencies at
the equilibrium sites and the saddle points. Since, the only temperature dependence
in Eq. (3.33) is in the exponential, choosing a value for the success frequency Γ yields
an estimate for the annealing temperature. A common choice is a value of Γ = 1 Hz.
One limitation of HTST is that, being a classical theory, it is unable to capture
any quantum effects. Also, the condition that the PES can be expanded in a second
order Taylor series around the equilibrium sites and the saddle point implies that
unharmonic effects cannot be captured. As a final note, the migration barriers are
typically much larger than kBT . This ensures that an equilibrium is achieved before
every jump and the memory of the previous trajectory of the atom has been lost.
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Chapter 4
Carbon and native point defects in GaN
4.1 Introduction
GaN, as well as other materials from the III-nitride family, has revolutionized the field
of WBG semiconductors and has enabled the development of impactful applications
such as efficient LED lighting (Pimputkar et al., 2009), power electronics (Mishra
et al., 2002), photovoltaics (Dahal et al., 2010), and as a radiation hard material
(von Bardeleben et al., 2012). The study of the defects in GaN is important for un-
derstanding their effects on the electrical and optical properties of the material and
engineering better devices. Deep defect levels in the band gap may cause undesirable
properties such as radiative recombination which compromises the performance of
devices. A typical example is a level centered around 2.2–2.3 eV causing yellow lumi-
nescence, which is present both in undoped samples (Glaser et al., 1995) and samples
containing carbon impurities (Kucheyev et al., 2002; Seager et al., 2002; Armstrong
et al., 2005). Recent studies suggest that the yellow luminescence may be caused by
carbon related defects (Lyons et al., 2010; Demchenko et al., 2013).
Carbon and its complexes with other defects in GaN are found to introduce deep
defect levels (Matsubara and Bellotti, 2017a,b). The importance of carbon as an
impurity is also justified by the fact that it can be readily incorporated when grown
both by MBE (Koblmu¨ller et al., 2010) and MOCVD (Shah et al., 2012). In addition
to carbon, the native defects, i.e., gallium and nitrogen vacancies and interstitials,
are also important in determining the electrical and optical properties of GaN.
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The formation energy of the native defects and carbon interstitials are computed
using hybrid functional calculations. Additionally, the migration barriers are calcu-
lated for these defects employing standard DFT calculations using the PBE func-
tional. The most favorable carbon migration mechanisms are proposed and estimates
for the annealing temperatures of these defects are determined by the migration barri-
ers using HTST. The results are compared with available theoretical and experimental
data.
4.2 Methods
The vasp code was used to calculate the formation energies and the migrations bar-
riers of the defects using the HSE and PBE functionals, respectively. The HSE
calculations reproduce the experimental band gap of 3.4 eV (Levinshtein et al., 2001)
using a mixing parameter of 28%. The MEP and migration barriers were obtained by
a combination of the NEB and the dimer methods, as well as CI-NEB calculations.
Since the computational cost of the NEB calculations using HSE is prohibitive, the
PBE functional was used instead. Supercells of 32, 64, 72, 96, 128, 144, and 192 atoms
were employed for investigating the convergence of the results versus the size of the
supercell. The 96-atom supercell was found adequate to model the system. An energy
cutoff of 450 and 425 eV was used for the PBE and HSE calculations respectively and
a 2×2×2 Γ-centered mesh was used to sample the BZ. The atomic configurations
were relaxed until the maximum force per atom was reduced to less than 5 × 10−3
and 5×10−2 eV/A˚. The Freysoldt scheme, implemented in the sxdefectalign code,
was used to perform the electrostatic corrections for the formation energies and the
migration barriers of the defects. The number of images in the NEB calculations was
also examined for convergence. The results presented in this work were obtained by
calculations with at least five images.
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4.3 Defect formation energies
The formation energies of all the defects were calculated using the HSE functional in
order to correctly describe the band gap and obtain all the possible transition levels.
The results were obtained using the methods described in Chapter 3. As can be
seen in Fig. 4·1, the nitrogen vacancies (VN) exhibit the lowest formation energies
for all charge states in Ga-rich conditions. Even in N-rich conditions, VN is the most
thermodynamically favorable defect for the most part of the band gap, while the
gallium vacancy (VGa) becomes relevant in n-type conditions. The native interstitials,
Ni and Gai exhibit high formation energies compared to the vacancies, indicating
that they are not easily introduced under equilibrium conditions. Nonetheless, non-
equilibrium conditions such as irradiation may create interstitials.
The severe effects of the band gap underestimation problem can be seen by com-
paring hybrid functional calculations with previous results obtained by standard DFT
calculations (Limpijumnong and Van de Walle, 2004). A typical example is the case
of the nitrogen vacancy, for which only the +3 and +1 charge states are predicted
using GGA calculations. In the case of hybrid functional calculations, the neutral
and −1 charge states also appear for n-type conditions. Similarly, in the case of VGa,
the +1 charge state is not predicted by LDA calculations even though it is present in
hybrid functional calculations.
4.4 Diffusion mechanisms
In the case of native point defects, a vacancy can occur only in the lattice sites of the
wurtzite crystal structure. Therefore, the crystal symmetry determines the possible
diffusion paths in this case, since the defects can jump only towards available lattice
sites. On the contrary, an interstitial atom may typically occupy multiple different
interatomic sites. Hence, the crystal structure is not strictly relevant for the migration
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Figure 4·1: Formation energies of the native defects and carbon inter-
stitials obtained using the HSE functional in Ga- and N-rich conditions.
mechanisms in this case. Nitrogen interstitials (Ni) were found to form nitrogen
dimers with another nitrogen atom, occupying a single site in the wurtzite crystal.
This kind of interstitial is typically known as split because two atoms share the same
site. Therefore, the migration paths available to vacancies, are also applicable for
nitrogen interstitials. This is not true for gallium interstitials (Gai), which were found
to adopt different interstitial configurations. Carbon interstitials (Ci) were observed
to exhibit similar behavior to Ni. Therefore, in all cases except for Gai, the crystal
structure determines the available migration paths.
Figure 4·2 shows the wurtzite crystal structure and the available diffusion paths in
this structure. Restricting the available jumps only between first and second nearest
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Figure 4·2: Diffusion paths in the wurtzite structure considering
jumps among the first and second nearest neighbors. Nitrogen atoms
are represented as small blue spheres while gallium atoms are the large
orange spheres.
neighbors, there are three available mechanisms labeled A, B, and C in Fig. 4·2.
Mechanisms A and B refer to jumps between first nearest neighbors, while C is
a second nearest neighbor jump. The mechanisms shown in Fig. 4·2 refer to the
sublattice of the nitrogen atoms, but they are the same for the gallium sublattice as
well. The four nitrogens bonded to their common gallium atom form a tetrahedron
with one of its bases lying on a plane perpendicular to the [0001] direction (c-axis) of
the crystal. Mechanism A corresponds to jumps involving one of the three in-plane
nitrogens and the fourth which is out-of-plane. Therefore, the jumps of mechanism
A have components both parallel and perpendicular to the c-axis.
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Mechanism B is also a first nearest neighbor mechanism, but in this case the jump
occurs between two adjacent nitrogens lying on a plane perpendicular to the c-axis.
Hence, the jumps of mechanism B are restricted in a single plane and could cause
anisotropy in the diffusion of a species, since any movement in the [0001] direction is
prohibited.
Mechanism C involves second nearest neighbor sites with components both parallel
and perpendicular to the c-axis, crossing the hexagonal channel of the wurtzite crystal.
Compared to A and B, this mechanism requires a species to travel a much larger
distance and, therefore, is expected to be energetically less favorable.
4.4.1 Native defects
Nitrogen interstitials
Nitrogen interstitials favor a split configuration with two atoms sharing a single lattice
site. Therefore, the mechanisms presented in Fig. 4·2 are relevant for the migration
of this species. The initial and final states of the migration of Ni, using mechanism
A, are shown in Fig. 4·3. Initially, the split is formed by atoms N1 and N2. Assuming
that the migrating atom moves upwards, atom N2 would jump towards the lattice
site occupied by atom N3. Both N1 and N2 are moving upwards until N1 rests in its
nominal lattice site and N2 forms a new split with N3.
Mechanisms A and B are investigated for charge states ranging from −1 to +3
using the 96-atom supercell. The calculated barriers for mechanism A were 1.9, 2.4,
2.2, 2.1, and 2.1 eV in the charge states ranging from −1 to +3 respectively. The
corresponding values for mechanism B were 1.9, 2.4, 2.1, 2.2, and 1.7 eV (Kyrtsos
et al., 2016). In all cases except for Ni
3+, the migration barriers are comparable
for both mechanisms. In the case of Ni
3+, there is a clear preference for mechanism
B since the barrier of mechanism B is almost 20% smaller than mechanism A. The
results are summarized in Table 4.1.
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(a) (b)
Figure 4·3: (a) Initial and (b) final state of the migration of the
nitrogen split interstitial.
Limpijumnong and Van de Walle (2004) investigated the migration barriers of
some of the native defects, employing mechanism A in a 32-atom supercell. These
results are also included in Table 4.1 for completeness. The method used by Limpi-
jumnong and Van de Walle (2004) is a variant of the drag method which typically
produces unreliable results because the separate images are not optimized simultane-
ously and the saddle point is not determined explicitly. Furthermore, the use of small
supercells in the study of the migration barriers is detrimental because of the large
atomic deformations along the migration path, especially close to the saddle point.
In order to obtain a direct comparison between the previously reported data and the
results of this work, the migration barriers obtained by a 32-atom supercell should
be used as a benchmark. Overall, a good agreement is observed between the results
presented in this work obtained by the 32-atom supercell and the previously reported
data, except for Ni
2+, for which the calculated barrier obtained in this work is 0.5 eV
smaller than the previously reported value.
Even though the results in the 32-atom supercell are in good agreement with previ-
ously reported data, the convergence of these results should be examined. Overall, the
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(a) (b)
Figure 4·4: Top and side view of the Ga interstitial at (a) the O-site
for the +2 and +3 charge states and (b) at the A′-site for the +1 charge
state.
agreement of the results obtained by the 32-atom and the 96-atom supercells is good,
except for Ni
1− and Ni3+, for which the calculated barrier is 0.4 and 0.5 eV higher in
the 96-atom supercell, respectively. The difference is attributed to the small size of
the 32-atom supercell which is unable to model the extensive deformations around the
migration path during the jump of Ni
1− and Ni3+. Calculations in larger supercells
show that the results of the 96-atom supercell are converged within 0.05 eV.
Gallium interstitials
According to Fig. 4·1, the stable charge states of Gai range from +1 to +3. It has
been shown previously that gallium interstitials reside in the octahedral (O) site
shown in Fig. 4·4a. Additionally, a different location identified as the A-site has been
discussed in the past (Limpijumnong and Van de Walle, 2004; Van de Walle et al.,
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Figure 4·5: Migration barrier of the Gai1+ using the CI-NEB method
and six images.
2001; Gerstmann et al., 2008) and was considered to be a local minimum. According
to the calculations of this work, the O-site was indeed found to be the equilibrium
state for Gai
2+ and Gai
3+. However, in the case of Gai
1+, the O-site was found to
be just a local minimum like the A-site. In fact, Gai
1+ relaxes to the site shown in
Fig. 4·4b which is neither the O- nor the A-site. This newly found minimum will be
referred to as A′-site (Kyrtsos et al., 2017).
Because the interstitial Ga atom resides in a site that does not belong to the
lattice sites of the wurtzite crystal, the paths described in Fig. 4·2 are not applicable.
Instead, Gai migrates using a different interstitialcy mechanism. In other words, the
migrating atom moves towards a neighboring lattice site, pushing the atom residing
there in an interstitial position. The lowest barrier is observed for Gai
3+ at 0.7 eV.
The migration barriers for Gai
1+ and Gai
2+ are 1.6 and 1.1 eV respectively. As can be
seen from Fig. 4·4b, Gai1+ resides closer to its neighboring gallium atoms compared
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to the other two charge states. However, analyzing the MEP obtained by the NEB
calculations, revealed that a large deformation occurs at the saddle point, which
results in a higher migration barrier. Figure 4·5 shows the energy of the images along
the MEP versus the normalized reaction coordinate obtained by a CI-NEB calculation
for the Gai
1+. Six images were used in this particular case.
As shown in Table 4.1, the results of this work for the gallium interstitials are in
good agreement with the previous work of Limpijumnong and Van de Walle (2004)
only in the case of the Gai
3+. In the cases of Gai
2+ and Gai
1+, the previous results
severely underestimate the migration barriers of gallium interstitial. This discrepancy
can be attributed mainly to the lack of the explicit determination of the saddle point
in the method used before.
Nitrogen vacancies
Among the native point defects in GaN, the nitrogen vacancies are considered the
most prevalent (Ganchenkova and Nieminen, 2006). Indeed, the results shown in
Fig. 4·1 justify that, since the VN exhibit the lowest formation energies. Using the
PBE functional, only the +1 and +3 states appear in the band gap. However, cor-
recting for the band gap underestimation using the HSE functional, the neutral and
−1 charge states also appear close to the conduction band edge.
Apart from VN
3+, the rest of the charged vacancies exhibit a clear preference for
mechanism B. In the case of VN
3+, both the in-plane and the out-of-plane mechanisms
exhibit the same barrier of 2.7 eV. In the case of VN
1+, the barriers for mechanisms
A and B are 3.8 and 4.1 eV respectively. Experimental evidence by Ambacher et al.
(1998) estimate the migration barrier of VN
1+ at 4.1 ± 0.4 eV which is in excellent
agreement with the calculated values in this work. The barriers for VN and VN
1− are
3.4 and 2.6 eV for mechanism A, and 2.7 and 2.0 eV for mechanism B, respectively.
Therefore, a clear preference for mechanism B over mechanism A is observed.
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Table 4.1: Migration energy barriers for native defects obtained by
CI-NEB calculations. Only the most preferable mechanism is shown
(in the parentheses) in each case. An asterisk denotes a charge state
that is not predicted by PBE.
Defect Charge state Barrier (eV)a Barrier (eV)b
Gai
+3 0.7 0.9
+2∗ 1.1 ≤ 0.9
+1∗ 1.6 ≤ 0.9
Ni
+3 1.7 (B) 1.4
+2 2.1 (A) 2.5
+1 2.1 (B) 2.1
0 2.4 2.4
−1 1.9 1.6
VN
+3 2.7 2.6
+1 3.8 (A) 4.3
0∗ 2.7 (B)
−1∗ 2.0 (B)
VGa
−3 2.1 (A) 1.9
−2 1.9 (B)
−1 1.5 (B)
0 2.5 (B)
+1∗ 2.5 (B)
a - (Kyrtsos et al., 2016) b - (Limpijumnong and Van de Walle, 2004)
Gallium vacancies
In general, the formation energy of the gallium vacancies is high, regardless of Ga- or
N-rich conditions. However, as shown in Fig. 4·1, in the case of n-type material the
formation energy of VGa
3− becomes comparable or even smaller than the formation
energy of the nitrogen vacancies.
For the VGa
3− defect, the migration barrier for mechanisms A and B is 2.1 and
2.2 eV respectively. These results are in good agreement with previously reported
experimental data (Chow et al., 2004). The barriers of mechanism A for VGa
2−,
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VGa
1−, VGa, and VGa1+ are 2.3, 2.5, 2.8, and 2.7 eV respectively. For mechanism
B the barriers are 1.9, 1.5, 2.5 and 2.5 eV respectively. Therefore, a preference for
mechanism B is observed in these cases. The results summarized in Table 4.1 show
the calculated barriers, indicating the prevailing mechanism in parentheses in cases
where the difference of the two mechanisms was more than 0.1 eV.
4.4.2 Carbon related defects
Carbon related defects include all defects related to carbon, such as interstitials,
substitutionals, and complexes. Even though the complexes of carbon with other
impurities are important for the electronic properties of the material (Matsubara and
Bellotti, 2017a,b), this work focuses mainly on the interstitial carbon defects. As
shown in Fig. 4·1, carbon interstitials exist in five different charge states, ranging
from +4 to −1, excluding the +3. In all cases, except for Ci4+, the carbon interstitial
favors a split configuration with a nitrogen atom. In the case of Ci
4+, the carbon
atom resides in the hexagonal channel of the crystal surrounded by three nitrogens.
All the possible carbon interstitials are shown in Fig. 4·6.
The split configurations presented in Figures 4·6a to 4·6c are typically called
type-1, type-2, and type-3 respectively (Wright, 2002). For the sake of brevity, these
splits will be called s1, s2, and s3 respectively. Unlike the native defects discussed
in the previous sections, carbon is a foreign impurity in the GaN crystal. Therefore,
the carbon atoms are distinguishable in the material. In the case of nitrogen split
interstitials, for instance, the two nitrogens forming the split were indistinguishable,
i.e., the atoms N1 and N2 of Fig. 4·3 were interchangeable without affecting the
migration process. However, the specific configuration of the atoms in the C−N split
interstitial is essential for studying the migration processes of carbon.
In the study of the migrations of carbon, the two most stable configurations in
terms of formation energy were chosen for each charge state. In other words, instead
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(a) (b)
(c) (d)
Figure 4·6: Different types of split interstitials between carbon (black)
and nitrogen (blue) atoms. (a) C-N type-1 split interstitial (s1), (b)C-N
type-2 split interstitial (s2), (c) C-N type-3 split interstitial (s3), and
(d) top view of the channel configuration of the Ci
4+.
of a single equilibrium configuration for the initial and final states, two equilibrium
configurations are considered. In the case of neutral Ci, Ci
1−, and Ci1+, the two most
stable configurations are the s1 and s2. For Ci
2+, the two most stable configurations
are the s2 and s3. As mentioned earlier, Ci
4+ is stable at the channel configuration
shown in Fig. 4·6d. The formation energies of the different split configurations, for
a given charge state, differ by less than 0.2 eV (Kyrtsos et al., 2016); therefore both
configurations are reasonable as equilibrium states.
The small energy difference and the geometric similarity of the different split
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configurations allows for multiple different jumps, accompanied by on-site transfor-
mations from one type of split to the other. For instance, the initial state of a jump
may be a s1 configuration, shown in Fig. 4·6a. Assuming an upward jump, using
mechanism A, it is favorable for the final state to be a s2 configuration, shown in
Fig. 4·6b. Noticeably, in the initial state, the carbon atom lies above the nitrogen
atom, while in the final state the carbon atom lies below the nitrogen atom; therefore
this jump is configurationally favorable. This jump may be followed by an on-site
transformation from s2 to s1 afterwards. Since the initial and final states are, in
general, not the same, the migration barrier depends on the direction of the reac-
tion. Conventionally, the largest barrier is reported. Similar to the native defects,
the same mechanisms and terminology is used also for the migrations of the carbon
split interstitials.
Carbon interstitials
Regarding the neutral carbon interstitial, the two most favorable configurations, s1
and s2, differ by only 0.1 eV in formation energy, with s2 being lower. The available
mechanisms for migration are the ones shown in Fig. 4·2. The available jumps in each
mechanism are s1/s1, s2/s2, and s1/s2. Therefore, there are nine different jumps for
Ci. The lowest migration barrier of 2.3 eV is obtained for a jump between the s1 and
s2 configurations employing mechanism A. The potential energy along the reaction
path of this jump is shown in Fig. 4·7. The barriers of mechanism A are lower than
the in-plane migrations (mechanism B), showing a clear preference for mechanism A
over B. Additionally, the second nearest neighbor mechanism C exhibits barriers of
4 eV which are much larger than the barriers of the first nearest neighbor mechanisms.
As expected, mechanism C is unlikely to contribute to the migration of carbon atoms.
All the migration barriers are summarized in Table 4.2.
The two most stable configurations for Ci
1+ are s1 and s2, similar to the neu-
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Figure 4·7: Migration energy barrier for a mechanism A jump from
a type-1 to a type-2 carbon interstitial in the neutral case using five
images.
tral case. However, the formation energy difference of the two configurations in this
charge state is less than 0.05 eV. Additionally, both of them are geometrically very
similar. As a result, both s1 and s2 are equally probable configurations for Ci
1+. The
calculated migration barriers of the first nearest neighbor mechanisms are 2.6 eV in
all cases, except for the s1/s1 jump in mechanism B, where the barrier is 2.4 eV. The
jumps of the second nearest neighbor mechanism were also considered, but the migra-
tion barriers exceeded 4 eV, showing that this mechanism is insignificant compared
to mechanisms A and B. Therefore, mechanism C was not considered in the rest of
the charge states.
As in the two previously discussed charge states, s1 and s2 are the most stable
configurations for Ci
1− as well. However, in this case s2 has a 0.2 eV lower formation
energy than s1. Typically, such an energy difference would indicate that the s2
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Table 4.2: Migration barriers of the carbon interstitials, obtained by
CI-NEB calculations. In all cases except for the Ci
2+, si/sj refers to
s1/s2. In the case of Ci
2+ si/sj refers to s3/s2. An asterisk denotes a
charge state which is not predicted by PBE.
Migration mechanism Initial/Final
Barrier (eV)
q = −1∗ q = 0∗ q = +1 q = +2
A
si/si 2.5 2.6 2.0
sj/sj 2.9 2.6 2.6 2.0
si/sj 2.9 2.3 2.6 2.0
B
si/si 2.8 2.5 2.4 1.8
sj/sj 3.0 3.0 2.6 1.6
si/sj 3.0 3.0 2.6 1.6
C
si/si 4.0 4.4
sj/sj
si/sj 4.0 4.3
configuration is the most favorable; nonetheless, both s1 and s2 were investigated.
The migration barriers of mechanism A are slightly smaller than the migration barriers
of mechanism B. Noticeably, the smallest barrier in this charge state appears for the
unlikely s1 configuration and mechanism B, indicating that even though this is an
unfavorable configuration, it may be utilized for easier jumps.
The last split interstitial refers to the +2 charge state. In this case, the two most
favorable mechanisms are the s2 and s3, with the latter being lower in formation
energy by less than 0.1 eV. This charge state exhibits the smallest barriers. Specifi-
cally, mechanism B is the prevalent mechanism with barriers of less than 1.8 eV, while
mechanism A exhibits barriers of 2.0 eV.
The Ci
4+ is a special case because it adopts the channel configuration. The carbon
atom in the channel configuration resides in the center of an equilateral triangle of side
2.4 A˚, formed by the three surrounding nitrogen atoms. The direct jump between two
channel configurations along the hexagonal channel was found extremely unfavorable.
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Instead, the migration mechanism in this case involves the passing of the carbon atom
through several local minima, sliding along the surface of the walls of the hexagonal
channel. This indicates that Ci
4+ migrates using a multi-step process. The barrier
heights of the individual steps of this process were less than 2 eV.
Carbon substitutionals and rotations
A substitutional defect refers to the case where an impurity atom resides in a lattice
site of the host crystal. Specifically, in this work the carbon residing in a nitrogen site
(CN) is investigated. The migration of a Ni towards a CN site would create a carbon
interstitial and vice versa. Also, a Ci in the vicinity of a VN would result in the filling
of the vacancy either by the nitrogen or the carbon atom, resulting in both cases in
a substitutional defect.
Figure 4·8a shows the migration of the nitrogen atom of a neutral C−N pair, using
mechanism A, towards the creation of a Ni and a CN. The calculated barrier of this
process is 2.3 eV. Noticeably, the carbon interstitial is more energetically favorable
and the reverse process requires only 0.8 eV, as shown in Fig. 4·8a. The same forward
process in the +1 charge state requires 3.0 eV, while the reverse process requires
0.8 eV. Filling a vacancy using an interstitial atom is expected to exhibit a low
barrier. Indeed, starting from the neutral carbon interstitial in the s1 configuration
and an adjacent VN, the calculated energy required for the carbon atom to jump
towards the vacancy is only 0.8 eV.
A final consideration regards the effects of on-site transformations of carbon in-
terstitials. As mentioned already, the mismatch of the initial and final states of the
migration of carbon interstitials is possible. For instance, in the case of the neutral
Ci, the s1/s2 jump is the most favorable jump by at least 0.2 eV. This difference
is significant for the rate of a reaction. However, considering only the s1/s2 jump
using mechanism A would result in trapping the carbon atom in consecutive upward
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Figure 4·8: (a) Migration barrier for the migration of nitrogen from
the C−N split pair to form a CN and a Ni. (b) On-site rotation from
type-1 to type-2 for the neutral carbon interstitial.
and downward jumps with respect to the c-axis of the crystal. For a continuous up-
ward (or downward) motion, the carbon atom would need to reorient itself on-site.
Additionally, there are three equivalent orientations for each split configuration, i.e.,
rotating the split by 120◦ results in an equivalent configuration. The s1 and s2 con-
figurations in the neutral charge state were used to investigate these processes. The
barriers for the on-site s1/s1 and s2/s2 rotations are 0.3 and 0.4 eV respectively. The
calculated barrier for the on-site s1/s2 transformation is 0.6 eV. The barrier for the
on-site s1/s2 transformation in the +1 charge state is even lower at 0.4 eV. Given
such low barriers, these mechanisms are readily available at temperatures that are
able to facilitate the migration of the defects.
4.5 Discussion
In some of the investigated jumps, the saddle point remained the same even though the
reaction was different since the initial and final states were different. This is normally
indicative of a higher order saddle point, i.e., a common saddle point for different
reactions. In the case of a first order saddle point, all the modes or eigenvalues of the
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Hessian matrix should be positive except one. The negative eigenvalue corresponds
to an eigenvector that points towards the direction of the migration path. More
negative eigenvalues, indicate the existence of multiple different paths leading to the
same transition state or saddle point. The order of the saddle point can be verified
by performing vibrational frequency calculations at the saddle point. In all cases a
single negative eigenvalue was observed, confirming that the saddle point was a first
order saddle point. Instead, the common saddle point can be explained by a more
detailed NEB calculation, i.e., adding more images in order to describe the path with
increased resolution. Adding more images to the NEB calculations revealed that the
mechanisms of rotation, discussed earlier, were taking place before the jump in these
cases. In other words, an on-site rotation occurs before the main jump, resulting in
the same saddle point, in the cases where a common saddle point was observed.
An estimate for the annealing temperatures can be obtained using the HTST and
Eq. (3.33). The static barrier in Eq. (3.33) refers to the calculated migration barriers.
Using a prefactor of Γ0 = 10
13 Hz and a success rate of Γ = 1 Hz, the estimated anneal-
ing temperature for a barrier of 2.3 eV is close to 900 K. This temperature is relevant
for the growth of GaN both with the MBE and the MOCVD technique. Additionally,
the gallium interstitials are expected to be mobile even at room temperatures due
to their significantly lower migration barriers. This is in excellent agreement with
experimental observations by Chow et al. (2000).
Overall, standard DFT calculations were used to investigate the migration barriers
of native and carbon related point defects in GaN. In the case of carbon interstitials,
the two most stable configurations were considered as possible initial and final states.
Regarding the native defects, the obtained results are in good agreement with ex-
perimental observations. Most of the charge states are found to exhibit a preference
over one of the first nearest neighbor mechanisms. In general, mechanism B is more
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favorable but the barrier differences compared to mechanism A are small. Gallium
interstitials exhibit very low barriers and are expected to be mobile even at room
temperature. In the case of carbon, only the neutral interstitial favors mechanism A.
In the +1 and −1 charge states, mechanisms A and B exhibit similar barriers, while
there is a preference for mechanism B in the case of Ci
2+. The on-site transformations
were found to play a significant role in the migration of carbon because they are used
as secondary mechanisms that properly align the defects before or after the main
jumps. Their migration barriers indicate that these mechanisms are readily available
at the temperatures that are relevant for the migration of the defects. Except for the
gallium interstitials and the on-site mechanisms of carbon, the rest of the defects are
expected to anneal at temperatures well above 600 K.
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Chapter 5
Vacancies and acceptor dopants in Ga2O3
5.1 Introduction
Ga2O3 crystallizes in five different phases, commonly called α, β, γ, δ, and . Among
them, the monoclinic β-Ga2O3 is the most stable and technologically relevant phase
(Yoshioka et al., 2007). Therefore, this phase is the one investigated in this work.
Ga2O3 is a material with various applications. The characteristic dependence of the
conductivity of the material on the ambient concentration of certain gases, such as
oxygen and hydrogen, makes it an excellent sensing material in gas sensors (Ogita
et al., 1999; Weh et al., 2001; Trinchi et al., 2004). Ga2O3 is also suitable for opto-
electronic applications as a deep UV TCO due to its wide band gap of 4.9 eV (Orita
et al., 2000; Ueda et al., 1997). TCOs have the ability to conduct electricity while
being transparent in the visible spectrum. Therefore, their main applications are in
solar cells, flat panel displays, and LEDs (Ohta et al., 2003; Hosono, 2007).
Angle-resolved photoemission spectroscopy (ARPES) and theoretical calculations
indicate that Ga2O3 is an indirect semiconductor. The CBM is located at the Γ
point while the VBM appears near the M =
(
1
2
, 1
2
, 1
2
)
point (Yamaguchi, 2004; He
et al., 2006; Janowitz et al., 2011). However, Ga2O3 is considered a direct band gap
material for all practical purposes because the energy difference of the real VBM
and the eigenvalue of the highest occupied orbital at the Γ-point is of the order of
a few meV. A property that is often overlooked is the anisotropy of the band gap
with respect to the polarization of the incident light, which ranges from 4.5 to 4.9 eV
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(Matsumoto et al., 1974; Varley and Schleife, 2015; Ricci et al., 2016). As many
other TCOs, Ga2O3 exhibits unintentional n-type conductivity (Hosono, 2007). In
fact, the conductivity of Ga2O3 is an easily tunable property of the material over
many orders of magnitude (10−12–102 Ω−1cm−1) using the appropriate dopants and
growth conditions (Ueda et al., 1997; Passlack et al., 1994; Mu¨ller et al., 2014; Aubay
and Gourier, 1993). In order for the material to be widely utilized in optoelectronic
applications, it is essential to obtain p-type Ga2O3 as well.
Among the native defects, the oxygen vacancies are considered responsible for the
n-type conductivity of the material (Harwig et al., 1976; Ueda et al., 1997; Vı´llora
et al., 2002). On the other hand, gallium vacancies act as compensating acceptors, de-
creasing the n-type conductivity (Kyrtsos et al., 2017; Varley et al., 2011). Therefore,
the study of the properties of the vacancies are essential in determining the electrical
and optical properties of the material. Additionally, this work explores a number
of potential impurities for effective p-type doping. The realization of p-type Ga2O3
has been proven challenging, making the search for possible p-type dopants crucial.
In order for a dopant to contribute to the p-type conductivity, it should introduce
a shallow acceptor level. Namely, the defect should be stable in the neutral charge
state, and the transition from the neutral to the negative charge state should occur
close to or below the VBM. Therefore, the accurate determination of the level ε(0/−)
obtained by Eq. (3.20) is imperative for the study of the p-type conductivity of the
material. Specifically, the studied impurities include the substitutional XGa, where
X = {Li,Na,K,Be,Mg,Ca,Cu,Au,Zn}. The selection of these impurities covers a
range of groups of the periodic table that are likely to result in acceptor dopants.
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5.2 Methods
Both the PBE and the HSE functional with a mixing parameter of a = 0.32 were used.
A 120-atom supercell was used to determine the defect levels of the dopants, while
supercells of up to 360 atoms were used to study the convergence of the migration
barriers results. A 2×2×2 Monkhorst-Pack mesh was used to sample the Brillouin zone
in all cases. The energy cutoff of the PW basis set was set at 450 eV in all cases, except
for the case of the substitutional LiGa, in which the cutoff was set at 500 eV. The
gallium 3d electrons were treated as valence electrons and all the calculations were
spin polarized. The force convergence criterion for the PBE and HSE calculations
was set at 5× 10−3 and 5× 10−2 eV/A˚, respectively.
The migration of the vacancies was studied using the PBE functional in order
to reduce the computational cost. Both the NEB and the dimer methods were used
with a force convergence criterion of 5 × 10−3 and 10−2 eV/A˚, respectively. The
elastic interactions contribute to the finite supercell error. This error can be treated
by extrapolating the formation energies of the finite size supercell to an infinite size
supercell based on the known 1/L3 scaling for different supercell sizes (Freysoldt et al.,
2014). Specifically in the case of migrations, the local deformation of the crystal in
the transition state is typically large. Hence, this effect should be examined for the
calculation of the migration barriers.
The formation energies of the vacancies were studied both in Ga- and O-rich
conditions and were obtained using Eq. (3.15). The Freysoldt correction scheme
was used for the electrostatic corrections, and the migration barriers were obtained
employing Eq. (3.22). The electrostatic correction applied to the migration barriers
resulted in negligible differences of less than 0.05 eV.
While the ionization levels can be obtained using a local or semilocal approach
(LDA or GGA), in practice, this approach suffers from the standard DFT shortcom-
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ings, i.e., the artificial electron self-interaction error and the lack of the derivative
discontinuities of the exchange-correlation functional with respect to the occupa-
tion number, leading to the known band gap underestimation error (Nieminen, 2009;
Perdew, 1985). Therefore, while GGA calculations yield reasonable results for valu-
able properties such as the lattice parameters, they usually fail to reproduce the
experimentally observed ionization levels. Nonetheless, there has been reports where
corrections for on-site coulombic interactions (GGA+U) may improve the GGA re-
sults in the study of defect levels (Varley et al., 2009). Another approach is to
use hybrid functional calculations, where a portion of HF exact exchange is mixed
into the exchange-correlation functional, increasing the band gap by mitigating the
self-interaction error and introducing the derivative discontinuities. As a results,
the agreement of the calculated ionization levels with experiments is improved im-
mensely. Nevertheless, the improved performance of the hybrid functionals comes
with increased computational cost.
Even though GGA calculations are less accurate compared to HSE calculations,
their computational efficiency is still attractive for studying problems for which they
are known to yield incorrect results. A typical example is the determination of defect
levels, where in addition to the underestimation of the band gap, the specific defect
levels are also typically incorrect. However, GGA calculations may act as a screener
for identifying promising dopants which can be studied at a higher level of theory af-
terwards. This approach is justifiable by the way the band edges are aligned between
PBE and HSE. Typically, the alignment is performed with respect to a common ref-
erence level which is usually the vacuum level. Another option is to use the average
electrostatic potential in the bulk as the common reference level. Both ways of align-
ing the VBM should yield identical results as long as the charge density produced by
the two theoretical schemes (PBE and HSE) is identical (Alkauskas and Pasquarello,
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Figure 5·1: Deep (a) and shallow (b) ionization levels in a semilocal
and a hybrid functional approach.
2011; Alkauskas et al., 2011). Usually, the VBM of the hybrid approach lies lower
compared to the VBM of the semilocal approach after alignment. Similarly, the CBM
obtained by HSE calculations lies higher.
Figure 5·1 shows a schematic representation of the alignment between a semilocal
and a hybrid approach. In general, two different cases of defect levels may be distin-
guished. In the case of a deep defect level like (a) in Fig. 5·1, the widening of the
band gap usually does not affect the absolute position of the defect level with respect
to the common reference level. On the other hand, shallow levels like (b) in Fig. 5·1,
tend to follow the band edge to which they are bound (Alkauskas and Pasquarello,
2011; Alkauskas et al., 2011). In other words, if a defect is predicted to yield a deep
defect level in the semilocal approach, most likely it will remain deep in the hybrid
approach too. Similarly, a shallow defect level obtained by the semilocal approach,
will most likely remain shallow in the hybrid approach too. Thus, the GGA approach
may be used as an efficient method for screening promising defect levels, which can
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Figure 5·2: The 120-atom supercell showing the monoclinic (C2/m)
crystal structure and the unit cell of β-Ga2O3. There are two different
gallium and three different oxygen sites designated as Ga(1), Ga(2) and
O(1), O(2), and O(3) respectively.
be investigated further with more accurate, yet, computationally expensive methods.
5.3 Gallium and oxygen vacancies
The crystal structure of Ga2O3 is a low symmetry structure belonging to the mono-
clinic system (space group C2/m). Due to the low symmetry of the crystal there are
two different Ga sites and three different O sites. The Ga atoms are either tetrahe-
drally or octahedrally coordinated with their surrounding oxygen neighbors. In the
case of the O atoms, they are either threefold or fourfold coordinated. The tetra-
hedral and octahedral gallium atoms are referred to as Ga(1) and Ga(2) respectively.
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The fourfold coordinated oxygen, which forms an irregular tetrahedron with its sur-
rounding gallium atoms, is referred to as O(1). The other two oxygens are denoted
O(2) and O(3). The crystal structure of Ga2O3 , including the different gallium and
oxygen atoms, is shown in Fig. 5·2. The five different sites in the crystal of Ga2O3
result in five different vacancies denoted as V
(1,2)
Ga and V
(1−3)
O respectively.
5.3.1 Formation energies
In general, LDA and GGA underestimate the band gap of semiconductors, causing
some of the charge states of defects to disappear. A typical example is the nitrogen
vacancy in GaN, discussed in Chapter 4, where the neutral and −1 charge states
appear to resonate with the conduction band in the case of GGA. Typically, using HSE
resolves the issue because the correct band gap is recovered. Zacherle et al. (2013)
showed that the native interstitial defects of Ga2O3 suffer from the same problem
within GGA calculations. On the contrary, the GGA results are qualitatively correct
and agree with the HSE calculations (Kyrtsos et al., 2017; Zacherle et al., 2013) in
the case of the vacancies.
The convergence of the formation energies results was tested in supercells ranging
from 120 to 360 atoms. The results for the formation energies of the defects were
found converged in the 120-atom supercell. Figure 5·3 shows the formation energies
of the vacancies in Ga- and O-rich conditions, obtained by calculations in the 160-
atom supercell using the PBE functional. According to the obtained values for the
formation energies, the gallium vacancies are extremely unlikely for Ga-rich condi-
tions compared to the oxygen vacancies. For O-rich conditions, the oxygen vacancies
are more probable for p-type material while gallium vacancies have lower formation
energies for n-type conditions. The gallium vacancies introduce deep acceptor lev-
els, which act as compensating acceptors in n-type conditions. These findings are in
excellent agreement with previous theoretical results (Zacherle et al., 2013).
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Figure 5·3: Formation energies of oxygen and gallium vacancies in
oxygen (left) and gallium (right) rich conditions. The dotted vertical
line represents the calculated conduction band minimum.
5.3.2 Migration barriers
In the case of vacancies, determining the first nearest neighbors in the sublattice of
each species is enough for establishing a set of migration paths. This is obvious in
high symmetry crystals such as the wurtzite GaN. However, in low symmetry struc-
tures such as Ga2O3, the definition of the first nearest neighbors, which eventually
determines the migration paths, is not obvious. Necessarily, a convention needs to
be established which determines the available migration jumps by defining a cutoff
distance which acts as a threshold for the longest possible jump. In this work, the
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cutoff distance was set at 3.5 A˚. This distance is measured as the linear distance
between the initial and final states of the migration in the pristine bulk structure. In
reality, the migrating defect would cover a slightly larger distance.
Figure 5·4 shows the available migration paths for the VGa as blue dotted lines and
the paths for the VO as red dashed lines. The letters p and q are used to denote the
jumps of the oxygen and gallium vacancies respectively. In the case of VO, there are
14 migration paths resulting in the jumps p1 to p14. For the sake of simplicity, Fig. 5·4
is a two-dimensional representation of the Ga2O3 crystal, omitting the b direction.
The three jumps p1, p2, and p3 correspond to the migration of the V
(1)
O , V
(2)
O , and
V
(3)
O defects along the b direction, respectively. Since these jumps are performed along
the b direction only, they are not shown in Fig. 5·4. The same is true also for the
jumps q1 and q2 corresponding to the migration of V
(1)
Ga and V
(2)
Ga along the b direction,
respectively.
In the case of the migration of the gallium vacancies, 10 distinct jumps were
studied, ranging from q1 to q10. These jumps utilize three metastable sites as initial
and final states. Due to two of the metastable sites, the migration path is divided
into two identical jumps for the cases of q7 and q9. The third metastable site divides
the path into the two different jumps q4 and q5. The metastable sites, shown with
crossmarks in Fig. 5·4, will be discussed in detail later.
There are four distinct channels along the b direction of the crystal. Two of them
have the shape of an irregular hexagon. The difference between them lies in the fact
that one of them is surrounded by O(1) and O(2) atoms, while the other is surrounded
by O(2) and O(3) atoms. The third channel is created by the Ga(2) and O(1) atoms
which define the vertices of a rhombus. The fourth channel is an eight sided channel.
These channels are important for the study of the migration of gallium vacancies
because they were found to host three metastable sites (Kyrtsos et al., 2017). A
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Figure 5·4: The possible migration paths of the oxygen (p) and gal-
lium (q) vacancies in the crystal structure of β-Ga2O3. The crossmarks
designate the positions of the metastable sites of the gallium vacancies.
global minimum for the gallium vacancy which corresponds to neither the Ga(1) nor
the Ga(2) site was reported by Varley et al. (2011). Instead, a gallium atom was found
to reside in the center of one of the hexagonal channels.
One of the benefits of the NEB method is that it can identify metastable sites along
the migration path. The studies of this work verified the existence of the previously
reported metastable site and discovered two additional ones (Kyrtsos et al., 2017).
The first lies in the other hexagonal channel and the second lies in the eight sided
channel. The metastable site in the eight sided channel refers to a gallium atom
residing in the center of a tetrahedron created by the surrounding oxygen atoms.
This site is denoted as Ga(a) in Fig. 5·5. The two metastable sites residing in the
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Figure 5·5: The 120-atom supercell showing the metastable sites for
the gallium vacancies denoted as Ga(a), Ga(b), and Ga(c).
center of the hexagonal channels are created by a gallium atom residing in the center
of an octahedron defined by the surrounding oxygens. These sites are called Ga(b)
and Ga(c). The gallium atom in all three cases resides in an interstitial site, leaving
two lattice sites unoccupied. The existence of the metastable sites was also verified
with HSE calculations. All three of them were found to play a significant role in the
migration of the gallium vacancies and their importance will be discussed later. In
the case of the oxygen vacancies, no metastable sites were observed.
Even though the 120-atom supercell yields results for the formation energies that
are in good agreement with the results obtained by larger supercells, it is not suffi-
ciently large to yield good results for the migration barriers. In fact, even the 160-atom
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Table 5.1: The migration barriers of the oxygen and gallium vacancies
in all the charge states and migration paths for β-Ga2O3.
Jump (VO)
Barrier (eV)
Jump (VGa)
Barrier (eV)
q = +2 q = 0 q = 0 q = −1 q = −2 q = −3
p1 1.9 2.2 q1 0.9 1.0 1.0 0.9
p2 2.4 4.0 q2 1.4 1.4 1.2 1.0
p3 1.2 1.7 q3 2.3 2.3 2.3 2.2
p4 1.6 2.6 q4 1.0 0.9 0.7 0.6
p5 1.7 2.2 q5 0.7 0.5 0.6 0.7
p6 1.4 2.0 q6 1.7 1.5 1.2 1.1
p7 2.7 3.3 q7 0.7 0.8 1.0 1.4
p8 1.9 2.9 q8 2.1 1.8 1.7 1.8
p9 1.6 2.6 q9 1.0 1.1 1.0 1.0
p10 2.5 3.1 q10 1.8 1.6 1.6 1.8
p11 1.6 2.5
p12 1.9 2.6
p13 1.9 2.6
p14 1.6 2.5
supercell produces converged results only for a few cases. This is attributed to the
elastic interactions caused by the large local deformations caused by the migrating
atom, and is indicative of the importance of considering the elastic interaction correc-
tions when calculating migration barriers. The low symmetry of the crystal requires
large supercells in order to account for the elastic interaction errors. Supercells of
up to 360 atoms were used for determining the convergence of the migration barrier
results, taking into account the 1/L3 scaling of the elastic interactions. In most cases,
the 360-atom supercell was large enough to eliminate the elastic interactions. Only
very few migration barriers, such as the p3 and the p6, were affected by the elastic
corrections, but even in the most severe cases the corrections accounted for less than
0.1 eV. Table 5.1 summarizes all the migration barriers obtained by the different
jumps in the various charge states of the defects. Conventionally, in jumps between
different initial and final states, the reported value corresponds to the barrier of the
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Figure 5·6: Migration barrier of the VC2+ for the jump p10 (left) and
VGa
3− for the jump q7 (right) obtained by CI-NEB calculations using
nine and seven images respectively.
direction yielding the largest value.
The formation energy calculations show that oxygen and gallium vacancies are
more likely to occur in the +2 and −3 charge states, respectively. These charge
states were found to exhibit also the lowest migration barriers for the corresponding
vacancies. In addition, gallium vacancies exhibit significantly lower migration barriers
compared to the oxygen vacancies. Specifically, the median migration barrier for the
neutral VO and the VO
2+ is 2.6 and 1.8 eV respectively. On the other hand, almost
all the barriers corresponding to the migrations of gallium vacancies are smaller than
2 eV. In fact, in many cases the migration barriers of the gallium vacancies are even
smaller than 1 eV, indicating that the gallium vacancies are mobile at much lower
temperatures compared to the oxygen vacancies. Figure 5·6 shows two cases of the
calculated migration barriers using the NEB method. The p10 jump of the VO
2+ is
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shown on the left, while the q7 jump of the VGa
3− is presented on the right.
In general, metastable sites are usually high symmetry atomic configurations along
the migration path. These sites can be discovered in two ways. Firstly, metastable
sites can be predicted by the symmetry of the crystal. For instance, high symmetry
configurations, like the ones shown in Fig. 5·5, are typically good candidates for
metastable sites. Secondly, NEB calculations are able to locate these sites since they
appear as local energy minima in the migration path. For instance, Fig. 5·6 on the
right illustrates the migration towards the metastable site V
(c)
Ga in the −3 charge state.
In this case, a vacancy at the location of a Ga(1) atom needs to overcome a minor
barrier of only 0.3 eV in order to reach the V
(c)
Ga configuration. In fact, the term
metastable is abused in this case since it usually refers to local minima. Instead, in
this case, V
(c)
Ga appears as a global minimum and acts as a trap for the migration of
the defect. Following the opposite direction, the defect needs to overcome a barrier of
1.4. The situation is similar for V
(b)
Ga, indicating the important role of the metastable
sites in the migrations of the gallium vacancies.
Regarding the oxygen vacancies, apart from the p10 and p13 jumps, where the
oxygen atom adopts an octahedral configuration with the surrounding atoms at the
saddle point, there are no other high symmetry points along their migration paths.
Therefore, metastable sites related to oxygen defects were not observed. On the
contrary, a number of high symmetry configurations are formed along the paths of
the gallium vacancies. The ones resulting in V
(a−c)
Ga have already been discussed.
Jumps q1, q2, and q3 are the only cases which do not involve passing from a high
symmetry site. All the metastable gallium sites adopt a tetrahedral configuration,
except for V
(b)
Ga and V
(c)
Ga which adopt an octahedral configuration as mentioned before.
The high symmetry configurations along the jumps q6, q8, and q10 were not observed
to exhibit local minima properties that would act as traps for the migrating atom.
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Figure 5·7: The migration barriers of the oxygen and gallium vacan-
cies in β-Ga2O3 in all the charge states. The left axis represents the
energy of the migration barrier and the right axis shows the correspond-
ing annealing temperature based on Eq. (3.33).
The annealing temperatures of the vacancies were estimated by means of HTST
and Eq. (3.33). The attempt frequency Γ0 was set at 10
13 Hz and the success rate was
set at 1 Hz. Figure 5·7 presents all the migration barriers and their corresponding
annealing temperatures. The calculated values are shown as circles and the mean
value of the migration barrier of each defect is shown as a rhombus. Typically,
the experimental annealing temperatures of Ga2O3 samples fall in the range of 800–
1000 ◦C (Ueda et al., 1997; Wagner et al., 2014; Guo et al., 2014; Baldini et al.,
2016; Zhang et al., 2011) which is in good agreement with the results presented here.
Previous theoretical results reported by Blanco et al. (2005) estimated values as low as
0.5 and 0.1 eV for the migration barriers of oxygen and gallium vacancies respectively.
These values are at least two to six times smaller compared to the results of this work.
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According to the NEB calculations of this work, the minimum barriers for the neutral
VO and VGa are 1.7 and 0.7 eV, respectively. However, Blanco et al. (2005) estimated
the migration barriers using interatomic potentials considering only neutral defects.
The large difference is attributed to the method of interatomic potentials, which fails
to capture many aspects of the migration processes such as the complex potential
energy surfaces that develop during the migration of the species. Moreover, such
low barriers also fail to explain the much higher experimentally observed annealing
temperatures of vacancies in Ga2O3.
Evidently, Fig. 5·7 shows that the gallium vacancies are mobile at much lower
temperatures compared to the oxygen vacancies. The fact that the cation vacancies
exhibit lower migration barriers compared to the anion vacancies has been observed
in other systems as well. Typical examples are the gallium vacancies in GaN (Kyrt-
sos et al., 2016) and the zinc vacancies in ZnO (Janotti and Van de Walle, 2007).
Such small barriers indicate that some of the gallium vacancies are mobile at room
temperature.
In the case of high symmetry crystals, the number of available paths is limited.
On the contrary, in the case of structures like the monoclinic Ga2O3 the large number
of available paths enables various ways for the species to migrate. In the trivial case
of very high temperatures, all the migration paths contribute to the diffusion of the
defects. However, the effects of the large number of migration paths become apparent
at lower temperatures. As seen in Fig. 5·7, the migration barriers of different paths
of the same defect may vary by more than 1.5 eV. This indicates that even though
the lowest in energy path might be active, the highest in energy path might not be
available unless the temperature is raised by several hundred degrees. Therefore, the
large number of available paths and the dispersion of their migration barriers makes
the study of the annealing temperatures and diffusion mechanisms non-trivial. In
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order to tackle this issue, the terminology and ideas of network science (traditionally
known as graph theory) are employed. The oxygen vacancy in the +2 charge state is
used as a model example for the following discussion, but the idea is applicable in all
the other cases as well.
The available paths in the crystal construct a network in which the nodes (or
vertices) are the initial and final states of the migrating atom and the available paths
at a given temperature are the links (or edges) connecting the nodes. In order for
annealing to be possible, the defect should be able to travel across the crystal freely
in all directions. In other words, a percolation path should exist for the diffusion of
the defect. Assuming that p represents the number of active links in the network
over the number of all possible links, a value of p = 0 corresponds to zero links (low
temperature) and a value of p = 1 corresponds to a fully connected network (high
temperature). By definition (Newman, 2010), percolation is possible once p > pc,
where pc is called the percolation threshold. Practically, the percolation threshold
corresponds to a temperature, above which the migrating defect can reach any site
of the crystal, regardless of the initial position of the defect.
In the case of oxygen vacancies, there are 14 different paths which need to be
sorted in terms of ascending migration barrier, in order to determine the minimum
temperature for which percolation is possible. Considering the case of very low tem-
peratures, none or very few paths are available as in Figure 5·8a, where only one
path is available. In this case the movement of the defect is confined between the
two available sites. Increasing the temperature, as in Fig. 5·8b, activates more jumps,
however, still not enough for the defect to move freely in the crystal. Increasing the
temperature even more, as in Fig. 5·8c, creates a fully connected component in the
network, enabling the defect to percolate. The VO
2+ defect was found to require only
the first six migration paths to reach the percolation threshold. This corresponds to
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Figure 5·8: The sublattice of the oxygen atoms with all the available
paths. At low temperatures [(a) and (b)] the available paths create
small local clusters. (c) Above a certain threshold, the defects can
reach any oxygen site throughout the crystal.
a temperature of approximately 600 K. Evidently, the plethora of different paths in
the monoclinic Ga2O3 allows the defect to migrate through a set of available paths
even when the temperature is not high enough for all the paths to be active. In other
words, some of the paths are redundant for the migration towards a certain direction
and only a certain number of them is required. Naturally, increasing the temperature
has always a positive effect in the migration of the defects since it increases the rate
and the number of available paths.
5.4 Dopant impurities
As discussed earlier, the PBE functional was used to screen possible p-type substitu-
tional dopants. Due to the low symmetry of the crystal, there are two substitutional
sites for the cation dopants and three substitutional sites for the anion dopants. These
sites will be identified by the same convention that was introduced in Section 5.3.
In the case of copper and gold substitutionals, the levels obtained by PBE are
extremely deep, above the midgap. Group 11 dopants behave similarly in other
wide band gap oxides as well (Lany and Zunger, 2009). The rest of the gallium
substitutional dopants introduce levels that lie below the midgap but still far from
the VBM (Kyrtsos et al., 2018). Typically, when the impurity resides in the Ga(2)
site the defect level lies closer to the VBM compared to the Ga(1) site. All the cation
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Table 5.2: The ε(0/−) transition level of different substitutional
dopants in the gallium sites, with respect to the valence band maxi-
mum, obtained by PBE and HSE calculations.
Dopant
PBE defect level (eV) HSE defect level (eV)
Ga(1)/Ga(2) Ga(1)/Ga(2)
Li 0.36/0.21 1.67/1.84
Na 0.42/0.26
K 0.55/0.34
Be 0.26/0.21
Mg 0.26/0.22 1.25/1.05
Ca 0.34/0.24
Zn 0.35/0.27 1.39/1.22
Cu 0.98/1.42
Au 1.61/2.06
impurities produced deep defect levels, except for Li, Mg, and Zn that were chosen
for further investigation using HSE calculations. As a final note, the N, P, and C
impurities were studied as anion substitutionals but resulted in much deeper levels
compared to the cation impurities. Therefore, they were excluded from any further
investigation with hybrid functionals.
The HSE calculations indicate that the lowest defect levels of the Li, Mg, and Zn
impurities, lie 1.67, 1.05, and 1.22 eV above the VBM respectively. In order for a
defect level to contribute to the p-type conductivity, it should introduce an acceptor
level close to or below the VBM. Therefore, even the most promising impurities
resulted in deep acceptor levels that are not expected to contribute to the p-type
conductivity. Both the PBE and the HSE results are summarized in Table 5.2. In
addition to the ε(0/−) level, the existence of a deep ε(+/0) donor level which binds
a second hole is observed in other wide band gap oxides (Lany and Zunger, 2009).
The same has been observed in the case of Ga2O3 as well. The ε(+/0) donor level
is observed at 1.54/0.97, 0.96/0.98, and 0.92/0.86 eV for Li, Mg, and Zn at the Ga(1)
and Ga(2) sites respectively.
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5.5 Discussion
Oxygen and gallium vacancies are the most important native defects in Ga2O3 and
controlling their properties is impactful for devices. The oxygen vacancies intro-
duce donor levels while the gallium vacancies act as compensating acceptors. Three
metastable sites were observed for the gallium vacancies and their role on the mi-
gration of the defects was crucial, since they are able to trap the gallium defects in
potential wells. In general, gallium vacancies exhibit low barriers ranging from 0.5
to 2.3 eV. On the other hand, oxygen vacancies exhibit significantly higher barriers
ranging from 1.2 to 4.0 eV. However, the abundance of migration paths allows for
the vacancies to migrate isotropically throughout the crystal using percolation paths.
The annealing temperature of gallium and oxygen vacancies is estimated at 500 and
800 K, respectively.
The challenging task to identify shallow acceptor levels in Ga2O3 is not unique
to this material. Other materials from the TCO family such as SnO2, In2O3, TiO2,
and ZnO face similar difficulties (Scanlon and Watson, 2012; Zhang et al., 2016).
Robertson and Clark (2011) found that the dopability of oxides can be determined in
terms of the VBM and the CBM on an absolute energy scale with respect to a common
reference level. In general, n-type oxides exhibit very deep VBM with respect to the
vacuum level (Minami et al., 1998; Robertson and Falabretti, 2011). Therefore, the
defect levels tend to lie deep in the band gap. On the contrary, on semiconductors
with higher lying VBM, the defect levels tend to remain close to valence band edge,
leading to p-type materials.
Furthermore, the position of a defect level is not the only limiting factor affecting
the conductivity properties of a certain dopant. The 2p orbitals of oxygen exhibit
small dispersion, large effective masses, and high density of states, which is common
among wide band gap oxides (Varley et al., 2012). Materials with this feature gen-
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Figure 5·9: Spin density plot of the Mg-doped Ga2O3 in the 120-
atom supercell showing the localization of the charge density around
an oxygen atom.
erally favor the formation of localized oxygen hole polarons (Lany and Zunger, 2009;
Schirmer, 2006), while Varley et al. (2012) showed that Ga2O3 exhibits self-trapped
holes, in agreement with experimental observations by Harwig and Kellendonk (1978).
The spin density of the MgGa(2) defect is shown in Fig. 5·9, demonstrating the hole
localization in a single adjacent oxygen atom. Considering the above mentioned fac-
tors, materials with low lying VBM which is dominated by O 2p orbitals, are not
optimal for p-type conductivity. Other factors include the solubility of the impurities
in the host crystal and the presence of compensating defects. The solubility of the
impurity is directly related to the formation energy; lower formation energy indicates
better solubility. Furthermore, in Ga2O3, the oxygen vacancies introduce donor levels
that act as compensating donors, hindering the p-type conductivity of the material.
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Chapter 6
The role of the atomic configuration on
the electronic properties of AlxGa1−xN
alloys
6.1 Introduction
Considerable attention has been received by AlGaN alloys due to their various tech-
nologically important applications. Due to the large difference in the band gaps of
the pure phases of GaN and AlN, i.e., 3.4 and 6.2 eV respectively (Levinshtein et al.,
2001), AlGaN alloys are ideal for deep UV industrial and medical applications, such as
free space communications, identification of biochemical agents, counterfeit detection,
and medical diagnostics (Moustakas, 2016).
It is typical for the ternary III-nitride alloys to exhibit a miscibility gap (Ho and
Stringfellow, 1996; Matsuoka, 1997). For instance, a phase separation in InGaN and
InAlN alloys has been observed in a wide range of compositions (Teles et al., 2000;
Singh et al., 1997; McCluskey et al., 1998; Karpov, 1998; Gan et al., 2006; Duff
et al., 2015; Palisaitis et al., 2017; Scolfaro et al., 2005). The spinodal decomposition
occurring in these alloys has been attributed to the excessive lattice mismatch between
InN and GaN or AlN, which induces large internal strain. On the contrary, AlGaN is
an exception due to the relatively small lattice mismatch between GaN and AlN. In
fact, the miscibility gap in the case of AlGaN has been shown to be much lower than
the growth temperature (Scolfaro et al., 2005; Albanesi et al., 1993). Therefore, the
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growth of any composition is thermodynamically possible for this system.
The electronic properties of the AlGaN system have been investigated extensively
by various researchers. However, many discrepancies are observed in the reported
results. For instance, the bowing parameter of the band gap based on both experi-
mental measurements and theoretical calculations ranges from −0.8 (upward bowing)
to +2.6 eV (downward bowing) (Marques et al., 2007; Yun et al., 2002; Khan et al.,
1983; Yoshida et al., 1982; Angerer et al., 1997; Koide et al., 1987; Lee et al., 1999;
Shan et al., 1999; Vurgaftman and Meyer, 2003; Pela´ et al., 2011; Wu et al., 2003;
Dridi et al., 2003), even though the early findings of an upward bowing are not con-
sidered reliable (Lee et al., 1999; Vurgaftman and Meyer, 2003). Other electronic
parameters, such as the AlN/GaN band offset, also exhibit large discrepancies in
literature. The experimentally observed values for the valence band offset range be-
tween 0.15 and 1.4 eV (Sitar et al., 1991; Rizzi et al., 1999; Waldrop and Grant, 1996;
Baur et al., 1994), while theoretically calculated values range between 0.34 and 1.6 eV
(Moses et al., 2011; Albanesi et al., 1994; Satpathy et al., 2004; Nardelli et al., 1997;
Binggeli et al., 2001; Bernardini and Fiorentini, 1998; Majewski et al., 1998; Cociorva
et al., 2002; Rubio et al., 1994; Wei and Zunger, 1996; Van de Walle and Neugebauer,
2003). Due to the technological importance of AlGaN, the precise knowledge of the
electronic properties of this system and the determination of the origin of the discrep-
ancies, are required. Therefore, a comprehensive study of the electronic properties of
this material with respect to its composition and atomic configuration is necessary.
This work focuses on the theoretical investigation of the electronic and structural
properties of the wurtzite AlGaN system, taking into account the effects of the chem-
ical composition and the various atomic configurations of the alloys. Specifically, the
stability of the alloys with respect to the pure phases has been investigated via the
formation energy of all the different alloy configurations that can be modeled in super-
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cells of up to 16 atoms, employing standard DFT calculations. Additionally, random
alloy configurations are modeled in supercells of 96 atoms. The band gaps of the alloys
have been investigated using both standard DFT and hybrid functional calculations.
Furthermore, the band offsets are obtained using the method of aligning the energy
levels with respect to the vacuum level, employing hybrid functional calculations.
Finally, the band structures of the random alloys are obtained for the representative
compositions of x = 0.25, 0.5, and 0.75, using the effective band structure approach
and standard DFT calculations.
6.2 Methods
Since the treatment of the exchange-correlation functional plays a significant role on
the computational cost, both standard DFT and hybrid functional calculations were
performed, based on the task at hand. Specifically, both the PBE (Perdew et al.,
1996a, 1997) and the PBEsol (Perdew et al., 2008) functionals were used for the
standard DFT calculations while the HSE (Heyd et al., 2003, 2006) functional was
used for the hybrid functional calculations. A clear reference to the functional used
in each occasion will be given in the following sections. Due to the large difference
in the band gap of the pure phases of GaN and AlN, a single mixing parameter is
not possible to describe both systems correctly. Therefore, a composition dependent
mixing parameter for the Hartree-Fock exchange was employed, ranging linearly from
a = 0.28 for pure GaN (x = 0) to a = 0.32 for pure AlN (x = 1). The energy cutoff of
the plane wave basis set was fixed at 500 eV. All the calculations were spin polarized
and the gallium 3d electrons were treated as valence electrons.
All the possible atomic configurations in supercells of up to 16 atoms were gen-
erated using the ATAT code (van de Walle et al., 2002; van de Walle, 2009). In
total, including the pure phases, 401 distinct atomic configurations were generated in
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compositions of x = 0, 0.125, 0.167, 0.25, 0.333, 0.375, 0.5, 0.625, 0.667, 0.75, 0.833,
0.875, and 1. In order for the calculations to be consistent, the Brillouin zone was
sampled using Γ-centered k-point meshes with a density of at least 1000 k points per
reciprocal atom for all the supercells of up to 16 atoms. Additionally, random alloy
configurations were investigated using supercells of 96 atoms and a 2× 2× 2 k-mesh.
The random configurations were generated by randomly occupying the cation sites
based on the given composition. The structures were relaxed using a force convergence
criterion of 10−3 and 10−2 eV/A˚ for the GGA and HSE calculations, respectively. The
volume of the supercells was also allowed to relax.
The relative stability of the alloys was investigated using the PBE functional and
the formation energy defined in Eq. (6.1) as the difference of the total energy of the
alloy and the weighted sum of the constituent pure phases.
∆H = EAlGaNtot − (1− x)EGaNtot − xEAlNtot . (6.1)
The formation energy of the alloys may exhibit either concave or convex behavior.
Typically, a concave dependence of the formation energy on the composition x of the
alloy, implies that the pure phases are more stable than the intermediate alloys. Sim-
ilarly, a convex dependence indicates the existence of alloy ground states. Although
the general dependence might be concave, regions of local stability might appear. The
local stability of a configuration σ can be determined by the local potential depth
∆(σ) (Ferreira et al., 1991; Barabash et al., 2006), defined as
∆(σ) = ∆Hσ − x(σ)− x(α)
x(β)− x(α)∆H
β − x(β)− x(σ)
x(β)− x(α)∆H
α, (6.2)
where α and β are the two configurations on either side of σ such that x(α) < x(σ) <
x(β). In regions of local convexity, ∆(σ) is negative and the states are said to be
locally stable.
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The theoretical determination of the band alignment of two different materials
can be obtained in various ways. All the different approaches rely on the use of a
common reference level between the two materials in order to align the band edges.
One common method is the alignment of the band edges with respect to the vacuum
level following the Shockley-Anderson electron affinity rule (Hinuma et al., 2014;
Ho¨ﬄing et al., 2012; Anderson, 1962). Essentially, in this approach, the alignment
is carried out by aligning the ionization potential (IP) or the electron affinity (EA)
of each material. The band offset obtained by this method is usually referred to as
the natural band offset since obtaining the IP/EA of each material is an independent
calculation and the strain at the interface is not taken into account. The incorporation
of strain effects can be performed a posteriori using volume deformation potentials
(Van de Walle, 1989; Landmann et al., 2017). Another common technique is the
heterostructure approach (Hinuma et al., 2013; Alkauskas et al., 2008) in which a
heterointerface is employed. In this approach, the strain at the interface is taken
into account. Other approaches are the alignment with respect to characteristic
core marker levels in the band structure (Mitra et al., 2011; Kraut et al., 1983),
charge neutrality levels (Tersoff, 1984), and branch point energies (Schleife et al.,
2009; Landmann et al., 2017).
The method of choice in this work is the alignment with respect to the vacuum
level. This approach relies on bulk calculations to obtain the eigenvalues of the VBM
and the CBM for each system. The vacuum level for each system is obtained via
slab calculations and since the vacuum level is universal, the VBM and CBM of the
two systems can be aligned. There are two main considerations for such calculations.
Firstly, the slab modeling the surface should be thick enough so that a bulk-like region
is reproduced at the center of the slab. In this region, both the atomic configurations
and the charge density should be identical to the one obtained by bulk calculations.
97
Secondly, the vacuum region should be large enough to eliminate any interactions
with the periodic images of the slab. Additionally, in systems such as AlGaN, where
polarization fields are present in certain directions, further considerations should be
taken into account. Namely, surfaces along non-polar directions should be employed.
The [101¯0] and [112¯0] directions result in non-polar planes in the wurtzite structure.
These planes are commonly called m- and a-planes respectively. Both planes were
used in this work.
The correct description of the band gap is crucial for obtaining the proper band
offset. Therefore, HSE calculations were employed for all the band alignment calcu-
lations. For the a-plane surfaces, a slab of 14 atomic layers and a vacuum region of
24 A˚ was employed, while in the case of the m-plane calculations, the thickness of the
slab was 20 atomic layers and the vacuum region separation was also 24 A˚. The atoms
were allowed to relax with a force convergence criterion of 0.02 eV/A˚. Two reference
levels are necessary for these calculations. Firstly, the vacuum level is obtained as
the value of the planar average of the electrostatic potential, V¯ , in the middle of the
vacuum region, obtained by averaging the electrostatic potential in planes parallel to
the surface. Secondly, the electrostatic potential of the bulk-like region of the slab is
obtained via the macroscopic average of the electrostatic potential, V ∗, (Baldereschi
et al., 1988), which is derived by V¯ . The procedure to obtain V ∗ by V¯ is by taking the
moving average of V¯ over distances of one unit cell along the direction perpendicular
to the surface. Finally, the positioning of the VBM and the CBM with respect to the
vacuum level is achieved by aligning the average bulk potential obtained by the bulk
calculations with the value of V ∗ at the center of the slab. Figure 6·1 illustrates the
above mentioned procedure.
Typically, the electronic band structure of solids is meaningful only for periodic
crystals, where Bloch’s theorem is valid. The alloys are inherently random, missing
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Figure 6·1: Band alignment with respect to the vacuum level, E0,
and the electrostatic potential at the center of the slab, S. The planar
average of the electrostatic potential, V¯ , and the macroscopic average
of the electrostatic potential, V ∗, are also shown with a solid and a
dashed line respectively.
long range periodicity. Therefore, the strict definition of the band structure in an
alloy system is not applicable. Traditionally, the methods to treat the electronic
structure of alloys include the coherent potential approximation (CPA) (Faulkner
and Stocks, 1980) and the virtual crystal approximation (VCA) (Lothar, 1931). The
disadvantage of these methods is that they enforce an artificially high symmetry and
are unable to capture the effects of randomness and local relaxations in the alloys. In
this work, the method of the effective band structure (EBS) (Popescu and Zunger,
2010, 2012) was employed in order to obtain the electronic structure of the alloys.
Using this approach, the k dependence of the energy is obtained by standard supercell
calculations. The main idea behind the EBS method is that the supercell of the alloy
is derived by a certain replication of the primitive cell along the spatial directions.
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As a result, both the direct and the reciprocal basis vectors of the supercell and the
primitive cell are connected by a simple matrix multiplication. This allows for the
band structure of the supercell to be unfolded into the Brillouin zone of the primitive
cell. The spectral weight (Popescu and Zunger, 2012) is a quantity representing the
amount of the Bloch character of a set of states of the primitive cell that is preserved
in a state of the supercell. The spectral function can be further derived as the spectral
weight versus the energy for a given k vector. If the supercell is a simple replication
of the primitive cell, as in bulk calculations of pure phases, the spectral weights would
take only integer values and the spectral function would be comprised by a set of δ
functions. For alloy calculations, the spectral weights may take any real value and
the spectral function of a certain k point would exhibit broadening.
The EBS calculations were performed in random alloys of compositions x = 0.25,
0.5, and 0.75 using the BandUP code (Medeiros et al., 2014, 2015). The PBE for-
malism was used in order to reduce the computational cost. Both the volume and
the atomic positions of the supercells were relaxed in order to eliminate any stress
related effects.
6.3 Structural and thermodynamic properties
The crystallographic parameters of the wurtzite phase of GaN and AlN were obtained
using the PBE, PBEsol, and HSE functionals for comparison. The PBE functional
is known for overestimating the lattice constants while the HSE functional is capable
of producing more accurate predictions with respect to the experimental observa-
tions. The PBEsol functional is a functional solely optimized to reproduce the struc-
tural parameters of solids with the computational advantage of GGA calculations.
A summary of the results obtained for the three functionals is given in Table 6.1.
As expected, the band gaps are severely underestimated for the PBE and PBEsol
100
Table 6.1: Crystallographic parameters and band gaps of the wurtzite
GaN and AlN obtained by PBE, PBEsol, and HSE calculations. The
experimental band gaps and structural parameters are obtained by
Levinshtein et al. (2001) and Schulz and Thiemann (1977) respectively.
Method a (A˚) c (A˚) u Eg (eV)
GaN
PBE 3.217 5.242 0.377 1.72
PBEsol 3.180 5.181 0.377 1.91
HSE 3.178 5.168 0.377 3.45
exp. 3.190 5.189 0.377 3.39
AlN
PBE 3.126 5.010 0.382 4.07
PBEsol 3.111 4.979 0.382 4.13
HSE 3.095 4.950 0.382 6.14
exp. 3.110 4.980 0.382 6.2
functionals, while HSE successfully reproduces the experimentally observed values.
Regarding the lattice constants, excellent agreement with the experimental data is
observed for the PBEsol and HSE functionals, while PBE overestimates the lattice
constants. Therefore, in an effort to reduce the computational cost, it is reasonable
to use the PBEsol relaxed structures as a starting point for the HSE calculations.
According to Vegard’s law for solid solutions (Denton and Ashcroft, 1991), the
lattice constant of a solid solution of two constituents follows a linear relationship
given by the rule of mixtures, such that aabx = (1−x)aa +xab. In the case of AlGaN,
the two constituents are the pure phases of GaN and AlN. The role of the lattice
constant of the wurtzite crystal is substituted by the pseudocubic lattice constant,
a∗, defined as the cube root of the normalized volume of the supercell. Hence the
relationship connecting the lattice constant of a random composition to the pure
phases is given by
a∗x = (1− x)a∗GaN + xa∗AlN. (6.3)
Figure 6·2 shows the pseudocubic lattice constant versus the composition of the alloy
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Figure 6·2: The pseudocubic lattice constant, i.e., V 1/3cell , obtained
using the HSE, PBE, and PBEsol functionals for different alloy com-
positions.
obtained by PBE, PBEsol, and HSE calculations. Both the volumes of the supercells
and the atomic positions were fully relaxed. Noticeably, the values of the pseudocubic
lattice constant among different configurations of the same composition were found
identical, regardless of the atomic configuration. The pure phases in Fig. 6·2 are
connected with a straight line and the results of the intermediate compositions are
plotted on top. The pseudocubic lattice constant of the intermediate compositions
obtained by the three different functionals calculations is in excellent agreement with
the straight line connecting the pure phases. Therefore, no bowing is observed for
the lattice constant. Instead, the results are coherent with Vegard’s law.
The thermodynamic stability of the alloys with respect to the pure phases was
investigated using supercells of 4, 8, 12, and 16 atoms. In total, including the pure
phases, 401 unique atomic configurations were considered in 11 different compositions.
The results shown in Fig. 6·3 were obtained using the PBE functional and Eq. (6.1).
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Figure 6·3: Formation energies of the AlGaN alloys using supercells of
4, 8, 12, and 16 atoms, obtained by PBE calculations. The diamonds
indicate the lowest formation energy of each composition while the
circles correspond to the formation energies of the random alloys. The
stars indicate the formation energies of the superlattice configurations
along the [0001] direction. The lines are drawn to guide the eye.
The red diamonds in the figure indicate the lowest energy of each composition. In
general, the results are concave, indicating the lack of ground states between the pure
phases. Nonetheless, regions of local concavity are observed for the compositions
x = 0.333, 0.5, and 0.667. Hence, these compositions result in locally stable ground
states. An estimation of the local potential depths can be obtained using Eq. (6.2).
For the case of x = 0.333, 0.5, and 0.667 the local potential depths are −1.65, −1.24,
and −1.82 meV/cation respectively.
The results presented so far refer to all the possible ordered structures that can
be described by supercells of up to 16 atoms. In order to investigate random con-
figurations, supercells of 96 atoms were employed for the compositions of x = 0.25,
0.333, 0.5, 0.667, and 0.75. For each composition, 25 randomly generated structures
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were employed. The mean value and the standard error of the calculated formation
energies were 8.34±0.07, 9.9±0.1, 11.3±0.1, 9.98±0.09, and 8.58±0.07 meV/cation
for x = 0.25, 0.333, 0.5, 0.667, and 0.75 respectively. These results are shown as violet
circles in Figure 6·3. No local convexity is observed for the random configurations and
the general concave trend is restored. Even though the random structures are not
the most thermodynamically favorable, they still yield lower formation energies than
various other ordered configurations, as shown in Fig. 6·3. A typical example is the
superlattices along the [0001] direction, which were found to be less thermodynami-
cally favorable. Their formation energies, shown as stars in Fig. 6·3, were significantly
higher, compared to the random configurations. These superlattices will be discussed
in more detail as a special case later.
Furthermore, Fig. 6·3 provides useful information for the dependence of the atomic
ordering on the formation energies of the alloys. Typically, poor mixing of the cations
yields higher formation energies. In this context, poorly mixed configurations refer to
configurations exhibiting long range ordering such as multi-layer superlattice struc-
tures. On the other hand, well mixed structures refer to configurations where the
cations are uniformly distributed, exhibiting short range ordering or no ordering at
all. The lowest formation energy of a given composition is observed for well mixed
structures. Figure 6·4 shows the atomic configurations yielding the lowest formation
energies for compositions of up to 50% aluminum content. In the case of the first two
compositions that were investigated, namely x = 0.125 and x = 0.167, the formation
of monolayers of pure gallium along the [0001] direction is observed. For increasing
aluminum content, this behavior disappears until x = 0.5 is reached where perfect
mixing is observed. For x = 0.25 and x = 0.375, layers of pure gallium appear in
both non-polar directions of the crystal. Finally, in the case of x = 0.333, monolayers
of pure aluminum and bilayers of pure gallium are formed along the [112¯0] direction.
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Figure 6·4: The atomic configurations yielding the lowest formation
energies for compositions of x = 0.125, 0.167, 0.25, 0.333, 0.375, and
0.5. The large red and black atoms correspond to gallium and aluminum
respectively, while the small blue atoms refer to nitrogen.
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This structure has also been observed in InGaN of the same composition (Lee et al.,
2014; Lymperakis et al., 2018). Furthermore, the atomic configuration yielding the
lowest formation energy for composition x is found to be the same also for the com-
position 1 − x, by interchanging the aluminum and gallium atoms. In general, the
results indicate that the dependence of the formation energy on the ordering of the
alloys is similar for x < 0.5 and x > 0.5, considering the interchange of the cations.
In other words, for x > 0.5, the configurations are identical with the ones discussed
so far, with the cations being interchanged.
As mentioned before, the superlattices along the [0001] direction will be discussed
as a special case. These configurations can be distinguished in terms of the number of
consecutive pure layers of the minority cation, i.e., Al and Ga for x < 0.5 and x > 0.5
respectively. In supercells of up to 16 atoms, like the ones used in this work, there
are limitations on the number of consecutive layers of the minority cation that can
be modeled for the different compositions. For instance, in the case of x = 0.125 and
0.167 where aluminum is the minority cation, structures of one and two consecutive
aluminum layers can be modeled. In the case of x = 0.375, three consecutive layers
can be modeled, while up to four consecutive layers can be investigated for x = 0.5.
Consequently, the same is true for the complementary compositions with x > 0.5,
where gallium is the minority cation. The formation energies of these superlattices
are shown as stars in Fig. 6·3. Blue, cyan, orange, and red stars correspond to one, two,
three, and four consecutive layers of the minority cation respectively. The formation
energy is found to decrease with increasing consecutive layers of the minority cation.
6.4 Electronic properties
The benefit of the correct prediction of the band gaps with the HSE functional comes
with increased computational cost compared to the GGA approach. This cost is
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still prohibitively expensive for large scale calculations. However, standard PBE
calculations were found to produce qualitatively similar results with HSE calculations.
Therefore, PBE calculations were employed primarily for the comprehensive study
of the band gaps of all the alloy configurations in supercells of up to 16 atoms.
Complementary HSE calculations were performed for some of the most representative
configurations. The band alignments, though, were investigated solely with HSE
calculations due to the need to properly account for the band gap in such calculations.
6.4.1 Band gaps
The band gaps obtained by PBE and HSE calculations are presented in Fig. 6·5 for
the different alloy compositions and the pure phases. The striking difference of the
PBE and HSE calculations is the absolute value of the obtained band gaps. However,
other than that, the results are qualitatively the same in both approaches. The
dependence of the band gap on the atomic configuration exhibits similarities for all
compositions. Typically, the well mixed configurations, which were found to exhibit
low formation energies, are now found to exhibit also the largest band gaps for each
composition. On the contrary, poorly mixed configurations with long range ordering
result in smaller band gaps. Another general observation is that the variation of the
band gaps for any given composition generally increases with increasing aluminum
content.
It is worth discussing Fig. 6·5 in more detail for some certain cases. Firstly, a
straight line is drawn between the band gaps of the pure phases. The largest band
gap of each composition follows closely this straight line. Specifically, these configu-
rations were found to exhibit also the lowest formation energies, as shown in Fig. 6·3.
Secondly, the band gaps of the random alloys are shown as crosses in Fig. 6·5. Simi-
larly to the formation energies, these results are obtained by 25 randomly generated
96-atom supercells. The mean values and the standard errors of the band gaps of
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Figure 6·5: The band gaps of the AlGaN alloys obtained by PBE and
HSE calculations, using supercells of 4, 8, 12, and 16 atoms. The stars
indicate the band gaps of superlattice configurations along the [0001]
direction. The crosses correspond to the band gaps of the random
alloys. The lines connecting the band gaps of the pure phases and the
random alloys are drawn to guide the eye.
the random alloys obtained by the PBE calculations are 2.268± 0.002, 2.445± 0.002,
2.810±0.003, 3.189±0.002, and 3.386±0.001 eV, for x = 0.25, 0.333, 0.5, 0.667, and
0.75 respectively.
Furthermore, the superlattices along the [0001] direction are also shown as a spe-
cial case in Fig. 6·5. As in the case of the formation energies, the critical feature
determining the band gap of the [0001] direction superlattices is the number of con-
secutive atomic layers of the minority cation. Specifically, increasing the number
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of consecutive layers of the minority cation yields lower band gaps. In Fig. 6·5, the
band gaps of configurations of one, two, three, and four consecutive layers of the
minority cation along the [0001] direction are shown in blue, cyan, orange, and red,
respectively. The finding that increasing the thickness of the consecutive layers of
the minority cation causes a decrease in the band gap, supports the all electron DFT
results of Cui et al. (2010), where the band gaps of GaN/AlN superlattices have been
investigated. As a final note, somewhat mixed layers along the same direction, also
resulted in small band gaps.
In order to reduce the computational cost, HSE calculations were performed for
the band gaps of some indicative configurations, only for compositions of x = 0.25,
0.333, 0.5, 0.667, and 0.75. These cases include the lowest formation energy con-
figurations, the random alloys, the superlattices along the [0001] direction and some
other randomly selected configurations. The band gaps of the random alloys from the
PBE calculations exhibited very small standard error for each composition. Because
of that and the excellent qualitative agreement of the PBE and HSE calculations, a
single random configuration was used for the HSE calculations instead of 25 different
ones.
The bowing parameter can be readily extracted by the results presented in Fig. 6·5.
The bowing parameter, b, is a measure of the deviation of the band gaps from linearity,
defined in terms of equation
Eg = (1− x)EAg + xEBg − bx(1− x), (6.4)
where EAg and E
B
g are the band gaps of the pure phases A and B respectively. In the
case of b > 0 (downward bowing), the dependence of the band gap of the alloy on the
composition is concave, while for b < 0 (upward bowing) the dependence is convex.
A straight line dependence indicates zero bowing.
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The bowing parameter varies significantly depending on the atomic configuration.
For instance, considering only the largest band gap configurations, an almost straight
dependence emerges. On the other hand, the random alloys yield a bowing parameter
of 0.36 eV both for PBE and HSE calculations. Considering band gaps even smaller
than the ones corresponding to the random configurations, the bowing parameter
increases even more. It is worth noting that considering only the random alloys of
compositions x = 0.25 and x = 0.333, a good fit is achieved for b = 0.25 eV, while
considering only x = 0.667 and x = 0.75, a value of b = 0.5 eV is obtained. Therefore,
the results show stronger bowing for increasing Al content.
6.4.2 Band alignments
The natural band offsets between the pure phases as well as the Al0.5Ga0.5N were
obtained using HSE calculations and the method of alignment with respect to the
vacuum level by employing the IP/EA of each material. Figure 6·6 shows the elec-
trostatic potential obtained by the GaN m-plane slab. The atomic positions of the
relaxed slab are also included in the figure for reference. The adequateness of the
size of the supercell can be verified by the flatness of the planar average of the elec-
trostatic potential at the vacuum region in Fig. 6·6. Both the structural parameters
in the center of the slab being identical to the ones of the bulk and the flatness of
the macroscopic average of the electrostatic potential, shown with a dashed line in
Fig. 6·6, are indicative of the adequate thickness of the slab. Regarding the surfaces
of the slab, reconstructions similar to the ones reported by Csik et al. (2005) for the
CdSe wurtzite system were observed. There is an outward and inward relaxation for
the anions and the cations respectively, for both the m- and the a-plane surfaces.
As discussed earlier, the size of the supercell, the thickness of the slab, and the
polarity of the surfaces are important for such calculations. Moses et al. (2011) have
shown that in the case of alloy systems, the stoichiometry is also another factor that
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Figure 6·6: The planar average (solid curve) and macroscopic average
(dashed curve) of the electrostatic potential for a fully relaxed GaN m-
plane slab, obtained by HSE calculations. The large red and the small
blue spheres correspond to Ga and N atoms respectively.
should be taken into account. Specifically, the stoichiometry of the alloy should be
preserved in each layer parallel to the surface. Otherwise, even if the total com-
position of the slab is maintained, the potential alignment becomes sensitive to the
positioning of the layers of different stoichiometry within the slab. The fulfillment
of this condition gives rise to a number of challenging practical issues. First of all,
alloy compositions of either small or large Al content require very large supercells in
order to achieve a constant stoichiometry in every layer, making these calculations
computationally prohibitive. Secondly, even if such calculations were computation-
ally feasible, it would be possible to model only a small and unrepresentative subset
of the available configurations.
In addition to the pure phases, the Al0.5Ga0.5N alloy was also considered as an
intermediate point for the band offset calculations. This particular alloy exhibits the
highest number of possible atomic configurations. Therefore, the effects of different
atomic configurations on the band offsets can be investigated. Two distinct cases
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Figure 6·7: The relaxed surfaces of the large band gap Al0.5Ga0.5N
configuration for the m-plane, (a), and a-plane, (b). The small band
gap configurations for the m- and a-plane calculations are shown in (c)
and (d) respectively.
were chosen for this investigation. The first case refers to a well mixed configuration,
while the second case refers to a poorly mixed configuration. As mentioned earlier,
well mixed configurations are typically low formation energy configurations yielding
large band gaps. The opposite is true for poorly mixed configurations. Therefore, the
first case refers to a configuration of low formation energy and large band gap while
the second case refers to a configuration of high formation energy and small band
gap.
For the case of the well mixed configuration, the one shown in Fig. 6·4 for x=0.5 is
the configuration yielding the lowest formation energy and the largest band gap among
all the investigated Al0.5Ga0.5N alloys. Employing this structure, the stoichiometry
of the alloy is maintained for both non-polar surfaces, over all the layers of the slab.
The first two structural models in Fig. 6·7 illustrate the m- and a-plane surfaces
corresponding to this configuration.
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For the case of a poorly mixed configuration, a number of different options are
available. Since there are two possible surfaces, it is worth considering two different
configurations in order to investigate the effects of slightly different ordering as well.
Therefore, two poorly mixed configurations of similar band gap were employed. One
was employed for the surface along the [112¯0] direction while the other was used for the
[101¯0] direction. The third model shown in Fig. 6·7 shows the chosen configuration
for the m-plane surface. This configuration forms a bilayer superlattice along the
[101¯0] direction of the crystal, at a 60◦ angle with respect to the surface. For the
a-plane surface, the superlattice of alternating cation monolayers along the [0001]
direction was used. The corresponding slab is shown as the last model in Fig. 6·7.
The stoichiometry in planes parallel to the surface is preserved in both cases.
The relative valence band and conduction band offsets are presented in Fig. 6·8.
Regarding the pure phases of GaN and AlN, the m- and a-plane slab calculations yield
a valence band offset of 0.46 and 0.40 eV respectively. The experimentally observed
values range from 0.15 to 1.4 eV (Sitar et al., 1991; Rizzi et al., 1999; Waldrop and
Grant, 1996; Baur et al., 1994), while previous calculations indicate a value of 0.36 eV
(Moses et al., 2011). Furthermore, for the Al0.5Ga0.5N, the valence band offset with
respect to pure GaN ranges between 0.16 and 0.28 eV based on the calculations of
the m-plane surface, while the a-plane surface calculations yield a range between 0.14
and 0.24 eV. In the case of poorly mixed alloys, an upward deviation from linearity
is observed for the valence band offset. The opposite is true for well mixed alloys.
This effect is not observed in the conduction band offsets. The inset in Fig. 6·8 shows
a magnified version of the valence band alignment results, indicating the effect of the
different atomic configurations. The inset in Fig. 6·8 also demonstrates a hypothetical
linear dependence of the band offset on the composition as a reference.
The IP and EA of each material can be readily derived by the surface calculations.
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Figure 6·8: The valence band and conduction band offsets of
Al0.5Ga0.5N and pure AlN with respect to GaN, calculated for both
non-polar directions of the wurtzite crystal. The inset shows just the
valence band offset and the solid lines are drawn to guide the eye, while
the dashed lines connect the pure phases linearly.
The IP is defined as the valence band maximum referenced to the vacuum level, while
the EA corresponds to the conduction band minimum referenced to the vacuum level.
The IP/EA of GaN and AlN is calculated to be 6.49/3.05 and 6.95/0.81 eV respec-
tively, based on the m-plane surface calculations. The a-plane surface calculations
yield the values of 6.55/3.11 and 6.95/0.80 eV for GaN and AlN respectively. Previ-
ous theoretically determined values estimated the EA of GaN and AlN at 3.18 and
1.01 eV respectively (Moses et al., 2011). The calculated EA for GaN presented in
this work is also in excellent agreement with the experimental value of 3.1 ± 0.2 eV
reported by Grabowski et al. (2001). Other experimental values for the EA of GaN
range from 2.6 to 3.5 eV (Tracy et al., 2003; Benjamin et al., 1996; Wu and Kahn,
1998). In the case of AlN the experimental values of the EA range from 0 to 1.9 eV
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(Benjamin et al., 1996; Wu et al., 1998), making a direct comparison more difficult.
Nonetheless, the calculated value of this work falls within the experimentally observed
values. It should be noted that the accurate experimental determination of the EA
is challenging due to surface contamination and oxidation of the samples.
Obtaining the IP/EA for the Al0.5Ga0.5N alloy follows the same procedure. The
IP/EA of the large band gap configuration was obtained both by the m- and a-
plane surface calculations, yielding values of 6.77/1.98 and 6.79/2.00 eV respectively.
Hence, both surfaces yield almost identical results. In the case of the small band
gap configurations, the IP/EA of the first structure using the m-plane surface was
6.65/1.99 eV. For the other structure, using the a-plane surface, the IP/EA was
found to be 6.69/2.06 eV. As seen by these results, the EA of the small and large
band gap configurations are quite similar. The difference is observed mainly for the
IP. Therefore, the difference in the band gaps of these configurations is caused mainly
by the IP. In other words, the main reason of the band gap difference is the lower
positioning of the valence band maximum with respect to the vacuum level.
Effective band structures
As discussed before, the effective band structure is useful in solids where the long range
periodicity is missing, as in random alloys. Typically, the k dependence of the energy
is represented by lines of zero broadening in a band structure diagram. Namely, for a
pristine crystal, the spectral function of a given k point would be a set of δ functions
of integer amplitude. In the case of alloys, the δ functions are broadened, introducing
perturbations in the band structure. This effect can be observed in Fig. 6·9.
Typically, two different approaches are used for obtaining the EBS of an alloy.
The first approach relies on taking the statistical average of the calculations of a
large sample of alloy supercells. This approach might be computationally prohibitive
depending on the type of calculation. The second approach corresponds to the calcu-
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Figure 6·9: The effective band structures of the random alloys for Al
content of 25% (left), 50% (middle), and 75% (right) obtained by PBE
calculations. The spectral weights are normalized in the range between
0 and 1 for all the compositions.
lation of the EBS of a random configuration on an adequately large supercell. In this
work, the latter approach was employed in a supercell of 96 atoms. The EBS of the
random alloys was obtained for the representative cases of x = 0.25, 0.5, and 0.75.
The obtained band structures are presented in Fig. 6·9. The energy scale is referenced
at the Fermi level.
The PBE functional was used in order to reduce the computational cost. As a
result, the band gaps are severely underestimated as shown in Fig. 6·9. Nonetheless,
the results are still informative since they are qualitatively similar for PBE and HSE
calculations. Perturbations in the band structure appear in the form of broadening
of the bands. Minimal broadening is observed in the vicinity of the Γ point for all
compositions. The characteristic band inversion of AlN around the Γ point at the top
of the valence band can be observed also in the Al0.75Ga0.25N alloy. Significant pertur-
bations are observed along the A-H-K path, both for the valence and the conduction
bands. Another observation, consistent with previous VCA calculations (Bellotti and
Bertazzi, 2012), is the widening of the band gap and the shrinking of the width of
the valence band with increasing aluminum content.
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6.5 Discussion
The results presented earlier regarding the stability of the alloys with respect to the
pure phases indicate the existence of local ground states for x = 0.333, 0.5, and
0.667. The local potential depth is a measure of the stability of each state. The local
potential depths for x = 0.333 and x = 0.667 are larger than for x = 0.5. Therefore,
compositions of x = 0.333 and x = 0.667 are the most thermodynamically favorable,
in terms of local stability. However, all values are less than 2 meV/cation indicating
only weak stability. Besides, this applies only to the lowest energy configurations.
In the case of the random alloys, the global concavity is restored. Regions of local
convexity have been reported for the system of wurtzite BeZnO (Fan et al., 2007)
and are present in other systems as well (Liu et al., 2017; Chinnappan, 2012).
Similar to other III-V semiconductor alloy systems, long range atomic ordering
phenomena have been reported for AlGaN as well (Korakakis et al., 1997; Neubauer
et al., 1998; Iliopoulos et al., 2001; Woicik et al., 2012; Norman et al., 2011; Shahid
et al., 1987). According to these reports, AlGaN favors the formation of self-organized
superlattice structures instead of random or well mixed alloys. In the work of Woicik
et al. (2012), the authors investigated the ordering of AlGaN alloys for the composi-
tions of x = 0.2 and x = 0.45. According to their findings, the alloy of 20% aluminum
content was ordered with pure gallium layers along the [0001] direction. Additionally,
they argued that even though strong ordering is maintained, increasing the aluminum
content to 45% gives rise to the appearance of mixed layers. The results of this work
support the appearance of pure gallium layers along the [0001] direction for low alu-
minum concentrations. Specifically, pure gallium (aluminum) layers appeared in the
lowest formation energy structures for compositions of x = 0.125 and x = 0.167
(x = 0.833 and x = 0.875). The pure layers of either cation in the [0001] direction
disappeared for the lowest energy configurations for compositions between x = 0.25
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and x = 0.75. In general, the calculations showed that the extreme compositions
favor the appearance of pure cation layers, while the intermediate compositions favor
better mixed layers, supporting the experimental findings only for the extreme com-
positions. On the higher aluminum content regime, the question of the existence of
ordering cannot be explained by the theoretical calculations of this work. Therefore,
this indicates the existence of another possible reason for the ordering.
The ordering of the GaInP alloy system has been investigated and superlattices
were found to emerge in the [111] direction (Moustakas, 2016). In this particular
system, the ordering was attributed to surface phenomena rather than bulk ther-
modynamics (Oso´rio et al., 1992; Su et al., 1994). Similarly, Northrup et al. (1999)
investigated the system of InGaN and they attributed the ordering in this system in
kinetically driven surface phenomena. The results of this work support the notion of
the existence of another mechanism rather than bulk thermodynamics, responsible
for the ordering of AlGaN in intermediate compositions. Previous works have also
attributed the ordering in AlGaN to surface kinetics and preferential attachment (Be-
namara et al., 2003; Albrecht et al., 2005). Furthermore, the high symmetry of the
wurtzite crystal leads to direction dependent mixing. Namely, while excellent mixing
is achieved along a certain direction, superlattice structures might appear along an-
other direction. A typical example is the case of x = 0.25, shown in Fig. 6·4, in which
monolayers and bilayers of pure gallium emerge along the a- and m-plane respectively,
even though good mixing is achieved in other directions.
In the case of superlattices of pure gallium and aluminum layers along the [0001]
direction of the crystal, the formation energy was found to decrease with increasing
thickness of the consecutive layers of the minority cation. This can be attributed to
strain interactions, which favor the separation of the cations at different layers as a
strain relief mechanism. Regarding the band gaps of these configurations, increasing
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the thickness of the minority cation layers causes a decrease in the band gap. Cui
et al. (2010) reported the same dependence for GaN/AlN superlattices of thickness
of up to 14. This result is expected since decreasing the thickness of the minority
cation layer increases the quantum confinement, causing the band gap to increase.
According to experimental data, the bowing parameter of AlGaN ranges from
−0.8 eV to +2.6 eV (Yun et al., 2002; Khan et al., 1983; Yoshida et al., 1982; Angerer
et al., 1997; Koide et al., 1987; Lee et al., 1999; Shan et al., 1999; Vurgaftman and
Meyer, 2003; Pela´ et al., 2011; Wu et al., 2003; Dridi et al., 2003), even though the
reports of upward (negative) bowing are not reproducible (Lee et al., 1999; Vurgaft-
man and Meyer, 2003). The results of this work indicate that the bowing parameter
depends strongly on the ordering of the alloy. No bowing is observed for certain
configurations and the band gap varies linearly between the pure phases. The ran-
dom alloys yield a bowing parameter of 0.36 eV both in PBE and HSE calculations.
Additionally, as shown in Fig. 6·5, the random alloys exhibit quite large band gaps
compared to other configurations. Therefore, even larger bowing parameters can be
expected for other configurations, especially the ones exhibiting long range ordering.
Consequently, the theoretical calculations address the discrepancies observed in lit-
erature by attributing the wide range of bowing parameters on the different atomic
configurations. Finally, stronger bowing is observed for increasing aluminum content.
As mentioned earlier, the natural band offset between the pure phases was 0.40
and 0.46 eV, obtained by the a- and m-plane surface calculations respectively. Any
effects that arise from the polarization of the crystal were eliminated, since both
surfaces were non-polar. Therefore, both surfaces should in principle yield the same
result. The small difference of 0.06 eV in the band offset of the pure phases does
not affect the results and is indicative of the computational uncertainties in these
calculations. Furthermore, this difference has also been reported in previous GW
119
calculations by Hinuma et al. (2014). The band offset dependence on the composi-
tion and atomic configuration was investigated with the Al0.5Ga0.5N alloy. A strong
dependence on the ordering was observed for the valence band offset. Both upward
and downward deviation from linearity was observed depending on the mixing of the
alloy, as shown in Fig. 6·8. A downward deviation from linearity is observed for well
mixed configurations, while poorly mixed configurations yield upward deviation.
In general, qualitative similarities are present in the band structures of the wurtzite
phases of GaN and AlN. The main differences, except for the band gap, are the band
inversion at the Γ-point in the case of AlN and minor differences along the A-H-K
path (Yan et al., 2014). Minor perturbations are observed in the EBS of the random
alloys around the Γ-point and the band inversion is visible in the case of x = 0.75.
Additionally, some broadening is observed in the band structure along the A-H-K
path. Contrary to the wurtzite phase, the band structures of the cubic phase of GaN
and AlN are quite different, with cubic AlN being an indirect semiconductor. Hence,
in the case of the cubic alloy system, there must be a certain composition at which
the transition from direct to indirect occurs. Landmann et al. (2017) determined that
the crossover composition occurs at around 63% Al content. Therefore, in the case
of cubic AlGaN, the EBS is expected to exhibit much larger perturbations compared
to the results presented in this work.
HSE calculations comprise a large part of this work. Therefore, it is worth com-
menting on the approach of using different mixing parameters for the HSE calculations
and the effects on the various properties of the materials. The mixing parameter was
kept constant for any given composition. The structural properties of a material,
its energy eigenvalues, as well as its total energy are affected by changing the mix-
ing parameter. The structural properties are directly related to the lattice constant,
the energy eigenvalues are essential for determining the band gap, while the total
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energy is crucial for obtaining properties such as the formation energy of the alloys.
Therefore, the discussion of the effect of the mixing parameter on the above men-
tioned properties is crucial. According to Eq. (6.1), the formation energy of a given
configuration at a certain composition depends on three different quantities. These
quantities are the total energies of the pure phases and the total energy of the cor-
responding configuration. The total energies are affected by the mixing parameter.
Therefore, the comparison of the total energies of three different systems, obtained by
different mixing parameters yields unreliable results. In such cases, PBE calculations
like the ones presented in Fig. 6·3 are more appropriate because the total energies are
comparable.
The formation energies are affected by a varying mixing parameter because they
are derived by comparing the results obtained for different systems. However, other
properties can be obtained independently for each system. For instance, unlike the
formation energies, the lattice constant is an inherent property of the material, which
is obtained independently for each system. Therefore, using a varying mixing pa-
rameter for an alloy system would not affect the lattice constants causing unreliable
results. Figure 6·2 shows the excellent agreement between PBE (no mixing param-
eter) and HSE (variable mixing parameter) for the slope of the line connecting the
lattice constants of the different compositions. Another property that can be obtained
independently for each material is the band gap. The band gap of each material is
obtained as the energy difference of the eigenvalues of the lowest unoccupied state
and the highest occupied state. The eigenvalues are affected by the mixing parame-
ter but as long as the mixing parameter is kept constant for a certain composition,
the results are consistent. Therefore, an optimal mixing parameter can be used to
describe each system independently.
Obtaining the band alignments relies on the determination of the IP/EA of each
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material. The IP/EA of each material is an inherent property of the material and is
obtained independently. As a result, the use of different mixing parameters for each
composition is justified. Nevertheless, it is informative to investigate the effect of a
common mixing parameter on the band offsets. The mixing parameter was found to
affect neither the position of the vacuum level nor the average electrostatic potential
at the center of the slab (Kyrtsos et al., 2019). Instead, the results for the IP/EA are
different for different mixing parameters because of the effect on the bulk eigenvalues.
Using a common mixing parameter leads to either the overestimation or the underes-
timation of the band gap of one of the two systems under investigation. As a result,
the valence band offset is affected by 0.1 eV with respect to the results obtained for
variable mixing parameters (Kyrtsos et al., 2019). The need to properly account for
the band gap of each material, in order to obtain the correct band alignment, is sup-
ported by the fact that both the vacuum level and the average electrostatic potential
are unaffected by the mixing parameter.
Finally, it is worth mentioning the effects of the mixing parameter on the het-
erostructure method (Hinuma et al., 2013; Alkauskas et al., 2008) for the determi-
nation of the band offsets, even though it was not adopted in this work. The het-
erostructure approach is based on an interface calculation where the two different
materials coexist at the same supercell. Therefore, in this case, the use of a single
mixing parameter is unavoidable. Additionally, the eigenvalues of the VBM and CBM
are obtained by separate bulk calculations, as in the IP/EA approach adopted in this
work. Alkauskas et al. (2008) demonstrated that using the optimal mixing parameter
of each system, in order to properly account for the correct band gap of each ma-
terial is advantageous. Specifically, the scheme proposed by Alkauskas et al. (2008)
involves bulk calculations using the optimal mixing parameter of each material while
the average mixing parameter is used for the heterostructure calculation. This mixed
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scheme was found to provide a striking improvement in the theoretical estimation of
band offsets. Furthermore, using different mixing parameters critically relies on the
fact that the reference levels are unaffected by the adopted mixing parameter. In
the IP/EA band alignment approach that was adopted in this work, the reference
levels, which are the vacuum level and the average electrostatic potential were indeed
unaffected by the mixing parameter (Kyrtsos et al., 2019). Similarly, Alkauskas et al.
(2008) showed that the reference levels in the heterostructure approach, which are
the average electrostatic potentials at each side of the interface, are also unaffected by
different mixing parameters. Therefore, in both methods, obtaining the correct band
offset relies on the proper description of the band gap by using the suitable mixing
parameter for each material.
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Chapter 7
Conclusions
7.1 Summary of the thesis
In this work, DFT was employed to investigate the effects of various defects in GaN
and Ga2O3, as well as the electronic, structural, and thermodynamic properties of
AlGaN alloys. Specifically, the native and carbon related defects were investigated in
GaN, in terms of their electronic properties and migration barriers. The electronic and
migration properties of the vacancies were investigated in Ga2O3 as well. In addition,
a search of possible p-type dopants was carried out for this material. The AlGaN
alloys were investigated in order to address the discrepancies observed in literature
regarding some of their basic properties such as the band gap bowing parameter.
The CI-NEB and the dimer methods were used to study the migration barriers of
the native and carbon related point defects in all their relevant charge states in GaN.
In the case of carbon interstitials, the two most thermodynamically stable configu-
rations were considered as initial and final states for the diffusion of carbon. It was
shown that it is important to include both configurations in order to properly account
for the most relevant diffusion mechanisms. The mechanisms including jumps between
second nearest neighbors were found unlikely. Regarding the first nearest neighbor
mechanisms, carbon interstitials in the neutral charge state are expected to utilize
mainly the out-of-plane mechanism since it exhibits a lower migration barrier. In the
+1 and −1 charge states, both the in-plane and the out-of-plane mechanisms yield
similar barriers. In the +2 charge state, the in-plane mechanism is more favorable.
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Nonetheless, at growth temperatures, both mechanisms are expected to contribute in
the migration of the carbon interstitials.
Since carbon is a foreign atom in GaN, it was crucial to investigate the secondary
mechanisms as defined in Chapter 4. It was shown that these mechanisms are readily
available due to their very low barriers. Therefore, they facilitate the migration of
carbon by altering the orientation and the type of the interstitial. Additionally, two
possible interactions of carbon interstitials with nitrogen interstitials and vacancies
were investigated.
The results obtained in this work regarding the migration barriers of the native
defects are in good agreement with experimental data. The gallium interstitials ex-
hibit the lowest migration barriers among the studied defects and the existence of
a new stable site for the gallium interstitial in the +1 charge state was observed.
Furthermore, it was shown that each native defect in each charge state exhibits a
different preferable mechanism but in most cases mechanism B, as defined in Chap-
ter 4, yields the lowest migration barrier. This contradicts the previous notion that
mechanism A was the most preferable for the native defects in GaN.
The electronic properties and migration mechanisms of the gallium and oxygen
vacancies in Ga2O3 were investigated using standard DFT calculations. The oxygen
vacancies were found to act as deep donors while the gallium vacancies act as com-
pensating acceptors. The low symmetry of the monoclinic crystal gives rise to several
possible migration paths for the defects. A comprehensive study of all the possible
paths between first nearest neighbors was carried out, resulting in 14 and 10 distinct
jumps for the oxygen and gallium vacancies respectively. Three metastable sites were
identified for the gallium vacancies, which were proven crucial for the migration of
these defects. In general, the oxygen vacancies were found to exhibit larger migration
barriers compared to the gallium vacancies. Nonetheless, in both cases, the migra-
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tion barriers exhibited large variations depending on the chosen path. In order to
explain the experimentally observed data, the idea of percolation was adopted in this
work. Given that not all the paths are necessary for the migration of the defects,
but, instead, only a fraction of paths is available due to temperature constraints,
the results obtained by this work are in excellent agreement with experimental data.
Specifically, gallium vacancies are expected to become mobile at temperatures above
500 T, while oxygen vacancies require temperatures of more than 800 T due to their
typically higher barriers.
The realization of p-type Ga2O3 has proven a challenging task. Due to the tech-
nological importance of this task, several possible dopants were investigated in this
work, both with standard DFT and hybrid functional calculations. First of all, it was
shown that using standard DFT calculations can significantly accelerate the inves-
tigation of dopants capable of yielding p-type conductivity, even though the defect
levels are not as accurate as the ones obtained by hybrid functional calculations, at a
much greater computational cost. The reasoning behind the use of standard DFT cal-
culations is that whether a level is shallow or deep, is typically irrelevant with respect
to the functional. In other words, a deep (shallow) level obtained by standard DFT
calculations is expected to remain deep (shallow) in hybrid functional calculations as
well. Specifically, substitutional impurities at both the anion and cation sites were
considered. The investigated cation substitutional impurities consist of Li, Na, K,
Be, Mg, Ca, Cu, Au, and Zn. In the case of anion substitutionals, N, P, and C were
considered. In all cases, the levels were found too deep to contribute to any useful
p-type conductivity.
The technological importance of the AlGaN system has been demonstrated in
various applications as a wide band gap semiconductor. A significant advantage
of this system compared to other III-nitride systems is the absence of a miscibility
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gap, making it possible to grow an alloy of any composition. Nonetheless, various
discrepancies are observed in some of the most basic electronic properties of this
system, such as the miscibility gap and the band offset. This work investigated the
dependence of the electronic and thermodynamic properties of this system on the
atomic configuration.
The thermodynamic stability of the alloys was investigated using standard DFT
calculations. The lowest formation energy of the alloy at any given composition was
observed for well mixed configurations. Locally stable ground states were observed
in alloys with 33.3%, 50%, and 66.7% aluminum content. However, the local poten-
tial depths of these configurations were found to be shallow, indicating no significant
effects in the formation of the alloys. Furthermore, ordering along the [0001] direc-
tion is observed experimentally in this system. However, the formation energies of
superlattices along the [0001] direction of the crystal were found to be larger than
most other configurations indicating that bulk thermodynamics cannot explain the
existence of such configurations. Therefore, surface driven phenomena during growth
were employed to explain this observation.
The band gaps of the alloys at any given composition were found to vary signifi-
cantly depending on the atomic ordering. The lowest formation energy configurations
resulted in the largest band gaps for every composition. In this case, a linear depen-
dence of the band gaps between the pure phases was observed, indicating zero bowing.
Random configurations resulted in a bowing parameter of 0.6 eV, while other config-
urations such as the superlattices along the [0001] direction were found to exhibit
even larger downward bowing. Therefore, the discrepancies observed in the bowing
parameter were explained in terms of the different kinds of atomic configurations.
Furthermore, the natural band alignment of the pure phases and the Al0.5Ga0.5N was
also investigated. The values for the pure phases were in good agreement with ex-
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perimental data. Regarding the Al0.5Ga0.5N system, it was found that the valence
band offset is significantly affected by the atomic ordering, contrary to the conduction
band offset, in which the effect of atomic ordering was minor. Specifically, assuming
a linear dependence of the valence band offset between the pure phases, well mixed
configurations resulted in a downward deviation from linearity while poorly mixed
configurations yielded an upward deviation from linearity.
Different mixing parameters were used in this work for the investigation of the
band gaps and the band offsets of the various systems. The effects of the different
mixing parameter were investigated in the method of alignment with respect to the
vacuum level. The mixing parameter of the hybrid functional calculations affected
only the eigenvalues of the VBM and the CBM, while the reference levels, i.e., the
vacuum level and the macroscopic average of the electrostatic potential at the center
of the slab, were constant for all practical purposes. The independence of the reference
levels on the mixing parameter is essential and indicates the importance of the proper
description of the band gap for each system. Treating each system independently with
its optimal mixing parameter, resulted in the proper band gap and IP/EA, yielding
a better band alignment.
Finally, the effective band structure of the alloys was investigated for the composi-
tions of 25%, 50%, and 75%. The main observations of this study were the shrinking
of the width of the valence band and the inversion of the top valence bands in the
vicinity of the Γ point with increasing aluminum content. The lack of major pertur-
bations in the effective band structures was attributed to the similarities of the band
structures of the pure phases.
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