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Abstract-A stability theorem applicable to commonly used numerical techniques for solving semi-discrete 
parabolic systems of positive-definite type is described. 
In this note, a stability analysis applicable to the commonly used numerical techniques for 
solving semi-discrete parabolic systems of positive-definite type is described. 
Let A be a real n x n, symmetric, positive-definite matrix and let q and u. be given 
n-vectors. The parabolic system 
au/at +Au=q; u(O)=uo (1) 
has the exact solution 
u(t) = exp ( - tA)uo + [I - exp ( - tA)] A-‘q, (2) 
where I is the identity matrix. Let T be a numerical approximation to exp ( - hA) for a fixed h > 0: 
u(s + h) G Tu(s) + (I - T)A-‘q. (3) 
If t = nh, then n steps of (3), starting with u. = u(0) yields 
u(t) i T”uo+ (I - T”)A-‘q. (4) 
If the time increment is varied with Tj approximating exp (- hiA) and if t = i hi, then we have 
in place of (4): 
i-1 
n(t)* ($l, ++ (I-j, T,)A-‘q. (5) 
That this is true is easily verified: suppose u(ti) is the result of j steps and that u(ti) = 
Tuo + (I - T)A-‘q. The next step yields 
u(t,+,) = T,+,u(ti) + (I - Ti+,)A-‘q 
= T,+I[Tu,+ (I - T)A-‘ql+ (I - Tj+,lA-‘q 
= T,+,Tu,+(I- Tj+,T)A-‘q. 
Let r(B) be the spectral radius of matrix B. Let T(n) denote the approximation to exp (- tA) 
by n steps with either a constant increment h as in (4) or variable increments as in (5). The 
numerical approximation is stable if r[T(n)} < 1. 
Each time-step in numerical solution of (1) is analogous to an iteration in numerical solution 
of the steady-state problem. This stability analysis parallels convergence analysis first described 
on pp. 16-18 of [I]. 
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For all numerically expedient techniques for solving (1) of the types given by (4) and (5), a 
non-singular matrix M of particularly simple form is defined by 
T = I - hM-‘A. (6) 
This is illustrated by the following examples: 
Example 1. Euler’s method: 
u(S+h)-u(S)=h[q -Au(s)]; T=Z-hA; M=I. (7) 
Example 2. Implicit integration: 
u(.s+h)-u(~)=h[q-Au(s+h)]; T=(I+hA)-’ 
I - T = (I + hA)-‘(I + hA - I) = h(l+ hA)-‘A 
M=I+hA. (8) 
Example 3. Method of DuFort and Frankel: 
Matrix A is partitioned into odd and even components: 
A=[_$-,$]. Matrix B is defined by B = Do/2 - F 0 1 0’12 ’ Do and De are diagonal. 
Note that 
B+BT=A. (9) 
The DuFort-Frankel time-step is defined so that 
T = (I + hBT)-‘(I - hB) = I - h(l+ hBT)-‘(B + BT) 
= I - h(l+ hBT)-‘A. 
Thus 
M =I+hBT. (10) 
Several other methods lead to (10) with B defined in a different manner but with (9) still 
satisfied. The DuFort-Frankel stability analysis applies to these other methods. 
Example 4. Peaceman-Rachford method: here A = H + V where H and V are symmetric 
and positive-definite (or semi-definite) matrices. The time-step matrix is 
T = (I+ hH/2)-‘(I - hV/2)(1+ hV/2)-‘(I- hHl2). (11) 
Elementary matrix manipulation yields 
M = (I + hV/2)(I + hH/2). (12) 
The fundamental theorem relating the spectral radius of T to matrix M is: 
THEOREM 1. Let A be positive-definite and let T = I-hM-‘A. If M* + M - hA is positive- 
definite (the * denotes the Hermitian conjugate, which is the transpose when M is real), then 
r(T) < 1. 
proof. A has a unique positive-definite square-root, denoted by A”‘, and T is similar to 
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T’ = I - hA”ZM-‘A”2. The spectral norm of T’ is the square-root of the largest eigenvalue of 
T’*T’. This norm is an upper bound on the spectral radius of T’ and hence of T. We have 
If M + M* - hA is positive-definite it has a positive-definite square-root, say K, and T’*T’ = 
I _ hA”ZM*-‘KKM-‘A”2. Each of A, K and M are non-singular. Hence, the matrix U = 
h”‘KM-‘A”’ is non-singular. Moreover, T’*T’ = I - U*U. It follows that the spectral norm of 
7” is less than unity. Hence, the spectral radius of T is less than unity. 
The following corollary is useful: 
COROLLARY. Let Ti = I - hiM,-‘A and let T = h Ti. If for each j Mi + Mf - hiA is positive- 
j=, 
definite, then the spectral radius of T is less than unity. 
Proof. 
The spectral norm of each TI is less than unity according to the analysis in the proof of 
Theorem 1. The product of the spectral norms is an upper bound on the spectral norm of the 
product. Hence, the spectral norm of T’ is less than unity and its spectral radius is less than 
unity. The spectral radius of T is equal to that of T’. Note that the product of spectral radii is 
not in general equal to the spectral radius of the product matrix. The fact that A”* is used in the 
similarity transformation for ail the components Tj is crucial to this argument. 
Application of the theorem and corollary to the four examples illustrates the potency of this 
approach: 
Example 1. M + M* - hA = 21- hA and stability is assured if h is less than 2/r(A). The 
corollary shows that variable increments yield stability when each time-step is bounded by 
2/r(A). 
Example 2. M + M* - hA = 2I+ hA, and the implicit method is unconditionally stable. 
Example 3. M + M* - hA = 21, and this method is unconditionally stable. This is true for 
variable increments. This result is deceptively simple. A search of the literature reveals that this 
may be a new result. 
Example 4. Application to Peaceman-Rachford is less trivial. M + M* - hA = 
21+ (h*/4)(VH + HV). When H and V commute the method is unconditionally stable. Other- 
wise, VH + HV can have a (smallest) negative igenvalue, say -p, and our stability argument 
requires h < (8/p 1”‘. 
The matrix manipulation required for proof of Theorem 1 was shown to the author (in the 
late fifties) by Prof. G. .I. Habetler (R.P.I.) in connection with convergence analysis for 
Peaceman-Rachford iterative solution of elliptic systems. A similar theorem appears on pp. 
70-71 of [23. For a discussion that may give further insight into the significance of the form of 
(6) see [3]. 
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