Abstract -We study the dynamic and metastable properties of the fully connected Ising pspin model with finite number of variables. We define trapping energies, trapping times and self correlation functions and we analyse their statistical properties in comparison to the predictions of trap models.
Introduction. -Models with quenched random potentials describe physical systems with frozen impurities that alter the properties of the host material. However, their relevance goes well beyond this field as they are also toy models for combinatorial optimisation, ecological stability, or even social sciences.
In physical applications, focus is set upon the thermodynamic limit in which the number of variables, say N , is taken to infinity. In other applications, instead, N is finite and it is necessary to understand the model's static and dynamic behaviour under strong finite size effects. Surprisingly enough, only a few studies under these conditions have been performed; we will refer to these in the text and we will carry on our own analysis of static and dynamic properties of disordered systems with not so many degrees of freedom. More precisely, we will study the Ising (Boolean variables) disordered p-spin model [1] with finite N . Among the standard quenched random potential models, this one occupies a very important position. On the one hand, it is the standard mean-field model for the glass transition [2] and, on the other hand, it is intimately related to the celebrated K-sat problem of combinatorial optimisation [3] . Beyond these two, it also appears in quantitative studies of ecological systems [4] , among others. We will investigate, in particular, the statistical properties of the metastable states and how these are reached and sampled with single spin flip stochastic dynamics.
We organise the presentation as follows. We start with a short introduction of the p-spin disordered model and some of its well-known properties, mainly phases and phase transitions, in the N → ∞ limit. Next, we recall the definition and properties of the trap models that mimic the activated dynamics of disordered systems. We then proceed to the analysis of the low temperature relaxation of finite size p-spin model. Our aim is to characterise the trapping configurations reached via activation over size-dependent energy barriers. For this reason, we shall use small sizes to access the interesting time regimes with moderate numerical effort. The numerical results will allow us to elucidate to which extent the relaxation of the glassy finite-size Ising p-spin model resembles or differs from the one of trap models. Finally, we draw our conclusions and we comment on some future lines of research that we plan to pursue.
tions of the indices {i 1 , i 2 , . . . , i p } and it connects all possible groups of different p spins. The model is therefore defined on a complete hyper-graph and it is fully connected. A coupling to a heat bath is mimicked with single spin flip Monte Carlo (MC) dynamics that induce a nearestneighbour random walk on the N -dimensional hypercubic configurational space.
Infinite size behaviour.
The p-spin model has been much studied in its continuous version, in which a spherical constraint on real valued variables allows one to derive exact results for its equilibrium thermodynamics [7] , metastable properties [8, 9] and non-equilibrium relaxation [10] for arbitrary p and at all temperatures. The Ising version was also considered in quite some detail and we summarise below the main features found so far.
The equilibrium properties can be derived exactly in the limit p → ∞ [5, 6] with microcanonical and canonical methods complemented by the replica trick, and are found to be equivalent to the ones of Derrida's Random Energy Model (REM) [1] . For any p ≥ 3 there is a static phase transition at a temperature T s between a replica symmetric (RS) high temperature paramagnetic phase and a onestep replica symmetry breaking (1RSB) low-temperature glassy phase [2, [11] [12] [13] [14] [15] . The transition is discontinuous, with a jump in the Edwards-Anderson order parameter, but without latent heat. Perturbative approximations for p = 2 + [6] showed that below the Gardner temperature T G < T s the 1RSB solution is replaced by a full replica symmetry breaking (FRSB) one. Both T G and T s depend on p. The equilibrium energy density is plotted as a function of T with a discontinuous (blue) line in Fig. 1 .
The free-energy landscape is rugged and complex. Below a temperature T d (> T s ) the Gibbs measure decomposes in a number of metastable states that is exponentially large in N [16, 17] . These have free-energy densities between f eq , the equilibrium one, and f max > f eq , and they can be further distinguished according to their stability (number of positive, negative and vanishing eigenvalues of the Hessian at the stationary point). A careful analysis of the latter property, based on the replica calculation of the complexity [18] , or logarithm of the number of metastable states, suggested that at T ∈ [T G , T s ] the metastable states are separated in two kinds: above a limiting value, f G , they are marginal (in technical terms, full RSB would be needed to calculate the complexity) while the ones below f G are not (1RSB is fine) [19] . A later analysis showed that the calculation of the metastable states above f G would need the breakdown of the BRST symmetry [20] and a refined description of what is indeed going on was given in [21] . At T s , f G = f max , while at T G , f G = f eq . In more intuitive terms, the marginality of metastable states implies that there are no properly separated minima above f G and, as f G = f eq at T G , below this temperature all metastable states are connected through flat directions.
In the infinite size "spherical" model, the relaxation dynamics at 0 ≤ T < T d of initial conditions in equilibrium at any T > T d occur out of equilibrium and approach a threshold level in the free-energy landscape that corresponds to a (flat) region in configuration space [10] . Accordingly, the energy density decays algebraically towards a threshold energy e th . For longer time scales, expected to scale exponentially with N , activation over free-energy barriers should take over and let the energy density decay below e th in a much slower way, possibly logarithmically. The heuristic image is one in which the system performs a sequence of jumps between different valleys at random times, with rates governed by the heights of connecting passes or saddle points. For the moment, the full analytic treatment of this regime remains out of reach. Evidence for trapping within metastable states below the threshold level is provided from calculations in which the system is initially prepared in one of them and it is seen to remain trapped for ever in the N → ∞ limit [22, 23] .
In the thermodynamic limit, the Ising model also undergoes a dynamic transition at T d > T s [2, 24, 25] to an out of equilibrium phase that could be studied analytically, for the moment, only with soft spins and Langevin dynamics. A similar phenomenology to the one of the spherical case is expected, with the addition of several complications due to the existence of marginally stable states below the threshold. The threshold energy density is plotted as a function of T with a continuous (blue) line in Fig. 1 .
Finite size behaviour.
The relaxation of mean-field disordered systems with free-energy landscapes plagued with metastable states is expected to be driven by activation in time scales scaling exponentially with the system size. This imposes serious difficulties both to analytical approaches and numerical simulations. In particular, we are not aware of numerical simulations that study the interplay between finite N and finite times in the out of equilibrium properties of the p-spin Ising model. However, the relaxation of the closely related random orthogonal model, with two body interactions ruled by random orthogonal matrices, was shown to undergo a cross-over from smooth to activated behaviour [26, 27] . The problem has attracted much attention recently, and a series of works try to construct a scenario for the activated relaxation of glassy systems based on simplified "trap models".
Traps models. These are a family of toy models [28] [29] [30] in which a coherent subregion of the system is schematically described by the motion of a point evolving in a landscape of traps, separated by barriers that can only be overcome via activation. The wandering of this point is described by a master equation with hopping rates that encode the statistics of valley depths, barrier heights and the geometry of phase space.
In their simplest realisation, M traps have i.i.d. energies chosen from an exponential probability distribution function (pdf) [28, 29] 
with λ a parameter and E 0 a fixed escape energy level p-2 Title (usually, E 0 = 0). An Arrhenius argument yields a mean time
to leave the trap, where β = 1/T is the inverse temperature. Once at E 0 the process starts anew and all traps are equally likely to be accessed: the history of past events is totally forgotten. These features lead to an algebraic distribution of trapping times,
where x = λ/β = T /T c . For T < T c one time averages diverge at long times, the model cannot equilibrate, and there is ageing dynamics. In variations of this model, the energy distribution is taken to be Gaussian instead of exponential [30] . Rigorous proofs of the realisation of this trap model (TM) dynamics in the REM (equivalent to the p → ∞ case), with microscopic transition rates that depend only on the departing configurations have been given in [31, 32] . Extensions to the finite p case, in which energies are correlated, though still with the simplified microscopic dynamics, were later presented in [33] . It is clear that some defining characteristics of the TM are strongly simplified with respect to more realistic models: (i) trap energies are i.i.d. random variables, chosen from one predefined pdf; (ii) each trap can be reached from any other one in a single jump, in this sense, the landscape is completely connected, and recurrent trap visits do not take place; (iii) the system has to jump to a fixed energy level E 0 to leave a trap, in other words, the transition rates depend only on the energy of the departing trap.
An interpolating rule that lifts the last restriction and takes into account the energy of the arrival trap was proposed in [34] and recently studied in [35] . This rule connects with the original TM one and a Metropolislike scheme in different limits. Rigorous results for the Metropolis dynamics of the REM were also derived [36, 37] .
Special challenges have been found while trying to confront the theoretical results with computer simulations. One important piece of information is that, in order to observe TM-like behaviour, the dynamics have to be "coarsegrained", meaning that relevant traps do not correspond to single configurations but to a bunch of them, reminiscent of the "metabasin" scenario used to describe the relaxational dynamics of supercooled liquids [38] . This is equivalent to a renormalisation of the time scales of observation in order to recover independence of individual jump events between traps, i.e. the renewal property of the Markov process, advanced in the theoretical works mentioned above [39, 40] . In simulations of the REM and generalisations, convincing evidence for an effective TM description emerges only when the observation times are scaled exponentially with system size N [41, 42] . Of course, this limits the numerical studies to very small system sizes.
Results. -We focused on the case p = 3, system sizes 20 ≤ N ≤ 200 and temperatures 0.1 ≤ T ≤ 0.5. For future reference, we recall the values of the characteristic temperatures in the large N limit, the Gardner, static and dynamic critical temperatures for these parameters: T G ≈ 0.240, T s ≈ 0.651, and T d ≈ 0.682. We typically performed averages over 150.000 random coupling realisations (denoted [. . .]). As already mentioned, we used single spin flip Metropolis dynamics and the unit of time is the Monte Carlo step (MCs), a step being N attempts to flip spins chosen at random from the sample. and N = ∞ (analytic), as specified in the legend. In the inset, an example of the power law relaxation to the threshold level in the N = 64 system at T = 0.3. The equilibrium data for N = 64 are taken from [43] .
Threshold, activation and equilibrium. We first looked at the relaxation of the disordered averaged internal energy density e(t; T, N ) ≡ [H J (t)]/N after a quench from a completely disordered initial state (S i = ±1 with probability 1/2). For N = 64, the case shown in Fig. 1 , the dynamics reach equilibrium at the highest temperature, T = 0.5, in time scales of the order of 10 6 MCs (not shown), but they are unable to do it at lower temperatures within these time scales. Instead, as shown in the inset, the relaxation curve follows a power law decay. The asymptotic limit e th (T, N ) ≡ lim t→∞ e(t; T, N ), estimated from a fit of the finite-time data, e(t; T, N ) e th (T, N ) + a t −b , gives us an empirical measurement of the energy density of the finite-N threshold approached following smooth regions of the free energy landscape. It is higher than equilibrium. In the main panel we show e th (T, 64) thus obtained at several low T together with the equilibrium values e eq (T, 64) reported in Ref. [43] for T ≥ 0.3. In order to compare the finite N energy scales with the ones in the large N limit, we also plot the analytical threshold and equilibrium energies of the N → ∞ system [19] . Note that e th thus defined is larger than e eq even at very low temperatures where marginal states are expected to exist in a continuous range of free-energies below the threshold. Figure 1 shows that, in the N = 64 system, the distance between the threshold and the equilibrium energies increases as T is lowered (notably, the threshold energy density increases as T decreases) suggesting to work at low T to have a larger gap between the threshold and the (presumably) activated regime. On the other hand, we would like to avoid getting stuck at the threshold level. For these two reasons we decided to work with an even smaller system, N = 20, and span the full range T ≤ 0.5.
Relaxation and evidence of trapping periods. In Fig. 2 we show the evolution of the energy density of a single system after a quench to T = 0.3 from a random initial condition. The time scale of observation is considerably shorter than t eq . The traces prove the existence of trapping regions in configuration space. As already observed in [44] [45] [46] (though with energy injection dynamics), the single trajectories show a self-similar pattern with trapping and release motion. The wandering of the system through configuration space proceeds essentially by activation over barriers. On the one hand, this image demonstrates that there are recurrent visits to a trap, differently from what happens in usual trap models. On the other hand, during rather long periods of time the system's energy increases by jumps before falling down to energetically better configurations. This mechanism for relaxation, although assumed to be important below the dynamic transition temperature T d , has been elusive in realistic glassy models. The two horizontal lines in Fig. 2 are energy densities of Thouless-Anderson-Palmer (TAP) states determined with the iterative solution [47] of the TAP mean-field equations [16] . Although for this very small size subsequent correction terms to the Onsager one would have been expected to be needed to capture the fixed points, we get energy levels that are in rather good agreement with the dynamic trapping energies keeping just the first correction term.
Trap modelling.
From the above observations it is tempting to try to relate the relaxation of the Ising p-spin model with single spin flip Metropolis dynamics to the one of TMs. However, a major problem to define traps in the p-spin model is the lack of a fixed reference energy, E 0 , which in the simple TM and its generalisations as well as in the REM is a consequence of the static independence of the energy levels [35, 41] . Contrarily, in the finite p model any two levels E i and E j have correlations that depend on the overlap between the corresponding spin configurations [1] .
Instead of defining traps relative to a fixed energy level, we adopted an operational definition, which in practice implements a coarse graining in time and allowed us to perform a meaningful statistical analysis. Based on the phenomenology observed in Fig. 2 , in order to define a trap of energy E trap we consider at least two competing energy levels along a Monte Carlo run. To be a candidate for a trap energy, E trap , a level E i is required to be "stable" under at least M min (MCs), where by stable we mean the following. Suppose that an energy E 1 has been stable under the single spin flip Metropolis dynamics during M 1 , and that at time step M 1 + 1 the system jumps to E 2 . If the system returns to E 1 in M 2 < M min then we discard E 2 and take the running trapping time of E 1 to be
The time counting goes on until a new jump happens, say to E 3 , and the previous process of counting restarts. If, instead, E 2 remains stable during M 2 > M min , we then check the accumulated running time for E 1 ; if the accumulated M 1 ≥ M min then we save the trap energy E trap = E 1 and the corresponding trap time M trap = M 1 and we restart the process from E 2 . For the parameters used in the simulations we checked the robustness of the counting process for several choices of M min and we adopted M min = 10 MCs. Note that we expect the trap energies thus recorded to be close to minima over groups of many more energy levels accessed dynamically. 
p-4 Title
Relaxation of the averaged trap energy.
We display in the main panel of Fig. 3 (log-linear scale) the relaxation of the average trap energy density, that we simply denote e trap (t), following a quench to several low temperatures 0.1 ≤ T ≤ 0.5. At the highest temperature shown, T = 0.5, the evolution reaches equilibrium after t eq ≈ 10 4 MCs. The equilibration time is naturally longer at T = 0.3, of the order of 5 × 10 6 MCs. At the two lower temperatures, T = 0.2 and T = 0.1, the relaxation is approximately logarithmic, e(t) Υ(T ) ln t/t 0 at long times, and the system is far from attaining equilibrium in the time scales of the simulation. At T = 0.1 the fit shown with a solid thin black line yields Υ(T ) ≈ 0.008 which is larger than the ideal value Υ(T ) = T /N = 0.005 expected for a simple activation process. Note that for this small system size a threshold energy level is almost absent. Indeed, its evaluation from an algebraic fit to the early time relaxation gives unreliable small exponents as the dynamics soon crosses over to a logarithmic decay. We have checked that even for T = 0.5 the equilibrium correlations decay to a finite value, C ∼ 0.3, indicative that the system is in the spin glass phase despite the large finite size effects.
The equilibrium energy density of N = 20 systems. For such small system sizes we can exactly enumerate all energy levels induced by a given realisation of the couplings and obtain in this way the disorder dependent density of states g J (e). The product of this degeneracy and the Boltzmann factor e −βN e /Z J , yields the equilibrium weight of the energy density e. In the inset of Fig. 3 we compare this exact equilibrium pdf (red data) to the one sampled with MC dynamics beyond the equilibration time t eq estimated from the relaxation of the energy density, at T = 0.5 (blue data). Having the energy pdf we can easily compute its equilibrium average, e eq (20, T ), shown with a vertical solid line in the inset and with a horizontal line in the main part of the figure. Note that the equilibrium (mean) energy is slightly larger than the most probable one. This is due to the asymmetric form of the pdf. In the inset the equilibrium pdf of the trapping energies, to be defined below, is also shown.
Distribution of trapping energies. Figure 4 displays the pdfs of trapping energies at T = 0.1, 0.2, 0.3, collected during 10
6 MCs runs. The systems are slowly relaxing to lower energies except for the T = 0.3 case which is approaching a stationary regime at this time scale. In spite of this difference, the three pdfs show a similar profile. The small vertical arrows mark the average energy densities from Fig. 3 , which are a bit smaller than the most probable value except at T = 0.3 where they almost coincide. The most salient feature of these pdfs is a low energy exponential tail that can be explained with an extreme value statistics argument. Indeed, the minima E min of groups of m i.i.d. Gaussian variables with zero mean and variance σ 2 follow a Gumbel distribution with an exponential tail with rate λ = 2 log m/σ 2 and typ- [49, 50] , but no general framework yet. Although the values recorded with our procedure are not necessarily minima over a large number of random independent energies, we will put Gumbel's argument to the test with them. From exponential fits to the data we obtain λ ∼ (1.25, 1.50) and e av min ∼ (−0.62, −0.72), which are in excellent agreement with the extreme value statistics prediction. The pdfs also have a high energy tail which can be well fitted by another exponential, again with the exception of the data at T = 0.3 for which the system has already fallen near equilibrium. Both low and high energy exponential dependencies have to be cut-off since the finite size energy density is bounded from below and above.
Distribution of trapping times. In principle, these results would allow a direct quantitative comparison with the (generalised) TM predictions. Nevertheless, at variance with the simple TM, the distribution of the p-spin model trap energies show a high energy decaying tail. In Figure 5 we show the distribution of trapping times for the same three temperatures analysed before, together with algebraic fits to the long times sector. The values of the exponent x corresponding to the form of eq. (4) obtained from the fits yield 1.0 ≤ x(T ) ≤ 2.5, as shown in the figure. These values are too large compared with the simple TM expectations. Probably they are influenced by the large energy tail of the trap energies distributions, absent in the original TM. Moreover, for the REM in which the energies of individual configurations are i.i.d. Gaussian random variables, after coarse graining to observe the relevant time scales, the distribution of trapping energies should be described by a Gumbel law φ(u) = exp (u − exp u), with u = (E − E av min )/σ. Clearly, the right tail of trap energy distributions of the p-spin model decay much slower than in the Gumbel law. In fact, a lognormal fit to the same data, predicted to be representative of the TM with Gaussian distribution of energies [30] , also produces a good fit to our data, although the p-spin traps pdfs are not Gaussian either. Self correlation function. The non-stationary ageing relaxation of disordered systems is usually characterised by the scaling properties of the two-times self correlation C(t, t w ) = N
(with the angular brackets indicating an average over initial conditions that we have not performed here). The most common scaling is the so-called "simple ageing" in which C depends on t and t w only through t/t w , for t and t w of the same order. The comparison with the TM could be made closer by correlating configurations lying in the trapping regions of the phase space only. For this reason, we compute the time-delayed self-correlation C trap (t,
with times restricted to belong to trapping periods. The results obtained for T = 0.1, a sufficiently low temperature so that t eq t, t w , are displayed in Fig. 6 . In the main plot the natural linear-log presentation of C trap against time-delay for different waiting times is displayed, while in the inset the data are scaled as a function of t/t w . Although a ln t/ ln t w scaling could have been expected in the activated time regime, a simple ageing form works better. The straight line is just log(t/t w ) and fits the long time-delay data very well. In the context of the TM, an equivalent correlation function which measures the probability that the system did not leave a trap between t w and t w + t can be computed exactly and is known as the "the Arcsin law", H x (w) [29, 35] . Interestingly, the Arcsin law depends on the scaling variable w = t/t w , the same which describes remarkably well the p-spin model ageing behaviour. However, for large w, H x (w) decays as a power law (t/t w ) −x , and this is different from the slower logarithmic decay that we observe in the small size p-spin model. We finally note that the atypical non-monotonic behaviour of C trap at early time delays is similar to the one found in [35] in a variation of the TM.
Conclusions. -We have analysed the relaxation dynamics of the Ising p-spin glass model in the context of the well-known TM paradigm. We showed that for small sizes and at low temperatures it is possible to identify a traplike phenomenology whose most salient feature is the dominance of activated relaxation events. Although a trap-like behaviour is evident at a qualitative level, the very definition of traps poses a great challenge in the p-spin model. At the centre of the difficulty lay the strong static correlations between energy levels, absent in the TMs. Another problem is that the time scales for relaxation in the interesting regime grow exponentially with system size. This restricts the numerical studies to very small system sizes, which nevertheless show a highly non trivial phenomenology. We pursued an ad hoc definition of trap energies, which naturally implements a time coarse graining. We found trap energies pdfs with exponential low energy tails in the ageing regimes, probably originated in an extreme value statistics process induced by the working definition of traps. While this is interesting in itself, leading to a resemblance with the exponential TM, the p-spin pdfs also show a high energy tail falling-off slower than a Gumbel law, which would be the behaviour induced from an extreme value process with i.i.d. Gaussian variables. It may be interesting to try to connect the present observations with some known rigorous results on extreme value statistics for correlated variables [49, 50] . The trapping times distributions have an algebraic decay, again in qualitative agreement with TM predictions. Nevertheless, the fitting exponents are larger than the TM ones. One can speculate that this is a consequence of the strong correlation between successive traps visited during the p-spin Metropolis dynamics, which lead the system to fluctuate strongly in configuration space at both sides of a time dependent mean p-6 Title energy, meaning the traps are not so strong, or trapping, as in the basic exponential TM. Instead, a high energy sector develops with time, with equal statistical weight as the low energy one. This may have implications, or be connected to, the development of a threshold level, a trapping high energy level, which is expected at larger system sizes, but is practically absent in the small system studied in this work. Finally, the behaviour of ageing correlations are again reminiscent of those of the TM, at large time scales they depend on the same scaling variable t/t w , although the scaling function, which is essentially a logarithm in the p-spin model, is slower than the Arcsin law characteristic of the TM. A more stringent comparison between the trap definition and the free energy metastable states emerging from the TAP approximation may be an interesting route to pursue further the relation between complex spin glass models dynamics and exactly solvable models, of which the TMs represent a popular and insightful approach. * * *
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