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We investigate the family of graphs with many large eigenvalues.
It is not hard to see that every graph with many vertices of large
degree that are pairwise at distance at least four from each other,
has many large eigenvalues. We show that this does not hold if the
vertices of large degree are atmutual distance three fromeach other.
We explore this class of graphs further and provide some bounds on
their eigenvalues.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let G = (V, E) be a graph of order n. The adjacency matrix of G is the matrix A(G) ∈ RV×V whose
(v, u)-entry is equal to 1 if v is adjacent to u and 0 otherwise. The eigenvalues and the spectrum of G
correspond to the same quantities for A(G). If λ1(G), . . . , λn(G) are the eigenvalues of G we assume
they are in the non-increasing order, that is:
λ1(G)  · · ·  λn(G).
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Fig. 1. s vertices of large degree at distance ≥ 4 apart.
If X = (xv) ∈ RV is an eigenvector of A(G) corresponding to the eigenvalue λ then, we have A(G)X =
λX , which we can express as:
λxv =
∑
u∼v
xu (v ∈ V).
We refer to [1–3] for further notation and definitions.
In this paper we ask under which conditions a graph will have many large eigenvalues. Intuitively
we expect to get large eigenvalues with large degree vertices; this is true for the spectral radius of a
graph but not necessarily for the following eigenvalues, as can be seen from the complete graphwhere
eigenvalues are n− 1 withmultiplicity one, and all other eigenvalues are equal to−1. Therefore, even
thoughhaving vertices of large degree is a necessary condition, it is not sufficient for havingmany large
eigenvalues. The way these vertices are located in the graph plays an essential role in determining if
we have many large eigenvalues, as seen in the following propositions.
Proposition 1.1. If G is a graph and λs(G)  t, then G contains at least s vertices of degree at least t.
Proof. Let d1  · · ·  dn be the degree sequence of G. Since in any graph we have λ1  d1, it
is clear that because λ1  λs  t we will have d1  t; now using the Interlacing theorem for
eigenvalues of graphs and by removing the vertex v1 having degree d1 the same argument will imply
that d2  d1(G − v1)  λ1(G − v1)  λ2(G)  t and so on until we get ds  t. 
Proposition 1.2. If G is a graph with s vertices of degree at least t, such that any pair of these vertices are
at distance at least 4 from each other, then we have
λs(G) 
√
t.
Proof. First we notice that if T is a star K1,t , then we have λ1(T) =
√
t. By monotonicity property of
the spectral radius, we have that every graph H with a vertex of degree at least t satisfies λ1(H) 
λ1(T) =
√
t. Suppose v1, . . . , vs are vertices with degrees d1, . . . , ds respectively, such that for each
i, di  t and any pair of these vertices are at distance at least 4 from each other. Let Hi be the induced
subgraph on vi and all its neighbors and let H be the disjoint union of H1, . . . ,Hs. Since v1, . . . , vs are
at mutual distance at least 4 from each other, H is an induced subgraph of G. Since each Hi has a vertex
of degree at least t, we have λ1(Hi)  λ1(K1,t) =
√
t. As H is the disjoint union of H1, . . . ,Hs, we
have λs(G)  λs(H)  mini λ1(Hi) 
√
t. 
Proposition 1.2 shows that having many vertices of large degree that are at least four apart from
each other (see Fig. 1) guarantees having many large eigenvalues. The complete bipartite graph Kn,n
shows that having many vertices of large degree at distance 2 from each other does not yield the same
conclusion. In the rest of the paper we will discuss large degree vertices at mutual distance 3 from
each other, and will in particular prove the following theorem.
Theorem 1.3. For every positive integers s and t there exists a graph that has s vertices of degree t which
are at mutual distance three from each other and has at most two eigenvalues greater than 1.
This theorem implies that havingmanyvertices of large degree atmutual distance 3 is not enough to
conclude that there exist many large eigenvalues. We prove this at the end of Section 2.3. Examples of
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graphs confirming Theorem 1.3 are treated in amore general setting with the goal to obtain additional
information about large eigenvalues in such graphs.
2. Large degree vertices at distance three
Let s and t be positive integers, which we think of being “large”. For i, j ∈ {1, . . . , s} and i = j,
let {qi,j} and {ri} be lists of nonnegative integers, where ri 
(
t
2
)
and qi,j  t2. Consider the class of
graphs G({qi,j}, {ri}, s, t), whose structure is described as follow. Each graph in the class has s vertices
v1, . . . , vs of degree t that are mutually at distance 3 from each other; each of the remaining vertices
of G is adjacent to precisely one of v1, . . . , vs, so G has s(t + 1) vertices. For i = 1, . . . , s, the set of
neighbors of vi will be denoted by Ui, so Ui = {uik | 1  k  t}. The subgraph Hi of G induced on
Ui has ri edges (1 ≤ i ≤ s), and there are qi,j edges between Ui and Uj for all 1  i = j  s. The
subgraphs Hi are called the buckets of G, and the subgraphs Li,j consisting of vertices Ui ∪ Uj and the
qi,j edges joining Hi to Hj are called the linkages of G. The subgraph G − {v1, . . . , vs} is called the base
of G. Fig. 2 shows the structure of graphs in G({qi,j}, {ri}, s, t). If qi,j = q and ri = r for each i and j
such that 1  i = j  s, then we simply use the notation G(q, r, s, t) instead of G({qi,j}, {ri}, s, t).
Later we will consider the case where each bucket and each linkage is a regular subgraph.
Proposition 2.1. If G is a graph in G({qi,j}, {ri}, s, t), α is an arbitrary real number, and Bα is the square
matrix of order s with entries
(Bα)i,j =
{
ri + tα i = j
qi,j i = j 1  i, j  s,
then
λs(G) 
2λmin(Bα)
t + α2 .
Proof. By a well-known max–min characterization of eigenvalues, we have
λs(G) = max{min{xTAx : x ∈ U, ‖x‖ = 1} : dim(U) = s},
where A is the adjacency matrix of G and the maximum is taken over all s-dimensional subspaces U
of RV . Let {x1, . . . , xs} be an orthonormal basis for U. Then for each x ∈ U we have x = ∑1is aixi.
Let X denote the |V | × s matrix with columns x1, . . . , xs in this order. Then xTAx = aTXTAXa where
aT is the vector (a1, . . . , as). If Y = XTAX, then
min{xTAx : x ∈ U, ‖x‖ = 1} = min{aTYa : a ∈ Rs, ‖a‖ = 1}.
The right side of above expression, using Rayleigh criterion, is λmin(Y). Thus if {x1, . . . , xs} is an
orthonormal set of vectors in RV and Y = XTAX, where X denotes the |V | × s matrix with columns
x1, . . . , xs, then λs(G)  λmin(Y).
|E12 | = q1,2
u11 u1t
v1
u21 u2t
v2
|E1| = r 1
us1 ust
vs
Fig. 2. The class G({qi,j}, {ri}, s, t).
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Now consider a system of orthogonal vectors x1, . . . , xs in R
V , where xi assigns the weight α to
vi and the weight 1 to the vertices u
i
k for 1  k  t, while all other values are 0. Then the following
relations are satisfied:
‖xi‖2 = t + α2
xTi Axi = 2ri + 2tα
xTi Axj = 2qi,j (j = i).
If we let zi = xi‖xi‖ for 1  i  s, then vectors z1, . . . , zs are orthonormal. Therefore, using the above
result we will have λs(G)  λmin(Y), where Y = ZTAZ and Z is the matrix with columns y1, . . . , ys. It
is clear from the above equations that (t+α2)Y = 2Bα . Therefore,λs(G)  λmin(Y) = 2t+α2 λmin(Bα),
as claimed. 
2.1. A lower bound on eigenvalues in G(q, r, s, t)
In this subsection, we provide a general lower bound on the s largest eigenvalues for all graphs in
G(q, r, s, t).
Theorem 2.2. Let G ∈ G(q, r, s, t) and let 0    1/2 be such that q − r ≤ t3/2+ . Then
λs(G) 
{√
t r − q  0
1
4
t
1
2
− 0  r − q  −t3/2+ .
Proof. Thematrix Bα used in Proposition 2.1 is equal to (r−q+ tα)I+qJ, where J is the squarematrix
of order n = |V | with all entries 1. Therefore, λmin(Bα) = r − q + tα and so:
λs(G) 
2(r − q + tα)
t + α2 .
It is easy tosee that the function f (α) = 2(r−q+tα)
t+α2 achieves itsmaximumatα0 =
√
(r−q)2+t3−(r−q)
t
and the maximum value of f is:
f (α0) =
2t2
√
(r − q)2 + t3
t3 + (
√
(r − q)2 + t3) − (r − q))2
. (1)
Now, we conclude that for every α we have a lower bound:
λs  f (α0)  f (α).
If we take α = √t, then we have:
λs  f (
√
t) = r − q
t
+ √t.
This implies the inequality of the theorem when r − q ≥ 0.
Suppose now that 0 ≥ r − q ≥ −t3/2+ . Since f (α0) is increasing in terms of r − q, replacing r − q
with−t3/2+ in (1) yields a lower bound on f (α0) and hence also on λs. By doing so and using the fact
that t ≥ 1, we have:
f (α0) ≥ 2t
2
√
t3+2 + t3
t3 + (√t3+2 + t3 + t3/2+)2 = 2t
1/2
√
t2 + 1
1 + (√t2 + 1 + t)2
≥ 2t1/2 t

1 + t2(√2 + 1)2 >
1
4
t1/2−,
which we were to prove. 
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2.2. The regular case
If the buckets and linkages are regular graphs, we can go one step further than just obtaining lower
bounds as in theprevious section.Wecanactually determineprecise values of several large eigenvalues
of the graphs G ∈ G(q, r, s, t) in the special case where each bucket Hi is d-regular and each linkage
Li,j is a d
′-regular subgraph of G. Let us take G ∈ G(q, r, s, t) to be such a graph and X ∈ RV , V = V(G).
Suppose X(vi) = yi and X(uik) = xik for 1  i  s and 1  k  t. Consider the subspace S ⊂ RV ,
defined as
S =
⎧⎨
⎩X |
s∑
i=1
yi = 0,
s∑
i=1
t∑
k=1
xik = 0
⎫⎬
⎭ .
Note thatdim(S) = |V |−2. It is easy tocheck that S is an invariant subspaceof the linear transformation
T : RV → RV , defined as
T(X) = A(G)X.
Therefore S contains exactly |V | − 2 eigenvalues of A = A(G). Take X to be an eigenvector of A in S
corresponding to an eigenvalue λ.
From AX = λX , we get the following set of equations:
λyi =
t∑
k=1
xik
λxik = yi +
∑
m =i
∑
xikx
m
l ∈E
xml +
∑
xikx
i
l∈E
xil. (2)
By using the regularity assumption and the fact that X ∈ S, we obtain from (2):
(λ + d′ − d)
t∑
k=1
xik = d′
( t∑
l=1
s∑
m=1
xml
)
+ tyi.
By setting ai = ∑tk=1 xik and noting that X ∈ S, we obtain:
(λ + d′ − d)ai = tyi.
Substituting λyi as ai, we obtain
(λ + d′ − d)λyi = tyi.
Now we distinguish two cases:
• For every i we have yi = 0: In this case the contribution of the vertices {v1, . . . , vs} is redundant
and thus the eigenvalue λ corresponding to the eigenvector X is an eigenvalue of the base graph.
Clearlywe can get atmost s(t−1) eigenvalues in S from the base graphwhichmight be eigenvalues
of G.
• For some i, yi = 0: In this case we obtain: λ = 12 (d − d′ ±
√
4t + (d − d′)2). Since the first case
gives rise to at most s(t − 1) eigenvalues, we conclude that at least |V | − 2− s(t − 1) = 2(s− 1)
eigenvalues of our graph are equal to 1
2
(d − d′ ±
√
4t + (d − d′)2).
Let us use this result about the regular case to construct an examplewhichwill prove Theorem1.3. If
we take d = 0 and d′ = t in the above graph, then fromwhatwas said abovewewill have at least s−1
eigenvalues equal to λ = 1
2
(d− d′ ±
√
4t + (d − d′)2), which is less than 1 for any positive t. The rest
of the eigenvalues are the eigenvalues of the base graph over the subspace S as concluded above. If λ is
an eigenvalue of the base graph over the subspace S, then we have (using the same notation as above):
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λxik =
t∑
l=1
s∑
m=1
xml −
t∑
l=1
xil = −
t∑
l=1
xil.
From here we get that if λ = 0 then xik is independent of k, thus if we take xik = bi, because at least
for one iwe should have bi = 0, we get λbi = −tbi and so λ = −t. This proves that this graph has at
most two large positive eigenvalues and all other eigenvalues are less than 1.
2.3. The complete graph in the base
In this subsection we consider the class G(q, r, s, t) in the case when q = t2 and r =
(
t
2
)
. Let G be
the unique graph in G(t2,
(
t
2
)
, s, t). Then each bucket is (t − 1)-regular and each linkage is t-regular.
Therefore, using results from the previous section we know s(t + 1) − 2 eigenvalues of G. Indeed,
s(t − 1) eigenvalues are from the base graph and are equal to−1, and 2(s − 1) eigenvalues are equal
to 1
2
(d − d′ ±
√
4t + (d − d′)2) = −1±
√
4t+1
2
.
Let X ∈ RV , where V = V(G). Suppose X(vi) = a and X(uik) = b for 1  i  s and 1  k  t,
where a and b are two nonzero real numbers. Using the eigenvalue equation for G we have:{
λa = tb
(λ + 1)b = a + stb.
This yields the following quadratic equation for λ: λ2 + (1− st)λ+ t = 0. Solving for λwe obtain
two additional eigenvalues:
λ = 1
2
(st − 1) ± 1
2
√
(st − 1)2 + 4t.
In conclusion, we see that this graph has precisely s “large” eigenvalues (if
√
t is large enough).
We notice from this example and results from the previous section that to have many large eigen-
values we have to consider the base graph structure. For example, if q − r = αt2 where 0 < α < 1,
then in the regular case we do not have many large eigenvalues unless the base graph does.
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