The exponential dichotomy and invariant manifolds for some classes of
  differential equations by Chen, DeLiang
ar
X
iv
:1
90
3.
08
04
0v
1 
 [m
ath
.D
S]
  1
9 M
ar 
20
19
THE EXPONENTIAL DICHOTOMY AND INVARIANT MANIFOLDS FOR SOME
CLASSES OF DIFFERENTIAL EQUATIONS
DELIANG CHEN
Abstract. We study some classes of semi-linear differential equations including both well-posed and
ill-posed cases that can generate cocycles (or cocycle correspondences with generating cocycles). Under
exponential dichotomy condition with other mild assumptions, we investigate the existence, persistence
and regularity of different types of invariant manifolds for these differential equations based on our
previous works about invariant manifold theory for abstract ‘generalized dynamical systems’: invariant
graphs (global version) and normally hyperbolic invariant manifolds (local version); brief summaries of
those works are also given.
1. Introduction
1.1. motivation. In this paper, a sequel to our previous papers [Che19,Che18c], we try to apply our
new developed invariantmanifold theory to some classes of differential equations; that is the existence
and regularity of invariant graphs for cocycle correspondences with (relatively) partial hyperbolicity
[Che19] and approximately normal hyperbolicity theory [Che18c], see Section 4.1 and Section 4.2
for brief summaries. This is a partial program of giving a general procedure to deal with invariant
manifold theory for both well-posed and ill-posed differential equations in Banach spaces.
Invariant manifold theory provides an extremely useful tool to understand the dynamics of the
nonlinear differential equations. As an illustration, we list some applications of this theory.
(i) It gives a finite-dimensional reduction for differential equations. This is a way to address one of
the central topics in the theory of dissipative dynamical systems generated by PDEs, namely, whether
or not the underlying dynamics can be described by finite-dimensional systems (i.e. ODEs). The
notion of inertial manifold (or equivalently pseudo-unstable manifold) gives a perfect description
of finite-dimensionality of dissipative differential equations; see [MPS88, Zel14, Tem97] for more
details. Similarly, the center manifold provides a local reduction principle, namely, the differential
equation can be restricted in a ‘low’ dimensional space, i.e. a center manifold, such that it may be
simpler than the original one but also can reflect some properties of itself in the whole space.
(ii) The (center-) (un)stable manifolds with strong (un)stable foliations characterize very clearly
the asymptotic behaviors of a dynamic around its invariantmanifold and so the stability of the invariant
manifold; see [BLZ00,BLZ08,KNS15,NS12,NS11]. Furthermore, through using different types of
invariant foliations and invariant manifolds, one could decouple the system into a simple form (see
e.g. [Che19, Corollary 4.19] and [Lu91,PS70]).
(iii) As is well known, invariant manifold theory with other tools is powerful for finding special
interesting orbits such as periodic orbit, homoclinic orbit and heteroclinic orbit. For example, if a
periodic orbit of a dynamic is normally hyperbolic, then the small C1 perturbed dynamic persists a
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periodic orbit; if a center manifold of an equilibrium for a differential equation, no matter if it is well-
posed or ill-posed, is finite-dimensional, then the classical Hopf bifurcation theorem can be applied
under some other conditions to obtain periodic orbits. See also [SS99,MR09a,LMSW96,Zen00].
(iv) Invariantmanifold provides some true solutions of ill-posed differential equations. In general,
an ill-posed differential equation might not exist a solution for given an initial value. However,
such equation will be well-posed in the so called center manifold, meaning that there always exist a
solution in this manifold for all time t ∈ R if initial value belongs to this manifold. The so named
center-(un)stable manifolds play similar roles. See [EW91,Gal93, dlL09,ElB12].
Invariant manifold theory has being extensively developed in infinite-dimensional dynamical sys-
tems. (I) In [Rue82,Mañ83,LL10], the authors investigated the invariantmanifolds in the non-uniform
hyperbolicity case which can be applied to random dynamical systems in Banach spaces. Also, in
[CL97], Chicone and Latushkin studied existence of the Lipschitz center manifold for a semi-linear
cocycle (i.e. skew-product flow).
(II) There are many authors devoted to develop the theory of invariant manifold around an equilib-
rium for different types of well-posed differential equations such as the semi-linear and quasi-linear
parabolic or hyperbolic PDEs, see e.g. [Hen81,CL88,MPS88,BJ89,DPL88,Tem97,MR09a, Zel14]
in abstract settings, where those papers also contained some examples with detailed analysis, too
numerous to list here. In [CL88], Chow and Lu considered the case when the linear operator is
densely-defined sectorial operator with an unbounded nonlinear perturbation (see also [Hen81]).
The restriction ‘densely-defined’ of the linear operator was removed in Da Prato and Lunardi’s work
[DPL88] (but with an additional unnecessary ‘compact’ assumption for the linear operator). In [BJ89],
Bates and Jones studied the case when the linear operator is a generator of C0 group with additional
restriction that the stable and unstable subspaces are finite dimensional. Note that this restriction can
also be satisfied by many Hamiltonian PDEs (see e.g. [LZ17]). More recently, by introducing more
general operators in [MR07] than Hille-Yosida operators, Magal and Ruan in [MR09a] investigated
the smooth center manifolds of more general semi-linear differential equations (see also Section 3.2)
under an unnecessary ‘compact’ assumption for the linear operator which can be replaced by the
uniform trichotomy condition (see Definition 3.9 and page 55) which was characterized detailedly in
[CL99]. The list we give is by no means exhaustive, and we refer to the introduction of [BLZ98] for
more details.
Among previous results on invariant manifolds, the existence of exponential dichotomy or some-
times the exponential trichotomy, is important for it provides a framework to analyze the local
nonlinear dynamics, is technically assumed to be hold. To verify this, one usually hopes that the
spectral mapping theorem holds: exp(σ(A)) = σ(exp A)\{0} for the linear operator A; or the weak
form exp(σ(A)) = σ(exp A). So some additional compactness condition on the semigroup was as-
sumed to be hold; see e.g. [DPL88,MR09a]. For more details about this issue see [EN00, Chapter
IV] and [NP00]. See also [LZ17] for a beautiful characterization of the exponential trichotomy for
some particular operators which does not induce from spectral mapping theorem. However, beyond
the spectral gap condition, invariant manifolds might also exist by using other conditions. This was
done in [MPS88] where the authors introduced a condition which we call (A) (B) condition in the
non-linear version (see Section 2.4); for relevant results by using (A) (B) condition to obtain the
invariant manifolds, see also [Zel14, LYZ13] and our work about invariant manifold theory. In the
present paper, we only focus on the uniform dichotomy condition plus a ‘small’ Lipschitz perturbation
to verify the (A) (B) condition, but referring the reader to see [MPS88,Zel14] where the perturbation
can be more general than ‘small’ Lipschitz (namely spatial averaging) which makes (A) (B) condition
also hold.
(III) The invariant manifolds also exist around an equilibrium for some ill-posed differential
equations which even can not generate semiflows such as the good Boussinesq equation, the elliptic
problem on the cylinder, the spatial dynamics induced by the reaction-diffusion equations, etc; see
e.g. the works of Eckmann and Wayne [EW91], Gally [Gal93], de la Llave [dlL09], and ElBialy
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[ElB12] but the results are further less. Such equations have a common feature: for most initial
conditions, there does not exist a local solution. The setting for establishing the (stable, center-stable,
pseudo-stable, center, etc) invariantmanifolds in [EW91,Gal93,ElB12] are essentially the samewhich
we now use the notion of a generator of a bi-semigroup under uniform dichotomy condition based
on the work of Latushkin and Pogan [LP08] (or uniform trichotomy condition for establishing the
center manifolds). See the very interesting proof in [ElB12] beyond the Lyapunov-Perron method
or Hadamard graph transform method. In [SS99], Sandstede and Scheel also obtained invariant
manifolds both for equilibrium and periodic orbit of the spatial dynamic generated by Example C.4.
In [Che19], we gave a unified study on the global version of invariant manifolds, i.e. the invariant
graphs for bundles or bundle correspondences with generating bundle maps (see Section 2.2) in
non-trivial bundles, which can be applied to different settings; see also Section 4.1 and Section 4.3.
(IV) Beside the previous results on invariant manifolds of an equilibrium, the existence and
persistence of invariant manifolds around an invariant manifold are also evidently important where
the invariant manifold are usually taken as equilibriums, (a-)periodic orbit, several orbits with their
closure (including e.g. homoclinic orbits, heteroclinic orbits, etc), or the global compact attractor. The
notion of normal hyperbolicity plays a crucial role as the hyperbolicityof equilibriumwhich is the right
condition for persistence. For a normally hyperbolic invariant manifold, loosely speaking, it means
the linearized dynamic along this manifold contracts or expands along the normal direction and does
so to a greater degree than it does along the tangential direction. The theory of normal hyperbolicity
was investigated at length by Hirsch, Pugh and Shub [HPS77] and Fenichel [Fen71, Fen73, Fen77].
Further developments were given by Li and Wiggins [LW97] and Pliss and Sell [PS01] with an
aim to make it applicable to partial differential equations in Banach spaces. A more significant
generalization was made by Bates, Lu and Zeng [BLZ98,BLZ99,BLZ00,BLZ08] where the authors
extended the classical theory to the abstract infinite-dimensional dynamical systems with allowing the
invariant manifold to be immersed and non-compact. In [Che18c], we expanded the scope of normal
hyperbolicity theory to more general settings (than [BLZ08]) in order to deal with non-smooth and
non-Lipschitz dynamical systems and ill-posed (as well as well-posed) differential equations; see also
Section 4.2.
(V) In some cases, the invariant manifold might be not normally hyperbolic but there may exist
center-(un)stable manifolds around this manifold which also give some detailed characterizations
of the dynamical behaviors; for example for a periodic orbit with period T , if the associated time-
T solution map of its linearized dynamic along this orbit has a non-simple spectrum 1, then this
periodic orbit is not normally hyperbolic. A notion of partially normal hyperbolicity which we used
in [Che18d] can give a way to deal with this situation. In finite-dimensional dynamical systems,
this was also settled in [CLY00b,CLY00a,BC16]. The corresponding results for abstract dynamical
systems in infinite-dimension was addressed in [Che18d]. See also [NS12,KNS15, JLZ18] as well as
[HVL08,SS99] where the results were obtained for some concrete PDEs. In the present paper, we do
not consider this situation, referring to see [Che18d].
1.2. nontechnical overviews of main results. We only focus on some classes of abstract differential
equations. Roughly, the differential equations are written as two parts: the linear part with a ‘small
Lipschitz’ non-linear perturbation; the linear part usually is written as a closed linear operator plus a
linear perturbation in a ‘cocycle’ form. To be more precisely, consider
(♣) Ûz(t) = C(tω)z(t) + f (tω)z(t),
where C(ω) : D(C(ω)) ⊂ Z → Z , ω ∈ M, are closed linear operators, M is a topology space, Z is a
Banach space, t : M → M is a C0 semiflow, and f : M × Z → Z is a nonlinear operator. We discuss
the following three situations about {C(ω)} and f .
(type I) C(ω) = C + L(ω), L : M → L(Z, Z), f : M × Z → Z,
where C is a generator of a C0 bi-semigroup (see e.g. [vdM08,LP08] and Section 3.1.1) or a
C0 semigroup (see e.g. [EN00,Paz83]) in Z .
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(type II) C(ω) = C + L(ω), L : M → L(D(A), Z), f : M × D(A) → Z,
where A : D(A) ⊂ Z → Z is a Hille-Yosida operator (see [DPS87, EN00, ABHN11] and
Appendix A), or more generally anMR operator (see the assumption (MR) in page 17 which
was studied in [MR07,MR09b,MR09a]). This class of A includes many concrete different
equations (see e.g. Appendix C and the references we list before).
(type II1) C(ω) = C + L(ω), L : M → L(D(A), D(A−α)), f : M × D(A) → D(A−α),
where A : D(A) ⊂ Z → Z is a Hille-Yosida operator (or MR operator) with additional
assumption that A
D(A), the part of A in D(A) (see Appendix A for a definition), is a densely-
defined sectorial operator for some suitable α > 0. For example A is a sectorial operator, i.e.
a generator of a holomorphic semigroup (see e.g. [Ama95,Hen81]) and 0 < α < 1. Here we
assume without loss of generality spectral bound s(A) < 0. This case is very similar as (type
II), so the details are omitted.
(type III) Equation (♣) generates a C0 cocycle or a C0 cocycle correspondence (see Definition 3.37)
in Z and f : M × Z → Z; in fact, in this case, we consider the integral equation (3.33). This
case is essentially the same as (type I).
Note that (type I) and (type II) (or (type II1)) are the most important cases to study the following
autonomous different equation around some invariant set M,
(♠) Ûz(t) = Az(t) + g(z(t)),
where g ∈ C1(Z0, Z−1), and A : D(A) ⊂ Z → Z and Z0, Z−1 are one of the following cases.
(type •a) A is a generator of a C0 semigroup ([EN00]) or a C0 bi-semigroup ([vdM08, LP08]);
Z0 = Z−1 = Z .
(type •b) A is a sectorial operator ([ABHN11]) or more generally A is a MR operator (see the
assumption (MR) in page 17) with additional assumption that A
D(A) is a densely-defined
sectorial operator; Z0 = D(A) and Z−1 = D(A−α) for some suitable α > 0. Here we assume
without loss of generality the spectral bound s(A) < 0.
(type •c) A is a Hille-Yosida operator ([ABHN11]) or more generally an MR operator (see the
assumption (MR) in page 17); Z0 = D(A) and Z−1 = Z . Note that sectorial operators are
Hille-Yosida operators.
For some concrete examples of (♠), see Appendix C.
dichotomy and (A) (B) condition. In order to deal with the ill-posed differential equations like (type
I) and (type III), in Section 2.2, a class of ‘generalized hyperbolic dynamical systems’ are introduced,
named cocycle correspondence over a semiflow and continuous correspondence by using the notion of
correspondence originally due to [Cha08]. This is necessary since the ill-posed differential equations
in general can not generate semiflows or cocycles but induce cocycle correspondences (see Section 3).
In addition, by using the notion of dual correspondence (see Section 2.3), one can give a unified
approach to obtain the ‘stable results’ and ‘unstable results’ for cocycles, which is different with
classical methods e.g. [BLZ98]. Unlike the classical way, we adopt the notion of (A) (B) condition
to describe the hyperbolicity motivated by [MPS88, LYZ13, Zel14] which is close to invariant cone
condition but in the non-linearity version; see Section 2.4. There is another purpose we introduce
these conceptions, that is, by doing so, our results can be applied to non-smooth and non-Lipschitz
dynamical systems. We refer the readers to see [Che19, Che18b, Che18c, Che18d] for more results
about this ‘generalized dynamical system’ with some hyperbolicity described by (A) (B) condition.
To apply our existence and regularity results in Section 4.1 and Section 4.2 (or see [Che19,Che18c]
in detail) to semi-linear abstract differential equations (♣) or (♠), from the abstract view, one needs to
show the differential equations can generate cocycles (for the well-posed case) or cocycle correspon-
dences with generating cocycles (for the ill-posed case) satisfying (A) (B) condition. In Section 3,
we will deal with with relationship between the dichotomy (or more precisely the exponential di-
chotomy of (linear) differential equations) and (A) (B) condition. See the main results Theorem 3.14,
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Theorem 3.36 and Theorem 3.28 in Section 3. For a comprehensive study of uniform dichotomy for
C0 linear cocycles, see [CL99] and the references therein.
A first goal in Section 3 is to rewrite some equations satisfied by the (mild) solutions of the different
equations in different forms, i.e. the different ‘variant of constant formulas’ satisfied by the solutions.
And then in some appropriate forms, one can verify the (A) (B) condition under uniform dichotomy
condition (see Definition 3.9). As an illustration, see Section 3.1.1 (particularly Lemma 3.4); for a
more special case, see also [LYZ13, Lemma 4]. For other conditions verifying the (A) (B) condition
which are far away with ‘small Lipschitz’ perturbations, see [MPS88] and [Zel14, Section 2.8].
In Section 3.2, we consider the well-posed case for (type II). Due to the difficulty that the linear
part of the differential equations does not generate C0 cocycle in the whole space but the ranges of
the non-linear perturbations are taken in the whole space, the link of the different ‘variant of constant
formulas’ is not so clear. There are some classical ways e.g. Yosida approximations, extrapolation
spaces to deal with this difficulty under some special contexts. In the present paper, we use a very
effective tool, namely the integrated semigroup theory (see [ABHN11]), to handle the general case;
see Lemma 3.25 (and Lemma 3.20 (2)).
A very analogous argument which we do not give details in this paper, can be applied to settle
equations (type II1), i.e. the linear operator is a Hille-Yosida operator (or MR operator) with some
analytic properties of its ‘C0 semigroup’ in the closure of its domain, and the linear and non-linear
perturbations are allowed to be in some sense ‘unbounded’ (see also [Ama95]).
In Section 3.1, we study the ill-posed case (type I). The closed linear operator is assumed to
be a generator of a C0 bi-semigroup (or an exponentially dichotomous operator ‘in some particular
situation’ which was studied comprehensively in [vdM08]) and the perturbations are required to be
bounded. The uniform dichotomy condition for this case is taken from [LP08] where the authors first
studied this exponential dichotomy for the ill-posed differential equations in an abstract way (but in
a special setting); see also [SS01]. We mention that the spectral theory for the ill-posed differential
equation is not well developed yet. In Section 3.3, we also give a sketch discussion about a light
general case that the linear part of the differential equation generates a C0 cocycle or C0 cocycle
correspondence on the whole space.
There is an interesting thing that by our argument we also obtain the sharpness of the spectral
gap for the C0 bi-semigroup case (but not the Hille-Yosida operators or general MR operators) case
(and also in the ‘cocycle’ case) in the spirit of [Mik91, Rom93] (see also [Zel14]); see Lemma 3.4
(Remark 3.5) and Theorem 3.36.
invariant manifold. In [Che19] and [Che18c], we investigated extensively about the existence and
regularity of the invariant graphs (for bundles or bundle correspondences) and normally hyperbolic
manifolds (for maps or correspondences) in the discrete context, respectively; see Section 4.1 and
Section 4.2 for brief summaries in the corresponding continuous circumstance. A number of applica-
tions of the main results in the [Che19] like decoupling theorem, different types of invariant foliations
(laminations) including strong stable laminations and fake invariant foliations, and holonomies for
cocycles, which can be used to derive more properties of (♣), were also given in that paper but not
included in this paper. As a simple application of the results in Section 4.1, we give a global invariant
manifold result concerning equation (♣), which, heuristically, can be summarized as follows.
Theorem A. Assume for all ω ∈ M, (◦1) f (ω)(0) = 0, or (◦2) supt≥0 supz | f (tω)(z)| < ∞. Under
uniform dichotomy condition (so there are two bundles X,Y over M such that M × Z = X × Y),
Lipschitz continuity of f (ω)(·) with ‘suitable’ Lipschitz constant, and certain spectral gap condition
according to case (◦1) or (◦2), there is a setM = ⋃ω∈M (ω,Mω) ⊂ M × Z such that
(1) Mω = GraphΨω , a Lipschitz graph of Ψω : Xω → Yω;
(2) if (◦1) holds, then 0 ∈ Mω; if (◦2) holds, then supt≥0 |Ψtω(0)| < ∞;
(3) M is positively invariant under equation (♣), meaning for each (ω, z) ∈ M, there is a (mild)
solution u(t) (t ≥ 0) of equation (♣) with u(0) = z such that u(t) ∈ Mtω for all t ≥ 0.
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(4) If z 7→ f (ω)z is C1 for each ω ∈ M, so is x 7→ Ψω(x).
See Theorem 4.13 and Theorem 4.14 for detailed statements. This theorem gives different types
of invariant foliations of autonomous different equation (♠) around an equilibrium, different types
of invariant manifolds of equation (♠) around an equilibrium (when M reduces as a one point set),
or the strong (un)stable lamination of equation (♠) around the invariant set M. So Theorem A as
well as the results in Section 4.1 recover many classical results about the existence and regularity
of invariant manifolds and invariant foliations obtained in e.g. [CL88,MPS88,DPL88,BJ89,CY94,
CHT97, MR09a, LYZ13] (for the well-posed case), [EW91, Gal93, SS99, ElB12] (for the ill-posed
case), [CL97] (for the C0 cocycle case), and [CLL91]; and in some cases they are even new, for
instance, (i) the invariant foliations of equation (♠) for the case that A is a Hille-Yosida operator (or
MR operator) which can be seen as a supplement of [MR09a], (ii) the invariant manifolds of equation
(♣) in (type II), and (iii) the more precise spectral gap condition when A is a Hille-Yosida operator or
for the equation (♣) in (type III), etc. Also, there are many other results in [Che19] can be applied to
equation (♣) or (♠) with the help of Theorem 3.14, Theorem 3.36 and Theorem 3.28 in Section 3.
Turn to consider the normal hyperbolicity case.
Theorem B. Let M be a uniformly Lipschitz immersed submanifold of Z0 (assumption (B1) in
Section 4.2). Assume M is invariant and normally hyperbolic with respect to equation (♠) and the
amplitude of g |Bǫ (M) is small as ǫ → 0, then the following hold for some r > 0.
(1) (Center-(un)stable manifolds) There are center-stable and center-unstable manifolds Wcs
loc
(M),
Wcu
loc
(M) of M in Br (M), which are C1 immersed submanifolds of Z0 and Wcsloc(M) ∩Wculoc(M) =
M. There is a positive constant r ′ < r such that for any z0 ∈ Wcsloc(M) ∩ Br ′(M) (resp. z0 ∈
Wcu
loc
(M) ∩ Br ′(M)), there is a mild solution {u(t)}t≥0 ⊂ Wcsloc(M) (resp. {u(t)}t≤0 ⊂ Wculoc(M))
of equation (♠) with u(0) = z0.
(2) (Exponential tracking) If a mild solution {u(t)}t≥0 (resp. {u(t)}t≤0) of equation (♠) always ‘stays’
in Br (M), then it must belong to Wcsloc(M) (resp. Wculoc(M)), and there is certain ω ∈ M such that|u(t) − tω| → 0 (resp. |u(−t) − (−t)(ω)| → 0) exponentially as t →∞.
(3) (Strong (un)stable foliations) Wcκ
loc
(M) is foliated byWκκ with leaves Wκκ(ω), ω ∈ M, κ = s, u.
Each leaf Wκκ(ω) is a Lipschitz immersed submanifold of X . In fact, Wss , Wuu are Hölder
bundles over M. The foliations Wκκ are invariant with respect to equation (♠), i.e. if z ∈
Wss(ω) ∩ Br ′(M), then there is a mild solution {u(t)}t≥0 (resp. {u(t)}t≤0) of equation (♠) with
z(0) = z satisfying u(t) ∈ Wss(tω) for all t ≥ 0 (resp. t ≤ 0).
(4) (Smoothness) (i) Under the smooth condition (assumption (B4)), Wcs
loc
(M), Wcu
loc
(M), M, and
Wss(ω), Wuu(ω), ω ∈ Σ, are all C1 immersed submanifolds. So particularly, the two immersed
submanifolds Wcs
loc
(Σ), Wcu
loc
(Σ) are transverse. Moreover, under higher smooth condition and
spectral gap condition, these immersed submanifolds would be higher smooth.
(ii) Under more restrictive smooth conditions and center bunching conditions (see Corollary 4.11
(4vii)),Wss,Wuu are C1 (in some cases even C1,ζ ) foliations.
(5) (Persistence) The above results are persistent under small C1 perturbation of equation (♠).
Moreover, there is a true center manifold M˜ which is C1 immersed in Br (M), homeomorphic (in
fact C1 diffeomorphic) to M and invariant with respect to the perturbed equation of equation
(♠) (i.e. g is replaced by g˜ in (♠) with |g˜ − g |C1(Br (M)) being small when r is small); also
Wcs
loc
(M˜) ∩ Wcu
loc
(M˜) = M˜ , and M˜ → M, T M˜ → T M as |g˜ − g |C1(Br (M)) and the amplitude of
g˜ |Br (M) (with r) approach 0. Here g˜ can be some ‘large’ perturbations (see Remark 4.22).
See Section 4.4 and Section 4.2 for precise statements and more general results. In [LW97,PS01],
the authors considered the above corresponding results for the special (type •b) of PDEs with M being
C2 compact embedding submanifold. In a series of papers [BLZ98,BLZ99,BLZ00,BLZ08], the au-
thors also obtained the theory of the normal hyperbolicity for abstract infinite-dimensional dynamical
systems with M unnecessarily being compact or embedding. Our setting for the submanifold M (see
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Section 4.2) is essentially the same as [BLZ08] where the only difference is that M is not assumed
to be C1. If we further assume g ∈ Lip(Br (M), Z−1) and equation (♠) is well-posed, then one can
apply the results in [BLZ08] to obtain Theorem B as well. For this case, the almost uniform Lipschitz
condition on the semiflow t : M → M (see Settings B (BII) in Section 4.4) can be removed which was
implied by the Lipschitz continuity of g; but also note that t being C0 in the immersed topology of
M is essential. The smoothness of strong (un-)stable foliations was not discussed in [BLZ08], which
is almost the consequence of [Che19]. However, it is obvious that the results in [BLZ08] can not be
applied to the ill-posed differential equation (♠) when A is a generator of a C0 bi-semigroup since this
equation in general does not generate a semiflow. Theorem B as well as the results in Section 4.4 and
Section 4.2 are the first time to address the problem of the existence and persistence of the normally
hyperbolic invariant manifolds for ill-posed differential equations. Also, our results in Section 4.2 can
be applied to the non-Lipschitz and non-smooth dynamical systems. New ideas and techniques should
be developed to tackle the difficulties arising in our general settings, although some basic methods are
due to [HPS77,Fen71,BLZ08]; for detailed proofs of the results in Section 4.2, see [Che18c].
This is a paper that aims to give an application of our abstract results in [Che19,Che18c] to both
well-posed and ill-posed abstract differential equations like (♣) or (♠), but not to give a detailed
analysis of some concrete differential equations. Also, it is not a purpose of this paper to develop a
unified spectral theory for the well-posed and ill-posed linear differential equations.
1.3. structure of this paper. Section 2 contains some basic notions we will use throughout this
paper. The relation between the dichotomy and (A) (B) condition for some classes of differential
equation is given in Section 3. A quick review of the main results about invariant manifold theory in
[Che19,Che18c] with an application to different equations is contained in Section 4.
Guide to Notation:
• Lip f : the Lipschitz constant of f .
• R+ , {x ∈ R : x ≥ 0}.
• X(r) , Br = {x ∈ X : |x | < r}, if X is a Banach space.
• For a correspondence H : X → Y (defined in Section 2.2),
• H(x) , {y : ∃(x, y) ∈ GraphH},
• A ⊂ H−1(B), if ∀x ∈ A, ∃y ∈ B such that y ∈ H(x),
• GraphH, the graph of the correspondence.
• H−1 : Y → X , the inversion of H defined by (y, x) ∈ GraphH−1 ⇔ (x, y) ∈ GraphH.
• f (A) , { f (x) : x ∈ A}, if f is a map.
• Graph f , {(x, f (x)) : x ∈ X}, the graph of the map f : X → Y .
• D fm(x) = Dx fm(x): the derivative of fm(x) with respect to x; D1Fm(x, y) = DxFm(x, y),
D2Fm(x, y) = DyFm(x, y): the derivatives of Fm(x, y) with respect to x, y, respectively.
• d˜(A, z) , supz˜∈A d(z˜, z), if A is a subset of a metric space, defined in page 34.
• an . bn, n →∞ (an ≥ 0, bn > 0) means that supn≥0 b−1n an < ∞, defined in page 43.
• (T ∗ g)(t) ,
∫ t
0
T (t − s)g(s) ds: the convolution of T and g (see (3.14)).
• (S✸ f )(t) , ddt
∫ t
0
S(t − s) f (s) ds defined in Section 3.2.1.
• (S0✸ f )(ω)(t) = ddt
∫ t
0
S0(t − s, sω) f (s) ds defined in Section 3.2.2.
• | f |[0,t] , sups∈[0,t] | f (s)|, if f ∈ C([0, t], X) defined in Section 3.2.1.
• D(A): the domain of a linear operator A.
• AY : the part of linear operator A in Y (see Appendix A).
• E1(t): defined in page 19.
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2. Correspondence with generating map and (A) (B) condition
In this section, we list some notions in order to deal with the differential equations in Banach spaces
for both ill-posed and well-posed case. All the mathematical materials appeared in this section are
taken from [Che19], where the readers can find more details in that paper.
2.1. some notions about bundle. (X, M, π1) (or for short X) is called a (set) bundle over M if
π1 : M → X is a surjection. Call Xm = π−11 (m), m ∈ M, the fibers of X , M the base space of X and
π1 the projection. The elements of X are usually written as (m, x) where x ∈ Xm, m ∈ M. If X and Y
are bundles over M, the Whitney sum X × Y of X,Y is defined by
X × Y = {(m, x, y) : x ∈ Xm, y ∈ Ym, m ∈ M}.
Let (X, M1, π1), (Y, M2, π2) be two bundles and u : M1 → M2 a map. We say a map f : X → Y is
a bundle map over u if f (Xm) ⊂ Yu(m) for all m ∈ M1; in this case, we write f (m, x) = (u(m), fm(x))
and call fm : Xm → Yu(m) a fiber map of f .
2.2. correspondence with generating map. Let X,Y be sets. H : X → Y is said to be a correspon-
dence (see [Cha08]), if there is a non-empty subset of X × Y called the graph of H and denoted by
GraphH. There are some standard operations between the correspondences.
• (inversion) For a correspondence H : X → Y , define its inversion H−1 : Y → X by (y, x) ∈
GraphH−1 if only if (x, y) ∈ GraphH.
• (composition) For two correspondences H1 : X → Y , H2 : Y → Z , define H2 ◦ H1 : X → Z by
GraphH2 ◦ H1 = {(x, z) : ∃y ∈ Y, such that (x, y) ∈ GraphH1, (y, z) ∈ GraphH2}.
• (linear operation) Let X,Y be vector spaces. For correspondences H1, H2 : X → Y , H1 − H2 :
X → Y is defined by
Graph(H1 − H2) = {(x, y) : ∃(x, yi) ∈ GraphHi, such that y = y1 − y2}.
In particular, if H : X → Y is a correspondence, then Hm , H(m + ·) − m̂ : X → Y means
GraphHm = {(x, y − m̂) : ∃(x + m, y) ∈ GraphH}.
The following notations for a correspondence H : X → Y will be used frequently: for x ∈ X , A ⊂ X ,
H(x) , {y ∈ Y : ∃(x, y) ∈ GraphH}, H(A) ,
⋃
x∈A
H(x);
allow H(x) = ∅; if H(x) = {y}, write H(x) = y. So by A ⊂ H−1(B) we mean ∀x ∈ A, ∃y ∈ B such
that y ∈ H(x) (i.e. x ∈ H−1(y)). If X = Y , we say A ⊂ X is invariant under H if A ⊂ H−1(A).
Evidently, x 7→ H(x) can be regarded as a ‘multiple-valued map’, but it is useless from our purpose
as we only concern the description of GraphH.
We say a correspondence H : X1 × Y1 → X2 × Y2 has a generating map (F,G), denoted by
H ∼ (F,G), if there are maps F : X1 × Y2 → X2, G : X1 × Y2 → Y1, such that
(x2, y2) ∈ H(x1, y1) ⇔ y1 = G(x1, y2), x2 = F(x1, y2).
Let X,Y be sets. H : R+ × X → X is called a continuous (semi-)correspondence, if
(a) ∀t ∈ R+, H(t) : X → X is a correspondence;
(b) H(0) = id, H(t + s) = H(t) ◦ H(s), ∀t, s ∈ R+.
Furthermore, a continuous semi-correspondence H : R+ × X × Y → X × Y is said has a generating
map (F,G), if every H(t) ∼ (Ft,Gt ). If X,Y are topology spaces, and (t, x, y) 7→ Ft (x, y), (t, x, y) 7→
Gt (x, y) are continuous, we say H has a continuous generating map. In analogy, if X,Y are Banach
spaces, or more generally, Banach manifolds, and (t, x, y) 7→ DiFt (x, y), (t, x, y) 7→ DiGt (x, y),
i = 0, 1, . . . , k, are continuous, we say H has a Ck smooth generating map.
Let (X, M, π1), (Y, M, π2) be bundles, and t : M → M, ω 7→ tω a semiflow. H : R+ × X → X is
called a (semi-)cocycle correspondence over t, if
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(a) ∀t ∈ R+, H(t) : X → X is a bundle correspondence over t;
(b) H(0, ω) = id, H(t+s, ω) = H(t, sω)◦H(s, ω), ∀t, s ∈ R+, where H(t, ω) , H(t)(ω, ·) : Xω → Xtω
is a correspondence.
In this case, H−1, the inversion of H, means H−1(t, ω) , H(t, ω)−1 : Xtω → Xω . Furthermore, a
cocycle correspondence H : R+ × X × Y → X × Y is said has a generating cocycle (F,G), if every
H(t, ω) ∼ (Ft,ω,Gt,ω), where Ft,ω : Xω ×Ytω → Xtω, Gt,ω : Xω ×Ytω → Yω are maps. See examples
in Section 3 (abstract differential equations) and Appendix C (concrete differential equations).
Let u : M → N be a map. Suppose Hm : Xm × Ym → Xu(m) × Yu(m) is a correspondence for
every m ∈ M. Using Hm, one can determine a correspondence H : X × Y → X × Y , by GraphH ,⋃
m∈M (m,GraphHm), i.e. (u(m), xu(m), yu(m)) ∈ H(m, xm, ym) ⇔ (xu(m), yu(m)) ∈ Hm(xm, ym). We
call H a bundle correspondence over a map u. If Hm has a generating map (Fm,Gm) for every
m ∈ M, where Fm : Xm × Yu(m) → Xu(m), Gm : Xm × Yu(m) → Ym are maps, then we say H has a
generating bundle map (F,G) over u, which is denoted by H ∼ (F,G).
2.3. dual correspondence. Let H : X1 × Y1 → X2 × Y2 be a correspondence with a generating map
(F,G). The dual correspondence H˜ of H is defined by the following. Set X˜1 = Y2, X˜2 = Y1, Y˜1 = X2,
Y˜2 = X1 and
F˜(x˜1, y˜2) = G(y˜2, x˜1), G˜(x˜1, y˜2) = F(y˜2, x˜1).
Now H˜ ∼ (F˜, G˜) : X˜1 × Y˜1 → X˜2 × Y˜2, i.e.
(x˜2, y˜2) ∈ H˜(x˜1, y˜1) ⇔ y˜1 = G˜(x˜1, y˜2), x˜2 = F˜(x˜1, y˜2).
One can similarly define the dual bundle correspondence H˜ of bundle correspondence H over u if u
is invertible; H˜ now is over u−1. Also, the dual cocycle correspondence of cocycle correspondence
over t can be defined analogously if t is a flow.
H˜ and H have some duality in the sense that H˜ can reflect some properties of ‘H−1’. For instance, if
H satisfies (A)(α; α′, λu) condition (seeDefinition 2.1below), then H˜ satisfies (B)(α; α′, λu) condition.
So one can get the ‘unstable results’ of H through the ‘stable results’ of H˜. This approach, which we
learned from [Cha08], is important when we deal with invariant manifold theory for non-invertible
dynamics.
2.4. (A) (B) condition. Let Xi,Yi, i = 1, 2 be metric spaces. For the convenience of writing, we write
the metrics d(x, y) , |x − y |.
Definition 2.1. We say a correspondence H : X1 × Y1 → X2 × Y2 satisfies (A) (B) condition, or
(A)(α; α′, λu) (B)(β; β′, λs) condition, if the following conditions hold. ∀ (x1, y1)×(x2, y2), (x′1, y′1)×
(x′2, y′2) ∈ GraphH,
(A) (A1) if |x1 − x′1 | ≤ α|y1 − y′1 |, then |x2 − x′2 | ≤ α′ |y2 − y′2 |;
(A2) if |x1 − x′1 | ≤ α|y1 − y′1 |, then |y1 − y′1 | ≤ λu |y2 − y′2 |;
(B) (B1) if |y2 − y′2 | ≤ β|x2 − x′2 |, then |y1 − y′1 | ≤ β′ |x1 − x′1 |;
(B2) if |y2 − y′2 | ≤ β|x2 − x′2 |, then |x2 − x′2 | ≤ λs |x1 − x′1 |.
If α = α′, β = β′, we also use notation (A)(α, λu) (B)(β, λs) condition.
In particular, if H ∼ (F,G), then the maps F,G satisfy the following Lipschitz conditions.
(A′) (A1′) supx Lip F(x, ·) ≤ α′, (A2′) supx LipG(x, ·) ≤ λu .
(B′) (B1′) supy LipG(·, y) ≤ β′, (B2′) supy Lip F(·, y) ≤ λs.
If F,G satisfy the above Lipschitz conditions, then we say H satisfies (A′)(α′, λu) (B′)(β′, λs)
condition, or (A′) (B′) condition. Similarly, we can define (A′) (B) condition, or (A) (B′) condition;
or (A) condition, (A′) condition, etc, if H only satisfies (A), (A′), etc, respectively.
Our definition of (A)(B) condition is associatedwith the hyperbolicity. Roughly, the numbersλs, λu
are related with the Lyapunov numbers, the spaces Xi,Yi , i = 1, 2, play a similar role of spectral spaces,
and the numbers α, α′, β, β′ describe how the spaces Xi,Yi (i = 1, 2) are approximately invariant. It
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might be intuitive to see this in Theorem 3.14 or Theorem 3.36, a relation between the (exponential)
dichotomy and (A) (B) condition, which is a main issue of this paper addressed in Section 3. We refer
the readers to see [Che19, Section 3.2 and 3.3] as well as [MPS88,Zel14] for more results about the
verification of (A) (B) condition.
3. Relation between dichotomy and (A) (B) condition
In this section, we will give some classes of abstract differential equations that generate cocycle
correspondences with generating cocycles, including both well-posed and ill-posed case. For some
concrete examples, see Appendix C. We focus on the relationship between the dichotomy and (A)
(B) condition, which is important for us to apply our results in Section 4.1 and Section 4.2 (as well as
[Che19,Che18d]) to some differential equations.
The dichotomyor more precisely the exponential dichotomy of differential equations is relatedwith
spectral theory, which is well developed for C0 cocycle (especially the well-posed linear differential
equations); see e.g. [CL99] and the literatures therein for a comprehensive study, as well as [LZ17,
LL10] for further developments. It is worth pointing out that the existing spectral theory for the
ill-posed differential equations is not so well developed even in ‘equilibrium’ case, not mention that
in general ‘cocycle’ case. No attempt has been made here to develop such theory. We refer to [LP08]
(and also [SS01]) and the references therein for some general results in this direction and detailed
spectral analysis of some particular concrete differential equations.
Throughout this section, we make the following settings.
• M is a Hausdorff topology space. t : M → M is a continuous semiflow, i.e. R+ × M → M,
(t, ω) 7→ tω is continuous and 0ω = ω, (t + s)ω = t(sω) for all t, s ∈ R+, ω ∈ M.
• Let Z be a Banach space. Assume C(ω) : D(C(ω)) ⊂ Z → Z , ω ∈ M, are closed linear operators.
In the following, we will consider the following two differential equations in different settings:
(3.1) Ûz(t) = C(tω)z(t),
and
(3.2) Ûz(t) = C(tω)z(t) + f (tω)z(t),
where f : M × Z → Z is continuous and for every ω ∈ M, supt≥0 Lip f (tω)(·) = ε(ω) < ∞.
In Section 3.1 and 3.2, we concentrate on the following the special form of {C(ω)}:
(⊙) C(ω) = A + L(ω), ω ∈ M,
where A : D(A) ⊂ Z → Z is a closed linear operator and L : M → L(D(A), Z) satisfies the following
assumption. Note that D(C(ω)) = D(A).
(D1) Suppose L is strongly continuous, i.e. (ω, z) 7→ L(ω)z is continuous. Moreover, assume that (i)
for every ω ∈ M, supt≥0 |L(tω)| = τ(ω) < ∞; and (ii) ω 7→ τ(ω) is locally bounded.
Definition 3.1 (mild solution). Let {C(ω)} be as (⊙). A function u ∈ C([a, b], Z) is called a (mild)
solution of (3.2) if it satisfies (i)
∫ t
a
u(s) ds ∈ D(A) for all t ∈ [a, b] and (ii) the following
u(t) = u(a) + A
∫ t
a
u(s) ds +
∫ t
a
(L(sω)u(s) + f (sω)u(s)) ds, t ∈ [a, b].
Similarly, a function u ∈ C([a, b), Z) (resp. u ∈ C((a, b], Z)) is called a (mild) solution of (3.2) if for
any r ∈ (a, b), u|[a,r] (resp. u|[r,b]) is a mild solution of (3.2).
Definition 3.2. Let {C(ω)} be as (⊙). We say equation (3.2) is well-posed, if for every ω ∈ M and
every x ∈ D(C(ω)) = D(A), equation (3.2) has a mild solution u ∈ C([0, χ(ω, x)], Z) with u(0) = x,
where χ(ω, x) > 0 depending on choice of ω, x; otherwise, we say equation (3.2) is ill-posed.
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That the differential equation is well-posed or ill-posed depends on how we define the solution of
the equation. In this paper, we only focus on the mild solutions.
We will consider the three types of equations (3.2), i.e. (type I) ∼ (type III) listed in Section 1.2,
which are important for applications. We will show that equation (3.2) gives a cocycle correspondence
H with generating cocycle through the mild solutions under additional mild conditions. The cocycle
correspondence H will satisfy (A) (B) condition, roughly speaking, if some uniform dichotomy of
(3.1) is assumed and the Lipschitz constants of f (ω)(·) (i.e. ε(·)) are ‘small’; see Theorem 3.14,
Theorem 3.36 and Theorem 3.28. So our results in Section 4.1 and Section 4.2 can be applied to give
some dynamical results of the equation (3.2), as well as the results in [Che19,Che18d].
See [EN00, ABHN11, vdM08] for some basic backgrounds from operator semigroup theory. In
Appendix A, we give some basic definitions and notations taken from operator semigroup theory for
readers’ convenience. We deal with (type I) in Section 3.1 and (type II) in Section 3.2. A light more
general case (type III) is also discussed in Section 3.3.
3.1. C0 (bi-)semigroup case.
3.1.1. an illustration: autonomous system case. Let X,Y be two Banach spaces. Assume T (t) : X →
X , S(−t) : Y → Y , t ≥ 0, are C0 semigroups, and
(3.3) |T (t)| ≤ eµs t, |S(−t)| ≤ e−µu t, t ≥ 0.
Remark 3.3. In general, for a C0 semigroup T , it must have |T (t)| ≤ Ceµt for some C ≥ 1, µ.
The constant C might not equal 1. But we can always choose an equivalent norm ‖ · ‖ such that
‖T (t)‖ ≤ eµt ; see [EN00]. That C = 1 is a key in our argument.
Consider
(3.4)
{
x(t) = T (t − t1)x1 +
∫ t
t1
T (t − s)B1(x(s), y(s)) ds,
y(t) = S(t − t2)y2 −
∫ t2
t
S(t − s)B2(x(s), y(s)) ds,
t1 ≤ t ≤ t2,
where B1 : X × Y → X , B2 : X × Y → Y are Lipschitz with Lip Bi ≤ ε.
Denote by A,−B the generators of T, S, respectively. Then (3.4) can be considered as the mild
solutions of the following differential equation,
(3.5)
{
Ûx = Ax + B1(x, y),
Ûy = By + B2(x, y),
i.e. z(·) = (x(·), y(·)) satisfies
∫ t
t1
x(s)ds ∈ D(A),
∫ t
t1
y(s)ds ∈ D(B), and
(3.6)
{
x(t) = x1 + A
∫ t
t1
x(s) ds +
∫ t
t1
B1(x(s), y(s)) ds,
y(t) = y1 + B
∫ t
t1
y(s) ds +
∫ t
t1
B2(x(s), y(s)) ds,
for all t1 ≤ t ≤ t2, where (x1, y1) ∈ X × Y , y1 = y(t1). As usual, (3.4) is called a variant of constant
formula of (3.5) (or (3.6)).
Set
C =
(
A
B
)
: D(A) × D(B) ⊂ X × Y → X × Y .
C is called a generator of aC0bi-semigroup. See [vdM08] formore characterizations andAppendixA.
Note that the existence of the solutions of (3.4) is a standard application of Banach Fixed Point
Theorem; the detail is omitted here (see also [ElB12]). Any solution of (3.4) satisfies (3.6), and if
(3.6) exists a solution with (x(t1), y(t1)) = (x1, y1), then it must satisfy (3.4) with y(t2) = y2; this
is a standard consequence of linear C0 semigroup theory (see e.g. [EN00,ABHN11] for details) by
setting fi(s) = Bi(x(s), y(s)), i = 1, 2. Using the parameter-dependent fixed point theorem (see e.g.
[Che19, Appendix D.1]), one can easily show the continuous and smooth dependence of the solution
of (3.4) about (x1, y2) when Bi, i = 1, 2, have higher regularity. We emphasis that (3.6), unlike the
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classical case, might not have a solution for (x(t1), y(t1)) = (x1, y1), i.e. (3.5) is ill-posed. In contrast,
(3.4) always has a (unique) solution for (x(t1), y(t2)) = (x1, y2).
Define a correspondenceH(s) : X×Y → X×Y as follows. Let t1 = 0, t2 = s. (x2, y2) ∈ H(s)(x1, y1)
if and only if there is a continuous (x(t), y(t)), 0 ≤ t ≤ s, satisfying (3.4) with (x(ti), y(ti)) =
(xi, yi), i = 1, 2. H(s) has a natural generating map (Fs,Gs), which is defined by Fs(x1, y2) = x(s),
Gs(x1, y2) = y(0), where (x(t), y(t)) satisfies (3.4) with x(0) = x1, y(s) = y2. By verifying directly,
we have H(t + s) = H(t) ◦ H(s), i.e. H(·) is a continuous correspondence defined in Section 2.2.
Note that in general, H is not a flow or semiflow. In [ElB12], H was also called the dichotomous flow
induced by (3.4) (or (3.5) (3.6)).
Lemma 3.4. Let T (·), S(−·) be two C0 semigroups satisfying (3.3). Assume Lip Bi ≤ ε, where X × Y
equips with the max norm defined by |(x, y)| = max{|x |, |y |}, (x, y) ∈ X ×Y . Let H be the continuous
correspondence induced by (3.4). Assume µu − µs − 2ε > 0. Take α, β such that εµu−µs−ε ≤ α, β < 1,
and λu = e
−µu+ε, λs = eµs+ε . Then H(t) satisfies (A)(α, λtu) (B)(β, λts) condition.
In fact, if α, β ∈ ( ε
µu−µs−ε , 1) and t ≥ ǫ1 > 0, then H(t) satisfies (A)(α; kαα, λtu) (B)(β; kββ, λts),
where
kh =
(µu − µs − ε − εh )e−(µu−µs−ε)ǫ1 + εh
µu − µs − ε < 1, h = α, β.
Remark 3.5. (a) The condition µu − µs − 2ε > 0 in some sense is sharp, which has been obtained
independently in [Mik91] and [Rom93]. See also [Zel14] and the references therein more details.
The proof given here is quite different from previous literatures we list.
(b) Note that the Lipschitz constants of Bi are computed with respect to the max norm of X × Y .
If we employ the p-norm in X × Y (1 ≤ p < ∞), i.e. |(x, y)|p = {|x |p + |y |p}1/p , we have
another estimate (which in some cases is useful). Assume µu − µs − 4ε > 0. Take α, β such that
∆1 ≤ α, β < 1, where ∆1 , 2ε
µu−µs−2ε+
√
∆
, ∆ = (2ε − (µu − µs))2 − 4ε2 > 0. Then H(t) also
satisfies (A)(α, λtu) (B)(β, λts) condition and αβ < 1, λsλu < 1. The proof is essentially the same
as using the max norm, so we leave it to readers.
(c) There is a special case for T, S. Let T̂ : X ×Y → X ×Y be a C0 semigroup. Suppose T̂(t)X ⊂ X ,
T̂(t)Y ⊂ Y , for t ≥ 0, and T̂ |Y is a C0 group. Now take T (t) = T̂(t)|X , S(−t) = (T̂(t)|Y)−1. For
this case, the result is more or less classical. See also [LYZ13, Lamma 4] for essentially the same
result where the estimate thereof is not optimal.
Remark 3.6. If we distinguish different Lipschitz constants of Lip B1, Lip B2, then the result can be
a little bit more detailed. Let Lip B1 ≤ εs, Lip B2 ≤ εu . Assume µu − µs − εs − εu > 0. Then we
can take α ∈ [ εs
µu−µs−εu , 1), β ∈ [
εu
µu−µs−εs , 1), and λu = e−µu+εu , λs = eµs+εs ; particularly if εs → 0,
then we can take α → 0. If α ∈ ( εs
µu−µs−εu , 1), β ∈ (
εu
µu−µs−εs , 1) and t ≥ ǫ1 > 0, then we can take
kα =
(µu − µs − εu − εsα )e−(µu−µs−εu )ǫ1 + εsα
µu − µs − εu < 1,
kβ =
(µu − µs − εs − εuβ )e−(µu−µs−εs )ǫ1 + εuβ
µu − µs − εs < 1.
Proof of Lemma 3.4. Let (x(t), y(t)), (x′(t), y′(t)), t1 ≤ t ≤ t2, satisfy (3.4) with (x1, y2) being equal
to (x(t1), y(t2)), (x′(t1), y′(t2)), respectively. Set xˆ(t) = x(t) − x′(t), yˆ(t) = y(t) − y′(t). It suffices
to show if | xˆ(t1)| ≤ α| yˆ(t1)|, then | xˆ(t2)| ≤ α| yˆ(t2)| and | yˆ(t1)| ≤ λt2−t1u | yˆ(t2)|. (B) condition can be
proved similarly.
By (3.4), (3.3), and Lip Bi ≤ ε, we have
| xˆ(t)| ≤ eµs (t−t1) | xˆ(t1)| + ε
∫ t
t1
eµs (t−s) |(xˆ(s), yˆ(s))| ds,
EXPONENTIAL DICHOTOMY AND INVARIANT MANIFOLDS 13
| yˆ(t)| ≤ eµu (t−t2) | yˆ(t2)| + ε
∫ t2
t
eµu (t−s) |(xˆ(s), yˆ(s))| ds,
for all t1 ≤ t ≤ t2.
Sublemma 3.7. For any α ∈ ( ε
µu−µs−ε , 1), if | xˆ(t)| ≤ α| yˆ(t)| for t ∈ [t1, t ′2], t1 < t ′2 ≤ t2, then
| xˆ(t ′2)| < α| yˆ(t ′2)| and | yˆ(t1)| ≤ λ
t′2−t1
u | yˆ(t ′2)|.
Proof. Since | xˆ(t)| ≤ α| yˆ(t)| for t ∈ [t1, t ′2], and α < 1, we have
| xˆ(t)| ≤ eµs (t−t1) | xˆ(t1)| + ε
∫ t
t1
eµs (t−s) | yˆ(s)| ds,
| yˆ(t)| ≤ eµu (t−t′2) | yˆ(t ′2)| + ε
∫ t′2
t
eµu (t−s) | yˆ(s)| ds.
By Gronwall inequality, | yˆ(t)| ≤ e(−µu+ε)(t′2−t) | yˆ(t ′2)| = λ
t′2−t
u | yˆ(t ′2)|. So
| xˆ(t ′2)| ≤ α
{
e(µs−µu+ε)(t
′
2−t1) +
ε
α
∫ t′2
t1
e(µs−µu+ε)(t
′
2−s) ds
}
| yˆ(t ′2)|
= α
{
e(µs−µu+ε)(t
′
2−t1) +
ε
α
1 − e(µs−µu+ε)(t′2−t1)
µu − µs − ε
}
| yˆ(t ′2)|.
Since µu − µs − ε > µu − µs − 2ε > µu − µs − ε − εα > 0 and εµu−µs−ε < α, we have
e(µs−µu+ε)(t
′
2−t1) +
ε
α
1 − e(µs−µu+ε)(t′2−t1)
µu − µs − ε =
(µu − µs − ε − εα )e−(µu−µs−ε)(t
′
2−t1) + ε
α
µu − µs − ε < 1,
completing the proof. 
Sublemma 3.8. Let α ∈ [ ε
µu−µs−ε , 1). If | xˆ(t1)| ≤ α| yˆ(t1)|, then | xˆ(t)| ≤ α| yˆ(t)| for all t > t1.
Proof. Take any α′ such that α < α′ < 1. We show | xˆ(t)| < α′ | yˆ(t)| for all t > t1. Consider
D = {t ′2 ∈ [t1, t2] : | xˆ(t)| ≤ α′| yˆ(t)|,∀t ∈ [t1, t ′2]}.
Let t0 = sup D. Note that t0 ∈ D and t0 > t1 (since | xˆ(t1)| ≤ α| yˆ(t1)| < α′| yˆ(t1)|). If t0 < t2,
then | xˆ(t0)| = α′ | yˆ(t0)| and | xˆ(t)| ≤ α′| yˆ(t)| for all t1 ≤ t ≤ t0. By the above sublemma, we know
| xˆ(t0)| < α′ | yˆ(t0)|, which yields a contradiction. So t0 = t2, i.e. | xˆ(t)| ≤ α′| yˆ(t)| for all t1 ≤ t ≤ t2.
Finally, let α′ → α, then | xˆ(t)| ≤ α| yˆ(t)|. 
Now, combine the above two sublemmas to complete the proof of the first conclusion. For the
second conclusion, this in fact has been proved in Sublemma 3.7. 
3.1.2. uniform dichotomy on R+.
Definition 3.9 (uniform dichotomy). We say a C0 cocycle correspondence H1 (or {H1(t, ω)}, i.e.
H1(t, ω) ∼ (T1(t, ω), S1(−t, tω)) : Xω ⊕ Yω → Xtω ⊕ Ytω) on M × Z satisfies uniform dichotomy on
R+ if the following hold.
(a) Assume Z = Xω⊕Yω ,ω ∈ M, associatedwith projectionsPω, Pcω = I−Pω such that R(Pω) = Xω ,
R(Pcω) = Yω . (ω, z) 7→ Pωz is continuous. Usually, we call Xω,Yω , ω ∈ M, the spectral spaces,
Pω, P
c
ω, ω ∈ M, the spectral projections, and also
⊔
ω∈M Xω,
⊔
ω∈M Yω , the spectral subbundles.
(b) There are two C0 linear cocycles T1, S1 such that T1(t, ω) : Xω → Xtω , S1(−t, tω) : Ytω → Yω, for
all (t, ω) ∈ R+ × M.
(c) There is a constant C1 > 0 such that supω |Pω | ≤ C1, supω |Pcω | ≤ C1.
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(d) There are functions µs, µu of M → R, such that
|T1(t, rω)| ≤ eµs (ω)t, |S1(−t, t(rω))| ≤ e−µu (ω)t,
for all t, r ≥ 0 and ω ∈ M. See also Remark 3.26 for a reason why we only consider the such
estimates about T1, S1.
Remark 3.10 (C0 cocycle). We say U or {U(t, ω)} is a C0 cocycle over t on a bundle X̂ which is a
topology space and over M, if the following properties hold.
(i) U(t, ω) : X̂ω → X̂tω for each t ≥ 0, ω ∈ M, i.e. U(t, ·)(·) can be considered as a bundle map
over a fixed map t;
(ii) (C0 property) (t, ω, x) 7→ U(t, ω)x : R+ × X̂ → X̂ is continuous;
(iii) (cocycle property) U(0, ω) = id, U(t + s, ω) = U(t, sω)U(s, ω) for all t, s ≥ 0, ω ∈ M.
When each fiber X̂ω of X̂ is a normed space, we say U is a C0 linear cocycle if U(t, ω) ∈ L(X̂ω, X̂tω)
for each t ≥ 0, ω ∈ M; in this case, sometimes we also sayU is a strongly continuous (linear) cocycle.
In Definition 3.9 (b), T1 being C0 is in this sense when
⊔
ω∈M Xω is endowed with sub-topology
of M × Z; note that ⊔ω∈M Xω in general is not a C0 vector bundle unless ω 7→ Pω ∈ L(Z, Z) is
continuous (not just strongly continuous).
However, as t might not be a flow, we need to explain more about S1 (in Definition 3.9 (b)). First,
we mention that S1(−t, tω) should be written as S′1(−t, ω) : Ytω → Yω in a more strict sense; that
is the second variable tω in S1(−t, tω) only means ω, and so S1(t − s, sω) (= S1(t − s, (s − t)(tω)))
(t ≤ s) means S′1(t − s, tω). We write it in this form only for an intuitive sense when t indeed is a
flow. Second, except we can not say S1 (or S′1) is over −t, properties (ii) (iii) can make sense when
U(t, ω) = S1(−t, tω) = S′1(−t, ω); this is what wemean for S1 being aC0 linear cocycle. The continuity
of T1, S1 is to give the continuity of z(·) (in Definition 3.9 (b)) and to make sense of the following
‘variant of constant formulas’.
Set Z , X × Y , PX : (x, y) 7→ x, PY : (x, y) 7→ y. Consider the following differential equation
(3.7) Ûz(t) = Cz(t) + L(tω)z(t),
or its variant of constant formula
(3.8)
{
x(t) = T (t − t1)x1 +
∫ t
t1
T (t − s)PXL(sω)(x(s), y(s)) ds,
y(t) = S(t − t2)y2 −
∫ t2
t
S(t − s)PYL(sω)(x(s), y(s)) ds,
t1 ≤ t ≤ t2,
where C is a generator of a C0 bi-semigroup and L : M → L(Z, Z) satisfies assumption (D1) in
page 10.
(UD+) Let (3.7) satisfy uniformdichotomy onR+ (see [LP08] in a special setting). That is, there is a
C0 cocycle correspondence H1 (i.e. H1(t, ω) ∼ (T1(t, ω), S1(−t, tω)) : Xω ⊕ Yω → Xtω ⊕Ytω)
on M × Z satisfies satisfies uniform dichotomy on R+ (see Definition 3.9); moreover, if
z(t) , (T1(t − t1, t1ω)x1, S1(t − t2, t2ω)y2) ∈ Xtω ⊕ Ytω, t1 ≤ t ≤ t2, then z(·) is the mild
solution of (3.1) with Pt1ωz(t1) = x1 and Pct2ωz(t2) = y2.
Remark 3.11. The existing literatures on the characterization of uniform dichotomy on R+ (or R)
in the case of C0 bi-semigroup are far less. For a theoretical result see [LP08] (for the case when Z
is a Hilbert space, M = R, and t(s) = t + s), where the notion of the uniform dichotomy on R+ is
taken from that paper. Others are about special differential equations, see the references in [LP08]
and [SS01]. A more systematical theory should be established, which is not included in this paper.
Consider the following nonlinear differential equation,
(3.9) Ûz(t) = Cz(t) + L(tω)z(t) + f (tω)z(t),
where f : M × Z → Z satisfies the following assumption.
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(D2) f is continuous. For every ω ∈ M, supt≥0 Lip f (tω)(·) = ε(ω) < ∞, and ω → ε(ω) is locally
bounded.
The following result is important for it tells us how (3.9) gives the cocycle correspondence under
the uniform dichotomy condition (UD+).
Lemma 3.12. A continuous function z(t) = (x0(t), y0(t)) ∈ X × Y , t1 ≤ t ≤ t2, is a mild solution of
(3.9), i.e. it satisfies the following with x0(t1) = x′1, y0(t2) = y′2,
(3.10)
{
x0(t) = T (t − t1)x′1 +
∫ t
t1
T (t − s)PX (L(sω)z(s) + f (sω)z(s)) ds,
y0(t) = S(t − t2)y′2 −
∫ t2
t
S(t − s)PY (L(sω)z(s) + f (sω)z(s)) ds,
t1 ≤ t ≤ t2,
if and only if z(t) = (x(t), y(t)) ∈ Xtω ⊕ Ytω satisfies
(3.11)
{
x(t) = T1(t − t1, t1ω)x(t1) +
∫ t
t1
T1(t − s, sω)Psω f (sω)z(s) ds,
y(t) = S1(t − t2, t2ω)y(t2) −
∫ t2
t
S1(t − s, sω)Pcsω f (sω)z(s) ds,
t1 ≤ t ≤ t2,
where x(t) = Ptωz(t), y(t) = Pctωz(t).
Proof. What we need here are the uniform dichotomy condition (UD+) in (b), i.e. T1, S1 satisfy the
following:
(3.12) PXT1(t, ω) = T (t)PX + (T ∗ (PXL(·ω)T1(·, ω)))(t), ∀t ≥ 0,
and
(3.13) PXS1(t − s, sω) = T (t)PXS1(−s, sω) + (T ∗ (PXL(·ω)S1(· − s, sω)))(t), ∀0 ≤ t ≤ s,
where T ∗ g means the convolution of T and g, i.e.
(3.14) (T ∗ g)(t) ,
∫ t
0
T (t − s)g(s) ds.
The ‘if part’ and the ‘only if part’ are dual, so we only consider the ‘if part’. Fix ω. Let z(t),
t1 ≤ t ≤ t2, satisfy (3.11) and be fixed. Set
g(s) = f (sω)z(s).
Now the equations become ‘non-homogeneous linear equations’. By the condition on T1, S1, the
solutions of ‘homogeneous parts’ of (3.10) and (3.11) are equal. So it suffices to consider the
‘non-homogeneous parts’, i.e. let (x(t1), y(t2)) = (0, 0). Set
ut1(t, ω) =(T1 ∗ P(·+t1)ωgt1(·))(t − t1) ,
∫ t
t1
T1(t − s, sω)Psωg(s) ds,
v
t2(t, ω) = −
∫ t2
t
S1(t − s, sω)Pcsωg(s) ds,
t1 ≤ t ≤ t2. We need to show under the projection PX , they satisfy
PXu
t1(t, ω) = {T ∗ (PXP(·+t1)ωgt1(·) + PXLt1(·ω)ut1t1(·, ω))} (t − t1)(3.15)
,
∫ t
t1
T (t − s)(PXPsωg(s) + PXL(sω)ut1(s, ω)) ds,
and
PXv
t2(t, ω) = T (t − t1)PXvt2(t1, ω) +
{
T ∗ (PXPc(·+t1)ωgt1(·) + PXLt1(·ω)v
t2
t1
(·, ω))
}
(t − t1),(3.16)
t1 ≤ t ≤ t2, where we use the notation ft (s) = f (t + s). In particular, x0(t) , PX z(t) = PX(ut1(t, ω) +
v
t2(t, ω)) satisfies the first equation in (3.10) with x′1 = PXvt2(t1, ω). Using the similar equations
satisfied by PYut1 , PYvt2 , one can show y0(t) , PY z(t) satisfies the second equation in (3.10), which
yields z(·) satisfies (3.10).
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That PXut1(t, ω) satisfies (3.15) is an easy consequence of the fact that T1 satisfies (3.12). More
especially, take convolution on both sides of (3.12) by P(·+t1)ωgt1(·).
Next we will show (3.16) holds. Multiply (right) on both sides of (3.13) by Pcsωg(s), and then
integrate them from t to t2 with respect to s, yielding
−PX
∫ t2
t
y(t, s) ds = − T (t)PX
∫ t2
t
y(0, s) ds −
∫ t2
t
∫ t
0
T (t − r)PXL(rω)y(r, s) dr ds
= − T (t)PX
∫ t2
t
y(0, s) ds +
∫ t
0
T (t − r)PXL(rω)vt2(r, ω) dr
+
∫ t
0
T (t − r)PXL(rω)
∫ t
r
y(r, s) ds dr,(3.17)
where y(t, s) = S1(t − s, sω)Pcsωg(s).
Also, multiplying (right) on both sides of (3.13) by Pcsωg(s) and letting t = s, we get
PXP
c
sωg(s) = T (s)PX y(0, s) +
{
T ∗ (PXL(·ω)S1(· − s, sω)Pcsωg(s))
} (s).
Multiply (left) on both sides of the above equality by T (t − s) and then integrate them with respect to
s, yielding
(3.18) T (t)PX
∫ t
0
y(0, s) ds−
∫ t
0
T (t− s)PXPcsωg(s) ds+
∫ t
0
T (t−r)PXL(rω)
∫ t
r
y(r, s) ds dr = 0.
By virtue of (3.17) (3.18), we have shown that (3.16) holds for t1 = 0, i.e.
PXv
t2(t, ω) = T (t)PXvt2(0, ω) +
{
T ∗ (PXPc(·ω)g(·) + PXL(·ω)vt2(·, ω))
}
(t).
Since {
T ∗ (PXPc(·ω)g(·) + PXL(·ω)vt2(·, ω))
}
(t)
=
{
T ∗ (PXPc(·+t1)ωgt1(·) + PXLt1(·ω)v
t2
t1
(·, ω))
}
(t − t1)
+ T (t − t1)
{
T ∗ (PXPc(·ω)g(·) + PXL(·ω)vt2(·, ω))
}
(t1)
=
{
T ∗ (PXPc(·+t1)ωgt1(·) + PXLt1(·ω)v
t2
t1
(·, ω))
}
(t − t1)
+ T (t − t1)
{
PXv
t2(t1, ω) − T (t1)PXvt2(0, ω)
}
,
now (3.16) follows. This gives the proof. 
The existence and uniqueness of the solution z(t) = (x(t), y(t)) ∈ Xtω ⊕ Ytω (t1 ≤ t ≤ t2) of (3.11)
with x(t1) = x1, y(t2) = y2 are a standard application of Banach Fixed Point Theorem, as well as the
continuous and smooth dependence of the ‘initial values’, i.e. the following Lemma 3.13 holds (by
using the parameter-dependent fixed point theorem (see e.g. [Che19, Appendix D.1])).
Using (3.11), we can define a unique cocycle correspondence H(s, ω) : Xω ⊕ Yω → Xsω ⊕ Ysω
satisfying the following. Let t1 = 0, t2 = s in (3.11). Let z(t) = (x(t), y(t)) ∈ Xtω ⊕ Ytω, 0 ≤ t ≤ s, be
the unique solution of (3.11) with x(0) = x1, y(s) = y2. Define
Fs,ω : Xω ⊕ Ysω → Xsω, (x1, y2) 7→ x(s),
Gs,ω : Xω ⊕ Ysω → Yω, (x1, y2) 7→ y(0).
Now we have a unique correspondence H(s, ω) : Xω ⊕ Yω → Xsω ⊕ Ysω with generating map
(Fs,ω,Gs,ω). By the cocycle property of T1, S1 and the uniqueness of the solutions of (3.11), one can
easily verify that H(t + s, ω) = H(t, sω) ◦ H(s, ω) for all t, s ≥ 0, ω ∈ M.
Lemma 3.13. Under (D1) (D2) (UD+), (s, ω, z1, z2) 7→ Fs,ω(Pωz1, Pcsωz2),Gs,ω(Pωz1, Pcsωz2) are
continuous. Moreover, if f (ω)(·) ∈ Cr for all ω ∈ M and (ω, z) 7→ Drz f (ω)z is continuous, so are
(s, ω, z1, z2) 7→ Dr(z1,z2)Fs,ω(Pωz1, P
c
sωz2), Dr(z1,z2)Gs,ω(Pωz1, P
c
sωz2).
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Theorem 3.14. Let C be a generator of C0 bi-semigroup, and (D1) (D2) (UD+) hold. Let {H(t, ω)}
be the cocycle correspondence induced by (3.11). Assume µu(ω) − µs(ω) − 2ε′(ω) > 0, where
ε′(ω) = 2C1ε(ω). Take α, β, λu, λs such that
ε′(ω)
µu(ω) − µs(ω) − ε′(ω) ≤ α(ω), β(ω) < 1, λu(ω) = e
−µu (ω)+ε′(ω), λs(ω) = eµs (ω)+ε′(ω) .
Then H(t, sω) satisfies (A)(α(ω), λtu(ω)) (B)(β(ω), λts(ω)) condition for all t, s ≥ 0 andω ∈ M. In fact,
if α(ω), β(ω) ∈ ( ε′(ω)
µu (ω)−µs (ω)−ε′(ω), 1) and t ≥ ǫ1 > 0, then H(t, sω) satisfies (A)(α(ω); kα(ω)α(ω),
λtu(ω)) (B)(β(ω); kβ(ω)β(ω), λts(ω)) condition, where
(σ(ω) − ε′(ω)
h(ω) )e−σ(ω)ǫ1 +
ε′(ω)
h(ω)
σ(ω) ≤ kh(ω) < 1, σ(ω) = µu(ω) − µs(ω) − ε
′(ω), h = α, β.
In particular, if there is a constant c > 1 such that
inf
ω
{µu(ω) − µs(ω) − (1 + c)ε′(ω)} > 0,
then α, β, kα, kβ can be taken constants less than 1 and supω λs(ω)λu(ω) < 1. In fact, supω{α(ω)},
supω{β(ω)} → 0 if supω ε′(ω) → 0.
Proof. The proof is essentially the same as proving Lemma 3.4. What we need is the equation (3.11).
We give a sketch. Let any given t1 < t2 and ω be fixed. Let (x(t), y(t)), (x′(t), y′(t)), t1 ≤ t ≤ t2,
satisfy (3.11); xˆ(t) = x(t) − x′(t), yˆ(t) = y(t) − y′(t). We need to show if | xˆ(t1)| ≤ α(ω)| yˆ(t1)|, then
| xˆ(t2)| ≤ α(ω)| yˆ(t2)| and | yˆ(t1)| ≤ λt2−t1u (ω)| yˆ(t2)|.
Let α(ω) ∈ [ ε′(ω)
µu (ω)−µs (ω)−ε′(ω), 1). Take any α′(·) such that α(ω) < α′(ω) < 1 and α′(tω) ≤ α′(ω)
for all t ≥ 0. The first step is to show if | xˆ(t)| ≤ α′(ω)| yˆ(t)| for t ∈ [t1, t ′2], t1 < t ′2 ≤ t2, then
| xˆ(t ′2)| < α′(ω)| yˆ(t ′2)| and | yˆ(t1)| ≤ λ
t′2−t1
u (ω)| yˆ(t ′2)|. Only the Gronwall inequality is used. The next
step is to show if | xˆ(t1)| ≤ α′(ω)| yˆ(t1)|, then | xˆ(t)| < α′(ω)| yˆ(t)| for all t > t1 by using the first step
with the same argument in the proof of Sublemma 3.8. Now the result follows. 
3.2. Hille-Yosida (or MR) case.
3.2.1. preliminaries. Let us introduce a more general class of operators than Hille-Yosida operators
(see Appendix A for a definition). Through this subsection, we assume the following (MR) holds.
(MR) Let the operator A : D(A) ⊂ Z → Z (with ρ(A) , ∅) satisfy the following properties, which
we call anMR operator.
(a) A0 , AD(A) (see Appendix A) generates a C0 semigroup T0(·) in D(A) such that
|T0(t)| ≤ eµt, ∀t ≥ 0.
(b) Then A generates a once integrated semigroup (see Appendix A for a definition) S in X .
Suppose
(3.19) |(S✸ f )|[0,t] ≤ δ(t)| f |[0,t], ∀t > 0,
for all f ∈ C1([0, t], X), and δ(·) is increase satisfying δ(t) → 0 as t → 0, where
(S✸ f )(t) , d
dt
∫ t
0
S(t − s) f (s) ds.
Here | · |[0,t] is defined by | f |[0,t] , sups∈[0,t] | f (s)|, if f ∈ C([0, t], Z). Note that in this
case, (3.19) also holds for all f ∈ C([0, t], Z) by standard density argument. Also, note
that (S✸ f )(t) ∈ D(A) for all t ≥ 0.
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This class of operators was studied extensively in [MR07,MR09b] where the authors introduced
them in order to deal with some class of non-linear differential equations, for instance the age
structured models in Lp (p > 1) (see Example C.5 (a)). However, see also Example C.1 (a) for
the case X = C0,γ(Ω) and Example C.5 (b). We are more interested in the case when A is a
Hille-Yosida operator, which is a special case of MR operators. The Hille-Yosida operators were
investigated comprehensively in [DPS87]; see also [EN00,ABHN11]. Since with a little more efforts,
our argument also works for general case, so we also give the corresponding results for MR operators.
We refer the reader to see [ABHN11] for more details about integrated semigroup theory; we use this
tool in order to give a representation of ‘variant of constant formula’ under this general context.
What we really need is that if A is a Hille-Yosida operator, then it satisfies (a) (b). In fact, in this
case, (3.19) also holds for f ∈ L1([0, t], X) and δ(t)/t → 1 as t → 0+ (note that we have assumed
|T0(t)| ≤ eµt ); this follows from the fact that in this case the integrated semigroup S is locally Lipschitz;
for details, see [ABHN11, Section 3.5]. Particularly, when A is a generator of a C0 semigroup T0, we
have δ(t)/t → 1 as t → 0+ and (S✸ f )(t) = (T0 ∗ f )(t).
A key lemma: an illustration.
Lemma 3.15 (A pre-lemma). Let n ∈ N. If x(·) ∈ C([0, nε1], Z) satisfies |x(t)| ≤ eµˆtb for all
t ∈ [0, nε1], then
(3.20) |(S✸x)(nε1)| ≤ bmax{1, eµˆε1}δ(ε1)eµ(n−1)ε1 e
(µˆ−µ)nε1 − 1
e(µˆ−µ)ε1 − 1 .
Proof. Set Km = (S✸x)(mε1). First note that Km, 1 ≤ m ≤ n, satisfy
Km = T0(ε1)Km−1 + (S✸x(· + (m − 1)ε1))(ε1),
which follows directly from the definition of S✸x (see also [MR07]). Since
|Km | ≤eµε1 |Km−1 | + δ(ε1) sup
t ∈[0,ε1]
|x(t + (m − 1)ε1)|
≤eµε1 |Km−1 | + bmax{1, eµˆε1}δ(ε1)eµˆ(m−1)ε1,
|K0 | ≤bmax{1, eµˆε1 }δ(ε1),
by induction, we know |Kn | = |(S✸x)(nε1)| satisfies the conclusion. 
Lemma 3.16 (A key lemma). If x(·), y(·) ∈ C([0, N], Z) (N might be∞) satisfy
|x(t)| ≤ β|y(t)|, |u(t)| ≤ eµta, |y(t)| ≤ |u(t)| + |(S✸x)(t)|,
for all t ∈ [0, N], then |y(t)| ≤ e(µ+λ)t ka. The constants λ > 0, k ≥ 1 are chosen according to the
following.
(a) If δ(ǫ)/ǫ → 1 as ǫ → 0+, then we can choose λ = β and k = 1, e.g. when A is a Hille-Yosida
operator or a generator of a C0 semigroup.
(b) In general, let σ be any but fixed such that 0 < σ ≤ 1/2. Since δ(t) → 0 as t → 0+, we can take
ǫˆ > 0 small satisfying for all ǫ ∈ [ǫˆ, 2ǫˆ],
(3.21) σ > K(ǫ) , eσδ(ǫ)βmax{e−µǫ, 1}, βδ(ǫ) < 1.
Take λ = supǫ ∈[ǫˆ,2ǫˆ ]{K(ǫˆ)/ǫˆ}, k = (1 − βδ(ǫˆ ))−1max{1, e−µǫˆ }. (Only need that (3.21) holds for
ǫ = 2ǫˆ .)
Remark 3.17. This lemma given here is to overcome the failure of the Gronwall inequality in our
general setting. There is also a well known and similar result in the analytic semigroup setting, i.e.
the singular Gronwall inequality (see e.g. [Ama95, Chapter II section 3.3] and [Hen81]). In this
case, δ(ǫ) = ǫ1/p , p > 1. In their paper [MR09b], Magal and Ruan indeed had already known in the
spirit of this type result (see [MR09b, Proposition 2.14]), in order to prove the existence and some
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stability results of some class of semi-linear differential equations (see [MR09b]) and the existence of
the center manifolds in ‘equilibrium’ case (see [MR09a]).
Proof of Lemma 3.16. First, we claim that if λ > 0 satisfies
(3.22) max{1, e(µ+λ)ǫ }δ(ǫ)β ≤ λǫeµǫ < (eλǫ − 1)eµǫ,
for ǫ ∈ [ǫ0, 2ǫ0], and βδ(ǫ0) < 1, then |y(t)| ≤ e(µ+λ)t ka for all t ∈ [0, N], where k = (1 −
βδ(ǫ0))−1max{1, e−µǫ0}. The same strategy in the proof of Lemma 3.4 will be used here.
Sublemma 3.18. Let t0 ≥ ǫ0, a′ ≥ a. If |y(t)| ≤ e(µ+λ)ta′ for all t ∈ [0, t0], then |y(t0)| < e(µ+λ)t0a′.
Proof. Let t0 = nε1, where n ∈ N and ε1 ∈ [ǫ0, 2ǫ0]. Note that n ≥ 1. Now by (3.20) and (3.22),
|y(t0)| ≤eµnε1 a + |(S✸x)(nε1)|
≤eµnε1 a′ + βmax{1, e(µ+λ)ε1 }δ(ε1)eµ(n−1)ε1 e
λnε1 − 1
eλε1 − 1 a
′
<e(µ+λ)nε1 a′,
giving the proof. 
Sublemma 3.19. Let a′ ≥ a. If |y(t)| ≤ e(µ+λ)ta′ for all t ∈ [0, ǫ0], then |y(t)| ≤ e(µ+λ)ta′ for all
t ∈ [0, N].
Proof. Only need proof when ǫ0 < N . First by above sublemma, |y(ǫ0)| < e(µ+λ)ǫ0a′. Set
D1 = {t1 ∈ [0, N] : |y(t)| ≤ e(µ+λ)ta′, ∀t ∈ [0, t1]},
and t0 = sup D1. If t0 < N , then t0 ∈ D1, t0 > ǫ0 and |y(t0)| = e(µ+λ)t0a′. Again by above sublemma,
this is a contradiction. So t0 = N . 
If t ∈ [0,min{ǫ0, N}], then by (3.19), we have
|y |[0,t] ≤ max{1, eµt }a + βδ(t)|y |[0,t] ≤ max{1, eµt }a + βδ(ǫ0)|y |[0,t],
yielding |y(t)| ≤ e(µ+λ)t ka. Now using the above sublemma, we prove the claim.
Let ǫ = 2ǫˆ satisfy (3.21), then (3.21) holds for all ǫ ∈ [ǫˆ, 2ǫˆ]. Take λ(ǫ) = K(ǫ)/ǫ . Then it satisfies
(a′) λ(ǫ) > (δ(ǫ)/ǫ)βe−µǫ , (b′) λ(ǫ) = eσ(δ(ǫ)/ǫ)β > eK(ǫ )(δ(ǫ)/ǫ)β = eλ(ǫ )ǫ (δ(ǫ)/ǫ)β,
for all ǫ ∈ [ǫˆ, 2ǫˆ]. Let λ = supǫ ∈[ǫˆ,2ǫˆ ]{K(ǫ)/ǫ} and ǫ ∈ [ǫˆ, 2ǫˆ]. Then λǫ ≤ 1 since σ ≤ 1/2, which
yields λ > eλǫ (δ(ǫ)/ǫ)β. (Note that λe−λǫ ≥ λ(ǫ)e−λ(ǫ )ǫ .) That is λ satisfies (3.22) for ǫ ∈ [ǫˆ, 2ǫˆ].
Therefore, by applying the above claim, we finish the proof of the general case (b).
Let us consider the case (a), i.e. δ(t)/t → 1 as t → 0+. Let λ > β be fixed. Then there is an ǫˆ > 0
such that if 0 < ǫ0 < ǫˆ , then (3.22) holds for ǫ = ǫ0 and βδ(ǫˆ ) < 1. So by the claim, we see
|y(t)| ≤ e(µ+λ)t max{1, e
−µǫ0 }
1 − βδ(ǫ0) a, ∀t ∈ [0, N].
Let ǫ0 → 0+ and then λ → β+, which yields the result. The proof is complete. 
3.2.2. the study of Ûz(t) = Az(t) + L(tω)z(t).
Notation. For the convenience of writing, if a function µ : M → R satisfying µ(tω) ≤ µ(ω) for all
t ≥ 0, ω ∈ M, we will write µ ∈ E1(t). For example, τ ∈ E1(t) (in assumption (D1) in page 10).
Consider the following differential equation
(3.23) Ûz(t) = Az(t) + L(tω)z(t),
where L : M → L(D(A), Z) satisfies assumption (D1) in page 10. z(·) is called a classical solution
of (3.23), if z(·) ∈ C1([0,∞), X) and it point-wisely satisfies (3.23).
Now by the perturbation results from [MR07], we know A(ω) , A+ L(ω) is also an MR operator
(if A is Hille-Yosida so is A(ω)). In fact, we have the following.
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Lemma 3.20. Let (MR) (D1) hold. Then we have the following about A(ω) , A + L(ω).
(1) A0(ω) , A(ω)|D(A) : D(A0(ω)) ⊂ D(A) → D(A), ω ∈ M, generate aC0 linear cocycle {T0(t, ω)}
satisfying the following.
(a) T0(t, ω) = T0(t) + [S✸(L(·ω)T0(·, ω))](t).
(b) T0(t + s, ω) = T0(t, sω)T0(s, ω) for all t, s ∈ R+, ω ∈ M.
(c) D(A0(ω)) = D(A). If ddt |t=0T0(t, ω)x exists, then ddt |t=0T0(t, ω)x = A0(ω)x. Moreover, under
δ(t) = O(t) as t → 0+, e.g. A is a Hille-Yosida operator or a generator of a C0 semigroup,
then ddt |t=0T0(t, ω)x exists if and only if x ∈ D(A0(ω)).
(2) There is a strongly continuous function S0(·, ·) : R+ × M → L(Z, Z) satisfying the following.
(a) S0(t, ω) = S(t) + [S✸(L(·ω)S0(·, ω))](t).
(b) For any f ∈ C([0, t], X), any t > 0, set
(S0✸ f )(ω)(t) = d
dt
∫ t
0
S0(t − s, sω) f (s) ds,
which exists and is continuous. Moreover, it satisfies
(3.24) |(S0✸ f )(ω)(·)|[0,t] ≤ δ1(t, ω)| f (·)|[0,t],
and δ1(t, ω)/δ(t) → 1 as t → 0+. In fact, δ1(t, ω) = δ(t)1−τ(ω)δ(t) when τ(ω)δ(t) < 1,
δ1(t, ·) ∈ E1(t) and δ1(·, ω) is increased.
(c) (key) S0✸ f satisfies the following equality:
(3.25) (S0✸ f )(ω)(t + s) = T0(t, sω)(S0✸ f )(ω)(s) + (S0✸ fs)(sω)(t),
where fs(t) , f (s + t).
(3) z(·) is a mild solution of (3.23) if and only if z(0) ∈ D(A) and z(t) = T0(t, ω)z(0). If δ(t) = O(t)
as t → 0+, then z(·) is a classical solution of (3.23) if and only if z(0) ∈ D(A0(ω)) and
z(t) = T (t, ω)z(0).
Remark 3.21. We can not give any result like ddt |t=0T0(t, ω)x exists if and only if x ∈ D(A0(ω))when
δ(t) = O(t) as t → 0+ does not satisfy, unless more regularity of L(·ω) is supposed; see Lemma B.2
for such a result. In many situations, that A is a Hille-Yosida operator is sufficient for us. See
[Are04,Ama95] and the references therein for more details about the maximal regularity with respect
to time variable.
Proof of Lemma 3.20. (I). The proof of the following sublemma is standard by applyingBanach Fixed
Point Theorem. Here we give a sketch for the convenience of readers.
Sublemma 3.22. For any strongly continuous V : R+ × M → L(Z, Z), there is a unique strongly
continuous W : R+ × M → L(Z, Z) satisfying
(⊙) W(t, ω) = V(t, ω) + [S✸(L(·ω)W(·,ω))](t), t ≥ 0.
Moreover, if V(t, ω) ∈ D(A) for all ω ∈ M, t > 0, then so is W(t, ω).
Proof. Fix ω. Since δ(t) → 0 as t → 0+, we can choose ϑ(ω) > 0 such that δ(ϑ(ω)) < 1. Now we
can uniquely define W(t, ω) for t ∈ [0, ϑ(ω)] satisfying above equation by using Banach Fixed Point
Theorem. Then observing the following elementary fact about S✸ f that
(S✸ f )(t + s) = T0(t)(S✸ f )(s) + (S✸ fs)(t),
one can give W(t, ω) for t ∈ [ϑ(ω), 2ϑ(ω)]. Or more specifically, there is a unique W˜(t, ω) satisfying
W˜(t, ω) = V(t + ϑ(ω), ω) + T0(t)[S✸(L(·ω)W(·,ω))](ϑ(ω)) + [S✸(L((· + ϑ(ω))ω)W˜(·, ω))](t),
for t ∈ [0, ϑ(ω)]. (Note that τ(ϑ(ω)ω) ≤ τ(ω).) Set W(t, ω) = W˜(t − ϑ(ω), ω) for t ∈ [ϑ(ω), 2ϑ(ω)].
Then it also satisfies (⊙) in [ϑ(ω), 2ϑ(ω)]. Continue this way to construct W . The strong continuity
of W is obvious since ω 7→ τ(ω) is locally bounded. 
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Using above sublemma by setting V(t, ω) = T0(t), we have T0(t, ω) satisfying (1) (a). Let us show
(1) (b). Observe that
T0(t + s, ω) =T0(t + s) + (S✸(L(·ω)T0(·, ω)))(t + s)
=T0(t + s) + T0(t)(S✸(L(·ω)T0(·, ω)))(s)
+ (S✸(L((· + s)ω)T0(· + s, ω)))(t),
T0(t, sω)T0(s, ω) =T0(t)T (s, ω) + (S✸(L((· + s)ω)T0(·, sω))T0(s, ω))(t)
=T0(t + s) + T0(t)(S✸(L(·ω)T0(·, ω)))(s)
+ (S✸(L((· + s)ω)T0(·, sω))T0(s, ω))(t).
Let g1(t) = T0(t, sω)T0(s, ω), g2(t) = T0(t + s, ω). We see that they all satisfy
g
i(t) = T0(t + s) + T0(t)(S✸(L(·ω)T0(·, ω)))(s) + (S✸(L((· + s)ω)gi(·)))(t).
By the uniqueness result in Sublemma 3.22, we know g1 = g2.
(II). By letting V(t, ω) = S(t) in Sublemma 3.22, we have S0(t, ω) satisfying (2) (a). For any
f ∈ C1([0, t], Z), since (by exchanging the order of integration)
([S✸(L(·ω)S0(·, ω))]✸ f )(t) = [S✸(L(·ω)(S0✸ f )(ω)(·))](t),
which exists and is continuous, we conclude that
|(S0✸ f )(ω)(·)|[0,t] ≤
δ(t)
1 − τ(ω)δ(t) | f |[0,t],
provided τ(ω)δ(t) < 1. By the standard density argument, we know that the above also holds for
f ∈ C([0, t], Z). We have proven (2) (a) (b). Let us consider (2) (c).
Sublemma 3.23. Let
W(t, ω)x = T0(t, ω)x + (S0✸ f )(ω)(t), t ≥ 0, ω ∈ M .
Then it satisfies
W(t, ω)x = T0(t)x + [S✸(L(·ω)W(·,ω)x + f (·))](t),
and vice versa.
Proof. This follows from
T0(t)x + [S✸(L(·ω)W(·,ω)x + f (·))](t)
=T0(t)x + [S✸(L(·ω)T0(·, ω)x)](t)
+ [S✸{L(·ω)(W(·,ω)x − T0(·, ω)x)}](t) + (S✸ f )(t)
=T0(t, ω)x + (S0✸ f )(ω)(t)
+ [S✸{L(·ω)(W(·,ω)x − T0(·, ω)x)}](t) − [S✸(L(·ω)(S0✸ f )(ω)(·))](t)
=W(t, ω)x + 0,
which gives the proof. 
Let u(t) = (S0✸ f )(ω)(t), then it follows that u(t) satisfies
u(t) = [S✸(L(·ω)u(·)+ f (·))](t).
In particular, us(t) , u(t + s) satisfies
us(t) = T0(t)u(s) + [S✸(L((· + s)ω)us(·) + fs(·))](t).
So by above sublemma,
us(t) = T0(t, sω)u(s) + (S0✸ fs)(sω)(t),
i.e. (2) (c) holds.
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(III). The first part of (3) is a consequence of Sublemma 3.23 for f ≡ 0. For the proof of (1) (c),
and the second part of (3), we need the following.
Sublemma 3.24. Consider the mild solution of the following equation.{
Ûu(t) = Au(t) + h(t),
u(0) = x,
where h is continuous. (1) If Ûu(0) exists, then x ∈ D(A), Ax + h(0) ∈ D(A) and Ûu(0) = Ax + h(0); (2)
vice versa if δ(t) = O(t) as t → 0+.
Proof. (1) If Ûu(0) exists, which yields A 1
t
∫ t
0
u(s) ds = − 1
t
∫ t
0
h(s) ds+ u(t)−x
t
exists as t → 0+, then by
the closeness of A, x = limt→0 1t
∫ t
0
u(s) ds ∈ D(A) and Ax = −h(0) + Ûu(0) ∈ D(A). As u(t) ∈ D(A),
we see Ûu(0) ∈ D(A).
Let us consider the part of ‘vice versa’. Since x ∈ D(A), we have (S(t)x)′ = x + S(t)Ax. Thus, by
[ABHN11, Lemma 3.2.9], we see
u(t) = x + S(t)Ax + (S✸h)(t).
Therefore,
(3.26) u(t) − x = S(t)(Ax + h(0)) + [S✸(h(·) − h(0))](t).
Since Ax + h(0) ∈ D(A), we have
d
dt
S(t)(Ax + h(0)) = T0(t)(Ax + h(0)).
Furthermore, by δ(t) = O(t) as t → 0+, we get
| 1
t
[S✸(h(·) − h(0))](t)| ≤ δ(t)
t
sup
s∈[0,t]
|h(s) − h(0)| → 0, as t → 0+,
which yields that Ûu(0) = Ax + h(0). 
Now, using above sublemma by letting h(t) = L(tω)z(t) which is continuous, we know that (1) (c)
holds. (Note that x ∈ D(A0(ω)) means that, by definition, x ∈ D(A) and Ax + L(ω)x ∈ D(A)). The
second part of (3) is a consequence of (1) (c). The proof is complete. 
3.2.3. the study of Ûz(t) = Az(t)+ L(tω)z(t)+ f (tω)z(t). Consider the following nonlinear differential
equation,
(3.27) Ûz(t) = Az(t) + L(tω)z(t) + f (tω)z(t),
where f : M × D(A) → Z satisfies assumption (D2) in page 15.
Lemma 3.25. Let (MR) (D1) (D2) hold. Then there is a unique C0 (non-linear) cocycle U :
R+ × M × Z → Z over t such that the following hold.
(1) U(·, ω)x, x ∈ X , are the mild solutions of (3.27), andU satisfies the following variant of constant
formula (through T0(·)),
(3.28) U(t, ω)x = T0(t)x + [S✸((L(·ω)+ f (·ω))U(·, ω)x)](t),
and another variant of constant formula (through T0(·, ·)),
(3.29) U(t, ω)x = T0(t, ω)x + [S0✸( f (·ω)U(·, ω)x)](ω)(t).
(2) If f (ω)(·) ∈ Cr , then U(t, ω)(·) ∈ Cr . Moreover, if (ω, x) 7→ Drx f (ω)(x) is continuous, so is
(t, ω, x) 7→ DrxU(t, ω)(x).
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The results might be well known at least in the case when M = R, t is the translation dynamic
system in R, i.e. t(s) = t + s, and A is a Hille-Yosida operator (or more particularly a sectorial
operator). See also [Hen81,Ama95].
Proof of Lemma 3.25. We can define a unique U by using (3.28) (see also Sublemma 3.22 and
[MR09b]). Moreover, a continuous function z(·) is a mild solution of (3.27) if and only if z(t) =
U(t, ω)x satisfying (3.28). The strong continuity of U and (2) are obvious by noting that ω 7→ ε(ω) is
locally bounded. The cocycle property of U can be proved the same as that of T0(·, ·) in Lemma 3.20
(1) (b). That U also satisfies (3.29) follows from Sublemma 3.23 by setting f (t) = f (tω)U(t, ω)x.
The proof is complete. 
3.2.4. uniform dichotomy on R+: C0 cocycle case.
(UD) Assume that the C0 cocycle T0(·, ·)(·) : R+ × M × D(A) → D(A) (obtained in Lemma 3.20 (1))
satisfies the following property, which is called the uniform dichotomy on R+; see [CL99] for
details and characterizations.
(a) (spectral spaces) The space D(A) can be decomposed as D(A) = Xω ⊕ Yω , ω ∈ M, with
associated projections Pω, ω ∈ M such that R(Pω) = Xω , ker Pω = Yω and ω → Pω are
strongly continuous. Pcω = I − Pω . Moreover,
T0(t, ω)Xω ⊂ Xtω, T0(t, ω)Yω ⊂ Ytω,
and T0(t, ω) : Yω → Ytω is invertible. Set
T̂(t, ω) = T0(t, ω)Pω : Xω → Xtω, Ŝ(−t, tω) = (T0(t, ω))−1Pctω : Ytω → Yω .
(b) (angle condition) There is a constant C1 > 0 such that supω |Pω | ≤ C1, supω |Pcω | ≤ C1.
(c) (spectra) There are functions µs, µu of M → R, such that
(3.30) |T̂(t, rω)| ≤ eµs (ω)t, |Ŝ(−t, t(rω))| ≤ e−µu (ω)t,
for all t, r ≥ 0 and ω ∈ M.
Here Ŝ(−t, tω) should be written as Ŝ′(−t, ω) in a more rigid sense; we write this form only for giving
an intuitive sense when t indeed is a flow; see also Remark 3.10.
Remark 3.26 (about the asymptotic behavior ofT0(·, ·)). The general results about the estimates (3.30)
are
|T̂ (t, rω)| ≤ M0(ω)eµs (ω)t, |Ŝ(−t, t(rω))| ≤ M0(ω)e−µu(ω)t,
where M0 : M → R+. Consider a new equivalent norm | · |ω on Xω defined by
|x |ω = inf{sup
t≥0
|e−µs (ω0)tT0(t, ω)x | : ∃s0 ≥ 0 such that s0ω0 = ω}, x ∈ Xω .
Then |x | ≤ |x |ω ≤ M0(ω)|x | if x ∈ Xω . Now if x ∈ Xω , s0ω0 = ω, where s0 ≥ 0, then
|T̂ (t, ω)x |tω = inf{sup
r≥0
|e−µs (ω′0)rT0(r, tω)T0(t, ω)x | : ∃s′0 ≥ 0 such that s′0ω′0 = tω}
= inf{sup
r≥0
|e−µs (ω′0)rT0(t + r, ω)x | : ∃s′0 ≥ 0 such that s′0ω′0 = tω}
= inf{eµs (ω′0)t sup
r≥0
|e−µs (ω′0)(t+r)T0(t + r, ω)x | : ∃s′0 ≥ 0 such that s′0ω′0 = tω}
≤ inf{eµs (ω′′0 )t sup
r≥0
|e−µs (ω′′0 )rT0(r, ω)x | : ∃s′′0 ≥ 0 such that s′′0 ω′′0 = ω}
≤eµs (ω0)t |x |ω .
That is T̂(t, ω) : (Xω, | · |ω) → (Xtω, | · |tω), ω ∈ M, satisfy (3.30). Similar norm | · |c,ω can be defined
on Yω . Let |x |∼ω = max{|Pωx |ω, |Pcωx |c,ω}, then |x | ≤ 2|x |∼ω ≤ 2C1M0(ω)|x |, which shows that | · |∼ω
is an equivalent norm on D(A) for each ω ∈ M. Consider M × D(A) as a bundle over M with metric
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fibers (Xω ⊕Yω, | · |∼ω), ω ∈ M. Now T0(·, ·) also satisfies (b) (c) in the bundle M ×D(A). That M0 = 1
is important in our argument. Also, note that in the new norm | · |∼ω , |Pω | = 1 and |Pcω | = 1.
Remark 3.27. The notion of uniform dichotomy on R+ about a C0 cocycle is essentially taken from
[CL99, Definition 6.14] which states that T̂(t, rω) ≤ M0(ω)eµs (ω)t for all t, r ≥ 0, similar for Ŝ. In
Multiplicative Ergodic Theorem, the functions µs, µu are usually characterized through the Lyapunov
numbers, so in general they are invariant under t (usually for the case that t is invertible). We refer
the readers to see [CL99, Section 7.1] and the references therein for more characterizations about
µs, µu , i.e. the point-wise version of uniform dichotomy. Note that Sacker-Sell spectral theory (see
e.g. [SS94,CL99]) only characterizes the absolutely uniform dichotomy, which has a little restriction
for us to apply. The readers should notice that there is no any information about the decomposition of
Z , nor the extensions of T̂, Ŝ.
By acting Pω, Pcω on both side of (3.29), we know that z(t) = (x(t), y(t)) ∈ Xtω ⊕ Ytω = D(A)
(t1 ≤ t ≤ t2) is a mild solution of (3.27), if and only if it satisfies
(3.31)
{
x(t) = T̂(t − t1, t1ω)x(t1) + Ptω(S0✸( ft1(·ω)zt1(·)))(t1ω)(t − t1),
y(t) = Ŝ(t − t2, t2ω)y(t2) − Ŝ(t − t2, t2ω)Pct2ω(S0✸( ft (·ω)zt(·)))(tω)(t2 − t),
for all t1 ≤ t ≤ t2, where ft (sω) = f ((t + s)ω).
Through (3.31), one can define a cocycle correspondence H(s, ω) : Xω ⊕ Yω → Xsω ⊕ Ysω as
follows. Let t1 = 0, t2 = s. Given (x1, y2) ∈ Xω × Ysω , then there is a continuous z(t) = (x(t), y(t)) ∈
Xtω ⊕ Ytω (0 ≤ t ≤ s) satisfying (3.31) with x(0) = x1, y(s) = y2. Define Fs,ω(x1, y2) = x(s) and
Gs,ω(x1, y2) = y(0). Let H(s, ω) ∼ (Fs,ω,Gs,ω). Here note that GraphH(t, ω) = GraphU(t, ω), i.e. H
can be regarded as a C0 cocycle over t. We also say the cocycle correspondence {H(s, ω)} (or H) is
induced by (3.31).
Theorem 3.28. Let (MR) (D1) (D2) and (UD) hold. Let {H(t, ω)} be the cocycle correspondence
induced by (3.31).
(1) Assume δ(t)/t → 1 as t → 0+ and µu(ω) − µs(ω) − 2ε′(ω) > 0, where ε′(ω) = 2C1ε(ω). Take
α, β, λu, λs such that
ε′(ω)
µu(ω) − µs(ω) − ε′(ω) ≤ α(ω), β(ω) < 1, λu(ω) = e
−µu (ω)+ε′(ω), λs(ω) = eµs (ω)+ε′(ω) .
Then H(t, sω) satisfies (A)(α(ω), λtu(ω)) (B)(β(ω), λts(ω)) condition for all t, s ≥ 0 andω ∈ M. In
fact, ifα(ω), β(ω) ∈ ( ε′(ω)
σ(ω) , 1)and t ≥ ǫ1 > 0, thenH(t, sω) satisfies (A)(α(ω); kα(ω, ǫ1)α(ω), λtu(ω))
(B)(β(ω); kβ(ω, ǫ1)β(ω), λts(ω)) condition, where kh(ω, ǫ1) < 1, h = α, β, and σ(ω) = µu(ω) −
µs(ω) − ε′(ω). In particular, if there is a constant c > 1 such that
inf
ω
{µu(ω) − µs(ω) − (1 + c)ε′(ω)} > 0,
then α, β, kα, kβ can be taken constants less than 1 and supω λs(ω)λu(ω) < 1. In fact,
supω{α(ω)}, supω{β(ω)} → 0 if supω ε′(ω) → 0.
(2) In general, assume there is a function η(·) : M → R+ (η(ω) > 0) such that µu(ω)−µs(ω)−2η(ω) >
0 and η(·) ∈ E1(t). For any given functions ε1(·) : M → R+ (ε1(ω) > 0), there are functions ϑ(·),
α(·), β(·), k(·), α1(·), β1(·) of M → R+, and functions λ˜s(·), λ˜u(·) of M → R, depending only on
δ1(·, ·), µs(·), µu(·),C1, ε1(·), satisfying ϑ(·), λ˜s(·), λ˜u(·) ∈ E1(t), and supω{α1(ω) − α(ω)} > 0,
supω{β1(ω) − β(ω)} > 0, supω{α1(ω), β1(ω)} < 1,
λ˜s(ω) ≤ eµs (ω)+η(ω), λ˜u(ω) ≤ e−µu (ω)+η(ω), λ˜s(ω)λ˜u(ω) < 1, ω ∈ M,
such that if ε(ω) < ϑ(ω), then the following hold.
(a) H(t, sω) (or U(t, sω)) satisfies (A)(α(ω); α1(ω), k(ω)λ˜tu(ω)) (B)(β(ω); β1(ω), k(ω)λ˜ts(ω))
condition for all t, s ≥ 0 and ω ∈ M.
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(b) And for any ω ∈ M, if t ≥ ε1(ω) then H(t, sω) (or U(t, sω)) satisfies (A)(α1(ω); α(ω),
k(ω)λ˜tu(ω)) (B)(β1(ω); β(ω), k(ω)λ˜ts(ω)) condition for all s ≥ 0.
(c) α(·), α1(·), β(·), β1(·), k(·) can also be chosen as constants less than 1 under some appropriate
choice of ϑ(·) (and so ε(·)). In fact, supω{α1(ω), β1(ω)} → 0 as supω ε(ω) → 0.
(d) Let M be a locally metrizable space (see Remark 3.33 below) and M1 ⊂ M. If µs(·), µu(·), η(·)
are bounded and ξ-almost uniformly continuous around M1 (see Remark 3.33 below), then
λ˜s(·), λ˜u(·) can be chosen to be bounded and Cξ-almost uniformly continuous around M1 for
some constant C > 0.
(e) If infω{µu(ω)−µs(ω)} > 0, then supω λ˜s(ω)λ˜u(ω) < 1; if supω µs(ω) < 0 (resp. infω µu(ω) >
0), then supω λ˜s(ω) < 1 (resp. supω λ˜u(ω) < 1).
(f) If ±τ(·),±ε(·) ∈ E1(t), then ±α(·), ±α1(·), ±β(·), ±β1(·), ±k(·), ±λ˜s(·), ±λ˜u(·) can be chosen
such that they all belong to E1(t).
Proof. For any given t1 < t2, let z(t) = (x(t), y(t)), z′(t) = (x′(t), y′(t)), t1 ≤ t ≤ t2, satisfy (3.31). Set
zˆ(t) , (xˆ(t), yˆ(t)) , z(t) − z′(t). Let t2 − t1 = nε1. Consider
Kˆm = Ŝ(−mε1, t2ω)Pct2ω(S0✸(z˜t2−mε1 (·, ω)))((t2 − mε1)ω)(mε1),
Km = P
c
(t1+mε1)ω(S0✸(z˜t1(·, ω)))(t1ω)(mε1),
0 ≤ m ≤ n, where z˜(t, ω) = f (tω)z(t) − f (tω)z′(t). Note that ε(tω) ≤ ε(ω), t ≥ 0, so | z˜(t, sω)| ≤
ε(ω)| zˆ(t)| for t, s ≥ 0.
Sublemma 3.29. (1) If | z˜(t, ω)| ≤ e−µˆ(ω)(t2−t)b for t1 ≤ t ≤ t2, then
|Kˆn | ≤ C1bδ1(ε1, ω)max{1, e−µˆ(ω)ε1 }e−µu (ω)nε1 e
−(µˆ(ω)−µu (ω))nε1 − 1
e−(µˆ(ω)−µu (ω))ε1 − 1 .
(2) If | z˜(t, ω)| ≤ eµˆ1(ω)(t−t1)a for t1 ≤ t ≤ t2, then
|Kn | ≤ C1aδ1(ε1, ω)max{1, eµˆ1(ω)ε1 }eµs (ω)(n−1)ε1 e
(µˆ1(ω)−µs (ω))nε1 − 1
e(µˆ1(ω)−µs (ω))ε1 − 1 .
Proof. The proof is the same as Lemma 3.15. We only give the proof of (1). By (3.25), we see that
Kˆm =Ŝ(−ε1, (m − 1)ε1ω)Kˆm−1 + Ŝ(−ε1, (t2 − (m − 1)ε1)ω)
· Pc(t2−(m−1)ε1)ω(S0✸(z˜t2−mε1(·, ω))((t2 − mε1)ω))(ε1).
Thus, we have (by (3.30) and (3.24))
|Kˆm | ≤e−µu (ω)ε1 |Kˆm−1 | + e−µu (ω)ε1C1δ1(ε1, (t2 − mε1)ω) sup
t ∈[0,ε1]
| z˜(t + t2 − mε1, ω)|
≤e−µu (ω)ε1 |Kˆm−1 | + e−µu (ω)ε1C1bδ1(ε1, ω)max{1, eµˆ(ω)ε1 }e−µˆ(ω)mε1,
by induction, giving the proof. 
Proof of (1). For this case, all the main steps are the same as in the proof of Lemma 3.4.
Sublemma 3.30. Take any α′(·) such that α(ω) < α′(ω) < 1. Let ω be fixed and t1 < t ′2 ≤ t2.
If | xˆ(t)| ≤ α′(ω)| yˆ(t)| for all t ∈ [t1, t ′2], then | xˆ(t ′2)| < α′(ω)| yˆ(t ′2)| and | yˆ(t1)| ≤ λ
t′2−t1
u (ω)| yˆ(t ′2)|.
Moreover, if t ′2 − t1 ≥ ǫ1, then | xˆ(t ′2)| ≤ kα(ω, ǫ1)α′(ω)| yˆ(t ′2)| for some kα(ω, ǫ1) < 1.
Proof. By the same argument in the proof of Lemma 3.16 (using the above sublemma (1) instead of
Lemma 3.15), we have if t ∈ [t1, t ′2], then
| yˆ(t)| ≤ e(−µu (ω)+ε′(ω))(t′2−t) | yˆ(t ′2)|.
Also, noting that in this case,
| z˜(t, ω)| ≤ 2ε(ω)e(−µu(ω)+ε′(ω))(t′2−t1)e(µu (ω)−ε′(ω))(t−t1) | yˆ(t ′2)|,
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by the above sublemma, when t ′2 − t1 = nε1, n ≥ 1, we see that
| xˆ(t ′2)| ≤eµs (ω)(t
′
2−t1) | xˆ(t1)| + |Kn |
≤α′(ω)e−σ(ω)nε1 | yˆ(t ′2)| + δˆe−σ(ω)nε1 e−µs (ω)ε1
eσ(ω)nε1 − 1
eσ(ω)ε1 − 1 | yˆ(t
′
2)|,
where δˆ = δ1(ε1, ω)ε′(ω)max{1, e(µu (ω)−ε′(ω))ε1 } and σ(ω) = µu(ω) − µs(ω) − ε′(ω) > 0. Then
| xˆ(t ′2)| < α′(ω)| yˆ(t ′2)|, if
max{e−µs (ω)ε1, eσ(ω)ε1 }δ1(ε1, ω)ε′(ω) ≤ α′(ω)σ(ω)ε1 < α′(ω)(eσ(ω)ε1 − 1).
Since δ(t)/t → 1 as t → 0+ and ε′(ω)
σ(ω) < α
′(ω) < 1, the above inequality can be satisfied if ε1 is taken
sufficiently small (depending on ω and t ′2), i.e. n is sufficiently large.
Let any ǫ1 > 0 and t ′2 − t1 ≥ ǫ1. In fact, choose k0(ω) < 1 such that ε
′(ω)
σ(ω) < k0(ω)α′(ω), then
for some small ε1 > 0 such that δˆe−µs (ω)ε1 ≤ k0(ω)α′(ω)σ(ω)ε1 and t ′2 − t1 = nε1 ≥ ǫ1, we see that
| xˆ(t ′2)| ≤ {(1 − k0(ω))e−σ(ω)nε1 + k0(ω)}α′(ω)| yˆ(t ′2)| and so | xˆ(t ′2)| ≤ kα(ω, ǫ1)α′(ω)| yˆ(t ′2)| where
kα(ω, ǫ1) = (1 − k0(ω))e−σ(ω)ǫ1 + k0(ω) < 1. 
Now with the help of above sublemma, we can use the argument in the proof of Sublemma 3.8 to
conclude the proof of (1).
Proof of (2). Let ε1(·) : M → R+ be any given function such that ε1(ω) > 0. Let ω be fixed and
t1 ≤ t ′1 < t2. Choose ǫˆ = ǫˆ(ω) > 0 such that
1/2 > e1/2δ1(2ǫˆ, ω)max{e−µs (ω)2ǫˆ , 1},
and
(3.32) 2(µu(ω) − µs(ω) − η(ω)) > |µs(ω)|ǫˆ .
Let
K1(ω)(ǫ) , e1/2δ1(ǫ, ω)max{e−µs (ω)ǫ , 1}.
Let ε(ω) satisfy 2C1ε(ω)δ1(ǫˆ, ω) < 1, and set
λ(ω) , 2C1ε(ω) sup
ǫ ∈[ǫˆ,2ǫˆ ]
{K1(ω)(ǫ)/ǫ}, k(ω) , (1 − 2C1ε(ω)δ1(ǫˆ, ω))−1max{1, e−µs (ω)ǫˆ }.
Also, we can assume λ(ω) < η(ω) by taking ε(ω) further smaller. Set λ˜s(ω) = eµs (ω)+λ(ω).
Sublemma 3.31. If | yˆ(t)| ≤ | xˆ(t)| for all t ∈ [t ′1, t2], then
| xˆ(t)| ≤ e(µs (ω)+λ(ω))(t−t′1)k(ω)| xˆ(t ′1)|, t ∈ [t ′1, t2].
Proof. The same argument in the proof of Lemma 3.16 can be applied, so we omit the proof. 
Sublemma 3.32. Let ε1 = ε1(ω) > 0. Then there are β(ω), β1(ω) ≥ 0, ϑ(ω) > 0 satisfying
β(ω) < β1(ω) < 1 such that if ε(ω) < ϑ(ω), then the following hold.
(1) If t2 − t ′1 ≤ ε1 and | yˆ(t2)| ≤ β(ω)| xˆ(t2)|, then | yˆ(t ′1)| ≤ β1(ω)| xˆ(t ′1)|.
(2) If t2 − t ′1 ≥ ε1 and | yˆ(t)| ≤ β1(ω)| xˆ(t)| for all t ∈ [t ′1, t2], then | yˆ(t ′1)| < β(ω)| xˆ(t ′1)| and
| xˆ(t2)| ≤ λ˜t2−t
′
1
s (ω)k(ω)| xˆ(t ′1)|.
Proof. Set cˆ1 , max{1, eµs (ω)ε1, e−µu (ω)ε1 }, δˆ1 , 2C1δ1(ε1, ω)ε(ω). Assume
cˆ1δˆ1 = cˆ12C1δ1(ε1, ω)ε(ω) < 1, cˆ1δˆ1/(1 − cˆ1δˆ1) < 1,
by taking ε(ω) further smaller.
First assume t2 − t ′1 ≤ ε1, then by (3.31) (3.30) (3.24), we have
| xˆ |[t′1,t2] ≤ cˆ1 | xˆ(t
′
1)| + 2C1ε(ω)δ1(ε1, ω)| zˆ |∼[t′1,t2],
| yˆ |[t′1,t2] ≤ cˆ1 | yˆ(t2)| + cˆ12C1ε(ω)δ1(ε1, ω)| zˆ|
∼
[t′1,t2]
,
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where | zˆ |∼[t′1,t2] , max{| xˆ |[t′1,t2], | yˆ |[t′1,t2]}. Thus,
| zˆ |∼[t′1,t2] ≤
cˆ1
1 − cˆ1δˆ1
max{| xˆ(t ′1)|, | yˆ(t2)|}.
Assume | yˆ(t2)| ≤ β(ω)| xˆ(t2)|, β(ω) ≤ 1. Then
| xˆ(t2)| ≤ e
µs (ω)(t2−t′1) + ρδˆ1
1 − β(ω)ρδˆ1
| xˆ(t ′1)|,
| yˆ(t ′1)| ≤ e−µu (ω)(t2−t
′
1) | yˆ(t2)| + cˆ1ρδˆ1max{| xˆ(t ′1)|, | yˆ(t2)|} ≤ β1(ω)| xˆ(t ′1)|,
where
ρ , cˆ1/(1 − cˆ1δˆ1), β1(ω) , (k1 + cˆ1ρδˆ1/β(ω))β(ω), k1 , 1 + cˆ1ρδˆ1
1 − ρδˆ1
> 1.
In the above computation we use the fact that µu(ω) − µs(ω) > 0 and ρδˆ1 < 1.
Suppose t2 − t ′1 = nε0, n ≥ 1, ε0 ∈ [ε1, 2ε1], and | yˆ(t)| ≤ β1(ω)| xˆ(t)| ≤ | xˆ(t)| for all t ∈ [t ′1, t2].
Then by above sublemma and Sublemma 3.29 (1) with
| z˜(t, ω)| ≤ 2ε(ω)e(µs(ω)+λ(ω))(t2−t′1)e−(µs (ω)+λ(ω))(t2−t)k(ω)| xˆ(t ′1)|,
we have
| yˆ(t ′1)| ≤ e−µu (ω)(t2−t
′
1) | yˆ(t2)| + |Kˆn | (by the second equation of (3.31))
≤ β1(ω)k(ω)e−σ1(ω)nε0 | xˆ(t ′1)| + cˆ2δˆ1e−σ1(ω)nε0
eσ1(ω)nε0 − 1
eσ1(ω)ε0 − 1 k(ω)| xˆ(t
′
1)|
< β(ω)| xˆ(t ′1)|,
where σ1(ω) , µu(ω) − µs(ω) − λ(ω) > 0 (since λ(ω) < η(ω)) and cˆ2 , max{1, e−2(µs (ω)+λ(ω))ε1 }.
The last inequality can be satisfied if
k1 + (cˆ1ρ + cˆ2)δˆ1/β(ω) < eσ1(ω)ε0/k(ω) < e2σ1(ω)ε1/k(ω).
Since e2σ1(ω)ε1 > 1 and (3.32), ε(ω) can be made small enough such that the following two
inequalities hold; first
e2σ1(ω)ε1/k(ω) − k1 > 0,
and then
(cˆ1ρ + cˆ2)δˆ1
e2σ1(ω)ε1/k(ω) − k1
<
1 − cˆ1ρδˆ1
k1
≤ ς < 1,
for some fixed constant ς sufficiently close to 1. Now take β(ω) such that
(cˆ1ρ + cˆ2)δˆ1
e2σ1(ω)ε1/k(ω) − k1
< β(ω) < 1 − cˆ1ρδˆ1
k1
(< 1).
So β1(ω) < 1. The proof is complete. 
By the above sublemmas and using the argument in the proof of Sublemma 3.8, we obtain that
H(t2 − t1, t1ω) satisfies (a) and (b). (B) condition can be proved similarly. The other conclusions are
obvious by our construction. So we complete the proof. 
Remark 3.33 (almost uniform continuity property). Let M be a Hausdorff topology space with an
open cover {Um : m ∈ M}. Assume (a) Um is open and m ∈ Um, m ∈ M; (b) every Um is
a metric space with metric dm (might be incomplete) and in Um the metric topology is the same
as the subspace topology induced from M. Then we say M is a locally metrizable space. Let
Um(ǫ) , {m′ ∈ Um : dm(m′, m) < ǫ}. Let g : M → R, M1 ⊂ M. Define the amplitude of g around
M1 as
AM1(σ) = sup{|g(m) − g(m0)| : m ∈ Um0 (σ),m0 ∈ M1}.
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We say g is ξ-almost uniformly continuous around M1 if AM1 (σ) ≤ ξ as σ → 0. The notions are
taken from [Che19]. Now Theorem 3.28 (2d) is obvious since we can choose λ˜s(ω) = eµs (ω)+η(ω),
λ˜u(ω) = e−µu (ω)+η(ω).
Remark 3.34. Similar as Theorem 3.36 (2), the Lipschitz constant of f (ω)(·) can be computed in
Xω ⊕ Yω with max norm |(x, y)| = max{|x |, |y |}, i.e.
sup{Lip f (tω)Ptω(·) : Ptω ∈ {Ptω, Pctω}, t ≥ 0} = εm(ω);
in this case, the result can be applied to the general case in Remark 3.26 (by using the norm | · |∼ω).
Also, we can take ε′(ω) = C1εm(ω) in Theorem 3.28 (1). The ‘spectral gap condition’ µu(ω) −
µs(ω) − 2ε′(ω) > 0 in Theorem 3.28 (1) now seems new in the cocycle setting even for the case that
A is a generator of a C0 semigroup (so for the general C0 cocycle case; note that what we really need
is (3.31)). The result might be also new even for the special case M = {ω0} and A is a Hille-Yosida
operator. By some clever argument, one can give a very optimal estimate on ‘spectral gap condition’
for the case when A
D(A), the part of A in D(A) (see Appendix A for a definition), is a densely-defined
sectorial operator and L : M → L(D(A), D(A−α)) for some suitable α > 0, which we do not give
here; see also [Zel14, Theorem 2.15]. For the general case of Theorem 3.28 (2), there is no optimal
estimate.
Remark 3.35. Assume that there is a semigroup T˜ : R+ × Z → Z such that S✸ f = T˜ ∗ f for all
f ∈ C(R, Z). For example, A is a generator of a C0 semigroup or an analytic semigroup. For the
latter case, T˜ might not be a C0 semigroup. Assume X = X˜ω ⊕ Y˜ω with associated projections P˜ω ,
P˜cω , which are continuous extensions of Pω, P
c
ω and invariant about A(ω). At this time, (3.31) can be
written in a more symmetry form as{
x(t) = T˜1(t − t1, t1ω)x(t1) +
∫ t
t1
T˜1(t − s, sω)P˜sω f (sω)z(sω) ds,
y(t) = S˜1(t − t2, t2ω)y(t2) −
∫ t2
t
S˜1(t − s, sω)P˜csω f (sω)z(sω) ds,
where T˜1(t, ω) : X˜ω → X˜tω , S˜1(−t, tω) : Y˜tω → Y˜ω are continuous extensions of T̂(t, ω), Ŝ(−t, tω)
respectively. See also [DPL88]. However, this formmight fail when X can not be decomposed as two
closed invariant subspaces about A(ω).
If S✸ f can not be written as T˜ ∗ f , then the continuous extensions of T̂, Ŝ might also fail. There
are some authors who tried to give an extension of T0(·, ·) in some particular form, see e.g. [MR09a].
The idea in that paper is that if D(A) = Xω ⊕Yω , X = Xˆω ⊕Yω , and Xω ⊂ Xˆω with Xˆω invariant under
A(ω), then use some method (see [MR09a], where the authors owned this method to H. R. Thieme)
to give an extension of
∫ t
0
T0(s, ω)|Xω ds to Xˆω under some context, which is denoted by S˜1(t, ω). For
this case, one has
S0(t, ω) = (S˜1(t, ω),
∫ t
0
T0(s, ω)|Yω ds) : Xˆω ⊕ Yω → Xˆtω ⊕ Ytω,
and (3.31) can be read as{
x(t) = T̂(t − t1, t1ω)x(t1) + (S˜1✸(P˜(·+t1)ω ft1(·ω)zt1(·)))(t1ω)(t − t1),
y(t) = Ŝ(t − t2, t2ω)y(t2) −
∫ t2
t
Ŝ(t − s, sω)P˜csω f (sω)z(sω) ds,
where P˜ω , P˜cω are projections associated with X = Xˆω ⊕ Yω, which are continuous extensions of
Pω , Pcω. See [MR09a] for details when M is a fixed point {ω0} and Yω0 is finite dimensional. The
existence of Yω0 sometimes can be guaranteed under some ‘compact’ assumption on T0(·, ω0), e.g.
the essential growth bound of T0(·, ω0) is strict less than the exponential growth bound of T0(·, ω0),
or especially T0(t0, ω0) is compact for some t0 > 0; see e.g. [EN00, Section IV.1.20] for details. The
readers should notice that the uniform dichotomy assumption on (3.1) for our results in Section 3.2 is
only in D(A) and there is no information in Z .
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3.3. general C0 case. Consider the following integral equation (i.e. equation (3.11)),
(3.33)
{
x(t) = T1(t − t1, t1ω)x(t1) +
∫ t
t1
T1(t − s, sω)Psω f (sω)z(s) ds,
y(t) = S1(t − t2, t2ω)y(t2) −
∫ t2
t
S1(t − s, sω)Pcsω f (sω)z(s) ds,
t1 ≤ t ≤ t2,
where {(T1(t, ω), S1(−t, tω))} is a C0 cocycle correspondence satisfying uniform dichotomy on R+
(see Definition 3.9) and f satisfies assumption (D2) (in page 15).
Using the solutions of above integral equation (i.e. (3.11)), one can define a unique cocycle
correspondence H(s, ω) ∼ (Fs,ω,Gs,ω) : Xω ⊕ Yω → Xsω ⊕ Ysω , i.e. (x2, y2) ∈ H(s, ω)(x1, y1)
if and only if there is a continuous z(t) = (x(t), y(t)) ∈ Xtω × Ytω (0 ≤ t ≤ s) satisfying (3.11)
with (x(0), y(0)) = (x1, y1) and (x(s), y(s)) = (x2, y2), where t1 = 0, t2 = s. We say the cocycle
correspondence H is induced by (3.33).
Theorem 3.36. Let the cocycle correspondence H be induced by (3.33), where {(T1(t, ω), S1(−t, tω))}
is aC0 cocycle correspondence satisfying uniform dichotomy onR+ (see Definition 3.9) and f satisfies
assumption (D2) (in page 15)
(1) The same results in Lemma 3.13 hold for H.
(2) Moreover, suppose µu(ω) − µs(ω) − 2εm(ω) > 0 where
sup{LipPtω f (tω)Qtω(·) : Ptω,Qtω ∈ {Ptω, Pctω}, t ≥ 0} = εm(ω),
i.e. the Lipschitz constant of f (ω)(·) is computed in Xω⊕Yω withmax norm |(x, y)| = max{|x |, |y |},
(x, y) ∈ Xω ⊕ Yω . Take α, β, λu, λs such that
εm(ω)
µu(ω) − µs(ω) − εm(ω) ≤ α(ω), β(ω) < 1, λu(ω) = e
−µu (ω)+εm (ω), λs(ω) = eµs (ω)+εm (ω).
Then H(t, sω) satisfies (A)(α(ω), λtu(ω)) (B)(β(ω), λts(ω)) condition for all t, s ≥ 0 andω ∈ M. In
fact, ifα(ω), β(ω) ∈ ( εm(ω)
σ(m) , 1)and t ≥ ǫ1 > 0, thenH(t, sω) satisfies (A)(α(ω); kα(ω)α(ω), λtu(ω))
(B)(β(ω); kβ(ω)β(ω), λts(ω)) condition, where
(σ(ω) − εm (ω)
h(ω) )e−σ(ω)ǫ1 + εm (ω)h(ω)
σ(ω) ≤ kh(ω) < 1, σ(ω) = µu(ω) − µs(ω) − εm(ω), h = α, β.
In particular, if there is a constant c > 1 such that
inf
ω
{µu(ω) − µs(ω) − (1 + c)εm(ω)} > 0,
then α, β, kα, kβ can be taken constants less than 1 (for example α = β = 1/c and kα = kβ =
(1 − 1/c)r + 1/c where r = e−δ0ǫ1 < 1 and σ(ω) > δ0 > 0) and supω λs(ω)λu(ω) < 1. In fact,
supω α(ω), supω β(ω) → 0 if supω εm(ω) → 0.
Proof. The proof of (1) is quite standard. The proof of (2) is essentially the same as Lemma 3.4; see
also Theorem 3.14. 
Here, kh(ω)h(ω) ∈ ( εm (ω)σ(m) , 1), h = α, β. Note that Theorem 3.14, as well as Lemma 3.4, are
consequences of Theorem 3.36 and εm(ω) ≤ 2C1ε(ω) = ε′(ω).
What’s the relation between the solutions of (3.33) and (3.2)? We have dealt with this in Section 3.1
and Section 3.2 for two special cases. However, in general, it’s very complicated to talk about the
solutions of (3.2); see also [Sch02] for a survey. Here, we continue to consider other case which the
solutions of (3.2) can be described as mild solutions like Definition 3.1. For brevity (in order to let
our idea be presented clearly), let
(⊛) C(ω) = AB(ω) + L(ω), ω ∈ M,
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where A : D(A) ⊂ Z → Z is a closed linear operator, B : M → L(Z, Z) and L : M → L(Z, Z); here
L satisfies (D1) (in page 10) and similar for B. In this case, A function u ∈ C([a, b], Z) is called a
(mild) solution of (3.2) if it satisfies (i)
∫ t
a
B(sω)u(s) ds ∈ D(A) for all t ∈ [a, b] and (ii) the following
u(t) = u(a) + A
∫ t
a
B(sω)u(s) ds +
∫ t
a
(L(sω)u(s) + f (sω)u(s)) ds, t ∈ [a, b].
(In fact, we can take B(ω) only as closed linear operators but in this situation we need s 7→ B(sω)u(s)
is also continuous.) For a concrete example of {C(ω)} like (⊛), see Example 4.15.
Definition 3.37. Let {C(ω)} be as (⊛).
(a) We say a C0 cocycle {U(t, ω)} (or U) on M × Z (or Z) is generated by (3.2) if for every x ∈ Z ,
z(t) = U(t, ω)x, t ≥ 0, is the unique mild solution of (3.2) with z(0) = x. We say a C0 (linear)
cocycle {T0(t, ω)} (or T0) on M × Z (or Z) is generated by {C(ω)} or (3.1) if (3.1) generates a C0
cocycle {T0(t, ω)}.
(b) A C0 cocycle correspondence H1 (or {H1(t, ω)}) on M × Z is generated (or induced) by (3.2) or
{C(ω)} if the assumptions (a) (b) in Definition 3.9 hold (i.e. H1(t, ω) ∼ (T1(t, ω), S1(−t, tω)) :
Xω ⊕ Yω → Xtω ⊕ Ytω); in addition for z(t) , (T1(t − t1, t1ω)x1, S1(t − t2, t2ω)y2) ∈ Xtω ⊕ Ytω
(t1 ≤ t ≤ t2), z(·) is the uniquemild solution of (3.2) with Pt1ωz(t1) = x1 and Pct2ωz(t2) = y2.
Lemma 3.38. Let {C(ω)} be as (⊛).
(1) Assume (3.1) generates a C0 cocycle {T0(t, ω)}. Then for any continuous g ∈ C(R, Z), the mild
solution z ∈ C([0, a], X) of the following
(§) Ûz(t) = C(tω)z(t) + g(t),
has the form
(§§) z(t) = T0(t, ω)z(0) +
∫ t
0
T0(t − s, sω)g(s) ds, t ∈ [0, a].
(2) Similarly, if (3.1) generates a C0 cocycle correspondence {H1(t, ω) ∼ (T1(t, ω), S1(−t, tω))} (see
Definition 3.37), then the mild solution z ∈ C([0, a], Z) of (§) has the form{
x(t) = T1(t, ω)x(0) +
∫ t
0
T1(t − s, sω)Psωg(s) ds,
y(t) = S1(t − a, aω)y(a) −
∫ a
t
S1(t − s, sω)Pcsωg(s) ds,
t ∈ [0, a],
where x(t) = Ptωz(t), y(t) = Pctωz(t).
Proof. (1) By the uniqueness of the solution of (3.1), we only need to show (§§) indeed is a solution
of (§). Let
z1(t) = T0(t, ω)z(0), z2(t) =
∫ t
0
T0(t − s, sω)g(s) ds.
Then A
∫ t
0
B(sω)z1(s) ds = z1(t) − z(0) −
∫ t
0
L(sω)z1(s) ds and
A
∫ t
0
B(sω)z2(s) ds = A
∫ t
0
∫ t
r
B(sω)T0(s − r, rω)g(r) ds dr
=
∫ t
0
A
∫ t
r
B(sω)T0(s − r, rω)g(r) ds dr
=
∫ t
0
{
T0(t − r, rω)g(r) − g(r) −
∫ t
r
L(sω)T0(s − r, rω)g(r) ds
}
dr
= z2(t) −
∫ t
0
g(r) dr −
∫ t
0
∫ s
0
L(sω)T0(s − r, rω)g(r) dr ds
= z2(t) −
∫ t
0
g(r) dr −
∫ t
0
L(sω)z2(s) ds,
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wherewe exchange the order of integration and use the closeness of A (see e.g. [ABHN11, Proposition
1.1.7]), which yields z = z1 + z2 is the mild solution of (§). The proof of (2) is almost identical with
Lemma 3.12. 
Note that if (3.1) generates a C0 cocycle T0, then that (3.1) satisfies uniform dichotomy on R+
means that T0 satisfies uniform dichotomy on R+ in the classical sense of [CL99] (i.e. assumption
(UD) in page 23). Consider nonlinear differential equation (3.2) with f satisfying (D2) in page 15,
i.e.
Ûz(t) = C(tω)z(t) + f (tω)z(t).
Lemma 3.39. Let {C(ω)} be as (⊛) and assumption (D2) (in page 15) hold.
(1) If {C(ω)} generates a C0 linear cocycle T0 over t, then (3.2) also generates a C0 (nonlinear)
cocycle U over t, i.e. for x ∈ X , U(·, ω)x is the mild solution of (3.2). In this case, if
f (ω)(·) ∈ Cr , then U(t, ω)(·) ∈ Cr , and in addition if (ω, x) 7→ Drx f (ω)(x) is continuous, so is
(t, ω, x) 7→ DrxU(t, ω)(x). Moreover, U satisfies the following,
(3.34) U(t, ω)x = T0(t, ω)x +
∫ t
0
T0(t − s, sω) f (sω)U(s, ω)x ds.
(2) Assume (3.1) generates a C0 cocycle correspondence {H1(t, ω) ∼ (T1(t, ω), S1(−t, tω))} (see
Definition 3.37). Then a continuous function z ∈ C([t1, t2], Z) is a mild solution of (3.2) if and
only if z(t) = (x(t), y(t)) ∈ Xtω ⊕ Ytω (t1 ≤ t ≤ t2) satisfies (3.33), where x(t) = Ptωz(t),
y(t) = Pctωz(t).
Proof. To prove (1), one can use (3.34) to define the unique U by applying standard argument using
Banach Fixed Point Theorem. (Also the other statements follow the same way.) That U(·, ω)x is a
mild solution of (3.2) follows from Lemma 3.38 (1). To prove (2), first note that the solutions of
(3.11) are unique and then the conclusion follows from Lemma 3.38 (2). 
Remark 3.40 (parabolic type). Instead of using mild solutions to characterize the solutions of (3.2),
one can use the so-called classical solutions especially for the parabolic type (in the sense of Tanabe).
We say a function u ∈ C([a, b], Z) ∩C1((a, b], Z) is a (singular) classical solution of (3.2) if u point-
wisely satisfies (3.2) for all t ∈ (a, b]. In analogy with Definition 3.37, a C0 cocycle {U(t, ω)} (resp. a
C0 cocycle correspondence {H1(t, ω) ∼ (T1(t, ω), S1(−t, tω))}) on M × Z (or Z) is generated by (3.2) if
in the Definition 3.37, ‘mild solution’ is replaced by ‘(singular) classical solution’. In order to obtain
the similar results like Lemma 3.38 where ‘mild solution’ is replaced by ‘(singular) classical solution’,
additional regularity assumptions on {T0(t, ω)} (resp. T1(t, ω), S1(−t, tω)) and g(·) are needed; see e.g.
[Paz83, Section 5.6 and 5.7] for the non-autonomous case in [0,T ] or [EN00, Section VI.9.6]. These
regularity assumptions with other regularity assumption on (t, z) 7→ f (tω)z will make Lemma 3.39
hold; in particular, the solutions of (3.34) or (3.33) are the (singular) classical solutions of (3.2). The
details will be given elsewhere.
Remark 3.41 (hyperbolic type). The description of the solutions of (3.2) for the hyperbolic type (in
sense of Kato (see [Paz83, Section 5.3-5.5])) is intricate. The following is a natural but restricted way.
We say a function u ∈ C1([a, b], Z) is a classical solution of (3.2) if u point-wisely satisfies (3.2) for
all t ∈ [a, b] (so particularly z(t) ∈ D(C(tω))). A C0 (Lipschitz) cocycle {U(t, ω)} on M × Z (or Z)
is generated by (3.2) (i) if for every ω ∈ M there is a dense linear space Y (ω) ⊂ D(C(ω)) such that
for every x ∈ Y (ω), z(t) = U(t, ω)x, t ≥ 0, is the classical solution of (3.2) with z(0) = x, and in
addition, (ii) x 7→ U(t, ω)x is Lipschitz. Note that by (ii), U(t, ω)(·) is well defined in all Z . Now
assume the C0 linear cocycle {U(t, ω)} on M × Z is generated by (3.1) (see also [Paz83, Section 5.3]
and [EN00, Section VI.9]). In [Paz83], Pazy called the equation (§§) as mild solutions of (§). But
this is not clear with the classical solutions of (§). So one needs to give more regularity of (§§); there
exist at least two ways: higher range-regularity or time-regularity of g (see e.g. [Paz83, Section 5.5]),
which make equation (§§) be the classical solutions of (§). Using this way, Lemma 3.39 also holds.
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Similar remark can be made for the C0 cocycle correspondence. More precise statements will appear
in our future work.
Remark 3.42 (Problem I: well-posed case). We have no result about (3.2) in the general context
when (3.1) generates a C0 cocycle only on X0, a closed subspace of X . This will happen when we
consider the delay equations or the age structured models in L1 with nonlinear discrete delay term
which can be rewritten as an abstract equation (3.2) with C(ω) = A + L(ω), L : M → L(D(A), Z−1),
f : M × D(A) → Z−1, where D(A) ֒→ Z−1 and A : D(A) ⊂ Z → Z is a Hille-Yosida operator (but
A
D(A) is not a sectorial operator); usually Z−1 ⊂ D(A−1) with graph norm. What we can deal with for
this situation is only the (type II) listed in Section 1.2 (see Section 3.2).
Remark 3.43 (Problem II: ill-posed case). In [dlL09], the author considered the case that C(ω) = A,
M = {ω}, where A is densely-defined bi-sectorial operator (see [vdM08,dlL09]) under the exponential
trichotomy condition and the nonlinear map f is also allowed to be unbounded. One needs to explain
more about the unbounded perturbation f in [dlL09]. f is a C1 map of Z → Z−1 where Z ֒→ Z−1
(for instance Z−1 = D(A−α), 0 < α < 1), Z = Xs ⊕ Xc ⊕ Xu and Z−1 = Ys ⊕ Yc ⊕ Yu . Let Ah = AXh ,
h = s, c, u. A technical restriction is that et Ah : Yh → Xh (⊂ Yh), h = s, c, u. Although for some
applications the additional restriction can be satisfied (see e.g. the examples in [dlL09]), in abstract
setting this is not always true. See the operator on a Hilbert space H˜ given in [MY90, Theorem
9] which will be denoted by A˜. If we choose Z = D(A˜), Z−1 = H˜, A = A˜X , due to that A˜ is
not decomposable, the assumption on Z−1 in the previous paper can not be satisfied. The readers
might consider further about Example C.2 (a) for the case X = C10 (Ω) × C(Ω) and Example C.5 (c).
However, if all the settings in [dlL09] are satisfied, the same argument in the proof of Theorem 3.14
can be applied to show the cocycle correspondence generated by (3.2) satisfies (A) (B) condition, so
our results about invariant manifolds (see Section 4.1 and Section 4.2) can be applied to this situation.
In general, we have no idea how to study (3.2) when (3.1) satisfies uniform dichotomy on R+ only in
a closed subspace of Z , unlike the case (type III) listed in Section 1.2 (see Section 3.3).
4. Invariant manifolds and Applications
In this section, we give some applications of our abstract results about (discrete) ‘dynamical
systems’ in [Che19,Che18c], i.e. the existence and regularity of invariant graphs for cocycle corre-
spondences with (relatively) uniform hyperbolicity and approximately normal hyperbolicity theory, to
differential equations with the help of the results obtained in Section 3. The restatements of the main
results in [Che19, Che18c] are given in Section 4.1 and Section 4.2 but in a version of continuous
‘dynamical systems’, included for the reader’s convenience. The detailed application to (abstract)
differential equations is contained in Section 4.3 and Section 4.4 from an abstract viewpoint.
4.1. existence and regularity of invariant graphs: the continuous case. In [Che19], we gave a
detailed study of existence and regularity of invariant graphs for bundle correspondences. A number
of applications were given to illustrate the power of this theory. In the following, we restate the
corresponding results for cocycle correspondenceswhich can be applied to some classes of differential
equations introduced in Section 3 (see also Appendix C for some concrete examples). Verification of
the following hyperbolicity condition (or (A′1) (B1) condition) has been already given in Section 3.
For the convenience of writing, we write the metrics d(x, y) , |x − y |. A bundle with metric fibers
means each fiber is a complete metric space.
• In Theorem 4.1 and Theorem 4.3, we take functions η : R+ × M → R+ and ε1(·), ε(·) : M → R+,
such that they satisfy η(t, rω) ≤ εr (ω)η(t, ω), and 0 ≤ ε(ω) ≤ ε1(ω), for all ω ∈ M and t, r ≥ 0.
For a cocycle correspondence H over t, we say H satisfies (A′
1
)(α, λu; c) (B1)(β; β
′, λs; c) con-
dition, if every H(t, ω) ∼ (Ft,ω,Gt,ω) satisfies (i) (A′)(α(ω), c(ω)λtu(ω)) (B)(β′(ω); β(ω), c(ω)λts(ω))
condition (see Section 2.4), and (ii) if t ≥ εˆ1 > 0, (B)(β(ω); β′(ω), c(ω)λts(ω)) condition (see
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Section 2.4). This class of hyperbolic condition is motivated by Theorem 3.28 (2). But this is
also satisfied by the (A) (B) condition studied in Theorem 3.14, Theorem 3.36 and Theorem 3.28 (1);
for this case c(ω) ≡ 1 and β ≡ β′.
Theorem 4.1. Let (X, M, π1), (Y, M, π2) be two bundles with metric fibers and t : M → M a semiflow.
Let H : R+ × X × Y → X × Y be a cocycle correspondence over t with a generating cocycle (F,G).
Assume that the following hold.
(i) (ε-pseudo-stable section) i = (iX, iY ) : M → X × Y is an ε-pseudo-stable section of H, i.e.
|iX (tω) − Ft,ω(iX (ω), iY (tω))| ≤ η(t, tω), |iY (ω) − Gt,ω(iX (ω), iY (tω))| ≤ η(t, ω).
(ii) H satisfies (A′1)(α, λu; c) (B1)(β; β′, λs; c) condition, where α, β, β′, λs, λu , c are functions of
M → R+. In addition,
(a) (angle condition) supω α(ω)β′(ω) < 1, supω{α(ω), β(ω)} < ∞, β′(tω) ≤ β(ω), ∀ω ∈ M
and t ≥ 0,
(b) (spectral condition) supω λu(ω)λs(ω) < 1, supω λu(ω)ε1(ω) < 1. supω c(ω) < ∞.
Then there is a unique bundle map f : X → Y over id satisfying the following (1) (2).
(1) Lip fω ≤ β′(ω), | fω(iX (ω)) − iY (ω)| ≤ K infr≥t0 η(r, ω), where K ≥ 0 is a constant and t0 > 0 is
large.
(2) Graph f ⊂ H−1Graph f . More precisely, (xt,ω(x), ftω(xt,ω(x))) ∈ H(t, ω)(x, fω(x)), ∀x ∈ Xω ,
where xt,ω(·) : Xω → Xtω such that Lip xt,ω(·) ≤ c(ω)λts(ω), |xt,ω(iX (ω)) − iX (tω)| ≤
K0(η(t, tω) + infr≥t0 η(r, tω)), for all ω ∈ M, t ≥ 0 and some constant K0.
Before we prove the result, the following elementary fact will be needed; the proof is easy, see also
[Che19, Section 4.2]. We use the symbols:
∑
λ(X,Y) , {ϕ : X → Y : Lip ϕ ≤ λ}, if X,Y are metric
spaces, and Graph f , {(x, f (x)) : x ∈ X}, if f : X → Y is a map.
Lemma 4.2. Assume that Xi,Yi , i = 1, 2, are complete metric spaces, and H : X1 × Y1 → X2 × Y2 is
a correspondence with a generating map (F,G) satisfying (A′)(α, λu) (B)(β; β′, λs) condition. Take
positive βˆ such that αβˆ < 1 and βˆ ≤ β.
(1) Let f2 ∈
∑
βˆ(X2,Y2). Then there exist unique f1 ∈
∑
β′(X1,Y1) and x1(·) ∈
∑
λs
(X1, X2), such that
(x1(x), f2(x1(x))) ∈ H(x, f1(x)), x ∈ X1, i.e.
F(x, f2(x1(x))) = x1(x), G(x, f2(x1(x))) = f1(x).
(2) Under (1), take (xˆi, yˆi) ∈ Xi × Yi , i = 1, 2, such that
|F(xˆ1, yˆ2) − xˆ2 | ≤ η1, |G(xˆ1, yˆ2) − yˆ1 | ≤ η2, | f2(xˆ2) − yˆ2 | ≤ C2.
Then we have the following estimates:
| f1(xˆ1) − yˆ1 | ≤ λu βˆη1 + C2
1 − αβˆ + η2, |x1(xˆ1) − xˆ2 | ≤
αC2 + η1
1 − αβˆ .
Particularly, if (x2, y2) ∈ H(x1, y1), and y2 = f2(x2), then y1 = f1(x1), x2 = x1(x1).
Proof of Theorem 4.1. We use a standard method by reducing it to the discrete case which was
obtained in [Che19]. By condition (ii) (a)(b), there is a sufficiently large t0 > max{1, εˆ1} such that
sup
ω
c2(ω)λt0u (ω)λt0s (ω) + c(ω)λt0u (ω)εt01 (ω)
1 − α(ω)β′(t0ω) < 1.
Set
(4.1) Ĥ(ω) = H(t0, ω), uˆ(ω) = t0ω, λˆs(ω) = c(ω)λt0s (ω), λˆu(ω) = c(ω)λt0u (ω).
Then Ĥ is a bundle correspondence over uˆ satisfying (A′)(α, λˆu) (B)(β; β′, λˆs) condition and i now is
an εt0-pseudo-stable section of Ĥ (by letting η(ω) = η(t0, ω)), i.e.
|iX (uˆ(ω)) − Ft0,ω(iX (ω), iY (uˆ(ω)))| ≤ η(uˆ(ω)), |iY (ω) − Gt0,ω(iX (ω), iY (uˆ(ω)))| ≤ η(ω),
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with η(uˆ(ω)) ≤ εt0(ω)η(ω). By the first existence results in [Che19, Section 4.1], there is a unique
bundle map f : X → Y over id such that
(a) Lip fω ≤ β′(ω), | fω (iX(ω)) − iY (ω)| ≤ Kη(ω);
(b) Graph fω ⊂ Ĥ(ω)−1Graph ft0ω for all ω ∈ M, where K ≥ 0 is a constant independent of for large
t0; in fact, K can be taken as K =
λ1 supω β(ω)+1
1−λ1
, where λ1 = supω
c(ω)λt∗u (ω)εt∗1 (ω)
1−α(ω)β′(ω) < 1, if t0 ≥ t∗.
(c) f does not depend on the choice of η0(·) = η(·) as long as it satisfies η0(uˆ(ω)) ≤ εt01 (ω)η0(ω),
η(ω) ≤ η0(ω), for all ω ∈ M.
Next, we need to show
(⋆) Graph fω ⊂ H(t, ω)−1Graph ftω, if 0 < t < t0.
Fix t. Since supω α(ω)β′(ω) < 1, by Lemma 4.2 (1), there is a unique bundle map f ′ : X → Y over
id such that Graph f ′ω ⊂ H(t, ω)−1Graph ftω , Lip f ′ω ≤ β(ω). Also, by Lemma 4.2 (2), it holds that
| f ′ω(iX (ω)) − iY (ω)| ≤ K ′(η(t, ω) + η(t0, ω)) for some fixed constant K ′ independent of t. If we show
(⋆⋆) Graph f ′ω ⊂ Ĥ(ω)−1Graph f ′t0ω, ∀ω ∈ M,
then by (B1) condition, it also holds Lip f ′ω ≤ β′(ω); and so by the uniqueness of f , we get (⋆) holds.
Observe that, by the cocycle property of H,
Graph f ′ω ⊂ H(t, ω)−1Graph ftω ⊂ H(t, ω)−1Ĥ(tω)−1Graph ft0(tω) ⊂ H(t + t0, ω)−1Graph f(t+t0)ω .
So Graph f ′ω ⊂ Ĥ(ω)−1H(t, t0ω)−1Graph ft(t0ω), which yields that (⋆⋆) holds; i.e. if for any x ∈ Xω ,
there are (x1, y1) ∈ H(t, t0ω)−1Graph ft(t0ω) and x2 ∈ Xt(t0ω) such that (x1, y1) ∈ Ĥ(ω)(x, f ′ω(x))
and (x2, ft(t0ω)(x2)) ∈ H(t, t0ω)(x1, y1), so by Lemma 4.2 (2), y1 = f ′t0ω(x1), and thus (x, f ′ω(x)) ∈
Ĥ(ω)−1Graph f ′t0ω .
It follows from (B1) condition that Lip xt,ω(·) ≤ c(ω)λts(ω). By Lemma 4.2 (2), one gets
|xt,ω(iX (ω)) − iX (tω)| ≤ K0(η(t, tω) + infr≥t0 η(r, tω)), where K0 = max{K,K
′} supω α(ω)+1
1−α(ω)β′(ω) . The proof
is complete. 
The following theorem can be proved as the same way as proving Theorem 4.1 by using the second
existence theorem in [Che19, Section 4.1]. We use the notation d˜(A, z) , supz˜∈A d(z˜, z), if A is a
subset of a metric space.
Theorem 4.3. Let (X, M, π1), (Y, M, π2) be two bundles with metric fibers and t : M → M a semiflow.
Let H : R+ × X × Y → X × Y be a cocycle correspondence over t with a generating cocycle (F,G).
Assume that the following hold.
(i) (ε-Y-bounded-section) i = (iX, iY ) : M → X × Y is an ε-Y-bounded-section of H, i.e.
d˜(Gt,ω(Xω, iY (tω)), iY (ω)) ≤ η(t, ω).
(ii) H satisfies (A′1)(α, λu; c) (B1)(β; β′, λs; c) condition, where α, β, β′, λu, λs, c are functions of
M → R+. In addition,
(a) (angle condition) supω α(ω)β′(ω) < 1, supω{α(ω), β(ω)} < ∞, β′(tω) ≤ β(ω), for all
ω ∈ M, t ≥ 0.
(b) (spectral condition) supω λu(ω)ε1(ω) < 1. supω c(ω) < ∞.
Then there is a unique bundle map f : X → Y over id satisfying the following (1) (2).
(1) Lip fω ≤ β′(ω), d˜( fω(Xω), iY (ω)) ≤ Kη(0, ω), where K ≥ 0 is a constant.
(2) Graph f ⊂ H−1Graph f . More precisely, (xt,ω(x), ftω(xt,ω(x))) ∈ H(t, ω)(x, fω(x)), ∀x ∈ Xω ,
where xt,ω(·) : Xω → Xtω such that Lip xt,ω(·) ≤ c(ω)λts(ω), for all ω ∈ M, t ≥ 0. Moreover, if
d˜(Ft,ω(Xω, iY (tω)), iX (tω)) ≤ η(t, tω), ∀(t, ω) ∈ R+ × M,
then d˜(xt,ω(Xω), iX (tω)) ≤ K0η(t, tω) for some constant K0.
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We state a local version of the existence result for the strong stable case. The thresholds in angle
condition and spectral condition are a little different from Theorem 4.1 and Theorem 4.3.
Theorem 4.4. Let (X, M, π1), (Y, M, π2) be two bundles with fibers being Banach spaces and t : M →
M a semiflow. Take functions ε1(·), ε(·) : M → R+. Let H : R+ × X × Y → X × Y be a cocycle
correspondence over t. For every (t, ω) ∈ R+ × M, suppose that
H(t, ω) ∼ (Ft,ω,Gt,ω) : Xt,ω(rt,1) × Yt,ω(r ′t,1) → Xtω(rt,1) × Ytω(r ′t,2),
satisfies (A′)(α(ω), c(ω)λtu(ω)) (B)(β′(ω); β(ω), c(ω)λts(ω)) condition, and if t ≥ εˆ1 > 0, (B)(β(ω);
β′(ω), c(ω)λts(ω)) condition, where sup{rt,i, r ′t,i : i = 1, 2, t ∈ [0, b]} > 0 for any b > 0.
(i) Assume for a fixed t0 > 0,
sup
t ∈[0,t0]
|Ft,ω(0, 0)| ≤ η(t0ω), sup
t ∈[0,t0]
|Gt,ω(0, 0)| ≤ η(ω),
where η : M → R+, with η(t0ω) ≤ εt0(ω)η(ω) and 0 ≤ ε(ω) ≤ ε1(ω), ∀ω ∈ M.
(ii) Assume
(a) (angle condition) supω α(ω)β′(ω) < 1/2, supω{α(ω), β(ω)} < ∞, β′(tω) ≤ β(ω), ∀ω ∈ M,
t ≥ 0,
(b) (spectral condition) supω λu(ω)λs(ω) < 1, supω λu(ω)ε1(ω) < 1, supω λs(ω) < 1, and
supω c(ω) < ∞.
If η0 > 0 is small and supω η(ω) ≤ η0, then there is a small σ0 > 0 such that there are maps
fω : Xω(σ0) → Yω , ω ∈ M, uniquely satisfying the following (1) (2).
(1) Lip fω ≤ β′(ω), | fω (0)| ≤ Kη(ω), for some constant K ≥ 0.
(2) Graph fω ⊂ H(t, ω)−1Graph ftω . More precisely, (xt,ω(x), ftω(xt,ω(x))) ∈ H(t, ω)(x, fω(x)),
∀x ∈ Xω(σ0), where xt,ω(·) : Xω(σ0) → Xtω(σ0) such that Lip xt,ω(·) ≤ c(ω)λts(ω). Moreover,
supt ∈[0,t0] |xt,ω(0)| ≤ K0η(ω), ∀ω ∈ M, where K0 > 0.
Proof. First note that we can assume, without loss of generality, supω ε(ω) ≤ 1. This can be argued
as follows. Take η1(ω) = supt≥0 η(tω) < ∞, then η1(t0ω) ≤ min{1, εt0(ω)}η1(ω); so by using
η1(ω),min{1, ε(ω)} instead of η(ω), ε(ω) respectively, all the assumptions also hold.
In the following, we will use an argument in the proof of existence results in [Che19]. Set
αˆ = sup
ω
α(ω), βˆ = sup
ω
β(ω), γ = sup
ω
α(ω)β(ω) < 1/2.
Choose a large n0 ∈ N (independent of ω ∈ M) such that nt0 > εˆ1 and
sup
ω
{c2(ω)λn0t0u (ω)λn0t0s (ω) + c(ω)λn0t0u (ω)εn0t01 (ω) + c(ω)λ
n0t0
s (ω)} < 1 − 2γ.
Set u = t0 : M → M. Fix any ω0 ∈ M. Let M̂ω0 = {(nt0)(ω0) : n ∈ N}. H(kt0, ·)(·) can be regarded
as a bundle correspondence X |
M̂ω0
×Y |
M̂ω0
→ X |
M̂ω0
×Y |
M̂ω0
over uk , denoted by Ĥkt0 |
M̂ω0
. Define
a function εˆ1(·) over u as
εˆ2(ω) = max{εt0(ω), λt0s (ω)}(≤ 1), ω ∈ M,
and let
εˆ
(k)
2 (ω) = εˆ2(ω) · εˆ2(u(ω)) · · · εˆ2(uk−1(ω)).
Sublemma 4.5. The section i now is an εˆ
(k)
2 -pseudo-stable section of Ĥ
kt0 |
M̂m0
, i.e.
|Fkt0,ω(0, 0)| ≤ η(ω0)k (uk(ω)), |Gkt0,ω(0, 0)| ≤ η
(ω0)
k
(ω),
ω ∈ M̂ω0 , where η(ω0)k (ui(ω0)) = ck εˆ
(i)
2 (ω0)η(ω0), i ≥ 0, and ck ≥ 1 is a constant independent of ω0.
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Proof. This is a direct consequence of Lemma 4.2 (2). We only consider the case k = 2. Let yˆ ∈ Yt0ω
be the unique point satisfying yˆ = Gt0,t0ω(Ft0,ω(0, yˆ), 0). Then (noting that β′(tω) ≤ β(ω))
| yˆ | ≤ (β
′(ω)) + 1)η(u(ω))
1 − α(ω)β′(ω) ,
and
|G2t0,ω(0, 0)| = |Gt0,ω(0, yˆ)| ≤ c(ω)λu(ω)| yˆ | + η(ω) ≤ c(ω)λu(ω)
(β′(ω) + 1)η(u(ω))
1 − α(ω)β′(ω) + η(ω),
|F2t0,ω(0, 0)| = |Ft0,t0ω(Ft0,ω(0, yˆ), 0)| ≤ c(u(ω))λs(u(ω))
(α′(ω) + 1)η(u(ω))
1 − α(ω)β′(ω) + η(u
2(ω)).
If ω = u j (ω0), then η(ω) ≤ εˆ(j)2 (ω0)η(ω0). So we can choose
c2 = max
{
cˆλ1(βˆ + 1)
1 − γ + 1,
cˆ(αˆ + 1)
1 − γ + 1
}
,
where λ1 , supω ε(ω)λu(ω) and cˆ = supω c(ω) < ∞, completing the proof. 
We have shown Ĥn0t0 |
M̂ω0
satisfies the third existence theorem in [Che19, Section 4.1], so when
η0 > 0 is small such that supω η(ω) ≤ η0, there are a small constant σ0 > 0 (independent of ω0 ∈ M
since η(ω0)n0 (ui(ω0)) ≤ cn0η0) and a unique bundle map f n0,(ω0) : X |M̂ω0 (σ0) → Y |M̂ω0 such that
(a0) Lip f n0,(ω0)ω ≤ β′(ω), | f n0,(ω0)ω (0)| ≤ K ′1η
(ω0)
n0 (ω) ≤ K ′1cn0η0, where K ′1 ≥ 0 (independent of ω0),
(b0) Graph f n0,(ω0)ω ⊂ H(n0t0, ω)−1Graph f n0,(ω0)un0 (ω) , ω ∈ M̂ω0 .
(c0) Also, f n0,(ω0) does not depend on the choice of η0(·) = η(ω0)n0 (·) as long as it satisfies η0(un0(ω)) ≤
εˆ
(n0)
2 (ω)η0(ω), η
(ω0)
n0 (ω) ≤ η0(ω) ≤ η0, for all ω ∈ M̂ω0 .
Using above property (c0), we find that f n0,(ω0)
un0 (ω) = f
n0,(un0 (ω0))
un0 (ω0) . Indeed, { f
n0,(ω0)
ω′ : ω
′ ∈ M̂un0 (ω0)}
also fulfills (a0) (b0) for the case that ω0 is replaced by un0 (ω0), with η0(·) = η(ω0)n0 (·)|M̂un0 (ω) instead
of η(u
n0 (ω0))
n0 (·). Set fω0 = f n0,(ω0)ω0 : Xω0 (σ0) → Yω0 . Then the above argument shows that f is the
unique bundle map of X(σ0) → Y satisfies
(a1) Lip fω ≤ β′(ω), | fω(0)| ≤ K ′1cn0η(ω) ≤ K ′1cn0η0,
(b1) Graph fω ⊂ H(n0t0, ω)−1Graph f(n0 t0)(ω), ω ∈ M.
The uniqueness of f also shows that Graph fω ⊂ H(t, ω)−1Graph ftω for all t ≥ 0, if we choose further
smaller η0 and σ0; see the proof of Theorem 4.1. Other conclusions are obvious and this gives the
proof. 
Remark 4.6. In Theorem 4.1, Theorem 4.3 and Theorem 4.4, there are two special cases which are
useful for application: (i) ε1 ≡ 0 (specially η ≡ 0) and ε1 ≡ 1. Theorem 4.4 is a basic tool to
construct strong (un)stable foliations (laminations) for differential equations; for this case η ≡ 0.
Similar as Theorem 4.4, in Theorem 4.1 and Theorem 4.3, the condition (i) can be stated only for
0 ≤ t ≤ t0; we give the information for all t ≥ 0 only for giving the estimate |xt,ω(iX(ω)) − iX (tω)| ≤
K0(η(t, tω) + infr≥t0 η(r, tω)) for all t ≥ 0.
See more characterizations and corollaries in [Che19].
We are going to discuss the regularity of the bundle map f given in Theorem 4.1. Since this map is
constructed through the bundle correspondence Ĥ (see (4.1)), so the regularity results in [Che19] all
hold. The assumptions on X ×Y , i, and the (almost) continuity of the functions in (A′1) (B1) condition
are the same as the discrete case. (The function c does not need any condition; just take cˆ ≥ supω c(ω)
instead of c.) The regularity properties of maps u, F,G in that paper [Che19] now become for the
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maps uˆ = t0, Fω = Ft0,ω , Gω = Gt0,ω . Finally, the spectral gap conditions are the same as the discrete
case but the abbreviation of them (see [Che19, Remark 6.6]) needs to be little modified, i.e. ϑ ≡ 1.
In order to more easily verify the conditions on uˆ, F,G, one can give a more restriction on t, F,G;
that is, some conditions do not depend on the choice of t0. Let b > a ≥ 0. The idea is given in
the following: the C1 and Ck,1 smoothness of gt0(·) can be replaced by the C1 and Ck,1 smoothness
of gt (·) for ∀t ∈ [a, b], where gt (·) can be taken as t(·), Ft,ω(·),Gt,ω(·), and Ft, ·(·),Gt, ·(·); the Ck,1
constants of gt (·) can depend on t; however, for Ck,α (0 < α < 1) case, we need the Ck,α information
of Ft,ω(·),Gt,ω(·) or Ft, ·(·),Gt, ·(·) for all sufficiently large t.
Here are simple facts about the fiber-regularity of f (i.e. x 7→ fω(x)), which are direct consequences
of [Che19, Lemma 6.7 and Lemma 6.12].
Theorem 4.7 (Ck leaves). Let f be obtained in Theorem 4.1. Assume (i) α, β, β′, λs, λu, c are all
bounded functions; (ii) the fibers of the bundles X,Y are Banach spaces; (iii) for every (t, ω) ∈
[a, b] × M (b > a ≥ 0), Ft,ω(·),Gt,ω(·) are C1. Then for every ω ∈ M, fω(·) ∈ C1.
In addition, suppose (i) for (t, ω) ∈ [a, b] × M (b > a ≥ 0), Ft,ω(·),Gt,ω(·) are Ck , (ii)
sup
ω
{|Ft,ω(·)|k−1,1, |Gt,ω(·)|k−1,1} ≤ Ct < ∞,
and (iii) supω λ
k
s (ω)λu(ω) < 1, then for every ω ∈ M, fω(·) ∈ Ck and supω | fω(·)|k−1,1 < ∞. Here
|u|k,1 = max{supx |Diu(x)|,Lip Dku(·) : i = 1, 2, . . . , k}.
Similar results for f obtained in Theorem 4.3 and Theorem 4.4 hold. If H is induced by equation
(3.2) (see Section 3), then the Ck,α assumptions on Ft,ω(·),Gt,ω(·) can change to on the tangent field
(i.e. z 7→ f (ω)z), which are the consequences of parameter-dependent fixed point theorem (cf e.g.
[Che19, Appendix D.1]), see e.g. Lemma 3.13 and Lemma 3.25 in Ck case as well.
The statement of the base-regularity of f (i.e. ω 7→ fω(·)) is more complicated. There is an issue of
howwe describe the uniformproperties of the bundlemap f respecting the base points in approximate
bundles, such as the uniformly Ck,α (k = 0, 1, 0 ≤ α ≤ 1) continuity. In [Che19], this was done by
a natural way based on the works e.g. [HPS77, PSW12,BLZ99,BLZ08,Cha04,Eld13,Ama15]; that
is, the bundle map is represented in local bundle charts belonging to preferred bundle atlases, called
the local representations, and the uniform property of this bundle map means the uniform property of
local representations. Some prerequisites are needed making it impossible for us to fully present the
whole regularity results in [Che19]. Let’s take a quick glimpse of the regularity results about f in a
not very sharp and general setting. For the precise meaning of uniformly (locally) Ck,α regularity of
f with respect to the bundle chartsM,A,B given in the following assumptions, see [Che19].
(E1) (about M) Let M be a C1 Finsler manifold and M01 ⊂ M. Let M1 be the ε-neighborhood of M01
(ε > 0). Take a C1 atlas N of M. LetM be the canonical bundle atlas of T M induced by N .
Assume M is C1,1-uniform around M1 with respectM (see [Che19]).
(E2) (about X ×Y) (X, M, π1), (Y, M, π2) areC1 vector bundles endowedwithC0 connectionsCX, CY
which are uniformly (locally) Lipschitz around M1 (see [Che19]). Take C1 normal (vector)
bundle atlases A, B of X,Y respectively. Assume for sufficiently small ξ > 0, (X, M, π1),
(Y, M, π2) both have (ξ-almost) C1,1-uniform trivializations at M1 with respect to A,B (and
M), respectively (see [Che19]).
(E3) (about i) Take the section i as the 0-section of X × Y .
(E4) (about t) t : M → M is a C1 semiflow. Denote the linear cocycle U on T M by U(t, ω) =
Dt(ω) : TωM → TtωM. Assume U satisfies the following. Let ζ > 0 be small (depending on
the spectral gap condition).
(i) There are t ′0 > 0 and a positive function µ such that |U(nt ′0, ω)| ≤ µnt
′
0(ω) for all large
integral n and ω ∈ M;
(ii) ω 7→ |U(t ′0, ω)| is ζ-almost uniformly continuous around M1 (see Remark 3.33);
(iii) supω∈M1 µ(ω) < ∞.
Assume there is a t1 > 0 such that t(M) ⊂ M01 for all t ≥ t1.
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(E5) The functions in (A′1) (B1) condition are ζ-almost uniformly continuous around M1 and ζ-almost
continuous; see Remark 3.33.
(E1) will be satisfied, for example, (i) M is a uniformly regular Riemannian manifold on M1
(see [Ama15]), (ii) M has bounded geometry with M1 far away from the boundary of M, including
the class of smooth compact Riemannian manifolds (see [Ama15, Eld13]), (iii) M is the class of
immersed manifolds in Banach spaces discussed [BLZ99,BLZ08] (or see the hypothesis (H1) ∼ (H4)
in Section 4.2), or (iv) see the class of immersed manifolds introduced in [HPS77, Chapter 6]; see
[Che19] for details.
(E2) will be fulfilled, for example, X,Y have 2-th order bounded geometry (see [Eld13, Page 45]
and [Shu92, Page 65]) or X,Y are the C2-uniform Banach bundles discussed in [HPS77, Chapter 6];
see also [Che19] for more examples.
The following abbreviation of spectral gap condition will be used. Let λ, θ : M → R+. λθ,
max{λ, θ} are defined by
(λθ)(ω) = λ(ω)θ(ω), max{λ, θ}(ω) = max{λ(ω), θ(ω)}.
The notation λ < 1 means that supω λ(ω) < 1. If θ < 1, then the meaning of the notation λ∗αθ < 1
is different in different settings in [Che19]; for simplicity, here it means
(i) supω λ
α(ω)θ(ω) < 1 if α = 1,
(ii) supω supt≥0 λ(tω) supt≥0 θ(tω) < 1 otherwise. Particularly if λ(tω) ≤ λ(ω) and θ(tω) ≤ θ(ω)
for all (t, ω) ∈ R+ × M, then this also means case (i); the functions in (A) (B) condition of H
induced by differential equations usually are characterized in this case, see Section 3.
Theorem 4.8. Assume (E1) ∼ (E5) hold with ξ, ζ small (depending on the spectral gap condition).
Let H : R+ × X × Y → X × Y be a cocycle correspondence over t with a generating cocycle (F,G).
Let f be given in Theorem 4.1 when i is an invariant section of H (i.e. η(·, ·) ≡ 0) and assume α, β, β′,
λs, λu , c are all bounded functions. Then we have the following results about the regularity of f . (In
the following, 0 < α, β ≤ 1 and for all t ∈ [a, b].)
(1) fω(0) = 0. If Ft,(·)(·),Gt,(·)(·) are continuous, so is f . If (ω, z) 7→ DzFt,ω(z), DzGt,ω(z) are
continuous, so is (ω, x) 7→ Dx fω(x). Moreover, if DFt,ω(·), DGt,ω(·) are C0,γ uniform for ω, and
λ
∗γα
s λsλu < 1, then D fω(·) is C0,γα uniform for ω.
(2) Suppose (i) Ft,(·)(·),Gt,(·)(·) are uniformly (locally) C0,1 around M1, (ii) (max{λ−1s , 1}µ)∗αλsλu <
1. Or suppose (i′) Ft,(·)(·),Gt,(·)(·) are uniformly (locally) C1,1 around M1, (ii′) ( µλs )∗αλsλu < 1.
Then ω 7→ fω(·) is uniformly (locally) α-Hölder around M1.
(3) Suppose (i)ω 7→ DFt,ω(0, 0), DGt,ω(0, 0) are uniformly (locally)C0,γ around M1, (ii) µ∗γαλsλu <
1. Then ω 7→ D fω(0) is uniformly (locally) C0,γα around M1.
(4) Suppose (i) DzFt,(·)(·), DzGt,(·)(·) are uniformly (locally) C0,1 around M1, (ii) λ2sλuµα < 1,
λ
∗β
s λsλu < 1, µ
∗αλsλu < 1. Then ω 7→ D fω(·) is locally αβ-Hölder around M1.
(5) Suppose (i) Ft,(·)(·),Gt,(·)(·) are C1,1 around M1 (see [Che19, Remark 6.6]) and C1 in X × Y ,
(ii) λsλuµ < 1. Then f is C1, ∇ω fω(0) = 0 for all ω ∈ M1 and there is a constant C such
that |∇ω fω(x)| ≤ C |x | for all x ∈ Xω , ω ∈ M1. Here ∇ f means the covariant derivative of
f with respect to CX, CY ; see e.g. [Che19]. Moreover, if an additional spectral gap condition
holds: λ
∗β
s λsλu < 1 andmax{1, λs}∗αλsλuµ < 1, then ∇ω fω(·) is locally αβ-Hölder uniform for
ω ∈ M.
(6) Under (5), assume for every t ∈ [a, b], U(t, ·) is uniformly (locally) C1,1 around M1. Suppose
λ2sλu < 1, λ
2
sλuµ < 1, max{ µλs , µ}∗αλsλuµ < 1. Then ω 7→ ∇ω fω(·) is uniformly (locally)
α-Hölder around M1; this gives (ω, x) 7→ fω(x) is uniformly locally C1,α around M1.
Proof. Here we mention a fact, i.e. from (E1) and (E4), for any given ς > 0 and any sufficiently
large t0 = nt ′0 > t1 (depending on ς, t
′
0), there is an ǫ1 > 0 such that if ω
′ ∈ Uω(ǫ1) = {ω′ ∈ M :
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d(ω′, ω0) < ǫ1}, ω ∈ M1, where d is the Finsler metric in each component of M, then
d(t0(ω′), t0(ω)) ≤ (µ(ω) + ς)t0d(ω′, ω).
Also, the above conditions on Ft,(·)(·), Gt,(·)(·), t ∈ [a, b], will imply the same conditions on Ft0,(·)(·),
Gt0,(·)(·). So apply the regularity results in [Che19] (see also [Che19, Theorem 6.2]) to uˆ = t0,
Fω = Ft0,ω , Gω = Gt0,ω to give desired results. 
If H is induced by the class of differential equations studied in Section 3 (i.e. (3.2)), then the
uniformly (locally) C0,1 or C1,1 properties of Ft,(·)(·),Gt,(·)(·) can be satisfied if we give the uniformly
(locally) C0,1 or C1,1 smoothness assumptions on the tangent field (i.e. (ω, z) 7→ f (ω)(z) in (3.2)),
the semiflow t(·), and also the spectral projections and T1, S1 in the uniform dichotomy condition (i.e.
Definition 3.9) satisfied by (3.2). See [Che19] for general regularity results about f .
4.2. approximately normal hyperbolicity theory. Normally hyperbolic invariant manifold theory
was studied comprehensively in [Fen71,HPS77] with further development in [BLZ98,BLZ99,BLZ08]
for abstract infinite-dimensional dynamical systems in Banach spaces and in [LW97,PS01] for partial
differential equations in Banach spaces. Roughly, this theory gives results of (i) persistence and
existence of center and center-(un)stable manifolds which maintain some smoothness, (ii) decoupling
and linearization of the system along the normally hyperbolic invariant manifold, and (iii) asymptotic
behaviors of the orbits around this invariant manifold. The result (iii) can be characterized by the
so called strong (un)stable foliations in center-(un)stable manifolds. This theory was expanded and
extended to more general settings in our paper [Che18c] which we will state briefly below in a
version of continuous dynamical systems towards making it applicable to both well-posed and ill-
posed differential equations. The reader can find more illustrations and remarks about this theory in
[Che18c] and see Section 4.4 for a more intuitive application to some classes of autonomous different
equations in Banach spaces.
(I). The setting for a C0,1 (immersed) submanifold Σ of a Banach space Z is the following. Take a
representation (Σ̂, φ) of Σ. Let Σ̂ be a C0 manifold and φ : Σ̂ → Z with φ(Σ̂) = Σ. For any m̂ ∈ Σ̂, let
Ûm̂(ǫ) be the component of φ−1(Σ∩Bφ(m̂)(ǫ)) containing m̂, whereBφ(m̂)(ǫ) = {m′ : |m′−m| < ǫ}. Let
φ(Ûm̂(ǫ)) = Um,γ(ǫ), Ûm̂ =
⋃
ǫ>0 Ûm̂(ǫ), Um,γ = φ(Ûm̂), where m = φ(m̂), γ ∈ Λ(m) , φ−1(φ(m̂)).
φm,γ , φ : Ûm̂ → Um,γ is homeomorphic with Ûm̂ open. There are a family of projections
{Πκm : m ∈ Σ}, κ = s, c, u, such that Πsm + Πcm + Πum = id. Set Πhm = id − Πcm, and Xκm = R(Πκm),
κ = s, c, u, h; also Xκ1κ2m = X
κ1
m ⊕ Xκ1m , where κ1 , κ2 ∈ {s, c, u}. For K ⊂ Σ, K̂ ′ ⊂ Σ̂ and κ = s, c, u, set
K̂ = φ−1(K) ⊂ Σ̂, K̂ǫ =
⋃
m̂∈K̂
Ûm̂(ǫ), Kǫ = φ(K̂ǫ ),
Xκm(r) = {x ∈ Xκm : |x | < r}, XκK̂′(r) = {(m̂
′, x) : x ∈ Xκ
φ(m̂′)(r), m̂′ ∈ K̂ ′}.
We make the following assumption which is essentially due to [BLZ99,BLZ08]; see also [Che19,
AppendixC] and [Che18c, Section 4.3] formore explanations about this class of (uniformly) immersed
submanifolds.
(H1) (C0,1 immersed submanifold). For any m ∈ Σ, ∃ǫm > 0, ∃δ0(m) > 0 such that
sup
{ |m1 − m2 − Πcm(m1 − m2)|
|m1 − m2 | : m1 , m2 ∈ Um,γ(ǫ)
}
≤ χm(ǫ) < 1/4,
where γ ∈ Λ(m), 0 < ǫ ≤ ǫm and χm(·) > 0 is increased, and
Xcm(δ0(m)) ⊂ Πcm(Um,γ(ǫm) − m),
that is, Σ is a C0,1 immersed submanifold of Z . Let K ⊂ Σ. We further assume Σ has some
local uniform properties around K . Suppose infm∈K ǫm > ǫ1 > 0.
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(H2) (about {Πκm}). There are constants L > 0, L0 > 0, such that (i) supm∈K |Πκm | ≤ L0 and (ii)
|Πκm1 − Πκm2 | ≤ L |m1 − m2 |,
where m1,m2 ∈ Um,γ(ǫ1), γ ∈ Λ(m),m ∈ K , κ = s, c, u.
(H3) (almost uniformly differentiable at K). supm∈K χm(ǫ) ≤ χ(ǫ) < 1/4 if 0 < ǫ ≤ ǫ1, where χ(·)
is an increased function.
(H4) (uniform size neighborhood at K). There is a constant δ0 > 0 such that infm∈K δ0(m) > δ0.
Some examples are the following.
• Σ is an open set of a complemented closed subspace of Z and d(K, ∂Σ) > 0.
• Any C1 compact embedding submanifold Σ of Z with d(K, ∂Σ) > 0 and K ⊂ Σ, where ∂Σ is the
boundary of Σ.
• If φ : Σ̂ → Z is a C1 leaf immersion (see [HPS77, Section 6]) with Σ̂ boundaryless, then
φ(Σ̂) = Σ with itself satisfies (H1) ∼ (H4) (by smooth approximation on TΣ); in this case Σ̂ is
finite-dimensional. A special case is a leaf of a compact foliation.
• The finite-dimensional cylinders (or Tn, Sn) in Z . See also [BLZ99] for an example.
For the smooth result of invariantmanifolds, we need, in some sense, theC0 continuity of m 7→ Πκm
in all Σ in the immersed topology.
(H0) For small ξ0 > 0 and every m̂ ∈ Σ̂, assume lim supm̂′→m̂ |Πκφ(m̂′) −Πκφ(m̂) | ≤ ξ0, κ = s, c, u. That
is, Πκ(·) is ξ0-almost continuous in the following sense.
We say a function g : Σ → M is ξ-almost uniformly continuous around K (in the immersed
topology), if the amplitude of g around K ⊂ Σ, defined by
AK (ǫ) , AK,g(ǫ) , sup{d(g(m), g(m0)) : m ∈ Um0,γ(ǫ), m0 ∈ K, γ ∈ Λ(m0)},
where d is the metric in M, satisfies AK (ǫ) ≤ ξ as ǫ → 0. We say g is ξ-almost continuous (in
the immersed topology) if for each m ∈ Σ, one has A{m}(ǫ) ≤ ξ as ǫ → 0. A family of functions
g
λ : Σ→ M, λ ∈ Θ, are said to be ξ-almost equicontinuous around K (in the immersed topology), if
supλ∈Θ AK,gλ (ǫ) ≤ ξ as ǫ → 0.
(II). Let t : m 7→ tm , t(m) be a C0 semiflow on Σ in the immersed topology; this means that
there is a C0 semiflow t̂ on Σ̂ such that φ ◦ t̂ = t ◦ φ.
(III). Let Π̂κm, κ = s, c, u, be projections such that Π̂
s
m + Π̂
c
m + Π̂
u
m = id, m ∈ Σ. Set X̂κm = R(Π̂κm)
and X̂κ1κ2m = X̂
κ1
m ⊕ X̂κ2m , m ∈ Σ, κ1, κ2 ∈ {s, c, u}, κ1 , κ2. X̂κm(r) = {x ∈ X̂κm : |x | < r}.
(IV). Let H : R+ × Z → Z be a continuous correspondence. Let Ĥ(t,m) = H(t)(· +m) − t(m), i.e.
GraphĤ(t,m) = GraphH(t) − (m, t(m)) ⊂ Z × Z; so Ĥ is a continuous cocycle correspondence over t.
For brevity, we adopt the following notions. Suppose for all t, s ≥ 0 and m ∈ Σ,
Ĥ(t, s(m)) ∼ (F̂κ
t,s(m), Ĝ
κ
t,s(m)) : X̂κs(m)(rt,1) ⊕ X̂κ1s(m)(rt,2) → X̂κ(t+s)(m)(r ′t,1) ⊕ X̂
κ1
(t+s)(m)(r ′t,2),
where κ1 = csu− κ, and where rt,i, r ′t,i > 0, i = 1, 2, are constants independent of m but might depend
on t and inf{ri,t, r ′i,t : t ∈ [a, b]} > 0 for any b > a ≥ 0.
• If (F̂κ
t,s(m), Ĝ
κ
t,s(m)) satisfies (A′)(α1(m), c(m)λt1(m)) (see Section 2.4), then we say Ĥ ≈ (F̂κ, Ĝκ)
satisfies (A′1) (α1, λ1; c) condition in κ-direction;
• if (F̂κ
t,s(m), Ĝ
κ
t,s(m)) satisfies (A′)(α(m), c(m)λt1(m)) condition (see Section 2.4) and if t ≥ εˆ1,
(A)(α(m); α1(m), c(m)λt1(m)) condition (see Section 2.4), where εˆ1 > 0 is a constant, then we
say Ĥ ≈ (F̂κ, Ĝκ) satisfies (A0) (α; α1, λ1; c) condition in κ-direction;
• similarly, (B′1) (β1, λ2; c) condition in κ-direction and (B0) (β; β1, λ2; c) condition in κ-direction.
(A1) (submanifold condition) Let Σ with K ⊂ Σ satisfy (H1) ∼ (H4).
(A2) ((strictly) inflowing condition) Let t0 > 0 be fixed and ξ > 0 small. The semiflow in (II)
satisfies the following. (i) t0(Σ) ⊂ K; (ii) there are functions vt : Σ → Z , t ∈ [0, t0], which are
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ξ-almost equicontinuous around K (in the immersed topology), and a (small) ξ1 > 0 such that
supt ∈[0,t0] supm∈Σ |vt (m) − t(m)| ≤ ξ1.
(A3) (approximately normal hyperbolicity condition) Σ satisfies the following ‘approximately cs-
normal hyperbolicity’ condition with respect to H. Assume there is a small ξ2 > 0 such that
supm∈K |Π̂κm − Πκm | ≤ ξ2, κ = s, c, u.
(a) ((A′)(B) condition) Suppose Ĥ ≈ (F̂cs, Ĝcs) satisfies (A′1)(α, λu; c) (B0)(β; β′, λcs; c) con-
dition in cs-direction. Moreover,
(i) (angle condition) supm α(m)β′(m) < 1/2, infm{β(m) − β′(m)} > 0;
(ii) (spectral condition) supm λu(m) < 1;
(iii) the functions α(·), β(·), β′(·), λu(·), λcs(·) are bounded, ξ-almost continuous and ξ-
almost uniform continuous around K (in the immersed topology) and also c(·) is bounded.
(b) (approximation) There is a small η > 0 such that
sup
t ∈[0,t0]
sup
m∈Σ
|F̂cst,m(0, 0)| ≤ η, sup
t ∈[0,t0]
sup
m∈Σ
|Ĝcst,m(0, 0)| ≤ η.
(c) (s-contraction) If (0, xˆs
i
, xˆu
i
) × (x˜c
i
, x˜s
i
, x˜u
i
) ∈ GraphH(t0,m) ∩ {X̂csm (rt0,1) ⊕ X̂um(rt0,2) ×
X̂cs
t0(m)(r
′
t0,1
) ⊕ X̂u
t0(m)(r
′
t0,2
)}, i = 1, 2, m ∈ Σ, and | x˜u1 − x˜u2 | ≤ B | xˆs1 − xˆs2 |, then
| x˜s1 − x˜s2 | ≤ λ∗s | xˆs1 − xˆs2 |,
where B > supm∈M c(ω)λt0cs(m)β(m) is some constant and λ∗s < 1.
(A4) (smooth condition) (i) Assume for every m ∈ Σ, F̂cst0,m(·), Ĝcst0,m(·) are C1, and (H0) holds with
ξ0 sufficiently small.
(ii) (spectral gap condition) supm λcs(m)λu(m) < 1.
We say a submanifold Σ of X satisfying assumption (A1) is approximately (strictly) inflowing and
approximately cs-normally hyperbolicwith respect to H if the assumptions (A2) (A3) hold; sometimes
we also say Σ is (strictly) inflowing with respect to the semiflow t.
• Under (A1) (A2) (i), we say {zt }t≥0 in Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(̺) is a (σ, ,̺ ε)-forward orbit (or forward orbit
for short) of H, if zt = (m̂t, xst , xut ) ∈ Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(̺), φ(m̂t) + xst + xut ∈ H(t − s)(φ(m̂s) + xss + xus )
(t ≥ s), m̂t0 ∈ Ût̂0(m̂0)(ε) and m̂t ∈ Û(t−t1)(m̂t1 )(ε) where 0 ≤ t − t1 ≤ t0, t ≥ t0, t1 ≥ 0.• Similarly, under (A1) (A2) (i), we say {zn}n∈N in Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(̺) is a (σ, ,̺ ε)-forward orbit (or
forward orbit for short) of H(t0), if zn = (m̂n, xsn, xun ) ∈ Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(̺), φ(m̂n) + xsn + xun ∈
H(t0)(φ(m̂n−1) + xsn−1 + xun−1) and m̂n ∈ Ût̂0(m̂n−1)(ε), n = 1, 2, . . ..
• Similar notion of (σ, ,̺ ε)-backward orbit of H(t0) (resp. H) can be defined, if t0 : Σ1(⊂ Σ) → Σ is
invertible where Σ1 ⊂ K (resp. t is a flow). For instance, {z−t }t≥0 in Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(̺) is a (σ, ,̺ ε)-
backward orbit (or backward orbit for short) of H, if z−t = (m̂−t, xs−t, xu−t ) ∈ Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(̺),
φ(m̂−t) + xs−t + xu−t ∈ H(s − t)(φ(m̂−s) + xs−s + xu−s) (0 ≤ t ≤ s), m̂−t0 ∈ Û−̂t0(m̂0)(ε) and m̂t ∈
Û(t−t1)(m̂t1 )(ε) where −t0 ≤ t − t1 ≤ 0, t ≤ −t0, t1 ≤ 0. {zt }t ∈F is a (σ, ,̺ ε)-orbit if {zt }t ∈F+ is a
(σ, ,̺ ε)-forward orbit and {z−t }t ∈F+ is a (σ, ,̺ ε)-backward orbit, where F = R or Z.
Theorem 4.9 (center-stable manifold). Let (A1) (A2) (A3) hold. If ξ, ξ1, ξ2, η are small, and χ(ǫ)
is small when ǫ is small, (or more precisely, there are ζ1, ζ2 > 0 and a function η(·, ·) > 0, if
ξ, ξ1, ξ2, χ(ǫ) < ζ1 and η ≤ η(ǫ, χ(ǫ)) < ζ1, provided ǫ < ζ2,) then there are positive small ε, σ, ̺
(depending on χ(ǫ), ǫ) such that the following hold.
(1) In Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(̺), there is a set Wcs
loc
(Σ) called the local center-stable manifold of Σ, which is
defined by
Wcs
loc
(Σ) = {z ∈ Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(̺) : ∃{zn}n≥0 such that z0 = z,
and it is a (σ, ,̺ ε)-forward orbit of H(t0)}.
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Moreover, it has the following properties.
(i) Wcs
loc
(Σ) can be represented as a graph of a map. That is there is a map h0 such that
h0(m̂, ·) : Xsφ(m̂)(σ) → Xuφ(m̂)(̺), m̂ ∈ Σ̂, and
Wcsloc(Σ) = Graphh0 , {(m̂, xs, h0(m̂, xs)) : xs ∈ Xsφ(m̂)(σ), m̂ ∈ Σ̂}.
Moreover, h0 in some sense is (uniformly) Lipschitz around K , that is, there is a function
µ(·), such that µ(m) = (1 + χ∗)β′(m) + χ∗ with χ∗ → 0 as ǫ, χ(ǫ), η → 0, and for every
m ∈ K , it holds
|Πum(h0(m̂1, xs1 ) − h0(m̂2, xs2 ))| ≤ µ(m)max{|Πcm(φ(m̂1) − φ(m̂2))|, |Πsm(xs1 − xs2)|},
where m̂i ∈ Ûm̂(ε), xsi ∈ Xsφ(m̂i )(σ), m̂ ∈ φ
−1(m).
(ii) Furthermore, the map h0 is unique in the sense that if h
′
0 satisfies (i) and Graphh
′
0 ⊂
H(t0)−1Graphh′0, then h′0 = h0.
(iii) We use the following notations: for any K̂ ′ ⊂ Σ̂ and 0 < σ′ < σ, set
Wcs
loc
(K̂ ′) , Graphh0 |Xs
K̂′ (σ), W
cs
σ′ (K̂ ′) , Graphh0 |Xs
K̂′ (σ
′).
Then (a) Wcs
loc
(Σ) ⊂ H(t)−1Wcs
loc
(K̂ε) if t ≥ t0; (b) Wcsσ1(K̂ε) ⊂ H(t)−1Wcsloc(Σ) for some
σ1 < σ if t ≥ 0; (c) Σ ⊂ Wcsloc(Σ), if η = 0.
(2) H(t0) inWcsloc(Σ) induces amapmeaning that for any z0 = (m̂0, xs0, xu0 ) ∈ Wcsloc(Σ), there is only one
z1 = (m̂1, xs1, xu1 ) , φ(m̂1) + xs1 + xu1 ∈ Wcsloc(Σ) such that z1 ∈ H(t0)(z0), where m̂1 ∈ Ûû(m̂0)(ε),
xκ
i
∈ Xκ
φ(m̂i ), m̂i ∈ Σ̂, i = 0, 1, κ = s, u. Denote the map by H : z0 7→ z1. Similarly, H in
Wcsσ1(K̂ε) induces a semiflow ϕ, i.e. for every z = (m̂0, xs0, xu0 ) ∈ Wcsσ1 (K̂ε), there is a unique
(σ, ,̺ ε)-forward orbit {zt }t≥0 ⊂ Wcsloc(Σ) of H such that z0 = z; define ϕt (z0) = zt .
(3) In addition, let (A4) hold with ξ0 (in (H0)) sufficiently small, then W
cs
loc
(Σ) is a C1 immersed
submanifold of X . Furthermore, suppose η = 0 and Dxcs Ĝcst0,m(0, 0, 0) = 0 for all m ∈ Σ. Then
TmW
cs
loc
(Σ) = X̂csm for all m ∈ Σ.
Proof. The results associated with H(t0), in fact, had been proved in our paper [Che18c]; so we refer
the reader to see that paper for details. What we need to prove is the center-stable manifold is also
invariant under H(t) (i.e. (1) (iii)) and H in Wcs
loc
(K̂ε) induces a semiflow (i.e. (2)).
Fix t such that 0 < t < t0. First note that the constant ε is chosen such that (H2) ∼ (H4) also hold
and so the (uniformly) Lipschitz continuity of h0 in (1) (i) when K is replaced by K2ε; see [Che18c]
for details. Take any m̂ ∈ K̂ε and set m = φ(m̂) (∈ Kε), mt = t(m) and m̂t = t̂(m̂). By assumption
(A2) (ii), we can assume mt ∈ K2ε , i.e. m̂t ∈ K̂2ε , if ξ, ξ1 are small. The local representation fm̂t of
Wcs
loc
(K̂2ε) at m̂t is given by
() mt + x
s
+ xc + fm̂t (xs, xc) = φ(m̂′) + xs + h0(m̂′, xs),
where xκ ∈ Xκmt (c1σ∗), κ = s, c, (c1 is smaller than 1 but sufficiently close to 1), m̂′ ∈ Ûm̂t (ε),
xs ∈ Xs
φ(m̂′)(σ∗); here σ∗ can be taken in [χ∗ε, σ] for some small χ∗ > 0 depending on ε, χ(ε), η and
χ∗ → as ε, χ(ε), η → 0 (see [Che18c]). Also, note that Lip fm̂t (·) ≈ β′(m̂t). By Lemma 4.2, for any
xs0 ∈ Xsm(σ1), there are unique xu0 ∈ Xum and xκ ∈ Xκmt (c1σ), κ = s, u, such that
() mt + x
s
+ xc + fm̂t (xs, xc) ∈ H(t)(m + xs0 + xu0 ),
where σ1 = O(χ∗ε) ∈ (χ∗ε, σ); also we have xu0 ∈ Xum(̺1), where ̺1 = O(χ∗ε) < ̺; write
mt + x
s
+ xc + fm̂t (xs, xc) as (). Next, if we show there is (m̂1, xs1, xu1 ) ∈ XsK̂ε (σ1) ⊕ X
u
K̂ε
(̺1), where
m̂1 ∈ Ût̂0(m̂)(ε), such that
φ(m̂1) + xs1 + xu1 ∈ H(t0)(m + xs0 + xu0 ) ∩ H(t)−1(Graphh0),
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where H(t)−1(Graphh0) is constructed as the above way (i.e. ()), then from the characterization of
Wcs
loc
(Σ) (i.e. conclusion (1)), we see xu0 = h0(m̂, xs0 ), which yields Wcsσ1 (K̂ε) ⊂ H(t)−1Wcsloc(Σ). By
the cocycle property of H and Graphh0 ⊂ H(t0)−1Graphh0, there is a unique (m̂2, xs2, xu2 ) ∈ Graphh0,
where m̂2 ∈ Ût̂0(m̂′)(ε), such that φ(m̂2) + xs2 + xu2 ∈ H(t0)(φ(m̂′) + xs + h0(m̂′, xs)); that is
m + xs0 + x
u
0 ∈ H(t)−1 ◦ H(t0)−1(φ(m̂2) + xs2 + xu2 ) = H(t0)−1 ◦ H(t)−1(φ(m̂2) + xs2 + xu2 ),
and so there are x˜κ ∈ Xκ
t0(m), κ = s, c, u, such that{
t0(m) + x˜s + x˜c + x˜u ∈ H(t0)(m + xs0 + xu0 ),
t0(m) + x˜s + x˜c + x˜u ∈ H(t)−1(φ(m̂2) + xs2 + xu2 ).
By assumption (A3) (c) about H(t0) and xs0 ∈ Xsm(σ1), we have x˜κ ∈ Xκt0(m)(c1σ1), κ = s, c, and
x˜u ∈ Xu
t0(m)(c1̺1). From the detailed construction of tubular neighborhoods around K of Σ in X (see
[Che18c]), we can write
t0(m) + x˜s + x˜c + x˜u = φ(m̂1) + xs1 + xu1,
where xs1 ∈ Xsφ(m̂1)(σ1), x
u
1 ∈ Xuφ(m̂1)(̺1), and m̂1 ∈ Ût̂0(m̂)(ε). Note that from assumption (A2) (ii)
and
|φ(m̂2) − t(t0(m))| = |φ(m̂2) − t0(φ(m̂′)) + t0(φ(m̂′)) − t0(mt)|,
|t(φ(m̂1)) − φ(m̂2)| = |t(φ(m̂1)) − t(t0(m)) + t(t0(m)) − φ(m̂2)|,
we know |t(φ(m̂1)) − φ(m̂2)| can be made small if ε and ξ, ξ1 are small, and so
φ(m̂2) + xs2 + xu2 = t(φ(m̂1)) + xˆs + xˆc + f̂t (m̂1)(xˆs, xˆc) ∈ H(t)(φ(m̂1) + xs1 + xu1 ).
Since |xκi | ≤ O(χ∗ε), i = 1, 2, κ = s, u, we can further get m̂2 ∈ Ût̂(m̂1)(ε) when ε, χ(ε), η is small (in
order to make χ∗ small). Therefore, φ(m̂2)+ xs2 + xu2 ∈ H(t)−1(Graphh0) is constructed as (). This
completes the proof of Wcsσ1 (K̂ε) ⊂ H(t)−1Wcsloc(K̂2ε) ⊂ H(t)−1Wcsloc(Σ) for 0 < t < t0.
As Wcs
loc
(Σ) ⊂ H(t0)−1Wcsloc(K̂ε), one has (a) Wcsσ1(Σ) ⊂ H(t)−1Wcsloc(K̂ε) for all t ≥ t0 and (b)
Wcsσ1 (K̂ε) ⊂ H(t)−1Wcsloc(Σ) for all t ≥ 0. Now for any z0 = (m̂0, xs0, xu0 ) ∈ Wcsσ1(K̂ε), there are unique
znt0 = (m̂nt0, xsnt0, xunt0 ) , φ(m̂nt0)+ xsnt0 + xunt0 ∈ Wcsσ1(K̂ε) such that znt0 ∈ H(t0)(z(n−1)t0), n = 1, 2, . . .,
where m̂nt0 ∈ Ût̂0(m̂(n−1)t0 )(ε), x
κ
nt0
∈ Xκ
φ(m̂nt0 )
, m̂nt0 ∈ K̂ε , κ = s, u; moreover, for (n − 1)t0 < t < nt0,
there are unique zt = (m̂t, xst , xut ) , φ(m̂t)+xst +xut ∈ Wcsloc(K̂2ε) such that zt ∈ H(t−(n−1)t0)(z(n−1)t0),
where m̂t ∈ Ûŝ(m̂(n−1)t0 )(ε) and s = t − (n − 1)t0. So {zt }t≥0 is a (σ, ,̺ ε)-forward orbit of H; we can
let ϕt (z0) = zt . The proof is complete. 
For the existence of strong stable foliation, we need the following assumption.
(A5) (strong stable foliation condition) (a) Suppose Ĥ ≈ (F̂s, Ĝs) satisfies (A′1)(αcu , λcu; c) (B0)(βs ;
β′s , λs; c) condition in s-direction. Moreover,
(i) (angle condition) supm αcu(m)β′s(m) < 1/2, infm{βs(m) − β′s(m)} > 0;
(i′) furthermore, αcu(m) ≤ 1, β′(m) ≤ 1, β′(m) ≤ β′s(m), m ∈ Σ;
(ii) (spectral gap condition) supm λs(m) < 1, supm λs(m)λcu(m) < 1;
(iii) αcu(·), βs(·), β′s(·), λs(·), λcu(·) are bounded, ξ-almost continuous and ξ-almost uniform
continuous around K (in the immersed topology).
(b) (smooth condition) Assume for every m ∈ Σ, F̂st0,m(·), Ĝst0,m(·) are C1, and (A4) holds.
In the following, we use the notation: an . bn, n → ∞ (an ≥ 0, bn > 0), meaning that
supn≥0 b
−1
n an < ∞.
The following theorem is a corresponding result of [Che18c, Theorem II] for the discrete version.
The invariance of the strong stable foliation about H(t) (i.e. the following conclusion (ii) (d) (e)) can
be proved as the same way as Theorem 4.9, so the details are omitted.
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Theorem 4.10 (strong stable foliation). In the context of Theorem 4.9, let (A5) (a) hold.
(1) For possibly further smaller η, ǫ, χ(ǫ), there are σ0, σ1 > 0 (σ0 < σ1 < σ), an open V ⊂ Wcsloc(Σ)
(in the immersed topology) and a foliationWss of V (called the strong stable foliation) such that
Wcsσ1(Σ) ⊂ V , and each leaf Wss(z0) and each small plaque Wssσz0 (z0) ofW
ss (with diameter σz0)
through z0 ∈ V have the following properties:
(i) (Lipschitz representation)Wssσz0
(z0) can be represented as a Lipschitz graph of Xsφ(m̂)(σ0) →
Xcu
φ(m̂) with a Lipschitz constant less than ≈ βs(φ(m̂)) and σz0 = σ0, where z0 = (m̂, xs, xu) ∈
Wcsσ1 (K̂ε).
(ii) (invariance) (a) z0 ∈ Wssσz0 (z0), H(W
ss
σz0
(z0)) ⊂ Wssσ0(H(z0)), H(Wss(z0)) ⊂ Wss(H(z0)),
z0 ∈ V; (b)H(Wcsloc(Σ)) ⊂ Wcsσ1(K̂ε); (c) Wss(z0) =
⋃
z∈W ss (z0) W
ss
σz
(z); (d) ϕt (Wss(z0)) ⊂
Wss(ϕt (z0)) for t ≥ t0, z0 ∈ V; (e) ϕt (Wssσ0(z)) ⊂ Wssσ0(ϕt (z)) for t ≥ 0, z ∈ Wcsσ1 (K̂ε).
(iii) (characterization) if z ∈ Wss(z0), then |Hn(z) − Hn(z0)| . ε(n)s (z0), n → ∞; if z ∈ V and
|Hn(z) − Hn(z0)| . ε(n)s (z0), n → ∞, then z ∈ Wss(z0), where z0 = (m̂, xs, xu) ∈ V , the
function εs(·) satisfies λs(φ(m̂)) + ς < εs(z0) < λ−1cu(φ(m̂)) − ς for small ς > 0 depending
on ǫ, χ(ǫ), η such that ς → 0 as ǫ, χ(ǫ), η → 0 and sup εs(·) < 1,
ε
(n)
s (z0) = εκ((H)n−1(z0)) · · · εκ(H(z0))εκ(z0).
In fact, if z, z0 ∈ Wcsσ1 (K̂ε), then z ∈ Wss(z0) if and only if |ϕt (z) − ϕt (z0)| . εt−rs (ϕr (z0)) as
t →∞ for a large r > 0.
(iv) Wss is a C0 foliation; in fact, Wcsσ1(K̂ε) ∋ z0 7→ Wssσ0(z0) is uniformly (locally) Hölder.
(v) In addition, let (A5) (b) hold. Then each small plaque Wssσz0
(z0) is C1.
(vi) Under (v) with additional assumption that DF̂κt0,m(·), DĜκt0,m(·), m ∈ Σ, κ = cs, s, are
equicontinuous, it holds that Wcsσ1(K̂ε) ∋ z0 7→ Wssσ0(z0) is uniformly C0 in C1-topology in
bounded subsets (in the immersed topology).
(2) (invariant case) Assume η = 0.
(i) Then for z0 ∈ Wcsloc(Σ), Hn(z0) → Σ. In fact, the convergence is uniform for z0; that is
Hn(Wcs
loc
(Σ)) → Σ as n →∞. Also, ϕt (Wcsσ1(K̂ε)) → Σ as t →∞.
(ii) Let (A5) (b) hold. Further, assume for all m ∈ Σ,
Dxcs Ĝ
cs
t0,m
(0, 0, 0) = 0, Dxs Ĝst0,m(0, 0, 0) = 0,
then TmW
ss
σm
(m̂) = X̂sm, where m = φ(m̂) ∈ Σ.
(iii) In addition, assume that (a) z 7→ F̂st0,m(z), Ĝst0,m(z) are C1,1 uniform for m ∈ Σ, that
(b) Σ ∈ C1, and m 7→ Πκm, κ = s, c, u are C1 in the immersed topology, and that (c)
supm λcs(m)λs(m)λcu(m) < 1. ThenWss is a C1 foliation (or more precisely, a C1 bundle
over Σ̂).
See [Che18c] for more results about the regularity of the strong stable foliation.
Next we consider the manifold being both approximately (strictly) inflowing and overflowing and
approximately (full) normal hyperbolicity. We need the following assumptions.
(B1) Let (A1) hold but K = Σ.
(B2) (i)Assume t : Σ→ Σ is a C0 flow (in the immersed topology) and let ξ > 0 be small and t0 > 0.
(ii) There are functions vt : Σ → X , t ∈ [−t0, t0], which are ξ-almost equicontinuous (in the
immersed topology), and a (small) ξ1 > 0 such that supt ∈[−t0,t0] supm∈Σ |vt (m) − t(m)| ≤ ξ1.
(B3) Σ satisfies the following ‘approximately (full) normal hyperbolicity’ condition with respect to
H. Assume there is a small ξ2 > 0 such that supm∈Σ |Π̂κm − Πκm | ≤ ξ2, κ = s, c, u.
(a) ((A) (B) condition) Let κ1 = cs, κ2 = u, κ = cs, or κ1 = s, κ2 = cu, κ = cu. Suppose
Ĥ ≈ (F̂κ, Ĝκ) satisfies (A0) (ακ2 ; α′κ2 , λκ2 ; c) (B0) (βκ1 ; β′κ1 , λκ1 ; c) condition in κ1-direction.
Moreover,
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(i) (angle condition) supm α
′
κ2
(m)β′κ1(m) < 1/2, infm{ακ2(m) − α′κ2 (m)} > 0, infm{βκ1 (m) −
β′κ1 (m)} > 0;
(i′) supm α
′
u(m)β′s(m) < 1, α′cu(m) ≤ 1, β′cs(m) ≤ 1, β′cs(m) ≤ β′s(m), α′cu(m) ≤ α′u(m),
m ∈ Σ;
(ii) (spectral condition) supm λs(m) < 1, supm λu(m) < 1, supm λκ1(m)λκ2(m) < 1;
(iii) ακ2 (·), α′κ2(·), βκ1 (·), β′κ1 (·), λκ2(·), λκ1(·) are bounded and ξ-almost uniform continuous
(in the immersed topology).
(b) (approximation) There is a small η > 0 such that for κ = cs, cu,
sup
t ∈[0,t0]
sup
m∈Σ
|F̂κt,m(0, 0)| ≤ η, sup
t ∈[0,t0]
sup
m∈Σ
|Ĝκt,m(0, 0)| ≤ η.
(c) (s-contraction and u-expansion) For some small r0 > 0 and any (xˆsi , xˆci , xˆui ) × (x˜si , x˜ci , x˜ui ) ∈
GraphH(t0, m) ∩ {X̂sm(r0) ⊕ X̂cm(r0) ⊕ X̂um(r0) × X̂st0(m)(r0) ⊕ X̂
c
t0(m)(r0) ⊕ X̂
u
t0(m)(r0)}, i = 1, 2,
m ∈ Σ,
(i) if x˜s1 = x˜
s
2 = 0 and | x˜u1 − x˜u2 | ≤ B | xˆs1 − xˆs2 |, then | x˜s1 − x˜s2 | ≤ λ∗s | xˆs1 − xˆs2 |;
(ii) if x˜u1 = x˜
u
2 = 0 and | xˆs1 − xˆs2 | ≤ B | x˜u1 − x˜u2 |, then | xˆu1 − xˆu2 | ≤ λ∗u | x˜u1 − x˜u2 |,
where B > max{supm∈M c(ω)λt0cs(m)βcs(m), supm∈M c(ω)λt0cu(m)αcu(m)} is some (large)
constant and λ∗s < 1, λ
∗
u < 1.
(B4) (smooth condition) Assume for every m ∈ Σ, κ = cs, cu, F̂κt0,m(·), Ĝκt0,m(·) are C1.
We say a submanifold Σ of X satisfying assumption (B1) is approximately invariant and approxi-
mately (full) normally hyperbolic with respect to H if the assumptions (B2) (B3) hold. The following
result is a corollary of Theorem 4.9 and Theorem 4.10 by using the notion of dual correspondence
(see Section 2.3); see also [Che18c, Corollary III]
Corollary 4.11 (trichotomy case). Let (B1) (B2) (B3) hold. If ξ, ξ1, ξ2, η are small, and χ(ǫ) is small
when ǫ is small, then there are positive ε, σ, ̺ small such that the following hold.
(1) In Xs
Σ̂
⊕ Xu
Σ̂
, there are three sets Wcs
loc
(Σ), Wcu
loc
(Σ), Σc , called the local center-stable, local
center-unstable, local center manifold of Σ, respectively, which are defined and characterized by
Wcs
loc
(Σ) = {z ∈ Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(̺) : ∃ {zn}n≥0 such that z0 = z,
and it is a (σ, ,̺ ε)-forward orbit of H(t0)}
= {z ∈ Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(̺) : ∃ a (σ, ,̺ ε)-forward orbit {zn}n≥0 of H(t0)
such that z0 = z, d(zn, Σc) → 0, n →∞},
Wculoc(Σ) = {z ∈ XsΣ̂(̺) ⊕ X
u
Σ̂
(σ) : ∃ {z−n}n≥0 such that z0 = z,
and it is a ( ,̺ σ, ε)-backword orbit of H(t0)}
= {z ∈ Xs
Σ̂
(̺) ⊕ Xu
Σ̂
(σ) : ∃ a ( ,̺ σ, ε)-backword orbit {z−n}n≥0 of H(t0)
such that z0 = z, d(z−n, Σc) → 0, n →∞},
Σ
c
= Wcs
loc
(Σ) ∩Wcu
loc
(Σ)
= {z ∈ Xs
Σ̂
(σ) ⊕ Xu
Σ̂
(σ) : ∃{z−n}n∈Z such that z0 = z,
and it is a (σ, σ, ε)-orbit of H(t0)}.
Moreover, they have the following properties.
(i) Wcs
loc
(Σ) ⊂ H(t0)−1Wcsloc(Σ), Wculoc(Σ) ⊂ H(t0)Wculoc(Σ), Σc ⊂ H(t0)±1Σc .
(ii) Wcs
loc
(Σ), Wcu
loc
(Σ), Σc can be represented as graphs of maps respectively. That is there are
maps hκ0 , κ = cs, cu, c, such that for m̂ ∈ Σ̂,
hcs0 (m̂, ·) : Xsφ(m̂)(σ) → Xuφ(m̂)(̺),
hcu0 (m̂, ·) : Xuφ(m̂)(σ) → Xsφ(m̂)(̺),
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hc0 (m̂) ∈ Xsφ(m̂)(σ) ⊕ Xuφ(m̂)(σ),
and Wcs
loc
(Σ) = Graphhcs0 , Wculoc(Σ) = Graphhcu0 , Σc = Graphhc0 . hκ0 , κ = cs, cu, c, are
Lipschitz in the following sense. There are functions µκ(·), κ = cs, cu, c, such that µcs(m) =
(1+ χ∗)β′cs(m)+ χ∗, µcu(m) = (1+ χ∗)α′cu(m)+ χ∗ and µc = max{µcs, µcu}, with χ∗ → 0+
as ǫ, χ(ǫ), η → 0, and for every m ∈ Σ, it holds for κ = s, u,
|Πsu−κm (hcκ0 (m̂1, xκ1 ) − hcκ0 (m̂2, xκ2 ))| ≤ µcκ (m)max{|Πcm(φ(m̂1) − φ(m̂2))|, |Πκm(xκ1 − xκ2 )|},
max{|Πum(hc0 (m̂1) − hc0 (m̂2))|, |Πsm(hc0 (m̂1) − hc0 (m̂2))|} ≤ µc(m)|Πcm(φ(m̂1) − φ(m̂2))|,
where m̂i ∈ Ûm̂(ε), xκi ∈ Xκφ(m̂i )(σ), m̂ ∈ φ
−1(m).
(iii) Moreover, the maps hκ0 , κ = cs, cu, c, satisfying (i) (ii), are unique. Also, if η = 0, then
Σ
c
= Σ =Wcs
loc
(Σ) ∩Wcu
loc
(Σ).
(iv) There is a positive constant σ1 less than σ such that W
cs
σ1
(Σ) ⊂ H(t)−1Wcs
loc
(Σ), Wcuσ1 (Σ) ⊂
H(t)Wcu
loc
(Σ), Σc ⊂ H(t)±1Σc for all t ∈ R+.
(2) H : Wcsσ1(Σ) → Wcsloc(Σ), H−1 : Wcuσ1 (Σ) → Wculoc(Σ), and H : Σc → Σc induce semiflows
ϕtcs, ϕ
t
cu, ϕ
t
c respectively, with ϕ
t
c being a flow; that is, for any z
cs, zcu, zc belonging to Wcsσ1(Σ),
Wcuσ1 (Σ), Σc , respectively, there are a forward orbit {zcst }t≥0 ⊂ Wcsloc(Σ), a backward orbit{zcut }t≤0 ⊂ Wculoc(Σ), an orbit {zct }t ∈R ⊂ Σc of H, respectively, such that zκ0 = zκ , κ = cs, cu, c;
now let ϕtκ = z
κ
t , κ = cs, cu, c. Furthermore, ϕ
t
cs(Wcsσ1(Σ)) → Σc , ϕtcu(Wcuσ1 (Σ)) → Σc , as t →∞.
Set ϕ
t0
cs = H cs0 , ϕ
t0
cu = H−cu0 , ϕt0c = H c0 .
(3) In addition, let (B4) hold. Then Wcs
loc
(Σ), Wcu
loc
(Σ), Σc are C1 immersed submanifolds of X . Let
X˜κmc , TmcW
κ
loc
(Σ), κ = cs, cu, X˜cmc , TmcΣc , mc ∈ Σc , then X˜csmc ∩ X˜cumc = X˜cmc . Moreover,
Dϕtcs(mc)X˜csmc ⊂ X˜csϕtcs (mc ), Dϕ
t
cu(mc)X˜cumc ⊂ X˜cuϕtcu (mc ), Dϕ
t
c(mc)X˜cmc = X˜cϕtc (mc ), mc ∈ Σ
c .
(4) There is a C0 foliationWss (resp. Wuu) of Wcs
loc
(Σ) (resp. Wcu
loc
(Σ)), with leavesWss(mc) (resp.
Wuu(mc)), mc ∈ Σc , called strong stable foliation (resp. strong unstable foliation) such that the
following properties hold. Set mc = (m̂, xs, xu) ∈ Σc.
(i) Wss (resp. Wuu) is invariant under ϕtcs (resp. ϕtcu), meaning that ϕtcs(Wss(mc) ∩
Wcsσ1 (Σ)) ⊂ Wss(ϕtc(mc)), t ≥ 0 (resp. ϕtcu(Wuu(mc) ∩Wcuσ1 (Σ)) ⊂ Wuu(ϕtc(mc)), t ≤ 0).
(ii) The leaves are characterized by the following. z ∈ Wss(mc) (resp. z ∈ Wuu(mc)) if
and only if z ∈ Wcs
loc
(Σ) (resp. z ∈ Wcu
loc
(Σ)) and |(H cs0 )n(z) − (H cs0 )n(mc)| . ε
(n)
s (mc)
(resp. |(H−cu0 )n(z) − (H−cu0 )n(mc)| . ε
(n)
u (mc)), n → ∞, where λs(φ(m̂)) + ς < εs(mc) <
λ−1cu(φ(m̂)) − ς (resp. λu(φ(m̂)) + ς < εu(mc) < λ−1cs (φ(m̂)) − ς) for small ς > 0 depending
on ǫ, χ(ǫ), η such that ς → 0 as ǫ, χ(ǫ), η → 0. Here sup{εs(·), εu(·)} < 1,
ε
(n)
s (mc) = εκ((H c0 )n−1(mc)) · · · εκ(H c0 (mc))εκ(mc),
ε
(n)
u (mc) = εκ((H c0 )−n+1(mc)) · · · εκ((H c0 )−1(mc))εκ(mc).
In fact, for κ = s, u, if z, z0 ∈ Wcκσ1 (Σ), then z ∈ Wκκ(z0) if and only if |ϕtcκ (z) − ϕtcκ (z0)| .
εt−rκ (ϕrcκ (z0)) as t →∞ for a large r > 0.
(iii) There is a small σ0 > 0 such that each small plaque Wssσ0(mc) (resp. Wuuσ0 (mc)) of Wss
(resp. Wuu) (with diameterσ0) throughmc ∈ Σc is a Lipschitz graph of Xsφ(m̂)(σ0) → Xcuφ(m̂)
(resp. Xu
φ(m̂)(σ0) → Xcsφ(m̂)) with Lipschitz constant less than approximately β′s(φ(m̂)) (resp.
α′u(φ(m̂))).
(iv) The holonomymaps forWss andWuu are uniformly (locally) Hölder, or equivalentlyWss
andWuu are uniformly (locally) Hölder foliations in the immersed topology.
(v) In addition, let (B4) hold. Then each leaf ofWss andWuu is a C1 immersed submanifold
of X . Let TmcW
ss(mc) = X˜smc and TmcWuu(mc) = X˜umc . Then X˜κ1κ2mc = X˜κ1mc ⊕ X˜κ2mc ,
κ1 = c, κ2 = s, u, X = X˜
s
mc
⊕ X˜cmc ⊕ X˜umc and, mc 7→ X˜κmc is continuous (in the immersed
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topology), κ = s, c, u. Moreover, under additional assumption that DF̂κt0,m(·), DĜκt0,m(·),
m ∈ Σ, κ = cs, cu, are equicontinuous, it holds that Σc ∋ mc 7→ Wcκσ0 (mc) is uniformly C0
in C1-topology in bounded sets (in the immersed topology), κ = s, u.
(vi) In fact, Wcκ
loc
(Σ) is a C0 bundle over Σc with fibers Wκκ(mc), mc ∈ Σc , κ = s, u.
(vii) Assume that (a) z 7→ F̂κt0,m(z), Ĝκt0,m(z) are C1,1 uniform for m ∈ Σ, κ = cs, cu, that
(b) Σ ∈ C1, and m 7→ Πκm, κ = s, c, u, are C1 in the immersed topology, and that (c)
supm λcs(m)λs(m)λcu(m) < 1, supm λcu(m)λu(m)λcs(m) < 1. ThenWss andWuu are C1
foliations (or more precisely, C1 bundles over Σc).
(5) The following exponential tracking property of Wcs
loc
(Σ) and Wcu
loc
(Σ) holds. If {z−t }t≥0 is a
(σ, ,̺ ε)-backward orbit of H, then there is a unique (σ, ,̺ ε)-orbit {zt }t ∈R ⊂ Σc of H such
that |z−t − z−t | . εt−ru (ϕrc(z0)) as t → ∞ for a large r > 0; similarly, if {z′t }t≥0 is a (σ, ,̺ ε)-
forward orbit of H, then there is a unique (σ, ,̺ ε)-orbit {z′t }t ∈R ⊂ Σc of H, such that |z′t − z′t | .
εt−rs (ϕrc(z′0)) as t →∞ for a large r > 0.
4.3. application I: general C0 cocycle case.
• Let M be a topology space. t : M → M is a C0 semiflow, i.e. R+ × M → M, (t, ω) 7→ tω is
continuous and 0ω = ω, (t + s)ω = t(sω) for all t, s ∈ R+, ω ∈ M.
Many concrete well-posed and ill-posed differential equations can be reformulated as the abstract
differential equation (3.2), i.e.
Ûz(t) = C(tω)z(t) + f (tω)z(t),
where C(ω) : D(C(ω)) ⊂ Z → Z , ω ∈ M, are a family of closed linear operators, Z is a Banach
space and f is a nonlinear map.
Example 4.12. We first give two classical results to show how our results can be applied to differential
equations.
(a) In [Yi93, CY94], the authors studied the (global) invariant manifolds of (3.2) in the setting
that C(ω) ∈ L(Z, Z), Z = Rn, M is a smooth compact manifold, t : M → M is a smooth flow
and f ∈ Ck
b
(M × Z, Z) with sufficient smallness of supω supx ‖Dx f (ω)(x)‖ by using the Lyapunov-
Perron method. The uniform dichotomy on R of the smooth cocycle {T0(t, ω)} generated by {A(ω)} is
described simply in the absolute sense, i.e. λs, λu are constant in the assumption (UD) in page 23. The
existence of the invariant manifolds of (3.2) for this case is the direct consequence of Theorem 4.3
or Theorem 4.1 (for the case ε1(·) ≡ 1), and the C1,1 smoothness of those invariant manifolds
follows from the corresponding regularity results for the bounded section case, i.e. supω η(t, ω) <
∞ (see [Che19, Section 6.10] for details). Here note that under C1,1 smoothness of ω 7→ C(ω)
with corresponding spectral gap condition, the (spectral) projections appeared in uniform dichotomy
condition (i.e. Definition 3.9) also depend on ω ∈ M in a C1,1 fashion and so are T1, S1; this fact
combiningwithC1,1 smoothness of f gives the desired regularity condition (needed in [Che19, Section
6.10]) on the cocycle generated by the nonlinear equation (3.2). (Higher regularity can be proved
in the same way.) The existence of the invariant foliations for the cocycle given in [CY94] is the
corollary of [Che19, Theorem 7.6] or Theorem 4.1 for the case η(·, ·) ≡ 0, and the C1 smoothness of
those invariant foliations now follows from Theorem 4.8; see also [Che19, Theorem 7.6].
(b) In [CL97], the authors also developed the theory of invariant manifolds for cocycles in Banach
spaces. In the first part of their paper, the authors studied the (global) center manifolds of the non-
autonomous differential equation (3.2) in the setting that M = R, t(s) = t + s, Z is a Banach space,
{A(t)} generates aC0 evolution family {T0(t, s)}t≥s in Z , and f ∈ Ck,1 = Ck,1(R×Z, Z)with sufficient
smallness of supt ∈R supx ‖Dx f (t, x)‖. In [CL97], the uniform dichotomy on R of {T0(t, s)} is also
described simply in the absolute sense, i.e. λs, λu are constant in the assumption (UD) in page 23.
f ∈ Ck,1 here means that (t, x) 7→ Dix f (t, x), i = 0, 1, . . . , k, are continuous and
| f |Ck,1 = max{sup
t
Lip
x
Dkx f (t, x),max{sup
(t,x)
‖Dix f (t, x)‖ : i = 0, 1, . . . , k}} < ∞.
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It seems that in their definition of Ck,1 (see [CL97, Page 363]), sup(t,x) | f (t, x)| < ∞ is missing.
If this additional assumption removes, Ck,1 is no longer a Banach space. In fact, the authors also
technically assumed sup(t,x) | f (t, x)| < ∞ in their proof (see e.g. [CL97, Theorem 2.7]). Moreover,
the assumption sup(t,x) | f (t, x)| < ∞ can be replaced by f (t, 0) = 0 for all t ∈ R. No matter in what
situation, the existence of the centermanifold is a consequenceof Theorem 4.1 (if sup(t,x) | f (t, x)| < ∞
using the case ε1(·) ≡ 1 and if f (t, 0) = 0 for t ∈ R the case ε1(·) ≡ 0). The Ck−1,1 ∩ Ck regularity of
this center manifold follows from Theorem 4.7.
In the second part of their paper, the authors further studied the existence of center manifolds for
cocycles (or skew-product flows) generated by (3.34) (see Section 3.3). The authors reduced this
case to the non-autonomous differential equation by a ‘lifting’ method; for details consult their paper.
However, no smoothness result about center manifolds was given. This can be done from our general
results; see Section 4.1 and [Che19]. However, unlike case (a), the regularity condition on spectral
projections as well as T1, S1 in uniform dichotomy condition (i.e. Definition 3.9) should be assumed
directly. Using Theorem 3.36, our results in Section 4.1 as well as [Che19, Section 7.2] can be applied
to (3.2) for this case.
Let us consider the existence and regularity of the invariant manifolds of (3.2) in more general
settings where C, L, f are given by one of (type I) ∼ (type III) listed in Section 1.2; for (type III),
in fact we study the integral equation (3.33), and as a matter of convenience, we identify integral
equation (3.33) and differential equation (3.2). We focus on two situations below:
(◦1) f (ω)(0) = 0, ω ∈ M;
(◦2) supt≥0 supz | f (tω)(z)| < ∞, ω ∈ M.
Theorem 4.13. (Case I). Let (◦1) and the conditions in one of the following cases hold with c > 1: (i)
Theorem 3.36 (2) with infω{µu(ω) − µs(ω) − (1+ c)εm(ω)} > 0; (ii) Theorem 3.14 or Theorem 3.28
(1) with infω{µu(ω) − µs(ω) − (1 + c)ε′(ω)} > 0; (iii) Theorem 3.28 (2) with infω{µu(ω) − µs(ω) −
(1 + c)η(ω)} > 0. Then there is a unique setM = ⋃ω∈M (ω,Mω) ⊂ M × Z such that the following
(1) ∼ (3) hold.
(1) 0 ∈ Mω;
(2) Mω = GraphΨω , a Lipschitz graph of Ψω : Xω → Yω with LipΨω ≤ β(ω);
(3) M is positively invariant under (3.2), meaning for each (ω, z) ∈ M, there is a (mild) solution u(t)
(t ≥ 0) of (3.2) with u(0) = z such that u(t) ∈ Mtω for all t ≥ 0.
(4) If z 7→ f (ω)z is C1 for each ω ∈ M, so is x 7→ Ψω(x).
(Case II). Let (◦2) hold. Assume one of the above cases (i) ∼ (iii) holds with an additional spectral
condition in each corresponding case: (i) infω{µu(ω) − εm(ω)} > 0; (ii) infω{µu(ω) − ε′(ω)} > 0;
(iii) infω{µu(ω) − η(ω)} > 0. Then there is a unique setM =
⋃
ω∈M (ω,Mω) ⊂ M × Z such that (2)
(3) hold with supt≥0 |Ψtω(0)| < ∞ for each ω ∈ M; moreover this set also satisfies (4). In addition,
if all the functions µs, µu and εm(·) (or ε′(·), η(·)) are bounded and supω supz | f (ω)(z)| < ∞, then
supω |Ψω(0)| < ∞.
Note that for the case of Theorem 3.28, Mω ⊂ D(A). If t is a flow and (3.1) satisfies uniform
trichotomy condition (see e.g. page 55 below) and similar spectral gap condition asTheorem 4.13, then
from Theorem 4.13, we see there are three sets which are invariant, positively invariant and negatively
invariant about (3.2) under case (◦1), and there is an invariant set of (3.2) if supt ∈R supz | f (tω)(z)| < ∞,
ω ∈ M; the precise statement is left to the reader (see also Theorem 4.20).
Proof. (Case I). The unique existence ofM such that (1)∼ (3) hold directly follows fromTheorem 4.1
with the section i = 0 and the function η(·, ·) thereof satisfying η(·, ·) ≡ 0 (i.e. ε1(·) ≡ 0) as (◦1) holds.
The C1 smoothness of Ψω(·) is a consequence of Theorem 4.7.
(Case II). Note that under (◦2), the cocycle correspondence induced by (3.2) fulfills Theorem 4.1
with the function η(·, ·) thereof satisfying sups≥0 η(t, sω) < ∞ for each (t, ω) ∈ R+ × M and the
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section i = 0. Indeed, for any 0 ≤ t1 < t2, let z(t) = (x(t), y(t)) ∈ Xtω ⊕ Ytω (t1 ≤ t ≤ t2) satisfy
(3.31) or (3.11) with x(t1) = 0, y(t2) = 0, and then |x(t2)| ≤ Cr (ω) and |y(t1)| ≤ Cr (ω), where
t2 − t1 = r; so we can take sups≥0 η(r, sω) ≤ Cr (ω). This can be seen as follows. If z(·) satisfies
(3.11), then obviously there are λ(ω) > 0 and K(ω) > 0 such that |x(t2)| ≤ K(ω)eλ(ω)(t2−t1) and
|y(t1)| ≤ K(ω)eλ(ω)(t2−t1). If z(·) satisfies (3.31), then from Lemma 3.15, we also have λ(ω) > 0
and K(ω) > 0 such that |x(t2)| ≤ K(ω)eλ(ω)(t2−t1) and |y(t1)| ≤ K(ω)eλ(ω)(t2−t1). Moreover, if all
the functions µs, µu and εm(·) (or ε′(·), η(·)) are bounded and supω supz | f (ω)(z)| < ∞, then we can
choose Cr (ω) independent of ω ∈ M. The proof is complete. 
Recall Definition 3.9, where we have assumed (3.1) satisfies uniform dichotomy on R+. So we
have Z0 = Xω ⊕ Yω associated with projections Pω, Pcω = id − Pω , and functions µs, µu : M → R.
Here Z0 = D(A) if Theorem 3.28 holds and Z0 = Z otherwise. Let εˆ(·) be equal to εm(·), ε′(·), or η(·)
according to case (i) ∼ (iii) in Theorem 4.13.
Theorem 4.14. Assume µs, µu, εˆ are bounded and ξ-almost continuous; the latter means that
lim sup
ω′→ω
max{|µκ (ω′) − µκ(ω)|, |εˆ(ω′) − εˆ(ω)|} ≤ ξ, for each ω ∈ M,
where κ = s, u. Then for small ξ > 0, the set M obtained in Theorem 4.13 further satisfies
the following: (1) (ω, x) 7→ Ψω(Pωx) is C0; (2) if, in addition, (ω, z) 7→ Dz f (ω)z is C0, so is
(ω, x) 7→ DxΨω(Pωx).
Proof. We mention that, the C0 continuity of Ψ(·)(·) and DxΨ(·)(·), which is not the case considered
in Theorem 4.8 or even [Che19] as maybe the spectral subbundles
⊔
ω Xω,
⊔
ω Yω (in Definition 3.9)
don’t have C0 topology compatible with the bundle structure, should prove directly, but the strategy
is almost the same as [Che19]. Let H ∼ (F,G) be the cocycle correspondence induced by (3.2).
Note that under the spectral condition given in Theorem 4.13, the functions α, β in (A′1)(α, λu; k)
(B1)(β; β′, λs; c) condition can be chosen as constants; also, the functions λs, λu can be chosen as
Cξ-almost continuous for certain constant C > 0. Take cˆ = supω k(ω) if case (iii) holds and cˆ = 1
otherwise, and λ′′κ (ω) = λ′′κ (ω) + Cξ where κ = s, u, β′′(ω) = β, α′′(ω) = α. Then we can let t0 > 0
be large and ξ small such that
θ′′ , sup
ω
cˆ2λ′′s
t0(ω)λ′′u t0(ω)
1 − α′′(ω)β′′(ω) < 1.
The map Ψω is constructed through the following equation{
Ft0,ω(x,Ψt0ω(xt0,ω(x))) = xt0,ω(x),
Gt0,ω(x,Ψt0ω(xt0,ω(x))) = Ψω(x).
Consider for fixed x ∈ Z0,
lim sup
ω′→ω
|Ψω′(Pω′ x) − Ψω(Pωx)|
≤ lim sup
ω′→ω
|Gt0,ω′(Pω′ x,Ψt0ω′(xt0,ω′(Pω′ x))) − Gt0,ω(Pωx,Ψt0ω(xt0,ω(Pωx)))|
≤ lim sup
ω′→ω
|Gt0,ω′(Pω′ x,Ψt0ω′(xt0,ω′(Pω′ x))) − Gt0,ω′(Pω′ x, Pct0ω′Ψt0ω(xt0,ω(Pωx)))|
+ lim sup
ω′→ω
|Gt0,ω′(Pcω′ x, Pt0ω′Ψt0ω(xt0,ω(x))) − Gt0,ω(Pωx,Ψt0ω(xt0,ω(Pωx)))|
≤cˆλ′′u t0(ω) lim sup
ω′→ω
|Ψt0ω′(xt0,ω′(Pω′ x)) − Ψt0ω(xt0,ω(Pωx))| + 0
≤cˆλ′′u t0(ω)β′′(ω) lim sup
ω′→ω
|xt0,ω(Pω′ x) − xt0,ω(Pωx)|
+ cˆλ′′u
t0(ω) lim sup
ω′→ω
|Ψt0ω′(Pt0ω′ xˆ) − Ψt0ω(Pt0ω xˆ)|,
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where xˆ = xt0,ω(Pωx), and similarly,
lim sup
ω′→ω
|xt0,ω(Pω′ x) − xt0,ω(Pωx)| ≤ α′′(ω)β′′(ω) lim sup
ω′→ω
|xt0,ω(Pω′ x) − xt0,ω(Pωx)|
+ α′′(ω) lim sup
ω′→ω
|Ψt0ω′(Pt0ω′ xˆ) − Ψt0ω(Pt0ω xˆ)|,
which yields
lim sup
ω′→ω
|Ψω′(Pω′ x) − Ψω(Pωx)| ≤
cˆλ′′u
t0(ω)
1 − α′′(ω)β′′(ω) lim supω′→ω
|Ψt0ω′(Pt0ω′ xˆ) − Ψt0ω(Pt0ω xˆ)|.
Therefore,
sup
x
lim sup
ω′→ω
|Ψω′(Pω′ x) − Ψω(Pωx)|
|Pωx |
≤ cˆλ
′′
u
t0(ω)
1 − α′′(ω)β′′(ω) supx lim supω′→ω
|Ψt0ω′(Pt0ω′ xˆ) − Ψt0ω(Pt0ω xˆ)|
|xt0,ω(Pωx)|
|xt0,ω(Pωx)|
|Pωx | ,
and so,
sup
ω
sup
x
lim sup
ω′→ω
|Ψω′(Pω′ x) − Ψω(Pωx)|
|Pωx | ≤θ
′′ sup
ω
sup
x
lim sup
ω′→ω
|Ψt0ω′(Pt0ω′ xˆ) − Ψt0ω(Pt0ω xˆ)|
|xt0,ω(Pωx)|
≤θ′′ sup
ω
sup
x
lim sup
ω′→ω
|Ψω′(Pω′ x) − Ψω(Pωx)|
|Pωx | ,
Note that
sup
ω
sup
x
lim sup
ω′→ω
|Ψω′(Pω′ x) − Ψω(Pωx)|
|Pωx | ≤ 2cˆ supω λs(ω) < ∞,
and this shows that lim supω′→ω |Ψω′(Pω′ x) − Ψω(Pωx)| = 0. And because of supω LipΨω(·) < ∞,
we see (ω, x) 7→ Ψω(Pωx) is C0.
For the proof of C0 continuity of DxΨ(·)(·), first observe that K1ω(x) = DxΨω(x) satisfies the
following ‘variant’ equations:{
DFt0,ω(x,Ψt0ω(xt0,ω(x)))(id,K1t0ω(xt0,ω(x))Dx xt0,ω(x)) = Dx xt0,ω(x),
DGt0,ω(x,Ψt0ω(xt0,ω(x)))(id,K1t0ω(xt0,ω(x))Dx xt0,ω(x)) = K1ω(x).
Now the same argument in the proof of C0 continuity of Ψ(·)(·) can be applied, which is omitted
here. 
Here, we do not give more results about the regularity of Ψω with respect to ω ∈ M; this can be
done, for example, if the regularity condition respecting base points on spectral projections and T1, S1
in the uniform dichotomy condition (i.e. Definition 3.9) satisfied by (3.2) is assumed directly, which
could be induced from the regularity of ω 7→ L(ω) if {C(ω)} has the special form C(ω) = A + L(ω),
ω ∈ M.
Finally, let’s introduce the following class of non-autonomous differential equations which can be
reformulated as (3.2) and so our results in Section 4.1 can be applied; see also [CL99].
Example 4.15. Consider the following non-autonomous linear differential equation:
(4.2) Ûz(t) = a(t)Az(t),
where A is a generator of a C0 semigroup T and a ∈ L∞(R,R+\{0}) (the all measurable bounded
functions such that inf a(·) ≥ r > 0). Let M be the closure of {at = a(t + ·) : t ∈ R+} in L∞(R,R).
Set
T0(t, ω)x = T
(∫ t
0
ω(s) ds
)
x, x ∈ Z, ω ∈ M,
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Then (4.2) generates the cocycle {T0(t, ω)} on Z over t : M → M, where (tω)(s) , ω(t + s). Let
A(ω) = ω(0)A and f : Z → Z . One can study the invariant manifolds of (3.2) for this type of
differential equations. If A is a generator of C0 bi-semigroup, then similarly (4.2) generates cocycle
correspondence; see also Section 3.3. Here, note that since we do not assume a ∈ C(R,R+), in
general, ddt |t=0T0(t, ω)x may not exist except for x = 0.
Example 4.16. Consider the following non-autonomous linear differential equation:
(4.3) Ûz(t) = Az(t) + a1(t)L1z(t) + a1(t)L2z(t) + · · · + an(t)Lnz(t),
where (i) A : D(A) ⊂ Z → Z is one class of (type •a) ∼ (type •c) listed in Section 1.2, and Z0, Z−1
as well, (ii) Li ∈ L(Z0, Z−1), and (iii) ai ∈ L∞(R,R), i = 1, 2, . . . , n. Let M be the closure of
{(a1, a2, · · · , an)t = (a1(t + ·), a2(t + ·), · · · , an(t + ·)) : t ∈ R+}
in L∞(R,Rn). Define
L(ω)x =
n∑
i=1
ωi(0)Lix : M × Z0 → Z−1, ω = (ω1, ω2, · · · , ωn) ∈ M .
The semiflow t on M is defined by (tω)(s) = ω(t + s). Let C(ω) = A + L(ω) and f : M × Z0 → Z−1.
Then one can study the invariant manifolds of (3.2) for this type of differential equations. Some
concrete examples are the following.
(i) ∂t z = ∂ssz−a(t)z+ f (z), s ∈ (0, 1). Take X = L2(0, 1), Ax = Üx, x ∈ D(A) = H2(0, 1)∩H10 (0, 1).
(ii) ∂t z = ∂sz + a(t)z + f (z), s ∈ (0, 1). Take X = C[0, 1], Ax = Ûx, x ∈ D(A) = C10 [0, 1]. (Note that
D(A) , X .)
(iii) Let fi ∈ Lip(Z, Z), i = 1, 2.
Ûz(t) =
{
f1(z), n ≤ t < n + 1,
f2(z), n + 1 ≤ t < n + 2,
n = ±1,±3, . . . .
In this case f (ω, z) = ω1(0) f1(z)+ω2(0) f2(z), A(ω) = 0, whereω = (ω1, ω2) = (ω1, 1−ω1) ∈ M.
n = 2. a1(t) = 1 if 2k − 1 ≤ t < 2k, a1(t) = 0 otherwise. a2 = 1 − a1.
4.4. application II: autonomous different equations around some invariant sets. In applications,
equation (3.2) will arise naturally when we study the following autonomous differential equation
around some invariant set. (•I) Consider
(4.4)
{
Ûz(t) = Az(t) + g(z(t)),
z(0) = z0 ∈ Z0,
where g ∈ C1(Z0, Z−1), and A : D(A) ⊂ Z → Z , Z0, Z−1 are one of (type •a) ∼ (type •c) listed in
Section 1.2. Note that Z0 ֒→ D(A−α). For some concrete examples of (4.4), see Appendix C.
We say a set M is positively invariant under (4.4) (resp. for time t > t0), if for every z0 ∈ M, there
is a mild solution u(t) (t ≥ 0) of (4.4) with u(0) = z0 satisfying u(t) ∈ M for all t ≥ 0 (resp. t > t0).
Similar notion of negatively invariant (or invariant) set can be defined as well.
(•II)Assume there is a set M positively invariant under (4.4) such that it induces a natural semiflow
t in M by tω = u(t) where u(t) (t ≥ 0) is the unique mild solution of (4.4) in M with u(0) = ω.
The invariant M usually can be taken as equilibriums, (a-)periodic orbit, several orbits or with their
closure (including e.g. homoclinic orbits, heteroclinic orbits), or the global compact attractor, etc.
(•III) The linearized equation (4.4) along M is given by
(4.5) Ûz(t) = Az(t) + L(tω)z(t),
where L(ω) = Dg(ω) : Z0 → Z−1,ω ∈ M; in addition, assume that for everyω ∈ M, supt≥0 |L(tω)| =
τ(ω) < ∞, and ω 7→ τ(ω) is locally bounded (i.e. (D1) in page 10 holds) if Z0 = Z , and
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supω∈M |L(ω)| < ∞ otherwise. Now by studying equation (3.2) with
f (ω)z = g(z + ω) − L(ω)z − g(ω) : Z0 → Z−1,
i.e.
(4.6) Ûz(t) = Az(t) + L(tω)z(t) + f (tω)z(t),
one can give some dynamical results about (4.4) around M, e.g. stability, persistence or bifurcation;
see [Hen81,DPL88,Wig94,Tem97,BLZ98,BLZ99,BLZ08,MR09a,ElB12,Zel14].
The results about abstract dynamical systems in Section 4.1 (or see [Che19] in detail) with
Theorem 3.28 and Theorem 3.36 can be applied to (4.6) directly to obtain different types of in-
variant manifolds and foliations such as the (un)stable, center-(un)stable and pseudo-(un)unstable
manifolds for an equilibrium and strong (un)stable foliations; see Section 4.3. The reader can find
more results about invariant foliations in [Che19] for the discrete case. In the following, let us apply
the results in Section 4.2 to (4.4) under (•I) ∼ (•III) and the normal hyperbolicity of M.
Lemma 4.17. u(t) is a mild solution of (4.4) if and only if z(t) = u(t) − tω is a mild solution of (4.6).
Set
Bǫ (M) = {x ∈ Z0 : d(x, M) < ǫ}.
For a map h : Br (M) → M, whereM is a metric space with metric d, the amplitude of h in Br (M),
as usual, is defined by
Ah |Br (M ) , lim sup
ǫ→0
{d(h(m), h(m0)) : |m − m0 | ≤ ǫ, m,m0 ∈ Br (M)}.
For example, if h|Br (M) is uniformly continuous if and only if Ah |Br (M ) = 0; if M is precompact in Z0,
then Ah |Br (M ) can be sufficiently small when r is small. For a C
0 (resp. C1) map h : Br (M) → B
where B is a Banach space, we use the notation |h|C0(Br (M)) = supz∈Br (M) |h(z)| (resp. |h|C1(Br (M)) =
max{|h|C0(Br (M)), |Dh(·)|C0(Br (M))}).
Settings A. (AI) (submanifold). Let Σ = M ⊂ Z0 with K ⊂ Σ satisfy assumption (A1) in Section 4.2
with χ(ǫ) sufficiently small as ǫ → 0; so we have projections Πκω , ω ∈ M, κ = s, c, u.
(AII) (semiflow). Assume the semiflow t is C0 in the immersed topology and satisfies the following.
(i) ∃t0 > 0 such that t0(M) ⊂ K; (ii) t : M → M, 0 ≤ t ≤ t0, considered as maps of M → Z0, are
ξ-almost equicontinuous around K (in the immersed topology); see page 40.
Condition (i), roughly,means the semiflow t (uniformly) crosses the ‘boundary’ of M transversally;
condition (ii) is redundant if K is precompact in Z0; if t0 is small and supt ∈[0,t0] supm∈Σ |t(m)−m| ≤ ξ,
then condition (ii) is also satisfied (see [BLZ99,BLZ08] in this case as well).
(AIII) Suppose the linear equation (4.5) satisfies uniform dichotomy on R+ (see Definition 3.9 or
page 14); so we have Z0 = Xω ⊕ Yω associated with projections Pω, Pcω = id − Pω , and functions
µu, µs : M → R. Take C1 > 1 such that |Pω |, |Pcω | ≤ C1. We assume µu, µs are bounded, ξ-almost
continuous and ξ-almost uniformly continuous around K (in the immersed topology).
(AIV) (a) Suppose ADg |Br (M ) ≤ χ when r is small. (b) Let Π̂sω = 0, Π̂cω = Pω , Π̂uω = Pcω, ω ∈ M.
Assume there is a small ξ2 > 0 such that supω∈K |Π̂κω − Πκω | ≤ ξ2, κ = s, c, u.
By Theorem 4.9, we can give a persistence result about M.
Theorem 4.18. Under above Settings A, let g˜ ∈ C1(Br (M), Z0) such that supz∈Br (M){|g˜(z)−g(z)|} ≤
η.
(1) If A is a generator of a C0 semigroup or a C0 bi-semigroup, or a Hille-Yosida operator, assume
ADg˜ |Br (M ) ≤ χ,
sup
t≥0
{|Dg˜(tω) − Dg(tω)|} ≤ ε(ω), ω ∈ M,
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andω 7→ ε(ω) is bounded, ξ-almost continuous and ξ-almost uniformly continuous around K (in
the immersed topology). If ξ, ξ2, χ, η, r > 0 are small, and there is a constant c >
√
2 such that
inf
ω
{µu(ω) − µs(ω) − (1 + c)2C1ε(ω)} > 0, inf
ω
{µu(ω) − 2C1ε(ω)} > 0,
then for the following perturbed equation about (4.4),
(>)
{
Ûz(t) = Az(t) + g˜(z(t)),
z(0) = z0 ∈ Z0,
there is aC1 immersed submanifold M˜ inBr (M) such that it is homeomorphic to M and positively
invariant under above equation for time t > t0. Also, M is a C
1 immersed submanifold. For more
properties of M˜, see Theorem 4.9.
(2) If A is an MR operator (see the assumption (MR) in page 17), assume supz∈Br (M){|Dg˜(z) −
Dg(z)|} ≤ ε1. If ξ, ξ2, χ, η, r, ε1 > 0 are small and
(⊛) inf
ω
µu(ω) > 0, inf
ω
{µu(ω) − µs(ω)} > 0,
then (>) also has a C1 immersed submanifold M˜ in Br (M) such that it is homeomorphic to M
and positively invariant under above equation for time t > t0; furthermore M is a C
1 immersed
submanifold, and M˜ → M, T M˜ → T M as χ, η, ε1 → 0.
Proof. We will apply Theorem 4.9. First consider (2). Let |g˜ − g |C1(Br (M)) ≤ η + ε1 , ε0. Since
ADg |Br (M ) ≤ χ, we have ADg˜ |Br (M ) ≤ χ + 2ε0. In particular, there is a small ǫ > 0 (ǫ < r)
such that for f˜ (ω)(z) = g˜(z + ω) − L(ω)z − g(ω), it holds Lip f˜ (ω)|Bǫ < 2(χ + 2ε0) , δǫ , where
Bǫ = {x ∈ Z0 : |x | < ǫ}. So by using the radial retraction, i.e.
rε(x) =
{
x, if |x | ≤ ε,
εx/|x |, if |x | ≥ ε,
we assume there is a map f̂ such that Lip f̂ (ω) < 2δǫ and f̂ (ω)|Bǫ = f˜ (ω). Applying Theorem 3.28
(2) to the following equation if δǫ is small:
Ûz(t) = Az(t) + L(ω)z(t) + f̂ (ω)z(t),
we see that the cocycle correspondence Ĥ ∼ (F̂, Ĝ) induced by this equation satisfies (A0)(α; α1, λcs ; k)
(B0)(α; α1, λu; k) condition (see page 40), whereα, α1, k are constant functions such that 0 < α1 < α <
1/2, k > 1, and λcs(·), λu(·) are bounded and Cξ-almost continuous and Cξ-almost uniformly contin-
uous around K (in the immersed topology) for some constant C > 0 such that supω λcs(ω)λu(ω) < 1,
supω λu(ω) < 1; also note that we can take α → 0 as δǫ → 0. Note that when η is sufficiently smaller
than ǫ , it holds
(4.7) sup
t ∈[0,t0]
sup
ω∈M
{|F̂t,ω(0, 0)|, |Ĝt,ω(0, 0)|} ≤ C2η,
where C2 > 0 only depends on small t0 > 0, as |g˜ − g |C0(Br (M)) ≤ η. Thus, for the semiflow H
generated by equation (>), we have
(4.8) H˜(t, ω)(·) , H(t)(· + ω) − t(ω) ∼ (F̂t,ω, Ĝt,ω) :
Xω(rt,1) ⊕ Yω(rt,2) → Xt(ω)(r ′t,1) ⊕ Yt(ω)(r ′t,2), ω ∈ M,
where rt,i, r ′t,i , i = 1, 2, are taken such that they satisfy
kλˆtcsrt,1 + r
′
t,2 + C2η ≤ r ′t,1 ≤ ǫ/2, kr ′t,2 + rt,1 + C2η ≤ rt,2 ≤ ǫ/2,
and λˆcs = max{supω λcs(ω), 1}; for instance, if t ∈ [0, b], then rt,1 ≤ (cλˆbcs)−1ǫ/8, r ′t,2 ≤ ǫ/8, and
η is assumed to be small such that C2η ≤ ǫ/8. As g˜ ∈ C1(Br (M), Z0) and f̂ (ω)|Bǫ = f˜ (ω), we
know F̂t,ω(·, ·), Ĝt,ω(·, ·) are C1 in Xω(rt,1)×Yt(ω)(r ′t,2). Therefore, all the assumptions in Theorem 4.9
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are fulfilled if ξ, ξ2, χ, η, r, ε1 are small, and then the conclusion (2) follows. (Here note that M˜ is
constructed by the graph of h0, where h0(m) ∈ Xu(̺), m ∈ M; in addition, TmM˜ = GraphD f 0m(0, 0),
where h0(m′) + m′ = m + f 0m(xc) + xc , xc ∈ Xcm(σ), f 0m(xc) ∈ Xum and m′ belongs to a component of
M ∩ Bǫm (m) for small ǫm > 0; |D f 0m(xc)| < α; ̺→ 0 as η → 0. This induces M˜ → M, T M˜ → T M
as η, ε1 → 0.)
Proof of (1). This is essentially the same as (2), where the difference is g˜ might be a ‘large’
perturbation. Define f˜ as in (1). Since ADg˜ |Br (M ) ≤ χ (for this case, in fact ADg |Br (M ) ≤ χ being
useless), there is a small ǫ > 0 (ǫ < r) such that Lip f˜ (ω)|Bǫ ≤ 2χ + ε(ω) and Lip f (ω)|Bǫ ≤ χ. In
the proof of (2), the radial retraction is used to truncate f˜ , but this is unnecessary, for we can consider
the following equation directly:
(⊚) Ûz(t) = Az(t) + L(ω)z(t) + f˜ (ω)z(t),
or (3.31) (if A is a Hille-Yosida operator), or (3.11) (if A is a generator of a C0 semigroup or a C0
bi-semigroup), where f (ω)(·) thereof is replaced by f˜ (ω)(·). Note that f˜ (ω)(·) = f (ω)(·)+ g˜(·+ω) −
g(· + ω) and f (ω)(0) = 0. Let z(t) = (x(t), y(t)) ∈ Xtω(ǫ/2) ⊕ Ytω(ǫ/2) satisfy (3.31) or (3.11) with
x(t1) = 0, y(t2) = 0. Then |x(t)| ≤ C2η and |y(t)| ≤ C2η for t ∈ [t1, t2] where t2 − t1 = t0 is small and
C2 depends on t0 but not η. Indeed, from (3.31) or (3.11), we see
max{|x |[t1,t2], |y |[t1,t2]} ≤ max{1, eµs t0, e−µu t0}C1δ1(t0){(χ + ε(m))|z|[t1,t2] + η},
where |x |t1,t2 = supt ∈[t1,t2] |x(t)| (similar for |y |[t1,t2], |z|[t1,t2]) and δ1(t0) → 0 as t0 → 0; here if A
is a generator of a C0 semigroup or a C0 bi-semigroup, then δ1(t0) = t0; for the case Z0 , Z , we
need supω |L(ω)| < ∞ (in (•III)) to give a uniform estimate on δ1(t0) (see Lemma 3.20 (2)). In
the proof of Theorem 3.14 or Theorem 3.28, we certainly prove the fact that for any given t1 < t2
and ω ∈ M, if (x(t), y(t)), (x′(t), y′(t)) ∈ Xtω(ǫ/2) ⊕ Ytω(ǫ/2), t1 ≤ t ≤ t2, satisfy (3.31) or (3.11),
and | xˆ(t1)| ≤ α(ω)| yˆ(t1)|, then | xˆ(t2)| ≤ α(ω)| yˆ(t2)| (or | xˆ(t2)| ≤ kα(ω, ǫ1)α(ω)| yˆ(t2)|) and | yˆ(t1)| ≤
λ
t2−t1
u (ω)| yˆ(t2)|, where xˆ(t) = x(t) − x′(t) and yˆ(t) = y(t) − y′(t).
Combining with two facts above, we obtain (i) the correspondence H induced by (>) satisfies (4.8)
with 0 < sup{tt,i, t ′t,i : i = 1, 2, t ∈ [0, b]} < ǫ/2, where {H˜(t, ω)} is the cocycle correspondence
induced by equation (⊚); (ii) (4.7) holds; (iii) moreover, (4.8) satisfies (A)(α1, λtcs(ω)) (B)(α1, λtu(ω))
condition and if t ≥ ǫ1 > 0, (A)(α; α1, λtcs(ω)) (B)(α; α1, λtu(ω)) condition, where 0 < α1 < α < 1/c,
and λcs(ω) = eµs (ω)+2C1ε(ω), λu(ω) = e−µu (ω)+2C1ε(ω) , supω λcs(ω)λu(ω) < 1, supω λu(ω) < 1.
So all the assumptions in Theorem 4.9 are fulfilled if ξ, ξ2, χ, η, r are small, then the conclusion (1)
follows. The proof is complete. 
Instead of assuming Π̂sω = 0, we consider the following.
(⋆) Let Xω = X̂sω ⊕ X̂cω associated with projections Π̂sω, Π̂cω such hat R(Π̂sω) = X̂sω , R(Π̂cω) = X̂cω . In
addition, suppose for T1(t, ω) in Definition 3.9 (b) (in page 13), it further has
T1(t, ω) = (T1,s(t, ω),T1,1(t, ω)) : X̂sω ⊕ X̂cω → X̂stω ⊕ X̂ctω,
with |T1(t, rω)| ≤ eµss (ω)t for all t, r ≥ 0 and ω ∈ Σ, where T1,s(t, ω) : X̂sω → X̂stω and
T1,1(t, ω) : X̂sω ⊕ X̂cω → X̂ctω . Also, µss(·) is bounded, ξ-almost continuous and ξ-almost
uniformly continuous around K (in the immersed topology) and supω µss(ω) < 0.
Theorem 4.19. Under above Settings A and (⋆), if ξ, ξ2, χ, r are small and (⊛) holds, then there
is a local center-stable invariant manifold Wcs
loc
(M) ⊂ Br (M) of M. Wcsloc(M) is a C1 immersed
submanifold of Z0 and is positively invariant under (4.4) for time t > t0. Moreover, if a mild solution
u(t) (t ≥ 0) of (4.4) always ‘stays’ in Br (M), then it must belong to Wcsloc(M) (i.e. u(t) ∈ Wcsloc(M)).
For more properties ofWcs
loc
(M), see Theorem 4.9 and Theorem 4.10. The above results are persistent
under small C1 perturbation of (4.4).
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Amild solution u(t) (t ≥ 0) of (4.4) always ‘stays’ inBr (M)meaning {u(t)}t≥0 is a (σ, ,̺ ε)-forward
orbit of the correspondence H induced by (4.4); see page 41.
Proof. Since Π̂sω , 0, we need to verify the assumption (A3) (c) in Theorem 4.9 (s-contraction). This
is simple as shown in the following. For any given t1 < t2 and ω ∈ M, let (x(t), y(t)), (x′(t), y′(t)) ∈
Xtω(ǫ/2) ⊕ Ytω(ǫ/2), t1 ≤ t ≤ t2, satisfy (3.31) or (3.11) with x(t1) = (xs, 0), x′(t1) = (x′s, 0),
y(t2) = xu, y′(t2) = x′u , and xˆ(t) = x(t) − x′(t) and yˆ(t) = y(t) − y′(t). Then
max{| xˆ |[t1,t2], | yˆ |[t1,t2]} ≤ σˆ1(t0)max{|xs − x′s |, |xu − x′u |},
where t0 = t2 − t1 and σˆ1(t0) → 1+ as t0 → 0; see e.g. the proof of Sublemma 3.32 (1). So for
xˆs(t) = Π̂stω xˆ(t), when |xu − x′u | ≤ B |xs − x′s |, we see
| xˆs(t2)| ≤ eµss (ω)t0 |xs − x′s | + Ĉδ1(t0)max{| xˆ |[t1,t2], | yˆ |[t1,t2]}
≤ {eµss (ω)t0 + Ĉδ1(t0)σˆ1(t0)(1 + B)}|xs − x′s |,
where Ĉ > 0 and δ1(t0) → 0 as t0 → 0. Now the conclusion follows from above. 
Settings B. (BI) Under (AI), let M be an invariant set of (4.4) and K = M.
(BII) Let t : M → M be a C0 flow in the immersed topology and ∃t0 > 0 such that t : M → M,
−t0 ≤ t ≤ t0, considered as maps of M → Z0, are ξ-almost equicontinuous (in the immersed
topology); see page 40.
(BIII) Suppose the linear equation (4.5) satisfies the following uniform trichotomy condition.
(a) Assume Z0 = X̂sω ⊕ X̂cω ⊕ X̂uω , ω ∈ M associated with projections Psω , Pcω , Puω = id − Psω − Pcω
such that R(Pκω) = X̂κω , κ = s, c, u. (ω, z) 7→ Pκωz is continuous.
(b) There are three C0 linear cocycles Ts, Tc , Tu such that Tκ(t, ω) : X̂κω → X̂κtω for all (t, ω) ∈ R × M
if κ = c, (t, ω) ∈ R+ ×M if κ = s, and (t, ω) ∈ −R+ ×M if κ = u. Write Tκ1κ2 = Tκ1 ⊕Tκ2 , κ1 , κ2.
Let z1(t) = (Ts(t − t1, t1ω)xs,Tc(t − t1, t1ω)xc,Tu(t − t2, t2ω)xu) ∈ X̂stω ⊕ X̂ctω ⊕ X̂utω (t1 ≤ t ≤ t2),
then it is the unique mild solution of (4.5) with Pcsω z1(t1) = xs + xc and Puωz1(t2) = xu . Also let
z2(t) = (Ts(t − t1, t1ω)xs,Tc(t − t2, t2ω)xc,Tu(t − t2, t2ω)xu) ∈ X̂stω ⊕ X̂ctω ⊕ X̂utω (t1 ≤ t ≤ t2), then
it is the uniquemild solution of (4.5) with Psωz2(t1) = xs and Pcuω z2(t2) = xc + xu .
(c) There is a constant C1 > 0 such that supω |Pκω | ≤ C1, κ = s, c, u.
(d) There are functions µs, µu, µcs, µcu of M → R, such that
|Ts(t, rω)| ≤ eµs (ω)t, |Tcs(t, rω)| ≤ eµcs (ω)t, |Tcu(−t, rω)| ≤ e−µcu (ω)t, |Tu(−t, rω)| ≤ e−µu (ω)t,
for all t, r ≥ 0 and ω ∈ M.
Assume µκ , κ = s, cs, cu, u, are bounded and ξ-almost uniformly continuous (in the immersed
topology). Moreover,
sup
ω
µs(ω) < 0, inf
ω
µu(ω) > 0, inf
ω
{µu(ω) − µcs(ω)} > 0, inf
ω
{µcu(ω) − µs(ω)} > 0.
(BIV)ADg |Br (M ) ≤ χwhen r is small. Assume there is a small ξ2 > 0 such that supω∈Σ |Pκω−Πκω | ≤ ξ2,
κ = s, c, u.
The following theorem is a consequence of Corollary 4.11 by using the same argument in the proof
of Theorem 4.18 and Theorem 4.19.
Theorem 4.20. Under above Settings B, if ξ, ξ2, χ, r are small, then there are local center-stable
and local center-unstable manifolds Wcs
loc
(M),Wcu
loc
(M) ⊂ Br (M) of M, which are C1 immersed
submanifolds of Z0. There is a positive constant r
′ < r such that for any z0 ∈ Wcsloc(M) ∩ Br ′(M),
there is a mild solution {u(t)}t≥0 ⊂ Wcsloc(M) (resp. {u(t)}t≤0 ⊂ Wculoc(M)) of (4.4) with u(0) = z0.
Moreover, if a mild solution {u(t)}t≥0 (resp. {u(t)}t≤0) of (4.4) always ‘stays’ in Br (M), then it
must belong to Wcs
loc
(M) (resp. Wcu
loc
(M)), and there is certain ω ∈ M such that |u(t) − tω| → 0
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(resp. |u(−t) − (−t)ω| → 0) exponentially as t → ∞. For more properties of Wcs
loc
(M),Wcu
loc
(M), see
Corollary 4.11.
The above results are persistent under small C1 perturbation of (4.4); i.e. if |g˜ − g |C1(Br (M)) is
small when r is small, then corresponding results also hold for the equation (>). Moreover, there is a
local center manifold M˜ which is C1 immersed in Br (M), homeomorphic (in fact C1 diffeomorphic)
to M and invariant under equation (>); also Wcs
loc
(M˜) ∩Wcu
loc
(M˜) = M˜ , and M˜ → M, T M˜ → T M
as |g˜ − g |C1(Br (M)) → 0 and χ → 0.
Here, a mild solution {u(t)}t≥0 (resp. {u(t)}t≤0) of (4.4) always ‘stays’ inBr (M)meaning {u(t)}t≥0
(resp. {u(t)}t≤0) is a (σ, ,̺ ε)-forward orbit (resp. (σ, ,̺ ε)-backward orbit) of the correspondence H
induced by (4.4); see page 41.
Note that by Corollary 4.11, if z0 ∈ Wcsloc(M), then (4.4) has a (mild) solution u ∈ C([0,∞), Z0)
(in Wcs
loc
(M)) such that u(0) = z0, and this gives a semiflow in Wcsloc(M). In other words, equation
(4.4) is well-posed in Wcs
loc
(M) which shows that this equation describes well the physical situation in
Wcs
loc
(M) although it might be ill-posed when A is a generator of a C0 bi-semigroup. A similar result
holds for Wcu
loc
(M).
Remark 4.21 (periodic orbit case). When M consists of an isolated periodic orbit of (4.4) with
period L > 0, intuitively, this shows if M is a normally hyperbolic (with respect to (4.4)), then this
orbit is persistent under small C1 perturbation of (4.4); i.e. if |g˜ − g |C1(Br (M)) is small when r is
small, then equation (>) also exists a periodic orbit in Br (M). In the well-posed case, M is normally
hyperbolic if the time-L solution map P of (4.5) is compact (or quasi-compact meaning σess(P) < 1)
and σ(P) ∩ S1 consists of only a simple point spectrum 1. For some characterizations about the
hyperbolicity of M in the ill-posed case, see e.g. [LP08,SS99,HVL08].
Remark 4.22 (’large’ perturbation). In some cases, we may not require |g˜−g |C1(Br (M)) is small as we
do in Theorem 4.18. For example, (i) when A is a generator of a C0 semigroup or a C0 bi-semigroup
(and so Z0 = Z−1), assume supz∈Br (M){|g˜(z) − g(z)|} ≤ η and ADg˜ |Br (M ) ≤ χ,
sup{|Pνtω(Dg˜(tω) − Dg(tω))Pκtω(·)| : t ≥ 0, κ = s, c, u} ≤ ενm(ω), ω ∈ M, ν = s, c, u,
andω 7→ ενm(ω) is bounded and ξ-almost uniformly continuous (in the immersed topology),ν = s, c, u.
Set εm(ω) = max{εsm(ω), εcm(ω), εum(ω)}. There is a constant c >
√
2 such that
inf
ω
{µcu(ω) − µs(ω) − (1 + c)εm(ω)} > 0, inf
ω
{µu(ω) − µcs(ω) − (1 + c)εm(ω)} > 0,
sup
ω
{µs(ω) + εsm(ω)} < 0, inf
ω
{µu(ω) − εum(ω)} > 0.
If ξ, ξ2, χ, η, r > 0 are small, then the results in Theorem 4.20 also hold; see also Remark 3.6. Also,
M˜ → M, T M˜ → T M as η, χ, supω{εm(ω)} → 0. (ii) If A is a Hille-Yosida operator, let
sup{|(Dg˜(tω) − Dg(tω))Pκtω(·)| : t ≥ 0, κ = s, c, u} ≤ ε′(ω), ω ∈ M,
and use C1ε′(ω) instead of εm(ω) and ενm(ω); the same result also holds for this case. Furthermore,
if one only focuses on the existence result, g˜ can be non-smooth but satisfies
max{ sup
z∈Br (M)
|g˜(z) − g(z)|, Lip(g˜(·) − g(·))|Br (M)} ≤ η.
A. Appendix. a little background from operator semigroup theory
For readers’ convenience, in this appendix, we collect some basic definitions and notations taken
from operator semigroup theory. For more details, see [EN00,ABHN11, vdM08].
Let X be a Banach space. A linear operator A : D(A) ⊂ X → X with domain D(A) is densely-
defined if D(A) = X . A is closed if GraphA is closed in X × X . Set R(λ, A) = (λ − A)−1 the resolvent
of A at λ ∈ ρ(A). Let Y ֒→ X , i.e. Y ⊂ X
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in X . For example D(A) ֒→ X if A is closed where D(A) is equipped with graph norm ‖ · ‖A, i.e.
‖x‖A = ‖x‖ + ‖Ax‖. The part of A in Y denoted by AY , is defined by
AY x = Ax, x ∈ D(AY) = {x ∈ Y ∩ D(A) : Ax ∈ Y}.
(a) A is a generator of a C0 semigroup T if T : R+ → L(X, X) is strongly continuous and there is a
constant ω ∈ R such that (ω,∞) ⊂ ρ(A) and
R(λ, A) =
∫ ∞
0
e−λtT (t) dt, λ > ω.
Note that is this case T (0) = id, T (t + s) = T (t)T (s), t, s ≥ 0 and D(A) = X . And we also say A
generates a C0 semigroupT . For a more classical definition and the basic properties, see [EN00].
(b) A is a generator of a once (exponentially bounded) integrated semigroup S if S : R+ →
L(X, X) is strongly continuous and exponentially bounded, and there is a constant ω ∈ R such
that (ω,∞) ⊂ ρ(A) and
R(λ, A) = λ
∫ ∞
0
e−λtS(t) dt, λ > ω.
In this case, we also say A generates the (once) integrated semigroup S. See [ABHN11, Chapter
3] for basic properties and some characterizations.
(c) A is aHille-Yosida (HY) operator if A generates the (once) integrated semigroup S with S being
locally Lipschitz. An equivalent definition is the following (see [DPS87]). There are ω > 0 and
M1 ≥ 1 such that (ω,∞) ⊂ ρ(A) and
‖R(λ, A)n‖ ≤ M1(λ − ω)n , ∀λ > ω, n ∈ N.
See [ABHN11, Section 3.5] for a proof of this equivalence.
(d) See [ABHN11, Section 3.7] for the different equivalent definitions of sectorial operators, and
[ABHN11, Section 3.7] for the definition of fractional powers: A−α.
(e) A is called a generator of a C0 bi-semigroup E if A = A1 ⊕ (−A2) in the decomposition
X = X1 ⊕ X2 with Xi closed, where Ai : D(Ai) ⊂ Xi → Xi is the generator of the C0 semigroup
Ti, i = 1, 2. Let T1(t) = 0, T2(t) = 0 if t < 0. For this case E(t) = T1(t) ⊕ T2(−t) is called a C0
bi-semigroup. Note that for this case D(A) = X . See [vdM08] and references therein for some
characterizations of A such that Ti , i = 1, 2 are all exponentially stable, i.e. ‖Ti(t)‖ ≤ C0e−µt ,
∀t ≥ 0 for some constant µ > 0,C0 ≥ 1, where the author called A an exponentially dichotomous
operator. See [LP08] (or Appendix C) for some concrete examples about A.
(f) See [vdM08, Section 1.4.1] for a definition of a bi-sectorial (and densely-defined) operator which
is also a generator of a C0 bi-semigroup.
B. Appendix. a fixed point equation and a smooth result
Follow the notations in Section 3.2. Particularly, let (MR) (D1) hold. Let L : [0, a] → L(Z, Z) be
strongly continuous. Set |L| = supt ∈[0,a] |L(t)| (< ∞). Define B as follows,
(Bu)(t) = (S✸(L(·)u(·)))(t), u ∈ C([0, a], Z).
Note that (Bu)(t) ∈ D(A) ⊂ Z . If δ(a)|L| < 1, then B : C([0, a], Z) → C([0, a], Z) is a contraction
mapping with LipB ≤ δ(a)|L|. Consider the following fixed point equation which is frequently used
in Section 3.2,
(B.1) u = v +Bu.
Lemma B.1. Suppose L(·) is strongly C1, i.e. for every x ∈ Z , t 7→ L(t)x : [0, a] → Z is C1.
(1) If v ∈ C1([0, a], Z) and L(0)v(0) ∈ D(A), then Bkv ∈ C1, k = 1, 2, 3, · · · .
(2) Let v satisfy the condition in (1), then the unique point u of (B.1) also belongs to C1([0, a], Z).
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Proof. In the following, we will frequently use the fact that on any bounded subsets of L(Z, Z), the
strong operator topology coincideswith the topology of uniform convergence on any relatively compact
subsets of Z (see e.g. [EN00, Proposition A.3]). Since v ∈ C1([0, a], Z) and L(0)v(0) ∈ D(A), we
see that t 7→ L(t)v(t) is C1,
(Bv)(t) = S(t)L(0)v(0)+
∫ t
0
S(s)(L(t − s)v(t − s))′ ds
is C1, and ddt (Bv)(t) = T (t)L(0)v(0)+ (S✸(Lv)′)(t). Since (Bv)(0) = 0, we get B(Bv) ∈ C1. By
induction, complete the proof of (1). We will use the notation L(t)′x , ddt (L(t)x). For (2), note that
u =
∞∑
k=0
B
k
v; let vˆ = v′ + T (·)L(0)v(0)+ S✸(L ′(·)u(·)). Then we get
∞∑
k=0
d
dt
B
k
v =
∞∑
k=0
B
k
vˆ,
where we use L ′(t)u(t) = ∑∞k=0 L ′(t)(Bkv)(t). Due to all the convergences are uniform we conclude
(2). 
Lemma B.2. Let Lemma 3.20 hold with additional assumption that for every ω ∈ M, t 7→ L(tω) is
strongly C1. Then ddt |t=0T0(t, ω)x exists if and only if x ∈ D(A0(ω)).
Proof. The ‘only if’ part is easy. Consider the ‘if’ part. Let x ∈ D(A0(ω)), i.e. x ∈ D(A) and
Ax + L(ω)x ∈ D(A). Set w(t) = T0(t, ω)x − x. Then w(0) = 0 and it satisfies
w(t) = S(t)(Ax + L(ω)x) + (S✸(L(·ω)x − L(ω)x))(t) + (S✸(L(·ω)w(·)))(t),
see (3.26) in the proof of Sublemma 3.24. Now by Lemma B.1 we have w(·) is C1 in [0, a] for small
a > 0 (and hence for all a > 0). 
C. Appendix. some concrete examples
We give some classical concrete examples of equation (4.4). The ill-posed differential equations
are Example C.2 (a) and (b) (ii), Example C.3 (a), Example C.4, and Example C.5 (c).
ExampleC.1. Assume f is smooth in all cases. Consider the following nonlinear dissipative parabolic
PDEs taken from [Tem97], where the readers can find more details thereof.
(a) Consider the following reaction-diffusion equation:
∂tu − ∆xu + αu = f (x, u), x ∈ Ω = [0, 1],
endowed by e.g. the Dirichlet boundary condition, where α > 0. (i) Take X = L2(Ω), D(A) =
H2(Ω) ∩ H10 (Ω), Au = ∆xu − αu, (g(u))(x) = f (x, u(x)). (ii) Take X = C(Ω), D(A) = C20 (Ω),
A and g the same as in (i). For the two cases, it is well known that A is a sectorial operator but
in (i) D(A) = X and in (ii) D(A) , X . The readers might consider the third case: X = C0,γ(Ω),
D(A) = C2,γ0 (Ω), A and g the same as in (i). For this case A is not a sectorial operator even not a
Hille-Yosida operator but is an MR operator (see page 17) with ACγ0 (Ω) a sectorial operator. (The
general Ω can be taken as a bounded open set of Rn with smooth boundary or smooth compact
Riemannian manifold without boundary.)
(b) Consider the following Cahn-Hilliard equation endowed by the periodic boundary condition, e.g.
Ω = S
1:
∂tu = ∆x(−∆xu + f (x, u)), x ∈ Ω.
f is taken as e.g. f (x, u) = −αu+ βu3 with α, β > 0. Take X = L2(Ω), D(A) = H4(Ω), A = −∆2x ,
(then D(A−1/2) = H−2(Ω)), (g(u))(x) = ∆x f (x, u(x)) : L2(Ω) → H−2(Ω). A is a densely-defined
sectorial operator.
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(c) Consider the following Kuramoto-Sivashinksy equation in one dimension:
∂tu + ∂
4
xu + 2a∂
2
xu = ∂x(u2), x ∈ Ω = S1, a ∈ R.
Take H = L2(Ω), D(A) = H4(Ω), A = −∂4x − 2a∂2x , (then D(A−1/4) = H−1(Ω)), (g(u))(x) =
∂x(u2)(x) : L2(Ω) → H−1(Ω). A is a densely-defined sectorial operator.
Example C.2. (a) Consider the following elliptic problemon the cylinderR×Ω, for brevity assuming
Ω = [0, 1]:
∂2t u + ∆xu + f (x, u,∇xu) = 0, (t, x) ∈ R × Ω,
endowed by e.g. the Dirichlet boundary condition, where f is smooth. Take A0 = −∆x ,
X = H10 (Ω) × L2(Ω), D(A) = (H2(Ω) ∩ H10 (Ω)) × H10 (Ω),
A =
(
0 1
A0 0
)
, g
(
u
v
)
(x) =
(
0
− f (x, u(x),∇xu(x))
)
: X → X .
A is a bi-sectorial operator (i.e. A generates an analytic bi-semigroup) as A0 is self-adjoint and
σ(A0) ⊂ R+. See also [CMSM93, ElB12] for more details, where the dynamical method was
applied to study the elliptic problem in the cylindrical domains.
One can consider another case: X = C10 (Ω) ×C(Ω) and D(A) = C20 (Ω) ×C10 (Ω). For this case,
A is also a bi-sectorial operator but D(A) , X , which makes our general results in Section 3 can
not apply. One needs to show directly that this equation generates continuous correspondence
which satisfies (A) (B) condition. We believe this is true but until now we have no proof.
(b) Consider the following semi-linear wave equation in one dimension:
∂2t u − a∂tu − ∂2xu − b∂xu + g(u) + f (x, u) = 0, t ∈ R, x ∈ Ω,
endowed by the Dirichlet boundary condition or periodic boundary condition (e.g. Ω = S1),
where a = 0 or 1, b ∈ R. Rewrite it as an abstract differential equation. Take A0 = ∂2x + b∂x ,
X = Hˆ1 × L2(Ω), D(A) = Hˆ2 × Hˆ1,
A =
(
0 1
A0 −a
)
, g
(
u
v
)
(x) =
(
0
−g(u(x)) − f (x, u(x))
)
,
where for Dirichlet boundary condition, take Hˆ1 = H10 (Ω), Hˆ2 = H2(Ω) ∩ H10 (Ω), and for
periodic boundary condition, take Hˆ1 = H1(Ω), Hˆ2 = H2(Ω). In most cases, g is taken as
g(u) = −γu + λ |u|γu (Klein-Gordon equation), or g(u) = c sin u (sin-Gordon equation), where
γ, c > 0, λ ∈ R. See [NS11,Tem97].
(i) If b = 0, then A generates a C0 group as A0 is self-adjoint and σ(A0) ⊂ R−. Note that the
Decoupling Theorem in [Che19] can be applied to this model nearby the equilibrium.
(ii) If b , 0, then A generates a non-analytic bi-semigroup (but not a semigroup); see e.g.
[LP08]. So in this case the wave equation is not well-posed in general.
Example C.3. (a) Consider the following (good) Boussinesq equation in one dimension:
(gBou) ∂2t u − ∂2xu − α∂4xu + ∂2x(u2) = 0, t ∈ R, x ∈ Ω,
endowed by the periodic boundary condition i.e. Ω = S1, where α > 0. Take A0 = ∂2x + α∂
4
x ,
X = H2(Ω) × L2(Ω), D(A) = H4(Ω) × H2(Ω),
A =
(
0 1
A0 0
)
, g
(
u
v
)
(x) =
(
0
−∂2x(u2)
)
: X → X .
A is a bi-sectorial operator (i.e. A generates an analytic bi-semigroup), and hence (gBou) in
general is not well-posed; see e.g. [LP08, dlL09] and the references therein for more details.
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(b) Consider another situation. A periodic traveling wave of (gBou) is of the form u(x, t) = uc,a(x −
ct) , 0 satisfying
∂2xuc,a + (1 − c2)uc,a − u2c,a = a, x ∈ S1,
for some (real) constant a, where c2 < 1. Consider the Boussinesq equation in the traveling frame
(x − ct, t), i.e.
(tBou) (∂t − c∂x)2u − ∂2xu − α∂4xu + ∂2x(u2) = 0.
Linearizing the above equation at the equilibrium uc,a, one gets
(∂t − c∂x)2u − ∂2xu − α∂4xu + ∂2x(2uc,au) = 0.
Rewrite it as an abstract equation (let vx = (∂t − c∂x)u). Take X = H1(Ω) × L2(Ω), L0 =
α∂2x + 1 − c2 − 2uc,a,
J =
(
0 ∂x
∂x 0
)
, L =
(L0 + c2 c
c 1
)
,
D(A) = H3(Ω) × H2(Ω), A = JL. Then the above linear equation is equivalent to ∂t z = Az,
where z = (u, v)⊤, which is a Hamiltonian system with J unbounded and dimker J = 2 (due to the
periodic boundary condition). Moreover, JL generates a C0 group in X with finite dimensional
stable and unstable subspaces, and infinite dimensional center subspace, and (tBou) is well-posed
around uc,a. We refer the readers to see [LZ17] for more details, where the readers can find very
unified analysis of the instability, index theorem, and (exponential) trichotomy of A and other
classes of more general wave equations admitting Hamiltonian structures with finite Morse index.
Example C.4. Consider the following reaction-diffusion equation in one dimension:
∂tu = d∂
2
xu + c∂xu + f (u), t, x ∈ R,
where d > 0. q : R × R → R is called a modulated wave if it satisfies above equation and
q(x, t) = q(x, t +T ) for some T > 0 (see [SS01]). Let us consider the dynamic generated by the above
equation in the spatial variable x, called the spatial dynamic (which might be first introduced by K.
Kirchgässner). Take X = H1/2(Ω) × L2(Ω), D(A) = H1(Ω) × H1/2(Ω),
A =
(
0 1
d−1∂t −cd−1
)
, g
(
u
v
)
(t) =
(
0
d−1 f (u(t))
)
: X → X .
A is a bi-sectorial operator; see e.g. [LP08]. So the spatial dynamic is not well-posed. This dynamic
is interesting since the study of the stability of the traveling wave uc (or the modulated wave q) relies
on the uniform dichotomy on R+ and R− of linearized (4.4) along uc (see e.g. [SS01]), and to find
modulated wave q, one can study the Hopf bifurcation of this system when restricting t ∈ S1 (see e.g.
[SS99]). (Note that the spectral theory for this class of the dynamic does not contain in [LZ17].)
For this A, it has infinite dimensional stable and unstable subspaces, and finite dimensional center
subspace. By our existence results (or see [dlL09]), equation (4.4) in this case has a finite-dimensional
Ck center manifold in the neighborhood of 0 if f ∈ Ck . Furthermore, if f depends smoothly on a extra
parameter, then our regularity results also say that the center manifold also depends smoothly on the
extra parameter. One can apply Hopf bifurcation theorem in the finite-dimensional setting to get the
existence of the non-trivial periodic orbits depending on parameter for the restricted dynamic on the
center manifold. Now returning to the original system, one also obtains the non-trivial periodic orbits.
See [SS99] for more details. This idea was also used in [MR09a] to deduce their Hopf bifurcation
theorem in the age structured models in L1. Note that this argument will fail if the center manifold is
infinite-dimensional (see e.g. Example C.3 (b)).
The reader can consider more spatial dynamics generated by equations in Example C.1 and Swift-
Hohenberg equation, Korteweg-de Vries equation, etc, which are all ill-posed in general.
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Example C.5. (a) Consider the following age structured model:{
∂tu − d∂2xu + ∂xu = M(x, u),
u(t, 0) = G(u(t, ·)), u(0, x) = φ(x),
where d ≥ 0, M : R+ × R+ → R+ is smooth, G : Lp(R+) → R+ is smooth and φ(·) ∈ Lp(R+).
1 ≤ p < ∞. Rewrite it as an abstract equation. Take A0 = d∂2x − ∂x , X = R × Lp(R+),
D(A) = {0} ×Wp,
A =
(
0 δ0
A0 0
)
, g
(
0
v
)
=
(
G(v(·))
M(·, v(·))
)
: {0} × Lp(R+) → X,
where Wp = W1,p(R+) if d = 0, and Wp = W2,p(R+) if d > 0. The Dirac measure δ0 : Wp → R
is defined by v 7→ v(0). M(·, v(·))(x) = M(x, v(x)). The property of A is the following: (i) A is a
Hille-Yosida operator if and only if p = 1; (ii) For p > 1, A is an MR operator (see page 17); (iii)
A
D(A) is a sectorial operator if and only if d > 0. See e.g. [MR07,MR09a] and the references
therein for more details. Note that D(A) , X .
(b) Consider the following (abstract) delay equation:
(ADE)
{
Ûu(t) = Au(t) + f (ut ), t ≥ 0,
u(θ) = φ(θ), θ ∈ [−r, 0].
The settings are (i) A : D(A) → X is an operator of the class (a) ∼ (c) listed in Section 4.3 (for
instance A can be any operator in Example C.1); (ii) f : CA → X is smooth; (iii) 0 < r < ∞,
where X is a Banach space, C = C([−r, 0],X), and CA = {φ ∈ C : φ(0) ∈ D(A)}. ut (θ) ,
u(t + θ), θ ∈ [−r, 0], t ≥ 0. Let us rewrite it as an abstract equation. Take X = X × C,
D(A) = {0} × {φ ∈ C1([−r, 0], C) : φ(0) ∈ D(A)},
A =
(
0 Aδ0 − δ′0
0 ∂θ
)
, g
(
0
φ
)
=
(
f (φ)
0
)
: {0} × CA → X,
where Aδ0 − δ′0 : φ 7→ Aφ(0) − Ûφ(0), (0, φ) ∈ D(A). Note that D(A) = CA (see e.g. [Che18a,
Section 3.4] for details). The property of A is the following: (i) If A is a Hille-Yosida operator,
then so is A (even A = 0); (ii) If A is an MR operator (see page 17), so is A. The case (i) is
well known, see e.g. [EA06]. For the case (ii), we can not find the proof in the published papers,
however case (ii) can be proved in the same way as case (i). The relation between (4.4) for this
case and (ADE) is not so obvious as the previous examples, which we state in the following.
• A continuous function u with u0 = φ ∈ CA is a mild solution of (ADE) if and only if
z(t) = (0, ut )⊤ is a mild solution of (4.4) for this case; all the mild solution z(t) = (0, z1(t))⊤
of (4.4) for this case has the form z1(t) = ut , t ∈ [0, b], b > 0, where u : [−r, b] → D(A) is
continuous.
For a proof, see e.g. [EA06]. So (ADE) is well-posed and one only needs to study the dynamic
generated by (4.4) which can reflect the property of (ADE).
(c) Consider the following mixed delay equation:
(MDE)
{
Ûu(t) = u(t − 1) + u(t + 1) + f (ut ), |t | ≥ 1,
u(θ) = φ(θ), θ ∈ [−1, 1].
Take X = C([−1, 1],C),
Ax = Ûx, x ∈ D(A) = {x ∈ C1([−1, 1],C) : Ûx(0) = x(−1) + x(1)}.
It is known that (MDE) is not well-posed in general, and A : D(A) ⊂ X → X generates a C0
bi-semigroup on X which is induced by mild solutions of (MDE) (for f = 0). That is, there is a
decomposition of X as X = X+ ⊕ X− with projections P± such that R(P±) = X± and P+ +P− = id,
and ±A± , ±AX± generateC0 semigroupsT± respectively. For any mild solution u of (MDE) (for
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f = 0) has the form ut = (T+(t − t1)P+ut1,T−(t2 − t)P−ut2), for t1 ≤ t ≤ t2. See [MP99, vdM08]
for a proof. However, even the nonlinear (MDE) can rewrite as (4.4), it is not the case we study
in Section 3.1, so we can not apply Theorem 3.14. The dynamical results obtained in Section 4.1
and Section 4.2 can be applied to this model and a direct proof of the (A) (B) condition satisfied
by this model is needed which we will give elsewhere.
References
[ABHN11] W. Arendt, C. J. K. Batty, M. Hieber, and F. Neubrander, Vector-valued Laplace transforms and Cauchy problems,
Second, Monographs in Mathematics, vol. 96, Birkhäuser/Springer Basel AG, Basel, 2011. MR2798103
[Ama15] H. Amann, Uniformly regular and singular Riemannian manifolds, Elliptic and parabolic equations, 2015, pp. 1–
43. MR3375165
[Ama95] H. Amann, Linear and quasilinear parabolic problems. Vol. I, Monographs in Mathematics, vol. 89, Birkhäuser
Boston, Inc., Boston, MA, 1995. Abstract linear theory. MR1345385
[Are04] W.Arendt, Semigroups and evolution equations: functional calculus, regularity and kernel estimates, Evolutionary
equations. Vol. I, 2004, pp. 1–85. MR2103696
[BC16] C. Bonatti and S. Crovisier, Center manifolds for partially hyperbolic sets without strong unstable connections, J.
Inst. Math. Jussieu 15 (2016), no. 4, 785–828. MR3569077
[BJ89] P. W. Bates and C. K. R. T. Jones, Invariant manifolds for semilinear partial differential equations, Dynamics
reported, Vol. 2, 1989, pp. 1–38. MR1000974
[BLZ00] P. W. Bates, K. Lu, and C. Zeng, Invariant foliations near normally hyperbolic invariant manifolds for semiflows,
Trans. Amer. Math. Soc. 352 (2000), no. 10, 4641–4676. MR1675237
[BLZ08] P. W. Bates, K. Lu, and C. Zeng, Approximately invariant manifolds and global dynamics of spike states, Invent.
Math. 174 (2008), no. 2, 355–433. MR2439610
[BLZ98] P. W. Bates, K. Lu, and C. Zeng, Existence and persistence of invariant manifolds for semiflows in Banach space,
Mem. Amer. Math. Soc. 135 (1998), no. 645, viii+129. MR1445489
[BLZ99] P. W. Bates, K. Lu, and C. Zeng, Persistence of overflowing manifolds for semiflow, Comm. Pure Appl. Math. 52
(1999), no. 8, 983–1046. MR1686965
[Cha04] M. Chaperon, Stable manifolds and the Perron-Irwin method, Ergodic Theory Dynam. Systems 24 (2004), no. 5,
1359–1394. MR2104589
[Cha08] M. Chaperon, The Lipschitzian core of some invariant manifold theorems, Ergodic Theory Dynam. Systems 28
(2008), no. 5, 1419–1441. MR2449535
[Che18a] D. Chen, A note on Machado-Bishop theorem in weighted spaces with applications, 2018. submitted.
[Che18b] D. Chen, Existence and regularity of invariant graphs for cocycles in bundles: non-uniformly partial hyperbolicity
case, 2018. in preparation.
[Che18c] D. Chen, Invariant manifolds of approximately normally hyperbolic manifolds in Banach spaces, 2018. submitted.
[Che18d] D. Chen, Invariant manifolds of partially normally hyperbolic invariant manifolds in Banach spaces, 2018. in
preparation.
[Che19] D. Chen, Existence and regularity of invariant graphs for cocycles in bundles: partial hyperbolicity case, arXiv
e-prints (Mar. 2019), available at arXiv:1903.07483.
[CHT97] X.-Y. Chen, J. K. Hale, and B. Tan, Invariant foliations for C1 semigroups in Banach spaces, J. Differential
Equations 139 (1997), no. 2, 283–318. MR1472350
[CL88] S.-N. Chow and K. Lu, Invariant manifolds for flows in Banach spaces, J. Differential Equations 74 (1988), no. 2,
285–317. MR952900
[CL97] C. Chicone and Y. Latushkin, Center manifolds for infinite-dimensional nonautonomous differential equations, J.
Differential Equations 141 (1997), no. 2, 356–399. MR1488358
[CL99] C. Chicone and Y. Latushkin, Evolution semigroups in dynamical systems and differential equations, Mathematical
Surveys and Monographs, vol. 70, American Mathematical Society, Providence, RI, 1999. MR1707332
[CLL91] S.-N. Chow, X.-B. Lin, and K. Lu, Smooth invariant foliations in infinite-dimensional spaces, J. Differential
Equations 94 (1991), no. 2, 266–291. MR1137616
[CLY00a] S.-N. Chow,W.Liu, andY.Yi,Center manifolds for invariant sets, J. Differential Equations 168 (2000), no. 2, 355–
385. Special issue in celebration of Jack K. Hale’s 70th birthday, Part 2 (Atlanta, GA/Lisbon, 1998). MR1808454
[CLY00b] S.-N. Chow, W. Liu, and Y. Yi, Center manifolds for smooth invariant manifolds, Trans. Amer. Math. Soc. 352
(2000), no. 11, 5179–5211. MR1650077
[CMSM93] Á. Calsina, X. Mora, and J. Solà-Morales, The dynamical approach to elliptic problems in cylindrical domains,
and a study of their parabolic singular limit, J. Differential Equations 102 (1993), no. 2, 244–304. MR1216730
[CY94] S.-N. Chow and Y. Yi, Center manifold and stability for skew-product flows, J. Dynam. Differential Equations 6
(1994), no. 4, 543–582. MR1303274
[dlL09] R. de la Llave, A smooth center manifold theorem which applies to some ill-posed partial differential equations
with unbounded nonlinearities, J. Dynam. Differential Equations 21 (2009), no. 3, 371–415. MR2538946
EXPONENTIAL DICHOTOMY AND INVARIANT MANIFOLDS 63
[DPL88] G. Da Prato and A. Lunardi, Stability, instability and center manifold theorem for fully nonlinear autonomous
parabolic equations in Banach space, Arch. Rational Mech. Anal. 101 (1988), no. 2, 115–141. MR921935
[DPS87] G. Da Prato and E. Sinestrari, Differential operators with nondense domain, Ann. Scuola Norm. Sup. Pisa Cl. Sci.
(4) 14 (1987), no. 2, 285–344 (1988). MR939631
[EA06] K. Ezzinbi and M. Adimy, The basic theory of abstract semilinear functional differential equations with nondense
domain, Delay differential equations and applications, 2006, pp. 347–407. MR2337821
[ElB12] M. S. ElBialy, Stable and unstable manifolds for hyperbolic bi-semigroups, J. Funct. Anal. 262 (2012), no. 5,
2516–2560. MR2876413
[Eld13] J. Eldering, Normally hyperbolic invariant manifolds, Atlantis Studies in Dynamical Systems, vol. 2, Atlantis
Press, Paris, 2013. The noncompact case. MR3098498
[EN00] K.-J. Engel and R. Nagel, One-parameter semigroups for linear evolution equations, Graduate Texts in Mathe-
matics, vol. 194, Springer-Verlag, New York, 2000. With contributions by S. Brendle, M. Campiti, T. Hahn, G.
Metafune, G. Nickel, D. Pallara, C. Perazzoli, A. Rhandi, S. Romanelli and R. Schnaubelt. MR1721989
[EW91] J.-P. Eckmann and C. E. Wayne, Propagating fronts and the center manifold theorem, Comm. Math. Phys. 136
(1991), no. 2, 285–307. MR1096117
[Fen71] N. Fenichel, Persistence and smoothness of invariant manifolds for flows, Indiana Univ. Math. J. 21 (1971/1972),
193–226. MR0287106
[Fen73] N. Fenichel, Asymptotic stability with rate conditions, Indiana Univ. Math. J. 23 (1973/74), 1109–1137.
MR0339276
[Fen77] N. Fenichel, Asymptotic stability with rate conditions. II, Indiana Univ. Math. J. 26 (1977), no. 1, 81–93.
MR0426056
[Gal93] Th. Gallay, A center-stable manifold theorem for differential equations in Banach spaces, Comm. Math. Phys. 152
(1993), no. 2, 249–268. MR1210168
[Hen81] D. Henry, Geometric theory of semilinear parabolic equations, Lecture Notes in Mathematics, vol. 840, Springer-
Verlag, Berlin-New York, 1981. MR610244
[HPS77] M. W. Hirsch, C. C. Pugh, and M. Shub, Invariant manifolds, Lecture Notes in Mathematics, Vol. 583, Springer-
Verlag, Berlin-New York, 1977. MR0501173
[HVL08] H. J. Hupkes and S. M. Verduyn Lunel, Center manifolds for periodic functional differential equations of mixed
type, J. Differential Equations 245 (2008), no. 6, 1526–1565. MR2436452
[JLZ18] J. Jin, Z. Lin, and C. Zeng, Invariant manifolds of traveling waves of the 3D Gross-Pitaevskii equation in the
energy space, Comm. Math. Phys. 364 (2018), no. 3, 981–1039. MR3875821
[KNS15] J. Krieger, K. Nakanishi, and W. Schlag, Center-stable manifold of the ground state in the energy space for the
critical wave equation, Math. Ann. 361 (2015), no. 1-2, 1–50. MR3302610
[LL10] Z. Lian and K. Lu, Lyapunov exponents and invariant manifolds for random dynamical systems in a Banach space,
Mem. Amer. Math. Soc. 206 (2010), no. 967, vi+106. MR2674952
[LMSW96] Y. Li, D. W. McLaughlin, J. Shatah, and S. Wiggins, Persistent homoclinic orbits for a perturbed nonlinear
Schrödinger equation, Comm. Pure Appl. Math. 49 (1996), no. 11, 1175–1255. MR1406663
[LP08] Y. Latushkin and A. Pogan, The dichotomy theorem for evolution bi-families, J. Differential Equations 245 (2008),
no. 8, 2267–2306. MR2446192
[Lu91] K. Lu, A Hartman-Grobman theorem for scalar reaction-diffusion equations, J. Differential Equations 93 (1991),
no. 2, 364–394. MR1125224
[LW97] C. Li and S. Wiggins, Invariant manifolds and fibrations for perturbed nonlinear Schrödinger equations, Applied
Mathematical Sciences, vol. 128, Springer-Verlag, New York, 1997. MR1475929
[LYZ13] Z. Lian, L.-S. Young, and C. Zeng, Absolute continuity of stable foliations for systems on Banach spaces, J.
Differential Equations 254 (2013), no. 1, 283–308. MR2983052
[LZ17] Z. Lin and C. Zeng, Instability, index theorem, and exponential trichotomy for Linear Hamiltonian PDEs, ArXiv
e-prints (Mar. 2017), available at arXiv:1703.04016.
[Mik91] M. Miklavčič, A sharp condition for existence of an inertial manifold, J. Dynam. Differential Equations 3 (1991),
no. 3, 437–456. MR1118343
[Mañ83] R. Mañé, Lyapounov exponents and stable manifolds for compact transformations, Geometric dynamics (Rio de
Janeiro, 1981), 1983, pp. 522–577. MR730286
[MP99] J.Mallet-Paret, TheFredholm alternative for functional-differential equations of mixed type, J. Dynam.Differential
Equations 11 (1999), no. 1, 1–47. MR1680463
[MPS88] J. Mallet-Paret and G. R. Sell, Inertial manifolds for reaction diffusion equations in higher space dimensions, J.
Amer. Math. Soc. 1 (1988), no. 4, 805–866. MR943276
[MR07] P. Magal and S. Ruan, On integrated semigroups and age structured models in Lp spaces, Differential Integral
Equations 20 (2007), no. 2, 197–239. MR2294465
[MR09a] P. Magal and S. Ruan, Center manifolds for semilinear equations with non-dense domain and applications to Hopf
bifurcation in age structured models, Mem. Amer. Math. Soc. 202 (2009), no. 951, vi+71. MR2559965
64 DELIANG CHEN
[MR09b] P. Magal and S. Ruan, On semilinear Cauchy problems with non-dense domain, Adv. Differential Equations 14
(2009), no. 11-12, 1041–1084. MR2560868
[MY90] A. McIntosh and A. Yagi, Operators of type ω without a bounded H∞ functional calculus, Miniconference on
Operators in Analysis (Sydney, 1989), 1990, pp. 159–172. MR1060121
[NP00] R. Nagel and J. Poland, The critical spectrum of a strongly continuous semigroup, Adv. Math. 152 (2000), no. 1,
120–133. MR1762122
[NS11] K. Nakanishi andW. Schlag, Invariant manifolds and dispersive Hamiltonian evolution equations, Zurich Lectures
in Advanced Mathematics, European Mathematical Society (EMS), Zürich, 2011. MR2847755
[NS12] K. Nakanishi and W. Schlag, Invariant manifolds around soliton manifolds for the nonlinear Klein-Gordon
equation, SIAM J. Math. Anal. 44 (2012), no. 2, 1175–1210. MR2914265
[Paz83] A. Pazy, Semigroups of linear operators and applications to partial differential equations, Applied Mathematical
Sciences, vol. 44, Springer-Verlag, New York, 1983. MR710486
[PS01] V. A. Pliss and G. R. Sell, Perturbations of normally hyperbolic manifolds with applications to the Navier-Stokes
equations, J. Differential Equations 169 (2001), no. 2, 396–492. Special issue in celebration of Jack K. Hale’s
70th birthday, Part 4 (Atlanta, GA/Lisbon, 1998). MR1808472
[PS70] C. Pugh and M. Shub, Linearization of normally hyperbolic diffeomorphisms and flows, Invent. Math. 10 (1970),
187–198. MR0283825
[PSW12] C. Pugh, M. Shub, and A. Wilkinson, Hölder foliations, revisited, J. Mod. Dyn. 6 (2012), no. 1, 79–120.
MR2929131
[Rom93] A. V. Romanov, Sharp estimates for the dimension of inertial manifolds for nonlinear parabolic equations, Izv.
Ross. Akad. Nauk Ser. Mat. 57 (1993), no. 4, 36–54. MR1243350
[Rue82] D. Ruelle, Characteristic exponents and invariant manifolds in Hilbert space, Ann. of Math. (2) 115 (1982), no. 2,
243–290. MR647807
[Sch02] R. Schnaubelt,Well-posedness and asymptotic behaviour of non-autonomous linear evolution equations, Evolution
equations, semigroups and functional analysis (Milano, 2000), 2002, pp. 311–338. MR1944170
[Shu92] M. A. Shubin, Spectral theory of elliptic operators on noncompact manifolds, Astérisque 207 (1992), 5, 35–108.
Méthodes semi-classiques, Vol. 1 (Nantes, 1991). MR1205177
[SS01] B. Sandstede and A. Scheel, On the structure of spectra of modulated travelling waves, Math. Nachr. 232 (2001),
39–93. MR1871473
[SS94] R. J. Sacker and G. R. Sell, Dichotomies for linear evolutionary equations in Banach spaces, J. Differential
Equations 113 (1994), no. 1, 17–67. MR1296160
[SS99] B. Sandstede and A. Scheel, Essential instability of pulses and bifurcations to modulated travelling waves, Proc.
Roy. Soc. Edinburgh Sect. A 129 (1999), no. 6, 1263–1290. MR1728529
[Tem97] R. Temam, Infinite-dimensional dynamical systems in mechanics and physics, Second, Applied Mathematical
Sciences, vol. 68, Springer-Verlag, New York, 1997. MR1441312
[vdM08] C. van der Mee, Exponentially dichotomous operators and applications, Operator Theory: Advances and Appli-
cations, vol. 182, Birkhäuser Verlag, Basel, 2008. Linear Operators and Linear Systems. MR2411810
[Wig94] S. Wiggins, Normally hyperbolic invariant manifolds in dynamical systems, Applied Mathematical Sciences,
vol. 105, Springer-Verlag, New York, 1994. With the assistance of György Haller and Igor Mezić. MR1278264
[Yi93] Y. Yi, A generalized integral manifold theorem, J. Differential Equations 102 (1993), no. 1, 153–187. MR1209981
[Zel14] S. Zelik, Inertial manifolds and finite-dimensional reduction for dissipative PDEs, Proc. Roy. Soc. Edinburgh Sect.
A 144 (2014), no. 6, 1245–1327. MR3283067
[Zen00] C. Zeng, Homoclinic orbits for a perturbed nonlinear Schrödinger equation, Comm. Pure Appl. Math. 53 (2000),
no. 10, 1222–1283. MR1768814
Department of Mathematics, Shanghai Jiao Tong University, Shanghai 200240, People’s Republic of China
E-mail address: chernde@sjtu.edu.cn
