Since analysis and simulation of biological phenomena require the availability of their fully specified models, one needs to be able to estimate unknown parameter values of the models. In this paper we deal with identifiability of parametrizations which is the property of one-to-one correspondence of parameter values and the corresponding outputs of the models. Verification of identifiability of a parametrization precedes estimation of numerical values of parameters, and thus determination of a fully specified model of a considered phenomenon. We derive necessary and sufficient conditions for the parametrizations of polynomial and rational systems to be structurally or globally identifiable. The results are applied to investigate the identifiability properties of the system modeling a chain of two enzyme-catalyzed irreversible reactions. The other examples deal with the phenomena modeled by using Michaelis-Menten kinetics and the model of a peptide chain elongation.
Introduction
System identification is a research topic which deals with the problem of determining systems as realistic models of observed phenomena. The identifiability problem considered in this paper is one of several problems appearing in system identification. Solution to this problem provides information whether the parameters of a parametrized system can be determined uniquely.
To model a certain (biological) phenomenon one first deals with the modeling issues like choosing the model structure, experimental design, and data collection. Then the phenomenon is characterized by the collected data (usually in the form of time series) and a system modeling these measurements is proposed. This system is usually not fully specified. It contains parameters the values of which have to be estimated to get a fully specified model. The parameter values can be determined uniquely only if the parametrization is identifiable. Since identifiability is a structural property, it is more efficient to check identifiability of a selected model structure prior to designing an experiment and collecting the measurements rather than to check it afterwards (which is also possible). Only then it makes sense to continue to estimate the numerical values of the parameters. Consequently one validates the final system modeling the data. Until a desired system is obtained, one iterates this procedure for different experimental designs, different model structures, and different methods for estimating the parameters. For an overview of the system identification procedure see for example [36, 20] .
The problems of system identification have been studied for the classes of stochastic and deterministic, linear and nonlinear, discrete-time and continuous-time systems, and for time-invariant and time-dependent (time-varying) parameters. In this paper, attention is restricted to the problem of identifiability for deterministic continuous-time parametrized systems whose dynamics is given by polynomial or rational vector fields and whose output function is componentwise given by a polynomial or a rational function of state variables and parameters. The motivation to investigate polynomial and rational systems is the use of these systems as models of phenomena in life sciences, in particular in systems biology, and in economy, physics, and engineering. Within biology, these classes of systems are used to model, for example, gene expression, metabolic networks, and enzyme catalyzed reactions [19] . There are many approaches to study identifiability of parametrized systems, for example the approach based on a power series expansion of the output [29] , differential algebra [22] , generating series approach [38] , and similarity transformation method [33] . Our approach, which is related to similarity transformation or state isomorphism approach [8, 9, 28, 33, 34, 35, 39] , strongly relies on the results of realization theory for polynomial and rational systems presented in [6, 26] .
Many concepts of identifiability are present in the literature. We consider the problem of structural and global identifiability of the parametrizations of parametrized polynomial and parametrized rational systems. The first paper introducing the concept of structural identifiability in system theoretic framework is [7] . Structural and algebraic identifiability for a class of nonlinear systems is studied also in [40] . These authors work in a linear algebraic setting which is related to the differential algebraic approach. The nonlinear systems they consider also include the classes of polynomial and rational systems. Other papers dealing with identifiability of polynomial and rational systems, but without inputs, are [12, 14] . Structural identifiability of the models described by input-output relations (differential-algebraic expression) rather than by state-space forms is studied in differential algebraic setting in [22] . For the application of this approach to a real life problem see [16] .
Let us point out the main differences between the concepts of identifiability in our paper and in [40] . The concept of structural identifiability in [40] is stronger than ours. They define a parametrized system to be structurally identifiable if its outputs corresponding to two different parameter values differ for all inputs of an open dense subset of the set of all admissible inputs. For the concept of structural identifiability considered in our paper it is sufficient if there exists at least one such input. Because algebraic identifiability implies structural identifiability of [40] , see [40, Corollary 1] , it implies also structural identifiability considered in our paper. The reverse implication does not hold generally, see [40, Theorem 3] . Note that the notion of algebraic identifiability is suited for computing the parameter values from inputs and outputs by solving algebraic equations rather than for checking uniqueness of parameter values. Another difference between our concept of structural identifiability and the concept used in [40] is the considered class of inputs. In [40] the inputs are considered to be continuously differentiable up to some order, while we consider piecewise-constant inputs. By using the terminology of [32] we can formulate the following statement. If, for the systems considered in [40] , piecewise-constant inputs are universal inputs which are generic in the class of smooth inputs, then our concept of structural identifiability and the concept of structural identifiability considered in [40] are identical. In [32] it is proved that, for analytic systems, analytic inputs are universal and generic in the class of smooth inputs. The proof also implies that piecewise-constant inputs are universal in the class of smooth inputs. But it is not at all clear why piecewise-constant inputs would have to be generic in the class of smooth inputs.
The outline of the paper is as follows. Section 2 introduces the concepts of polynomial and rational systems as they are developed in [5, 6, 27] and the relevant references therein. In Section 3 we define the concepts of parametrized and structured systems. The problem of global and structural identifiability of the parametrizations of parametrized polynomial and parametrized rational systems is solved in Section 4. Section 5 contains three examples illustrating the application of the obtained results to check structural identifiability. In the last section we summarize the results presented in our paper and discuss the directions for further research.
Polynomial and rational systems
In this section we introduce the notion and terminology of polynomial and rational systems. To do that we first need to recall basic facts of commutative algebra and algebraic geometry. For more details see for example [11, 21, 41] .
Consider finitely many polynomials f 1 , . . . , f N with real coefficients in n variables, i.e. f 1 , .
. . , x n ) = 0} is called a real affine variety. We say that X is irreducible if it cannot be written as an union of two non-empty varieties. By a polynomial on the variety X we mean a map p : X → R for which there exists a polynomial p ∈ R[X 1 , . . . , X n ] (now understood as a map from R n to R) such that p = p on X. Then, the set A of all polynomials on X is isomorphic to the quotient ring R[X 1 , . . . , X n ]/I where I is the ideal of R[X 1 , . . . , X n ] generated by f 1 , . . . , f N . Since X is an irreducible variety, A is an integral domain. This allows us to define the field Q of quotients of A. We call the elements of Q the rational functions on X. Note that the rational functions on X do not have to be defined on all of X. On R n we consider the Zariski topology which is given by defining the closed sets as real affine varieties. We refer to an open/closed/dense set in Zariski topology as to a Z-open/Z-closed/Z-dense set.
To introduce polynomial and rational systems we follow Bartosiewicz's definitions in [5, 6] . His approach generalizes the common approach of nonlinear control theory from the geometric viewpoint since the state-spaces he considers are not necessarily smooth affine varieties. The following definition of polynomial and rational systems is a slight modification of the definition in [6, Section 2] for polynomial systems, and of [5, Definition 2] for rational systems.
In the rest of the paper, we mean by an input space U an arbitrary set of input values U ⊆ R m . The output space is considered to be R r .
Definition 2.1 A polynomial (rational) system Σ is a quadruple (X, f, h, x 0 ) where (i) X ⊆ R n is an irreducible real affine variety,
r is an output map with polynomial (rational) components, thus h j ∈ A (h j ∈ Q) for all j = 1, . . . , r, (iv) x 0 ∈ X is an initial state of Σ (For rational systems x 0 is such that all components of h and all of the vector fields f α , α ∈ U are defined at x 0 . By f α being defined at x 0 we mean that
For polynomial systems all components of h and all vector fields f α , α ∈ U are defined at any x 0 ∈ X.).
As the space of input functions we consider the set U pc of piecewise-constant functions u : [0, T u ] → U where T u ≥ 0 depends on u. Every input u ∈ U pc can be represented as u = (α 1 , t 1 )(α 2 , t 2 ) . . . (α nu , t nu ) where n u ∈ N, and where α i ∈ U , t i ∈ [0, ∞] for i = 1, . . . , n u . For such representation it holds that u(t) = α i+1 ∈ U for t ∈ ( i j=0 t j , i+1 j=0 t j ] and i = 0, 1, . . . , n u −1, t 0 = 0. Then T u = nu j=1 t j . Note that an input u ∈ U pc can be represented in different ways as a sequence of tuples (α, t) with α ∈ U, t ∈ [0, ∞]. For example, u = (α 1 , t 1 )(α 1 , t 2 )(α 2 , 0)(α 3 , t 3 ) = (α 1 , t 1 + t 2 )(α 3 , t 3 ). We consider all these representations to be equivalent. The restriction of an input u to a shorter time domain [0, t], t < T u is denoted by u [0,t] . The empty input e is such input that T e = 0.
Let Σ = (X, f, h, x 0 ) be a polynomial or a rational system. Consider a constant input u = (α, T u ) ∈ U pc . The trajectory of Σ corresponding to the input u is the trajectory of a vector field f α from a point x 0 ∈ X, i.e. it is the map x(·; x 0 , u) :
) and x(0) = x 0 for t ∈ [0, T u ] and for ϕ ∈ A. According to [6, Theorem 1] for any polynomial vector field f on a variety X and any x 0 ∈ X there exists an unique trajectory of f from x 0 defined on maximal interval [0, T ). The corresponding result for any rational vector field f on a variety X and any x 0 ∈ X at which f is defined can be found in [5] . The trajectory of a system Σ with an initial state x 0 ∈ X is for the empty input e equal to x 0 , i.e. x(0; x 0 , e) = x 0 . Let us consider an input u = (α 1 , t 1 ) . . . (α nu , t nu ) ∈ U pc . By the trajectory of Σ corresponding to the input u we mean the map x(·;
is a trajectory of a vector field f αi from the initial state x( i−1 j=0 t j ; x 0 , u) = x αi−1 (t i−1 ) for i = 2, . . . , n u , and from the initial state x 0 for i = 1.
For an input u ∈ U pc defined on a time-domain [0, T u ] it could happen that the trajectory of a polynomial/rational system corresponding to u blows up before the time T u , or that a rational system is steered by the input u to the state where the dynamics is not defined. Therefore, we define the set U pc (Σ) of admissible inputs for the system Σ as a subset of the set of input functions U pc for which there exists a trajectory of Σ. Definition 2.2 A polynomial/rational system Σ = (X, f, h, x 0 ) is said to be algebraically reachable (from the initial state x 0 ) if the reachable set from x 0 ,
Definition 2.3 Let Σ = (X, f = {f α |α ∈ U }, h, x 0 ) be a polynomial system and let A denote the algebra of polynomial functions on X. The observation algebra A obs (Σ) of Σ is the smallest subalgebra of A containing all components h i , i = 1, . . . , r of h, and which is closed with respect to the derivations given by the vector fields f α , α ∈ U . The system Σ is called algebraically observable if A obs (Σ) = A. Definition 2.4 Let Σ = (X, f = {f α |α ∈ U }, h, x 0 ) be a polynomial or a rational system and let Q denote the field of rational functions on X. The observation algebra A obs (Σ) of Σ is the smallest subalgebra of the field Q containing all components h i , i = 1, . . . , r of h, and which is closed with respect to the derivations given by the vector fields f α , α ∈ U . The observation field Q obs (Σ) of the system Σ is the field of quotients of A obs (Σ). The system Σ is called rationally observable if Q obs (Σ) = Q. Definition 2.5 We say that a polynomial (rational) system is canonical if it is algebraically reachable and algebraically (rationally) observable.
If a polynomial system is algebraically observable then it is also rationally observable. On the other hand, there exist rationally observable polynomial systems which are not algebraically observable, see Example 2.6. For more details on algebraic and rational observability and algebraic reachability of polynomial and rational systems see [2, 3, 5, 6, 25] and others.
2 , x 0 = 1. By simple calculation we derive the observation algebra of Σ,
Therefore, according to Definition 2.3, Σ is not algebraically observable. On the other hand, for the observation field of Σ it holds that Q obs (Σ) = R(X) = Q and consequently, from Definition 2.4, the system Σ is rationally observable.
Parametrized and structured systems
By choosing a model structure in the modeling step of system identification procedure we specify a system which is usually not fully determined, i.e. it contains unknown parameters. Depending on the modeling techniques, the parameters could have a physical or a biological meaning relevant for further investigation of the studied phenomenon. In this section we introduce the concept of parametrized and structured systems within the classes of polynomial and rational systems.
Example 3.1 Let us consider an one-compartment model studied in [23, Example 5] and in [10] . The model is specified by the diagram below.
We denote by x the concentration of a metabolite observed in a reaction system. The concentration decreases correspondingly to the rates p1 p3+x and p 2 of the reactions which are modeled by MichaelisMenten and mass-action kinetics, respectively. The concentration increase is influenced by the system inflow u. Therefore, the dynamics of this model can be described in state-space form aṡ
x(0) = a, a ∈ R is a known initial value of the concentration.
The observed (measured) concentration x is taken as an output of the system. Hence, the output function h is considered to be
Because the inflow u to the system can be modeled as a piecewise-constant function, we can represent the considered one-compartment model in the framework introduced in Section 2. Then the dynamics of the model is given by the family of vector fields f α = (− p1x p3+x − p 2 x + α) ∂ ∂x , α ∈ R, where α corresponds to all possible values of the input u.
The variables p 1 , p 2 , p 3 , which correspond to unknown kinetic constants, are the parameters with the values varying within R. Their values have to be determined to get a fully specified model. We call the system given by the dynamics (1) and the output function (2) with the unknown parameters p 1 , p 2 , p 3 a parametrized system.
We assume that parameters take values in a set P ⊆ R l , l ∈ N which is an irreducible real affine variety. We refer to such a set P as to a parameter set. Then a parametrized system is a family of systems such that there is one-to-one correspondence between the systems of the family and the parameter values of the parameter set. Next we define parametrized systems formally.
Let P ⊆ R l be a parameter set determined by an ideal
. . , n X . Because both varieties P and X can be considered varieties in R n+l and because the union of two affine varieties is an affine variety, it follows that X ∪ P ⊆ R n+l is the variety determined by the ideal
X∪P the parametrized polynomials on X with the parameter values in P . Hence, a parametrized polynomial on X with the parameter values in P is a map w : X ∪ P → R for which there exists a polynomial w ∈ R[X 1 , . . . , X n , P 1 , . . . , P l ] such that w = w on X ∪ P .
The parametrized polynomials corresponding to a parameter value p = (p 1 , . . . , p l ) ∈ P are the elements of
e. the elements of A X∪P evaluated for P 1 = p 1 , . . . , P l = p l . We will consider the situations when for different values of parameters we have even different varieties X. We express the dependence of the varieties X on the parameters p ∈ P by using the notation X p . Note that X p does not depend on p explicitly and that it is still allowed that for different p, p ∈ P the varieties X p and X p are the same. Every irreducible real affine variety
Then, the parametrized polynomials on X p , where p = (p 1 , . . . , p l ) ∈ P , are the elements of
Further, the parametrized rational functions on X p , denoted by Q p , are the elements of the quotient field of A p . Since A p is an integral domain, Q p is defined.
Definition 3.2 (Parametrized systems)
Let P ⊆ R l be a parameter set. By a parametrized polynomial (rational) system Σ(P ) we mean a family of polynomial (rational) systems
. . , n p , and all components of h p and all of f p α , α ∈ U are defined at x p 0 ). We assume that the systems Σ(p), p ∈ P have the same input spaces U and the same output spaces R r . The map P : P → Σ(P ) defined as P(p) = Σ(p) for p ∈ P is called the parametrization of Σ(P ).
Example 3.3
Consider the model presented in Example 3.1. In that case the parameter set P is considered to be R 3 and the parametrized system given by (1), (2) is a parametrized system Σ(P ) which is the set of rational systems
Let P ⊆ R l be a parameter set determined by the ideal
. . , r, and α ∈ U , can be written in the form: 
Definition 3.4 Let P ⊆ R l be a parameter set and let Σ(P ) be a parametrized polynomial system. We say that the system
. . , r, α ∈ U determined by the equalities (3), (4), (5) distinguish the points of the variety P , i.e. if R[{q
distinguishes parameters for all p ∈ P , then we say that Σ(P ) distinguishes parameters.
The set of rational functions on P , defined as the field of fractions of A P , is denoted by Q P . Let Σ(P ) be a parametrized rational system and let
and h
. Let ϕ 1 , . . . , ϕ np ∈ A p be the polynomials on X p corresponding to the polynomials
. . , n p , j = 1, . . . , r, and α ∈ U , can be written in the form: i ∈ R(P 1 , . . . , P l ) and all sums in (6), (7), and (8) have only finitely many non-zero summands.
Definition 3.5 Let P ⊆ R l be a parameter set and let Σ(P ) be a parametrized rational system. We say that the system i ∈ R(P 1 , . . . , P l ), i = 1, . . . , n p , j = 1, . . . , r, α ∈ U determined by the equalities (6), (7), (8) 
If for all p ∈ P for which the rational system Σ(p) is well-defined it holds that Σ(p) distinguishes parameters, then we say that Σ(P ) distinguishes parameters.
Example 3.6 In this example we show that the parametrized system considered in Examples 3.1 and 3.3 does not distinguish parameters.
Recall that the parameter set P equals R 3 and that the parametrized rational system Σ(P ) is the set of the systems
given as: (6) and (7), respectively, then for
, and q h 2,1;0 (p) = 1 are the only non-zero elements of R(P 1 , P 2 , P 3 ) appearing in the formulas. Since R(q
. Note that the set P \ {p = (p 1 , p 2 , p 3 ) ∈ P |p 3 = −a} contains all parameters of P for which Σ(p) is well-defined. Therefore, according to Definition 3.5, Σ(P ) does not distinguish parameters.
To introduce the concept of structured systems we first recall the notions of polynomial and rational mappings between varieties, and of isomorphic and birationally equivalent varieties. More extensive exposition can be found in [11, Ch.5] .
Let V 1 ⊆ R n1 and V 2 ⊆ R n2 be two irreducible real affine varieties. A function Φ :
where fi gi ∈ R(X 1 , . . . , X n1 ), Φ is defined at some point of V 1 , and for every (a 1 , . . . , a n1 ) ∈ V 1 where Φ is defined Φ(a 1 , . . . , a n1 ) ∈ V 2 .
When we speak about a rational mapping between varieties, composition or equality of rational mappings we have to have in mind the following. A rational mapping from a variety V 1 to a variety V 2 does not have to be defined on all V 1 . The composition Ψ • Φ of two rational mappings Φ : V 1 → V 2 and Ψ : V 2 → V 3 is defined if there is a point p ∈ V 1 such that Φ is defined at p and Ψ is defined at Φ(p). If Φ, Ψ : V 1 → V 2 are rational mappings represented as Φ = f1 g1 , . . . ,
, where I V1 is the ideal of polynomials of
Let V 1 ⊆ R n1 and V 2 ⊆ R n2 be two irreducible real affine varieties. We say that V 1 and V 2 are isomorphic if there exist polynomial mappings φ : V 1 → V 2 and ψ : V 2 → V 1 such that φ • ψ = 1 V2 and ψ • φ = 1 V1 . We say that V 1 and V 2 are birationally equivalent if there exist rational mappings φ :
The following definition is a slight modification of the definition of isomorphic polynomial systems in [6] and of the definition of birationally equivalent rational systems in [5] .
Definition 3.7 Let P be a parameter set and let Σ(P ) be a parametrized polynomial (rational) system. Recall that the systems Σ(p) ∈ Σ(P ) have the same input spaces U and the same output spaces
) be any two systems of Σ(P ). We say that Σ(p) and Σ(p ) are isomorphic if (i) the state-spaces X p and X p are isomorphic (birationally equivalent), i.e. there exist polynomial (rational) mappings φ : 
rational) system Σ(P ) is a structured system if for every Σ(p), Σ(p ) ∈ Σ(P ) the state-spaces X p , X p are isomorphic (birationally equivalent) and there exist polynomial (rational) mappings φ :
and if we symbolically identify p 1 = p 1 , . . . , p l = p l then the conditions (ii)-(iv) of Definition 3.7 are satisfied. Namely, [37] where it is natural to assume that all state-spaces of a structured linear system are the same.
Consider a parametrized polynomial (rational) system Σ(P ) and let us assume that the statespaces of all systems of Σ(P ) are the same. Then all state-spaces are automatically isomorphic (birationally equivalent in the case of rational systems) and the corresponding isomorphisms and their inverses are the identity maps on particular state-spaces. Therefore, the parametrized system Σ(P ) is a structured system if after symbolic identification p 1 = p 1 , . . . , p l = p l of the parameters it follows that
Any structured system is a parametrized system. The converse is not true. To derive the results of the succeeding sections we introduce the structural concepts of algebraic and rational observability, algebraic reachability, canonicity, and distinguishability of parameters.
Definition 3.9 Let P be a parameter set. We say that a parametrized polynomial (rational) system Σ(P ) (i) is structurally reachable if there exists a variety R P such that Σ(p) is algebraically reachable (from x p 0 ) for all p ∈ P \ R, (ii) is structurally observable if there exists a variety O P such that Σ(p) is algebraically observable (rationally observable for rational systems) for all p ∈ P \ O, (iii) is structurally canonical if there exists a variety RO P such that Σ(p) is canonical for all p ∈ P \ RO, (iv) structurally distinguishes parameters if there exists a variety D P such that Σ(p) distinguishes parameters for all p ∈ P \ D, Proposition 3.10 Let P be a parameter set. A parametrized polynomial (rational) system Σ(P ) is structurally canonical if and only if it is structurally reachable and structurally observable.
Proof: (⇒) A parametrized polynomial (rational) system which is structurally canonical is also structurally reachable and structurally observable. We can consider sets R and O to be equal to a set RO which is given by structural canonicity.
(⇐) Assume that Σ(P ) is structurally reachable and structurally observable. There exist varieties R, O P such that Σ(p) is algebraically reachable (from x p 0 ) for all p ∈ P \ R, and Σ(p) is algebraically (rationally for rational Σ(p)) observable for all p ∈ P \O. We define a set RO to be the union of the sets R and O. Because the union of two varieties is a variety, the set RO = R ∪ O is a variety. Since P \ RO ⊆ P \ R and P \ RO ⊆ P \ O, the system Σ(p) for p ∈ P \ RO is both algebraically (rationally) observable and algebraically reachable (from x p 0 ). If RO = P then the variety P would be the union of two non-empty strict subvarieties of P , i.e. P would be reducible. But this contradicts the irreducibility of P . Therefore RO P and finally, Σ(P ) is structurally canonical.
2 Corollary 3.11 Let Σ(P ) be a parametrized polynomial (rational) system. Let R and O be the smallest strict subvarieties of P such that Σ(p) is algebraically reachable for all p ∈ P \ R and algebraically observable (rationally observable for Σ(P ) being parametrized rational system) for all p ∈ P \O. Then the variety RO for which Σ(p), p ∈ RO is canonical is such that R∪O ⊆ RO P .
Example 3.12 Consider the parametrized system Σ(P ) treated in Examples 3.1, 3.3, and 3.6. For this parametrized system it holds that it is structurally canonical and that it structurally distinguishes parameters. For every rational system Σ(p), p ∈ P = R 3 of the parametrized system Σ(P ) it holds that h p (x) = x and X p = R. Then, from Definition 2.4, it follows that Q obs (Σ(p)) = R(X) = Q and therefore Σ(p) is rationally observable for all p ∈ P . Thereby Σ(P ) is structurally observable.
For the vector fields f p α to be defined at the initial state x p (0) = a ∈ R, we need to assume that p 3 = −a. According to Cauchy-Peano theorem on the existence of solutions of ordinary differential equations, there is a solution x(·) defined on an open interval (−T, T ) such thatẋ(t) = − p1x(t) p3+x(t) − p 2 x(t) + α and x(0) = a for every p ∈ P \ {p = (p 1 , p 2 , p 3 ) ∈ P |p 3 = −a} and for every α ∈ R. Because for every p ∈ P \ {p = (p 1 , p 2 , p 3 ) ∈ P |p 3 = −a} there exists α ∈ R such thatẋ = 0, there is an open interval (a − b, a + b) ⊆ R, b ∈ (0, ∞) which is a subset of the set {x(t)|t ∈ (−T, T )}. Therefore, for every p ∈ P \ {p = (p 1 , p 2 , p 3 ) ∈ P |p 3 = −a}, the reachable set of the rational system Σ(p) contains an open interval in R. Then, because an open subset in R is Z-dense in R, Σ(p) is algebraically reachable for every p ∈ P \ {p = (p 1 , p 2 , p 3 ) ∈ P |p 3 = −a}. Since {p = (p 1 , p 2 , p 3 ) ∈ P |p 3 = −a} is a variety, Σ(P ) is structurally reachable.
The last two paragraphs above and Proposition 3.10 imply that Σ(P ) is structurally canonical. Further, because the set {p
is a variety in R 3 , it follows from Example 3.6 and Definition 3.9(iv) that Σ(P ) structurally distinguishes parameters.
Structural and global identifiability
To understand a (biological) phenomenon one observes its behaviour and applies a priori knowledge of related fields. The observation of the phenomenon consists of measuring the responses (outputs) of the studied object to stimulating signals (inputs). For example, in a metabolic network one can measure or even change the concentration of glucose input to a reaction system and observe its influence on the change of the concentration of pyruvate. These measurement are usually of the form of a set of tuples (u, y) where u and y are the functions of time with the same time domain which record the inputs (in the case of u) and outputs (in the case of y) measured for the considered phenomenon. Hence, u can stand for the glucose concentration and y for the pyruvate concentration.
Consider an input u : [0, T u ] → R m and its corresponding output y : [0, T u ] → R r . The tuple (u, y) provides the same information about the phenomenon as the set of tuples {(u [0,t] , y(t))|t ∈ [0, T u ]} where u [0,t] is the restriction of the input u to the time domain [0, t] and y(t) is the value of the output y at the time t which is the end point of the time domain of the input u [0,t] .
In this paper we assume that the inputs which can be applied to study the considered phenomenon are given as a set of admissible inputs U pc (for polynomial or rational systems depending on the model of the phenomenon). A set U pc of admissible inputs for rational systems is defined as a subset of U pc such that:
A set of inputs of U pc which satisfies the conditions (i), (ii) is called the set of admissible inputs for polynomial systems. By abusing notation, we denote it also by U pc .
Because all restrictions of admissible inputs to shorter time domains are also admissible inputs, we can further assume that the measurements are provided in the form (u, y(T u )) where u ∈ U pc . Then a parametrized system Σ(P ) which models a phenomenon characterized by the measurements {(u, y(T u ))|u ∈ U pc } is such that U pc ⊆ U pc (Σ(p)) for all p ∈ P , otherwise Σ(P ) would not be a model of the phenomenon. This property only says that all possible inputs which make sense for a real life phenomenon we investigate should be admissible for the models of this phenomenon. So, if we increase the concentration of glucose to certain level and we observe a change in pyruvate concentration, then we do not want a model of this reaction system to collapse if the input corresponding to this level of glucose concentration is applied to the system.
The assumption on inputs being of a class of admissible inputs allows one to study structural and global identifiability of parametrizations of parametrized polynomial and parametrized rational systems by means of realization theory developed in [6] for polynomial systems and in [27, 26] for rational systems. The realization problem as it is stated in [6, 27, 26] is to find for a map R : U pc → R r (also called a response map) a polynomial/rational system (called a realization)
Because algebraic reachability of rational realizations is defined by using the inputs of a set U pc , see [27, Definition 5.4] , and because parametrized rational systems are families of rational realizations of the measurements, in the rest of the paper we mean by an algebraically reachable rational system a rational system Σ = (X, f, h, x 0 ) realizing the measurements {(u, y(
Further, we say that two systems Σ 1 and Σ 2 are realizing the same response map if
. The main results of [6, 27, 26] which are applied to obtain the characterization of structural and global identifiability of parametrizations of parametrized polynomial and parametrized rational systems are the results formulated in [6, Theorem 4] and [26, Theorem 8] . They are stated in the following theorem. 
Problem description
The problem we deal in this paper concerns the characterization of structural and global identifiability for the classes of parametrized polynomial and parametrized rational systems. The notion of structural and global identifiability is formally defined as follows: Definition 4.2 Let P ⊆ R l be a parameter set and let U pc be a set of admissible inputs for polynomial (rational) systems. Let Σ(P ) be a parametrized polynomial (rational) system such that U pc ⊆ U pc (Σ(p)) for all p ∈ P . We say that the parametrization P :
(ii) structurally identifiable if the map
is injective on P \ S where S is a variety strictly contained in P .
Global identifiability of a parametrization of a parametrized system means that unknown parameters of the parametrized system can be determined uniquely from the measurements. Structural identifiability of a parametrization provides this uniqueness only on a Z-dense subset of a parameter set. Obviously, a globally identifiable parametrization of a parametrized system is structurally identifiable.
Necessary conditions for structural and global identifiability
In this section we determine necessary conditions for a parametrization of a parametrized polynomial or a parametrized rational system to be structurally or globally identifiable. Theorem 4.3 (Necessary condition for structural identifiability) Let P ⊆ R l be a parameter set and let Σ(P ) be a parametrized polynomial (rational) system with the parametrization P : P → Σ(P ). We assume that Σ(P ) is structurally canonical and we denote by RO the smallest strict subvariety of P such that Σ(p) ∈ Σ(P ) is canonical for all p ∈ P \ RO. Then the following statement holds.
If the parametrization P is structurally identifiable, then there exists a variety S such that RO ⊆ S P and such that for any p, p ∈ P \S an isomorphism relating the systems Σ(p), Σ(p ) ∈ Σ(P ) is the identity.
Proof:
Assume that the parametrization P is structurally identifiable. Let G be a strict subvariety of P such that the map p → h p (x p ) is injective on P \ G. Because P is an irreducible variety and because an union of finitely many varieties is a variety, RO ∪ G P . Let us define S = RO ∪ G. Then RO ⊆ S P .
Consider arbitrary two polynomial (rational) systems Σ(p), Σ(p ) ∈ Σ(P ) with p, p ∈ P \ S. They are both canonical and such that h
is injective on P \ G and hence also on P \ S, the equality
for all u ∈ U pc implies that p = p . From this equality, Theorem 4.1, and from Definition 3.7 we derive that:
in the case of rational systems the mappings φ, ψ are rational; note that they do not have to be defined everywhere, only on Z-dense subsets of X p ),
Consider arbitrary isomorphism φ : X p → X p satisfying the conditions above, i.e. φ is an isomorphism of the polynomial (rational) system Σ(p) to itself.
We finish the proof for polynomial and rational systems separately to illustrate two different arguments.
Polynomial case
Let φ * : A p → A p be an R-algebra isomorphism defined as φ * (ϕ) = ϕ • φ for all ϕ ∈ A p . Because a canonical polynomial system is algebraically observable, the observation algebra A obs (Σ(p)) of the polynomial system Σ(p) equals the algebra A p of all polynomials on X p . Then the polynomials h p , f p α h p , α = (α 1 , . . . , α n ), n ∈ N, α i ∈ U generate the algebra A p . From (ii) and (iii) above, we get that
Since the isomorphism φ * maps the generators of A p to themselves identically, φ * is the identity on A p and therefore the isomorphism φ is the identity on X p .
Rational case
From the canonicity of the rational system Σ(p) it follows that it is rationally observable and thus Q obs (Σ(p)) = Q p . Because the field Q obs (Σ(p)) is generated by the rational functions h p , f p α , α = (α 1 , . . . , α n ), n ∈ N, α i ∈ U , and because from (ii) and (iii) above
Especially for ϕ ∈ Q p defined as ϕ(x) = x it means that x = ϕ(x) = ϕ(φ(x)) = φ(x). Therefore, the isomorphism φ : X p → X p is the identity. 2
For Theorem 4.3 the assumption on RO being the smallest variety having the desired properties can be relaxed. It only specifies the smallest variety which can be considered a variety S.
Remark 4.4 (Necessary condition for global identifiability) From Theorem 4.3 we derive necessary conditions for a parametrization of a parametrized polynomial or a parametrized rational system to be globally identifiable.
Assume that the systems Σ(p) of a parametrized polynomial system Σ(P ) are canonical for all p ∈ P . It holds that if the parametrization P of Σ(P ) is globally identifiable, then for every p, p ∈ P an isomorphism relating Σ(p) and Σ(p ) is the identity. For parametrized rational systems the same statement holds except for the fact that only the parameters of P \ W are considered. Here W denotes a set of such parameters p W ∈ P for which the rational system Σ(p W ) is not well-defined.
Sufficient conditions for structural and global identifiability
In this section we determine sufficient conditions for a parametrization of a parametrized polynomial or a parametrized rational system to be structurally or globally identifiable.
Theorem 4.5 (Sufficient condition for structural identifiability) Let P ⊆ R l be a parameter set and let Σ(P ) be a structured polynomial (rational) system with the parametrization P : P → Σ(P ). We assume that Σ(P ) is structurally canonical and we denote by RO the smallest strict subvariety of P such that Σ(p) ∈ Σ(P ) is canonical for all p ∈ P \ RO. We also assume that Σ(P ) structurally distinguishes parameters and we denote by D the smallest strict subvariety of P such that Σ(p) ∈ Σ(P ) distinguishes parameters for all p ∈ P \ D. Then the following statement holds.
If there exists a variety S such that RO ∪ D ⊆ S P and such that for any p, p ∈ P \ S an isomorphism relating the systems Σ(p), Σ(p ) ∈ Σ(P ) is the identity, then the parametrization P is structurally identifiable.
Proof: Let a structured polynomial (rational) system Σ(P ) and varieties RO, D P be as in the theorem. Let S be a variety such that RO ∪ D ⊆ S P and such that for any p, p ∈ P \ S any isomorphism relating the systems Σ(p), Σ(p ) ∈ Σ(P ) is the identity.
Consider arbitrary p, p ∈ P \ S and the corresponding systems Σ(p), Σ(p ) of Σ(P ). Because p, p ∈ P \ S and because Σ(p) and Σ(p ) are modeling the same measurements, we know that Σ(p) and Σ(p ) are canonical realizations of the same response map. Therefore, from Theorem 4.1, Σ(p) and Σ(p ) are isomorphic. Let φ : X p → X p be an isomorphism relating Σ(p) and Σ(p ). Since p, p ∈ P \ S, the assumption on S implies that φ is the identity.
Polynomial case
Since φ is the identity, the polynomial systems
) are related, according to Definition 3.7, in the following way:
. . , r, α ∈ U be written in the form of (3), (4), (5) where ϕ 1 , . . . , ϕ np are the common generators of A p and A p corresponding to the polynomials X 1 , . . . , X np ∈ R[X 1 , . . . , X np ]. Note that because X p = X p we can assume that n p = n p . Then there exist polynomials q i ∈ R[P 1 , . . . , P l ], i = 1, . . . , n p , j = 1, . . . , r, α ∈ U such that for every α ∈ U and for i = 1, . . . , n p , j = 1, . . . , r it holds that
The sums in (9) and (10) have only finitely many non-zero summands. From (ii)-(iv) above and from the equalities (9), (10) it follows that
for i = 1, . . . , n p , j = 1, . . . , r, α ∈ U . Because Σ(P ) is a structured system, Definition 3.8 implies that the relations (ii)-(iv) and consequently the equations (11) are valid even if we formally identify
. . , n p , j = 1, . . . , r, and α ∈ U . After substituting these relations into (11), we derive that : a(p 1 , . .
Since the polynomials {q fα i;a1,...,an p , q h j;b1,...,bn p , q x0 i ∈ A|i = 1, . . . , n p , j = 1, . . . , r, α ∈ U } generate A, the equalities (12) imply that p 1 = p 1 , . . . , p l = p l . Therefore p = p which proves that for the parameters of the set P \ S the map p → h p (x p ) is injective. Thus, the parametrization P is structurally identifiable.
Rational case
Since φ is the identity, the rational systems
) are related, according to Definition 3.7, in the following way: . . , n p = n p , j = 1, . . . , r, α ∈ U written in the form of (6), (7), (8) and by following the steps of the part of this proof concerning polynomial systems, we derive that p = p . Hence, the parametrization P : P → Σ(P ) is structurally identifiable.
2
Again, in the same way as for Theorem 4.3, the assumptions on varieties RO, D in Theorem 4.5 being the smallest varieties having the desired properties can be relaxed. If RO and D are the smallest such varieties, then their union only specifies the smallest variety which can be considered a variety S. Remark 4.6 (Sufficient condition for global identifiability) By a slight modification of Theorem 4.3 we derived a necessary condition for a parametrization of a structured polynomial/rational system to be globally identifiable, see Remark 4.4. By the same modification we derive a sufficient condition for a parametrization to be globally identifiable from Theorem 4.5. Hence, the following statement holds.
Consider a structured polynomial (rational) system Σ(P ) such that Σ(p) is canonical and distinguishes parameters for all p ∈ P (p ∈ P \ W where W is a set of such parameters p W of P for which Σ(p W ) is not well-defined). If for every p, p ∈ P (p, p ∈ P \ W ) an isomorphism relating Σ(p) and Σ(p ) is the identity, then the parametrization P : P → Σ(P ) is globally identifiable.
Example 4.7 Let us recall the model of a reaction system considered in Examples 3.1, 3.3, 3.6, 3.12. The parametrized system Σ(P ) modeling the referenced reaction system is given as a set of rational systems
for all p ∈ P = R 3 . Because the state-spaces X p are the same for all p ∈ P and because f p , h p , and x p (0) differ only by the values of parameters p, the parametrized system Σ(P ) is, according to Definition 3.8, structured. Further, from Example 3.12, Σ(P ) is structurally canonical and structurally distinguishes parameters. Therefore, Σ(P ) satisfies the assumptions of Theorem 4.5 which can be then applied to check structural identifiability of the parametrization P : P → Σ(P ).
From Example 3.12, Σ(p) is canonical for all p ∈ P \ RO where RO = {p = (p 1 , p 2 , p 3 ) ∈ P |p 3 + a = 0} and, from Example 3.6, Σ(p) distinguishes parameters for p ∈ P \ D where
Even if we do not know whether the varieties RO and D are the smallest varieties having the corresponding properties, we can define by them a variety S of Theorem 4.5. A variety S has to satisfy the relation RO ∪ D ⊆ S P . Hence, we can choose S to be the variety
2 ) = 0}. Let us consider p, p ∈ P \ S. From Definition 3.7 and Theorem 4.1 we derive that there exists an isomorphism φ : X p → X p relating the systems Σ(p) and Σ(p ). In particular, φ satisfies the equality h p φ = h p . Because h p (x) = h p (x) = x, it follows that φ(x) = h p (φ(x)) = h p (x) = x and thus φ is the identity. By Theorem 4.5 we conclude that the parametrization P : P → Σ(P ) is structurally identifiable.
Note that the rational systems Σ(p) are not well-defined for p ∈ W = {p = (p 1 , p 2 , p 3 ) ∈ P |p 3 + a = 0}. Let us define the set N = {p = (p 1 , p 2 , p 3 ) ∈ P |p 2 1 + p 2 2 = 0} = ∅ which is a subset of the smallest set D min such that for all p ∈ P \ D min the system Σ(p) distinguishes parameters. Since (P \ W ) ∩ N = ∅, there exists a parameter p = (p 1 , p 2 , p 3 ) ∈ (P \ W ) ∩ N such that Σ(p) does not distinguish parameters. Therefore, Σ(p) does not distinguish parameters for all p ∈ P \ W . This implies that by the theorem of Remark 4.6 we cannot decide whether the parametrization P : P → Σ(P ) is globally identifiable.
Summary
The following two theorems summarize the results of preceding sections.
Theorem 4.8 (Structural identifiability) Let P ⊆ R l be a parameter set and let Σ(P ) be a structured polynomial (rational) system with the parametrization P : P → Σ(P ). We assume that Σ(P ) is structurally canonical and we denote by RO the smallest strict subvariety of P such that Σ(p) ∈ Σ(P ) is canonical for all p ∈ P \ RO. We also assume that Σ(P ) structurally distinguishes parameters and we denote by D the smallest strict subvariety of P such that Σ(p) distinguishes parameters for all p ∈ P \ D. Then the following are equivalent:
(a) the parametrization P is structurally identifiable, (b) there exists a variety S such that RO ∪ D ⊆ S P , and such that for any p, p ∈ P \ S an isomorphism relating the systems Σ(p), Σ(p ) is the identity.
Proof: It follows directly from Theorem 4.3 and Theorem 4.5. 2
Recall that the properties of a parametrized system Σ(P ) to be structured and to structurally distinguish parameters are not needed in the proof of the implication (a) ⇒ (b).
Theorem 4.9 (Global identifiability) Let Σ(P ) be a structured polynomial (rational) system and let the systems Σ(p) ∈ Σ(P ) be canonical and distinguish parameters for all p ∈ P (p ∈ P \ W where W is the set of such parameters p W from P for which Σ(p W ) is not well-defined). Then, the parametrization P of Σ(P ) is globally identifiable if and only if for every p, p ∈ P (p, p ∈ P \ W ) an isomorphism relating Σ(p) and Σ(p ) is the identity.
The last example treats the model of a peptide chain elongation described in [17] and consequently in [19, Chapter 8.3.3] . It is a bilinear system with parameters which is a special case of a parametrized polynomial and thus also a parametrized rational system.
Example 5.4
The model of a peptide chain elongation from [17, 19] is given by the equations:
The state variables B, C, D, E, F, G correspond to ribosome, initial binding, codon recognition, GTPase activation and GTP hydrolysis, EF-Tu released, and accommodation and peptide transfer, respectively. A 1 and A 2 stand for correct and wrong form of tRNA, respectively, the correct one provides an amino acid to be the next in the peptide sequence. The process of the elongation of a peptide chain can be described also by the following diagram.
We will study the model only for one of A 1 , A 2 . Hence, let us consider either A 1 or A 2 as the inflow to the system. We denote it by u. We assume that u can be modeled by piecewiseconstant functions with the values in R. To study structural identifiability of the model we need to specify the initial state and the outputs of the system. Let us assume that the initial state is given as (B(0), C(0), D(0), E(0), F (0), G(0)) = (1, 1, 1, 1, 1, 1) and that the outputs are given as the outflows k 2 C, k 7 F , k r G of the system. Further, we assume that the parameters k 1 , k −1 , k 2 , k −2 , k 3 , k 4 , k 5 , k 7 , k r of the model take values in R and thus the considered parameter set is given as P = R 9 . Finally, the parametrized system 1, 1, 1, 1, 1) T , models the elongation of a peptide chain. Note that from Remark 5.1 the parametrized system Σ(P ) is even a structured system.
is a strict subvariety of P , the parametrized system Σ(P ) is structurally observable.
By defining new inputs as v = Bu we derive a parametrized linear system Σ lin (P ) from the parametrized system Σ(P ). To show that Σ(P ) is structurally reachable it is sufficient to prove that Σ lin (P ) is structurally reachable by checking controllability rank condition for the systems Σ lin (k) where k ∈ P \ R for a variety R P , see [25] . The linear system Σ lin (k), k ∈ P is given as
It is controllable if rank(N M N . . . M 5 N ) = 6. We show that this rank condition is satisfied for all k ∈ P \ R where R is a strict subvariety of P . First, note that
where * stands for polynomials in 9 variables 5 N ) = 6. Therefore, Σ lin (k) is controllable for all k ∈ P \ R where
. Because R P is a variety, Σ(P ) is structurally reachable. By Proposition 3.10, the parametrized system Σ(P ) is structurally canonical. We can define a variety RO P such that Σ(k) is canonical for all k ∈ P \ RO by the union R ∪ O.
From the definition of the vector fields f k α , α ∈ R it is easy to see how the polynomials q for all α ∈ R \ {0} and k ∈ P \ D where D = {k = (k 1 , k −1 , k 2 , k −2 , k 3 , k 4 , k 5 , k 7 , k r ) ∈ P = R 9 |k 1 k −1 k 2 k −2 k 3 k 4 k 5 k 7 k r = 0}. Therefore, the system Σ(k) distinguishes parameters for all k ∈ P \ D. Since D P is a variety, we conclude that Σ(P ) structurally distinguishes parameters.
From the irreducibility of P it follows that S = O ∪ R ∪ D P . Thus we can consider arbitrary Σ(k), Σ(k ) ∈ Σ(P ) such that k, k ∈ P \ S. Both systems are canonical and distinguish parameters. Further, because they are realizing the same measurements, they are according to Theorem 4.1 isomorphic. From Definition 3.7, there exist polynomial mappings φ, ψ : R 6 → R We prove that φ = (φ 1 , . . . , φ 6 ) T : R 6 → R 6 is the identity. Since k 2 , k 7 , k r = 0 (because k ∈ P \ S = P \ (O ∪ R ∪ D) and the parameters k ∈ P such that k 2 , k 7 , k r = 0 are all contained in D), it follows from (ii) that k 2 = k 2 , k 7 = k 7 , k r = k r and furthermore that 
φ 6 (B, C, D, E, F, G) = G.
If we consider the polynomial ϕ(B, C, D, E, F, G) = F in (i), we derive that k 4 = k 4 (because k 4 = 0 since k ∈ P \ S) and φ 4 (B, C, D, E, F, G) = E.
As k 3 = 0 (again because k ∈ P \S), we obtain by considering the polynomial ϕ(B, C, D, E, F, G) = E in (i) that k 3 = k 3 and
For the polynomial ϕ(B, C, D, E, F, G) = D the relation (i) and the equality k 2 = k 2 imply that k −2 = k −2 . Then, since k 1 = 0 (from k ∈ P \S), by considering the polynomial ϕ(B, C, D, E, F, G) = C in (i) we derive that (−k −1 + k −1 )C + k 1 Bα = k 1 αϕ 1 (B, C, D, E, F, G) for all α ∈ R. From (iii) follows the equality −k −1 + k −1 = α(k 1 − k 1 ) for all α ∈ R. Therefore k −1 = k −1 , k 1 = k 1 , and consequently φ 1 (B, C, D, E, F, G) = B.
Finally, from (22) , (23), (24), (25) , an isomorpism φ is the identity. Because Σ(k), Σ(k ) were arbitrary systems of Σ(P ) with k, k ∈ P \ S, the parametrization P : P → Σ(P ) is according to Theorem 4.5 or Theorem 4.8 structurally identifiable.
We have provided the characterization of structural and global identifiability of parametrizations of parametrized polynomial and parametrized rational systems. The basic objects used are polynomial and rational maps on or between varieties, and varieties which are determined by polynomial ideals. Therefore, the main results of this paper stated in Theorem 4.8 and Theorem 4.9 make it possible to apply the results of computational algebra to obtain procedures and algorithms for checking structural and global identifiability for the classes of parametrized polynomial and parametrized rational systems. As demonstrated in [30, p. 248] and in [23, p. 14] , the parametrized systems parametrizations of which are such that the rational combinations of parameters are present as coefficients in the vector fields, output functions, or initial conditions are realistic and very often necessary to faithfully describe the biological character of the studied process. Our approach allows for such parametrizations once the condition on distinguishability of parameters is satisfied.
In this paper we assumed that the parameter sets are irreducible real affine varieties. We could also work with arbitrary subsets of R l and consider Euclidean topology on R l . Then the structural properties defined in Definition 3.9 have to be considered as properties valid for all parameter values except for a set of parameter values of measure zero.
There are still many open problems concerning system identification for polynomial and rational systems. One of them is the problem of determining the classes of inputs which are exciting the polynomial and rational systems sufficiently to be able to determine their identifiability properties and consequently estimate the values of the parameters. For bilinear systems, the problem of characterizing sufficiently exciting inputs is considered in [31] . The problem of determining the numerical values of parameters from measurements is itself a major open problem. Further, structural indistinguishability which deals with the uniqueness of a model structure is of interest. It is treated for example in [15] for uncontrolled nonlinear analytic systems by generalizing the results of structural identifiability from [14] . In the case of polynomial and rational systems it should be easily solvable by means of realization theory developed for these classes of systems in [4, 6, 27, 26] .
