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Abstract
In this work we study the existence of homoclinic orbits of the planar system of Lie´nard type
x˙ = 1
a(x)
[h(y) − F(x)], y˙ = −a(x)g(x),
where a(x) > 0, for every x ∈ R, and h is strictly increasing, but it is not assumed that h(±∞) = ±∞, h(y) ≤ my, or
h(y) ≥ my. We present sufficient and necessary conditions for this system to have a positive orbit which starts at a point on the
curve h(y) = F(x) and approaches the origin without intersecting the x-axis. The conditions obtained are very sharp. Our results
extend the results presented by Hara and Yoneyama for this system with a(x) = 1, and h(y) = y, and improve the results presented
by Sugie.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
We consider the Lie´nard-type system
x˙ = 1
a(x)
[h(y) − F(x)], y˙ = −a(x)g(x), (1.1)
where a, F , and g are continuous on an open interval I which contains 0, and h(y) is strictly increasing on R. The
functions a(x), F(x), g(x), and h(y) satisfy smoothness conditions for the uniqueness of solutions of the initial value
problems. Throughout this work, we assume that F(0) = 0,
xg(x) > 0, for x = 0 and yh(y) > 0 for y = 0, (1.2)
which guarantee that the origin is the unique critical point of (1.1). This system includes the classical Lie´nard system
as a special case which is of great importance in various applications (see [1,2,4,5,8–10] and the references cited
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therein). In the system (1.1), a trajectory is said to be a homoclinic orbit if its α- and ω-limit sets are the origin.
In this work we intend to give some necessary and sufficient conditions on a(x), F(x), g(x) and h(y) under which
the system (1.1) has homoclinic orbits. The existence of homoclinic orbits in the Lie´nard-type systems (see [3–5]) is
closely connected with the stability of the zero solution and the center problem. If the system (1.1) has a homoclinic
orbit, then the zero solution is no longer stable. A homoclinic orbit and a center cannot exist together in the system
(1.1). Our subject also has a near relation with the global attractivity of the origin and oscillation of solutions and so
on (see [6–8]).
We say that system (1.1) has property (Z+1 ) (resp., (Z+3 )) if there exists a point P(x0, y0) with F(x0) = h(y0), and
x0 > 0 (resp., x0 < 0) such that the positive semitrajectory of (1.1) starting at P approaches the origin through only
the first (resp., third) quadrant. We also say that system (1.1) has property (Z−2 ) (resp., (Z−4 )) if there exists a point
P(x0, y0) with F(x0) = h(y0), and x0 < 0 (resp., x0 > 0) such that the negative semitrajectory of (1.1) starting at P
approaches the origin through only the second (resp., fourth) quadrant. If the system (1.1) has both property (Z+1 ) and
property (Z−2 ), a homoclinic orbit exists in the upper half-plane. Similarly, if the system (1.1) has both property (Z+3 )
and property (Z−4 ), a homoclinic orbit exists in the lower half-plane.
Hara and Yoneyama in [6] considered the system (1.1) with a(x) = 1 and h(y) = y, and proved that if there exists
a δ > 0 such that
F(x) > 0 and
1
F(x)
∫ x
0
g(η)
F(η)
dη ≤ 1
4
, (1.3)
for 0 < x < δ, then the system (1.1) has property (Z+1 ). Also they proved that if there exists an a > 0 such that
F(x) > 0 for 0 < x ≤ a, and some α > 14 such that
1
F(x)
∫ x
0
g(η)
F(η)
dη ≥ α, (1.4)
then the system (1.1) with a(x) = 1 and h(y) = y fails to have property (Z+1 ). In [3] Sugie presented an implicit
necessary and sufficient condition for the system (1.1) with a(x) = 1 to have property (Z+1 ). Then he presented
some sufficient conditions for the system (1.1) with a(x) = 1 to have property (Z+1 ) (see also [9,10]). In this work
we present some explicit necessary conditions and some explicit sufficient conditions for the system (1.1) to have
property (Z+1 ) which seem to be very sharp. The results can be formulated for the property (Z
−
2 ), (Z
+
3 ), or (Z
−
4 ). We
leave the details to the reader.
2. Necessary and sufficient conditions for property (Z+1 )
In this section we present necessary and sufficient conditions for the system (1.1) to have property (Z+1 ).
Throughout this work we assume that
F(x) > 0 for 0 < x < δ,
because if F(x) has an infinite number of positive zeros clustering at x = 0, then the system (1.1) fails to have property
(Z+1 ). In order to give our conditions, first we establish the following implicit necessary and sufficient condition. This
theorem is similar to Theorem 2.1 in [3].
Theorem 2.1. The system (1.1) has property (Z+1 ) if and only if there exist a constant δ > 0 and a continuous function
ϕ(x) such that
0 ≤ ϕ(x) < F(x) and
∫ x
0
a2(η)g(η)
F(η) − ϕ(η)dη ≤ h
−1(ϕ(x)) (2.1)
for 0 < x < δ.
Proof. Notice that the positive semitrajectory of (1.1) starting at P(x0, h−1(F(x0))) is considered as a solution y(x)
of
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dy
dx
= a
2(x)g(x)
F(x) − h(y) ,
with y(x0) = h−1(F(x0)).
Sufficiency. Suppose that there exists a point P(x0, y0) with F(x0) = h(y0) and x0 > 0 such that the positive
semitrajectory of (1.1) starting at P does not tend to the origin through the first quadrant. Then this trajectory rotates
in a clockwise direction about the origin. For this reason, it crosses the curve y = h−1(ϕ(x)) and meets the y-axis at a
point (0, y1) with y1 < 0. By using an argument similar to the proof of Theorem 2.1 in [3] we see that this contradicts
(2.1).
Necessity. Suppose that the positive semitrajectory of (1.1) starting at P(x0, y0) with F(x0) = h(y0) and x0 > 0
approaches the origin through only the first quadrant. Then its corresponding solution y(x) satisfies
y(x) ↘ 0 as x → 0.
Let δ = x0 and ϕ(x) = h(y(x)) for 0 < x < δ. It is obvious that ϕ(x) ≥ 0. By an argument similar to the proof of
Theorem 2.1 in [3] we conclude that ϕ(x) < F(x) and (2.1) holds. The proof is now complete. 
Theorem 2.2. Suppose that there exist k ∈ (0, 1) and δ > 0 such that
∫ x
0
a2(η)g(η)
F(η) dη
(1 − k)h−1(k F(x)) ≤ 1, for 0 < x < δ, (2.2)
then the system (1.1) has property (Z+1 ).
Proof. Suppose that (2.2) holds. Let ϕ(x) = k F(x). Then the condition (2.1) is satisfied. In fact, it is obvious that
ϕ(x) < F(x) for 0 < x < δ and by (2.2) we get
∫ x
0
a2(η)g(η)
F(η) − ϕ(η)dη =
1
1 − k
∫ x
0
a2(η)g(η)
F(η)
dη
≤ 1
1 − k ((1 − k)h
−1(k F(x))) = h−1(ϕ(x)),
for 0 < x < δ. Thus, by Theorem 2.1 the system (1.1) has property (Z+1 ). 
Remark 2.1. For h(y) = y and a(x) = 1, take k = 12 , then Theorem 2.2 gives the corresponding result of Hara and
Yoneyama [6] (condition (1.3)).
Theorem 2.3. If for every k ∈ [0, 1] there exists a constant γk > 0 such that
lim inf
x→0+
⎛
⎝
∫ x
0
a2(η)g(η)
F(η) dη
(1 − k + γk)h−1((k + γk)F(x))
⎞
⎠ > 1, (2.3)
then the system (1.1) fails to have property (Z+1 ).
Proof. We prove the theorem by contradiction. Suppose that there exists a constant δ > 0 and a continuous function
ϕ such that the condition (2.1) holds. Define k ′ = lim infx→0+ ϕ(x)F(x) . Then 0 ≤ k ′ ≤ 1, and from the definition of k
it follows that for every  > 0, there exist a b and a sequence {xn} with 0 < b < δ, 0 < xn ≤ b, and xn → 0 as
n → +∞ such that
ϕ(x)
F(x)
> k ′ −  for 0 < x ≤ b and ϕ(xn)
F(xn)
< k ′ + .
Hence, we get
ϕ(x) > (k ′ − )F(x) for 0 < x ≤ b and ϕ(xn) < (k ′ + )F(xn).
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From (2.1) we conclude that
0 ≥
∫ xn
0
a2(η)g(η)
F(η) − ϕ(η)dη − h
−1(ϕ(xn)) >
∫ xn
0
a2(η)g(η)
F(η) − (k ′ − )F(η)dη − h
−1((k ′ + )F(xn))
>
1
1 − k ′ + 
∫ xn
0
a2(η)g(η)
F(η)
dη − h−1((k ′ + )F(xn)).
Consequently, for n ≥ 1 we have
∫ xn
0
a2(η)g(η)
F(η) dη
(1 − k ′ + )h−1((k ′ + )F(xn)) < 1. (2.4)
Thus, for k ′ ∈ [0, 1] the inequality (2.3) does not hold for any γk′ =  > 0. This is a contradiction and the proof is
complete. 
Corollary 2.1. Suppose that the system (1.1) with h(x) = h1(x) has (resp. fails to have) property (Z+1 ). If
h2(x) ≤ h1(x) (resp. h2(x) ≥ h1(x)), (2.5)
for x > 0 sufficiently small, then the system (1.1) with h(x) = h2(x) has (resp. fails to have) property (Z+1 ).
Remark 2.2. Paying attention to the proof of Theorem 2.3, we see that for k = 0, we can substitute the condition
(2.3) with a weaker condition:
∃ γ0 > 0 s.t. lim inf
x→0+
∫ x
0
a2(η)g(η)
F(η) dη
h−1(γ0 F(x))
> 1. (2.6)
Remark 2.3. Let h(y) = y and a(x) = 1 and suppose that (1.4) is satisfied with α > 14 . For every k ∈ [0, 1] set
γk = , where  is a constant and  ∈ (0,√α − 12 ). We have
(1 − k + γk)(k + γk) = γ 2k + γk + k(1 − k) < α.
Therefore, if h(y) = y, a(x) = 1, and (1.4) holds for some α > 14 , then (2.3) is satisfied. Hence, the corresponding
result of Hara and Yoneyama [6] (condition (1.4)) is a corollary of Theorem 2.3.
Corollary 2.2. If there exists a λ, with 1 < λ ≤ 2, such that
lim inf
x→0+
∫ x
0
a2(η)g(η)
F(η) dη
h−1(λF(x))
> 1, (2.7)
then the system (1.1) fails to have property (Z+1 ).
Proof. Suppose that (2.7) holds. Then in (2.3) for every k ∈ (0, 1], let γk = (λ−1)k, and for k = 0, use the condition
(2.6) with γ0 = λ. 
3. Some results
In this section we use the results presented in the previous section and obtain other criteria for the property (Z+1 ).
We use these criteria and present sharp conditions for a concrete system. To this end, we define
G(x) =
∫ x
0
a2(η)g(η)dη, and H (y) =
∫ y
0
h(η)dη. (3.1)
Also we denote the inverse function of w(y) = H (y)sgn(y) by H −1(w).
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Theorem 3.1. Suppose that there exist α > 0 and k ∈ [0, 1) such that
h
(
x
α(1 − k)
)
≤ αkh(x), (3.2)
for x > 0 sufficiently small. Then the system (1.1) has property (Z+1 ), if
F(x) ≥ αh(H −1(G(x))), (3.3)
for x > 0 sufficiently small.
Proof. By (3.2) we have
u
α(1 − k)h−1(αkh(u)) ≤ 1, (3.4)
for u > 0 sufficiently small. Since, the function u(x) = H −1(G(x)) is increasing and continuous on [0,∞), and
u(0) = 0, by (3.4) we get
H −1(G(x))
α(1 − k)h−1(αkh(H −1(G(x)))) ≤ 1, (3.5)
for x > 0 sufficiently small. Now suppose that (3.3) holds. Since, h−1 is increasing and
d
dx
H −1(G(x)) = a
2(x)g(x)
h(H −1(G(x)))
,
from (3.5) we have
1
(1 − k)h−1(k F(x))
∫ x
0
a2(η)g(η)
F(η)
dη ≤ 1
(1 − k)h−1(αkh(H −1(G(x))))
∫ x
0
a2(η)g(η)
αh(H −1(G(η)))
dη
= H
−1(G(x))
α(1 − k)h−1(αkh(H −1(G(x)))) ≤ 1,
for x > 0 sufficiently small. Hence, by Theorem 2.2 the system (1.1) has property (Z+1 ). 
Notice that if α = 2 and k = 12 , then the condition (3.2) holds for every function h. Thus, we have the following
result.
Corollary 3.1. Suppose that
F(x) ≥ 2h H −1(G(x)), (3.6)
for x > 0 sufficiently small. Then the system (1.1) has property (Z+1 ).
Remark 3.1. For a(x) = 1, Corollary 3.1 gives Theorem 3.1 in [3].
Theorem 3.2. Suppose that α > 0, and for every k ∈ [0, 1] there exists γk > 0 such that
h
(
x
α(1 − k + γk)
)
≥ α(k + γk)h(x), (3.7)
for x > 0 sufficiently small. Then the system (1.1) fails to have property (Z+1 ) if
F(x) ≤ λαh(H −1(G(x))), (3.8)
for some λ < 1.
Proof. By using an argument similar to the proof of Theorem 3.1 we conclude that if (3.7) and (3.8) hold, then for
every k ∈ [0, 1] there exists γk > 0 such that
lim inf
x→0+
1
(1 − k + γk)h−1(k + γk)F(x)
∫ x
0
a2(η)g(η)
F(η)
dη ≥ 1
λ
> 1.
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Hence, by Theorem 2.3 the system (1.1) fails to have property (Z+1 ). 
Notice that if α < 1, then the condition (3.7) is satisfied for every increasing function h, with γk = 1α − 1, for every
k ∈ [0, 1]. Hence, we have the following corollary.
Corollary 3.2. Suppose that
F(x) ≤ βh(H −1(G(x))), (3.9)
for x > 0 sufficiently small, where 0 < β < 1. Then the system (1.1) fails to have property (Z+1 ).
Now consider the system
x˙ = 1
a(x)
[m|y|psgn(y) − F(x)], y˙ = −a(x)g(x), (3.10)
with m, p > 0. Sugie [3] studied this system with a(x) = 1, and p ≥ 1 and gave sufficient conditions for this system
to have property (Z+1 ). But the problem for the case 0 < p < 1 is left open in [3]. In the following we present sharp
conditions for the system (3.10) to have property (Z+1 ). Our results work even when 0 < p < 1.
In the system (3.10) we have h(y) = my p, for y ≥ 0. Hence, the condition (3.2) resolves itself into the condition
mx p
α p(1 − k)p ≤ mαkx
p,
for x > 0 sufficiently small, which holds when k = 1p+1 and α ≥ (p + 1)( 1p )
p
p+1
. Hence, by Theorem 3.1 we have the
following result.
Theorem 3.3. Suppose that
F(x) ≥ m 11+p (1 + p)
(
1 + p
p
G(x)
) p
1+p
, (3.11)
for x > 0 sufficiently small. Then the system (3.10) has property (Z+1 ).
Remark 3.2. For a(x) = 1 and p ≥ 1, Theorem 3.3 gives Theorem 4.1 in [3]. Also the condition (3.7) resolves itself
to the condition
(k + γk)(1 − k + γk)p ≤ 1
α p+1
, (3.12)
for the system (3.10). Since, maxk∈[0,1]{k(1 − k)p} = 1p+1 ( p1+p )p , if M := (1 + p)( 1p )
p
1+p > α, then (3.12) holds.
On the other hand for every 0 < β < 1, there exist α < M and β < λ < 1 such that βM < λα. Hence, by
Theorem 3.2 we have the following result.
Theorem 3.4. Suppose that there exists a 0 < β < 1 such that
F(x) ≤ βm 11+p (1 + p)
(
1 + p
p
G(x)
) p
1+p
, (3.13)
for x > 0 sufficiently small. Then the system (3.10) fails to have property (Z+1 ).
Remark 3.3. It follows from Corollary 2.1 that if h(y) ≤ my p (resp. h(y) ≥ my p), for y > 0 sufficiently small, and
(3.11) (resp. (3.13)) holds for some m, p > 0, then the system (1.1) has (fails to have) property (Z+1 ).
Example 3.1. Consider the system
x˙ = √|y|sgn(y) − a|x |nsgn(x), y˙ = −x .
Then by Theorems 3.3 and 3.4 we conclude that this system has property (Z+1 ) if and only if one of the following
conditions holds:
(i) n < 23 ;
(ii) n = 23 and a ≥ 32 3
√
3
2 .
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