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A distributional metric for infrastructure vulnerability is proposed. 
Its effectiveness is illustrated through power, transport and water supply networks. 
Uncertainty in the vulnerability assessment of high-order disruption scenarios is quantified. 








Infrastructure networks enable communities to be resilient by distributing essential services and supporting the 
relief and recovery actions necessary to bounce back from disruptive events. In order for infrastructures to play 
this central role, their own vulnerability needs to be assessed and managed. In this paper, a new distributional 
metric for vulnerability assessment is presented. Unlike existing methodologies, it aims at producing a 
characterisation of infrastructure vulnerability which accounts in full for the variability of the service delivery 
performance across disruption scenarios. The applications of the metric to theoretical configurations as well as 
real infrastructure networks are exemplified. These examples demonstrate that the proposed metric enables 
transparent and comprehensive information on the vulnerability of infrastructure networks. It is noted that the use 
of average values of system performance under different disruption scenarios may lead to unsafe conclusions 
about the system vulnerability. The proposed approach is also able to quantify the uncertainty in the vulnerability 
assessment of high-order scenarios. The paper also shows how the formalisation of the building blocks of 
vulnerability analysis made here, unifies many of the other methodologies found in the literature. 
 










Infrastructure systems form the backbone of modern societies. Communities, businesses and governments all rely 
on the continuous supply of services such as energy, water, and transportation services (1). These systems are 
organised in networks of multiple interdependent elements, none of which is valuable per se, but depends on the 
interactions with other elements of the same network (and of other networks) in order to deliver its service to society 
(2). Reliable infrastructure networks foster the prosperity of communities during their normal operations (3) and, 
when these communities suffer from natural or man-made hazards (e.g. earthquakes, floods or terrorist attacks) 
infrastructures play a central role in the resilience process (4) by supporting response and recovery activities.  
For infrastructures to fulfil this role, it is necessary to reduce their own vulnerability to internal and external hazards. 
Vulnerability is defined as susceptibility to damage or more formally as “the degree a system is affected by a risk 
source or agent” (5). Such definition is specified here for infrastructure systems as “the degree of reduction in the 
service delivery capacity of the infrastructure after a disruption”. A vulnerability assessment of an infrastructure 
system requires the exploration of its performance under a wide array of disruptive events and in the literature 
several examples of vulnerability analysis of infrastructure networks can be found, e.g. (6), (7) or (8). It is important 
that infrastructure networks are made robust against known hazards as well as unknown hazards and to that end, 
complementing quantitative risk analyses of probable scenarios with the exploration of low-probability, high-
consequence scenarios is a necessity given the pivotal role infrastructures play in the well-being and prosperity of 
communities.  
This paper provides a distributional metric for vulnerability assessment which can be used, with appropriate 
adaptations, on any infrastructure organised as a network.  While facilitating the exploration of the behaviour of the 
system independently of the hazard identification, this approach allows for the discussion of three aspects of 
vulnerability analysis which are commonly neglected: (i) what constitutes a reference model for the vulnerability of 
infrastructure networks, (ii) how incomplete the information provided by the analysis is and (iii) what robustness is 
associated with the simulation of a number of disruption scenarios which is necessarily smaller than a complete 
set of scenarios by orders of magnitude. 
This paper is organised as follows: Section 2 provides a critical review of vulnerability analysis of infrastructure 




metric for vulnerability evaluation and exemplifies this with application to networked infrastructures; Section 5 
elaborates the novel features of the metric and considers application of high-order scenarios to real networks; 
Section 6 provides a critical discussion of the approach and how it links to existing methodologies. Conclusions 
are drawn in Section 7. 
2. VULNERABILITY OF INFRASTRUCTURE NETWORKS 
The need to ensure the continued operation of infrastructure networks has been recognised by academics (9), 
governmental agencies (10) and NGOs (11). Yet, because of the multiplicity of the assets required to ensure a 
thorough delivery of service (2) and the uncertainty around the natural and man-made hazards to which they are 
exposed (12), conventional risk and reliability analyses only provide part of the information necessary to manage 
these complex systems (13). These analyses identify the hazardous events with the potential to initiate failure 
processes (hazard analysis) or assign failure likelihoods to the system elements in order to compute (analytically 
or numerically) the possible system-level disruptions and the associated probabilities (reliability analysis). The 
outcome of risk and reliability analyses adequately characterises the performance of a network subject to a limited 
number of failure events, but fails to thoroughly explore low-probability, high-consequence scenarios (14). These 
scenarios are particularly important if they are associated to high-magnitude hazardous events, because they will 
also cause the most damage to the communities that depend on the infrastructure. In other words, an infrastructure 
vulnerable to these events may be a hindrance for the resilience of the communities it supports. Vulnerability 
analyses have been devised in order to characterise the behaviour of the system in such high-consequence 
scenarios independently of the likelihood of the initiating event(s) (15).  
The vulnerability analysis of networks has its conceptual roots in the percolation analysis of graphs, a field which 
has been studied in mathematics and statistical physics over the last few decades (16) (17) (18). Percolation 
analysis is concerned with the identification of the fraction of nodes, the percolation threshold, that need to be 
removed from a network in order for its giant component to disappear. More recently, the percolation of coupled 
networks has been studied (19), in order to understand the behaviour of interdependent networks, as well as the 
percolation of spatial networks (20), which model more closely real world infrastructure networks. When applied to 
engineering, the thrust of the analysis changes from assessing the percolation threshold to quantifying the impacts 




impact of adverse events (21), more elaborate topological functions have been used, such as the average size of 
the disconnected clusters (22), the increase in the average path length of the network (23) or the loss in network 
efficiency (24). Further, functions measuring the service delivered by the infrastructure network have been devised. 
These range from topologically-based flow metrics to higher fidelity functions based on modelling of the physical 
behaviour of the network (25). While the latter are preferable in theory, they come at a computational cost greater 
by orders of magnitude (8), which makes them prohibitive for vulnerability analyses where a large number of 
different scenarios need to be simulated. Vulnerability analyses have been performed on infrastructure networks 
of different sizes and belonging to diverse technological domains (26). The following provides across-section of 
the body of work on the vulnerability of infrastructure networks. 
Electric power networks represent the prime example of infrastructure analysed from a vulnerability perspective. 
The development of vulnerability analysis was driven in this field by large-scale unexpected events that affected 
these networks, e.g. the Northeastern blackout which affected the US power grid in 2003 (27). Such dramatic 
phenomena are driven by the possibility of cascading failures, and can be modelled (28) using an alternate current 
power flow model. This model, however, is computationally intensive, requiring the solution of large systems of 
nonlinear equations. Simplified models have thus been used: for example, the Motter and Lai model (29) was used 
to assess the loss of connectivity arising from failures cascading through the Italian electric power transmission 
network (30), and the ORNL-PSerc-Alaska model (31) was used to evaluate the loss in efficiency associated with 
disruptions to the French electric power transmission network (32).  
Transport networks of multiple types have also been examined under the lens of vulnerability. The European Air 
Transportation network was assessed for its vulnerability to spatially-localised disruptive events in the aftermath of 
the Eyjafjallajökull volcano eruption in Iceland (33): it was found that this network is characterised by a spatially-
definite pattern of vulnerability. A flood vulnerability analysis of the Chinese railway network (34) concluded that 
the key parameter governing the criticality of railway connections is the actual traffic flowing through them, rather 
than their exposure to flood hazards. A methodology for the assessment of the vulnerability of road networks to 
multiple hazards has been presented in (35).  
The vulnerability of water and gas distribution networks has also been scrutinised with similar tools: the scale of 




network of Kumasi in Ghana (37). Topological functions have been found to be effective at assessing the effects 
of node disruptions on the flow in water pipeline networks (38), and a model, based on the Motter and Lai dynamics, 
for simulating the vulnerability of pipeline systems to cascading failures has been proposed in (39).  
The vulnerability of multiple interdependent networks has been the focus of a number of other papers (40), as the 
coupling between different infrastructure systems induces new, and sometimes surprising, failure mechanisms. 
For example, a methodology for the identification of the most critical elements as well as the fraction of elements 
that need to be removed in order for the system to completely lose its functionality, has been presented in (41). 
The coupling between water distribution networks and electric power systems in Shelby County, Tennessee, has 
been examined in (21) and (42). These concluded that the former shows higher vulnerability to disruptive events 
when the dependency on the latter is taken into account. 
The focus of several other studies is on the vulnerability of infrastructure networks to specific hazards (e.g. floods 
(34), earthquakes (43) and hurricanes (44)). These works differ from the vulnerability analyses presented earlier 
only in the scenario generation phase. Nodes and edges are disconnected in the different disruption scenarios on 
the basis of the spatial distribution of the natural hazards and the fragility of the elements. Then, the consequences 
of such scenarios are assessed by computing their system-level impacts. 
The works presented above (as well as many others not listed here) share the common objective of probing the 
behaviour of infrastructure networks subjected to external disruptions. The main steps required for this assessment 
are similar across vulnerability analyses performed on systems belonging to a variety of technological domains. 
However, there is a lack of a framework which explicitly states what these steps should be. These common steps 
are followed implicitly and only passing remarks are provided about the methodological underpinnings of these 
analyses. This hinders a transparent comparison among vulnerability analyses, which in most instances are 
actually comparable, differing only in some minor aspect. The outcome of these vulnerability analyses is also 
presented in a variety of formats, which further complicates the task of providing a comparison among their results. 
Finally, while simulation approaches are often used to probe the system states arising from disruptions (14) (45), 






3. A VULNERABILITY ANALYSIS: BUILDING BLOCKS 
The building blocks of a vulnerability analysis framework are represented graphically in Fig. 1 and discussed below. 
Steps 1 to 4 formalise the common practice for the vulnerability analysis of infrastructure networks, while Step 5 
specifies the format of the results of a vulnerability analysis in order to prevent loss of information and assess the 
uncertainty about the outcomes of the simulations.  
 
Fig. 1. The building blocks of a vulnerability analysis framework. 
3.1. Infrastructure System Modelling 
Vulnerability analysis builds on the mathematical modelling of the infrastructure under consideration. Multiple 
methodologies, such as Agent-Based Modelling or System Dynamics, have been used to capture different aspects 
of the behaviour of infrastructure systems (40), but the work presented here uses the network science paradigm. 
Such modelling aims to capture two defining features of infrastructure networks: (a) the multiplicity of the assets 
and their interconnections, and (b) the emergent property of the system which is its capacity to deliver service to 
the communities it supports. 
Table I: Examples of infrastructures modelled as networks in the scientific literature and characterisation of their nodes and edges  
System Nodes Edges Reference 
Electric Power Transmission Generators and Substations Power Lines (46) 
Water Distribution Pumping Stations, Storage Tanks  Pipelines (47) 
Natural Gas Distribution Pumping Stations, Storage Tanks Pipelines (36) 
Road Systems Origins and Destination, Intersections  Road Segments (48) 
Railway Networks Railway Stations Railway Lines (49) 





The infrastructure system is thus represented by a graph G which is the collection of two disjoint sets, the nodes 
 and the edges  (50). The cardinality of the node set is indicated by n, and the cardinality of the edge set is 
indicated by m. In this paper, a generic asset of a network, which can be a node or an edge, is defined as an 
element. In the network model, the nodes represent the infrastructural assets where the service is being generated, 
distributed, or delivered. The physical characterisation of the nodes varies among infrastructures. The edges 
represent the connections between the nodes. They are the channels through which the service is exchanged from 
node to node. The connectivity pattern of the system is represented by the n-by-n adjacency matrix A where every 
entry aij maps the existence and the features of the edge between nodes i and j. Examples of modelling of 
infrastructure network elements are reported in Table I. 
3.2. Performance Function Selection 
The performance of the infrastructure network that is of interest in a vulnerability analysis is its service delivery 
capacity. This is a system-level property that emerges from the microscopic states of its elements and their 
interactions. While the interactions among the elements are mapped by the adjacency matrix of the system, it is 
necessary to define, for every element, an additional variable mapping its state. These are collected in system 
state vector S: in the simplest version of vulnerability analysis, the states of the elements are defined in binary 
terms (i.e. the ith element is functional when si = 1 and the element is removed from the network when si = 0).  
It is also necessary to establish a reference performance against which to compare the disrupted performance. 
The reference performance is evaluated on the undisturbed configuration of the system, which is characterised by 
vector S0 where si = 1  i. This assumption is a simplification of reality, where neither minor malfunction of system 
elements need imply any service reduction nor the functional state of the system need to be the one where every 
element is working as intended. However, this assumption is used in much of the vulnerability literature to establish 
a reference point and this convention is adopted here. The service delivery capacity of an infrastructure system is 
assessed through the use of a system performance function Q which maps S to a real number: 
𝑄: 𝑺 → ℝ       (1) 




Equation (2) states that the outcome of a performance function Q depends on the adjacency matrix A, which in 
turn depends on the system state S, and any additional variables (included in vectors X1, …, Xp) required by the 
performance function. The multiplicity of stakeholders interested in the performance of the infrastructure implies 
that a variety of performance functions can be used to reflect their needs. Examples of performance functions used 
in the literature are reported in Table II, and they all represent in some way the ability of infrastructures to deliver 
service to society. For example, if the decision-maker is concerned with maintaining a set amount of service 
delivered through the network, functions able to compute its reduction (e.g. B or F in Table II) must be used. On 
the other hand, if the objective is an affordable service, then measures that account for its cost (e.g. E) are the 
most appropriate. Vectors X1, …, Xp are introduced to account for the additional information required to compute 
some of these functions. For example, the Service Delivered function B presented in Table II (and frequently used 
in vulnerability assessment of electric power systems) requires the definition of demand at distribution nodes, of 
supply at generation nodes, and of the capacity of nodes and edges.  
Table II: Examples of performance functions and the corresponding formula 
Performance Function Formula Reference  
Connectivity 𝐶 = 𝑛𝑐 𝑛⁄  (42)  
Network Efficiency 𝐸 =  ∑ (1 𝑙𝑖𝑗⁄ )
𝑖𝑗
𝑛(𝑛 − 1)⁄  (32)  




 (25)  
Functional Elements 𝐹 = 𝑛𝑓 𝑛⁄  (51)  
Algebraic Connectivity ∆ = 𝜆2 (37)  
Well-formedness 𝑄 =  ∑ det (𝑘𝑖𝑖)
𝑖∈𝑐
 (52)  
Notation: n = number of nodes in the network, nc = number of nodes in the giant component, lij = length of shortest path among node i and 
node j, di = demand at node i, D = set of demand nodes, si = supply at node i, S = set of supply nodes, nf = number of functional nodes, 2 
= algebraic connectivity of the network, kii = stiffness submatrix of node i, c = set of nodes in the giant cluster 
3.3. Disruption Scenario Simulation 
Disruptions are defined in terms of the individual states of the system elements, i.e. failures of nodes or edges or 
a combination of both. The state of their elements is represented here as binary: either they are functional or not 




Disruption scenarios are categorised in the systems engineering literature by the number of contemporary element 
failures (e.g. (14), (53)). Scenarios involving the failure of k out of N = n + m system elements are denoted as N - 
k scenarios, where k is the disruption order. For every k, a disruption space N-k can be identified. The disruption 
space N-k = (1N-k, 2 N-k, …,  n N-k) is the set of all the distinct disruption scenarios i involving k failures. It is a 
discrete set where every element is a perturbation of the system state vector with k null entries, and its cardinality 
is equal to the binomial coefficient 𝑁𝑘 = 𝑁!/(𝑘! (𝑁 − 𝑘)!). Rather than generating disruption scenarios based 
on a specific hazard or selected perturbations, vulnerability analysis strives to probe the whole disruption space: 
this is critical to guard against low probability, high consequence scenarios. If a specific hazard is used to generate 
the disruption scenarios against which the system performance is assessed, the only information gained is its 
performance under that specific threat – no information is gained about the behaviour of the system more broadly. 
In order for a vulnerability analysis to be comprehensive, it is thus necessary to decouple the simulation of 
disruption scenarios from the hazards to which the system is exposed by using a comprehensive collection of 
disruption vectors. 
3.4. Disruption Scenario Evaluation 
The performance of the system in each scenario is the product of the performance function applied to that scenario: 
𝑄: 𝛀𝑵−𝒌 → ℝ       (3) 
𝑄: 𝝎𝒊
𝑵−𝒌 ↦ 𝑓[𝑨(𝝎𝒊
𝑵−𝒌), 𝑿𝟏, … , 𝑿𝒑]    (4) 
Each disruption scenario iN-k is assigned, based on the performance function, a real number expressing the 
network performance in the new configuration. The real values representing the performance of the system in the 
different configurations are collected in an Nk –dimensional vulnerability vector VN-k. The performance of the system 
in the disruption scenario can then be treated as a discrete random variable, which associates a real number to 
each scenario iN-k, with the disruption space N-k assuming the role of the sample space for this random variable. 




4. VULNERABILITY COMPUTATION 
4.1. A Distributional Metric 
From the elements of the vulnerability vector a cumulative distribution function (CDF) F of the performance function 






      (5) 
where I(Vi ≤ v) = 1 if Vi ≤ v and 0 otherwise. This CDF is labelled here vulnerability distribution function, as it 
expresses the vulnerability of the system subject to disruptions of order k.  It is bounded between 0 and 1, and it 






      (6) 
where I(Vi = v) = 1 if Vi = v and 0 otherwise. The name vulnerability mass function will be used for this second 
entity. 
For every k, the performance of the infrastructure varies between a minimum, corresponding to the worst-case 
scenario, and a maximum, depending on which of the network components are disrupted. Presenting the 
vulnerability of the infrastructure network in terms of a distribution allows for this variability to be captured and 
prevents any loss of information. The heterogeneity of the consequences is an important feature of the system 
performance and must be understood and actively managed: it is the key to reducing the uncertainty about future 
evolutions of system behaviour.  
In order to summarise the characteristics of the vulnerability distribution, the vulnerability indicators are presented 
here. It is possible to use every indicator normally used in descriptive statistics to synthesise information about the 
characteristics of the vulnerability distribution, however, the following indicators are most useful. 
1. The mean value of the vulnerability distribution  informs the decision maker about the expected level of 






𝑖=1        (7) 












      (8) 
3. The kurtosis K accounts for peakedness of the distribution: when it is high, there is a sharp transition 














2 − 3     (9) 
4. Vulnerability has also been presented as the proneness of a system to suffer disproportionate 
consequences from disruptive events (15) and this idea can be cast in terms of the constitutive elements 
of the vulnerability distribution. D, which is the ratio of a high quantile of the distribution (e.g. its 99.9th 
quantile) to the expected consequences, is used here as a measure of the disproportionateness of the 




       (10) 
4.2. Examples 
The vulnerability analysis metric, Equation (5) described above, is applied here to networks of increasing 
complexity. In Section 4.2.1 theoretical network configurations are analysed – the purpose is to demonstrate the 
effectiveness of the vulnerability measures for different topologies, while Section 4.2.2 builds the vulnerability 
distribution for models of real infrastructure networks. In the examples below, N – 1 scenarios are analysed (N – k 
scenarios are addressed in Section 5.4) and connectivity loss CL is used as the performance function because it 
requires the least amount of further hypotheses on the networks. It is defined as: 
𝐶𝐿 = 1 −
𝑛𝑐
𝑛
       (11) 
where nc is the number of remaining nodes in the giant connected component and n is the total number of nodes 
in the network. In the undisturbed configuration, CL = 0. As is customary for numerical studies, the largest 




4.2.1. Theoretical Examples  
Vulnerability analyses have been carried on four example topologies, represented in Fig. 2, the star (Panel A), the 
tree (Panel B), the bat (Panel C) and the chain (Panel D). Descriptive statistics for the four networks are reported 
in Table III. The four example topologies have the same number of nodes (10 nodes) and a number of edges which 
varies from 9 (the minimum required to have a connected network) to 13. This corresponds to average degree in 
the range of 1.8 – 2.6, which is the case for many real-world infrastructure networks (54). Additionally, diameter 
(the largest distance among two nodes), efficiency (previously defined in Table II) and algebraic connectivity (the 
second largest eigenvalue of the Laplacian matrix) are reported in order to thoroughly characterise the example 
networks. Fig. 4 shows the histograms of the vulnerability mass functions of the four networks for N – 1 scenarios, 
and Table IV reports the vulnerability indicators (represented by Equations (7)-(10)) used to synthesise the 
information. 
The star and the chain network represent the two extremes. The star is highly vulnerable to the scenario which 
involves the central hub. While the mean value of vulnerability for the star network is not the highest, it is 
characterised by the largest value of the coefficient of variation, of the kurtosis and of the disproportionate 
consequences coefficient D. The chain does not present this variability across scenarios; the loss of any individual 
node has the same effect, in terms of connectivity. This leads to a vulnerability distribution which degenerates to a 
point value, zero coefficient of variation, indefinite kurtosis and a unitary value of coefficient D. The tree and the 
bat topologies represent intermediate examples: the maximum consequences of the removal of any individual 
node are respectively the loss of 70% and 60% of their connectivity. At the same time, however, between the most 
and the least severe scenarios there is for both networks an intermediate case. This leads to higher values of the 
mean, while the other three coefficients sit between those of examples A and D. The vulnerability analysis 
methodology presented here produces an assessment of the consequences of disruptive events which conveys 
all the information to the decision-maker: it allows for a comprehensive comparison among the performance of 
different network topologies, highlighting whether a specific configuration is sensitive to disruptions on average or 





Fig. 2. The four example topologies: the star (A), the tree (B), the bat (C) and the chain (D). 
 
Table III: Topological features of the four example networks 
 A – Star B – Tree C – Bat D – Chain 
Nodes 10 10 10 10 
Edges 9 9 13 10 
Average Degree 1.8 1.8 2.6 2.0 
Diameter 2 2 4 5 
Efficiency 1.20 0.98 1.10 0.97 





Fig. 3. The Vulnerability Mass Function f(v) for the four example networks subject to N-1 scenarios. 
 
Table IV. The Vulnerability Indicators calculated for the four example networks in Fig. 2 subject to N-1 scenarios 
Network Mean 
 






A – Star 0.18 1.41 8.11 5.00 
B – Tree  0.22 0.87 4.82 3.18 
C – Bat  0.21 0.88 2.80 2.86 
D – Chain  0.10 0.00 - 1.00 
 
 
4.2.2. Infrastructure Networks  
Three examples of infrastructure networks (Fig. 4) are analysed here. The first is the IEEE RTS96 Electric Power 




is the Colorado Springs Water Distribution Network (CSWN), introduced in (47). The size of the three networks 
spans across three orders of magnitude and their topological characteristics are summarised in Table V.  
 
Fig. 4. The three example infrastructure networks: the RTS (A), the GBRN (B) and the CSWN (C), 
Table V: Topological features of the three example networks 
 A – RTS B – GBRN C – CSWN 
Nodes 24 148 1786 
Edges 34 270 1992 
Average Degree 2.83 3.64 2.23 
Diameter 7 22 569 
Efficiency 0.8127 0.3916 0.1044 
Algebraic Connectivity 0.1896 0.0246 0.0050 
 
 
Fig. 5. The vulnerability distributions F(v) of the three networks for N-1 scenarios: the RTS (A), the GBRN (B) and the CSWN (C), 




Table VI. The Vulnerability Indicators for the three networks in Fig. 4 subject to N-1 scenarios 
Network  cv K D 
A – RTS 0.0434 0.1960 22.04 1.92 
B – GBRN 0.0086 0.6908 29.90 6.30 
C – CWSN  0.0009 0.6035 36.92 7.26 
 
The results of an N – 1 vulnerability analysis are represented in Fig. 5 and synthesised by the vulnerability 
indicators in Table VI. All three networks have a meshed structure, typical of distribution networks: this yields a 
large fraction (96%, 86% and 56% respectively) of N – 1 scenarios which result only in the disconnection of the 
target node and no further consequences. The mean value of their vulnerability distributions is strongly dependent 
on the size of the network, which acts as a scaling parameter: there is approximately an order of magnitude 
difference between the three means.  Examination of the other indicators shows scenario variability is lower on the 
RTS network (where only one node results in consequences other than its own disconnection), and comparable 
on the GBRN and CWSN systems. In the latter, however, high-consequence scenarios are more severe as 
compared to the average scenario (higher D coefficient) and the transition is sharper (higher K). 
The expected value of the vulnerability distribution, as observed here, is strongly size-dependent. As such, when 
two infrastructure networks of different sizes are to be compared, a normalisation of the mean based on the size 
of the network would be necessary in order to assess the relative magnitude of the  indicator. 
5. NOVELTIES OF THE PROPOSED METRIC 
This approach allows for an improvement of the vulnerability analysis of infrastructure networks under three 
methodological perspectives, which are described below. First, it allows for a comparison with the outcome of a 
null model of network vulnerability, thus providing context to the significance of the analysis results. Second, it 
provides comprehensive information, overcoming the pitfalls of dealing with distributed systems. Finally, it can be 





5.1. Contextualisation of Information 
When a vulnerability distribution is obtained, it is necessary to distinguish whether it arises from the specific network 
configuration or it is simply the result of having a system composed of interconnected elements. In other words, 
every network system will show a degradation in its performance if it is subject to the removal of its components: 
it is necessary to provide ranges for this inherent vulnerability in order to fully understand the behaviour of the 
network being disrupted. For this purpose, the use of a null model of vulnerability is advocated here. The aim of 
null models is to provide a reference against which to compare the properties of a specific network (57), and they 
are built using graphs which match one specific property of the network under investigation, but are otherwise 
random. In this case, the property being matched is the size of the network, in order to isolate its effects on the 
vulnerability of the system.  
For an N – k vulnerability analysis, the null model proposed here is the vulnerability envelope of the system. Given 
a network with n nodes, m edges and average degree c = 2m / n, a large number (e.g. 104) of synthetic Erdős–
Rényi (ER) random networks (58) is generated with the same number of nodes and average degree (in doing so, 
the primary purpose is to examine the behaviour of the distributional metric but it is recognised that many 
infrastructure networks grow out of the existing networks (59) and thus are not random). On each of these networks, 
a vulnerability analysis is performed, yielding a vulnerability distribution. The lower and upper envelopes of this 
ensemble of distributions provide bounds for how vulnerable a system of that specific size is expected to be. Fig. 
7 shows the N – 1 vulnerability distribution previously obtained for the GBRN network with its vulnerability envelope. 
It is possible to notice that while the distribution sits within the envelope, it is very close to the upper bound, 
especially in the tail. This suggests that the GBRN system is more susceptible to disruptions than an average 
network of the same size and link density. Analytically, the comparison between the results is quantified using the 




Fig. 6. The vulnerability distribution of the GBRN network and the envelope obtained for it with ER networks with n = 148 and c = 3.64. 
 
Table VII: Vulnerability indicators and vulnerability ratio obtained from the vulnerability distribution of the GBRN subject to N – 1 scenarios 
and a set of 104 synthetic ER networks of the same size. For the ensemble of synthetic ER networks, the average value of each indicator 
and its 99-percentile are reported. 
 ER Networks GBRN 
      VIS      VIS,99      VI R 
 0.0076 0.0089 0.0086 0.77 
cv 0.3488 0.7056 0.6909 0.96 
K 16.1419 56.1869 29.8085 0.34 
D 2.9654 6.4355 6.2979 0.96 
 
For each vulnerability indicator, the vulnerability ratio is defined as: 
𝑅 = max (
𝑉𝐼−𝑉𝐼𝑆
𝑉𝐼𝑆,99−𝑉𝐼𝑆
, 0)      (12) 
where VI is the value of the vulnerability indicator on the network under scrutiny (e.g. the mean, or the coefficient 
of variation), VIS is the expected value of the same indicator obtained by performing a numerical average over 
the indicators relative to the synthetic networks, and VIS,99 is the 99th percentile of the indicator obtained from the 




generative model poses the least amount of assumptions on their structure and isolates the effects of size and 
edge density on the vulnerability of the system. 
When VI ≤ VIS, R = 0, vulnerability analysis shows that the system behaves how a network of the same size is 
expected to, or better. When VIS < VI ≤ VIS,99, 0 < R ≤ 1, the vulnerability indicator of the network for disruptions 
of the chosen size is on the high side of the sample of the synthetic networks, and as such its configuration may 
be critical and deserves further scrutiny. If VI > VIS,99, R > 1, the network does worse than 99% of the synthetic 
networks, and therefore it is to be considered as critical and must be improved with topological interventions such 
as edge rewiring or creation of alternative hubs.  
The GBRN network falls within the second regime (Table VII). Its vulnerability is worse than what is to be expected 
from the average networks of the same size but does not exceed the boundaries of the vulnerability envelope. 
5.2. Completeness of Information  
Section 4 has already shown how the use of the full vulnerability distribution produces a wealth of information about 
the sensitivity of the network to disruption scenarios. Here, it will be shown with an example that the use of the 
distribution is indeed necessary to avoid possible under- or over-representation of the network vulnerability arising 
from the use of its expected values (such as in (60), (61), or (62)). 
The N – 1 vulnerability of networks generated with two such models, the Erdős–Rényi (ER) random network model 
and the Barabási–Albert (BA) scale-free network model (63), is examined here. Real-world infrastructure networks 
show topological properties in between those of the two models (54). As these models are stochastic in nature, 
100 different networks were generated to capture the effect of minor topological changes on their performance. 
Vulnerability analysis is performed on each network, and Fig. 7 shows the envelope of the 100 different 
distributions. The point value of the vulnerability indicators reported in Table VIII is obtained by performing a 
numerical average of each indicator over all the 100 distributions; the table also reports the minimum and the 
maximum values of the four indicators attained over the 100 networks. In order for the results to be comparable, 
both models have been used to generate networks of 100 nodes, with a mean degree k = 2.70 and initial 





Table VIII. The Vulnerability Indicators calculated for the two models of networks (ER and BA) subject to N-1 scenarios 
  cv K D 
A – ER Networks 
[Min - Max] 
0.014 
[0.012 – 0.020] 
0.60 
[0.37 – 0.99] 
11.52 
[5.20 – 37.47] 
3.92 
[2.33 – 7.74] 
B – BA Networks 
[Min - Max] 
0.014 
[0.012 – 0.017] 
0.90 
[0.57 – 1.51] 
32.20 
[9.39 – 82.99] 
7.33 
[3.70 – 14.69] 
     
 
 
Fig. 7. The envelopes of the Vulnerability Distribution Functions obtained with the two models of networks (ER and BA) subject to N-1 
scenarios 
The N – 1 vulnerability distributions of networks obtained with the two models are characterised by values of the 
mean falling in a similar range and with the same expected value (Table VIII). Their shape, however, is markedly 
different. This shows the shortcomings of approaches characterising vulnerability with a point value (5), such as 
the expected value of the consequences of N – k scenarios.  In the examples, the expected value  of F(v) could 
lead to the incorrect conclusion that two classes of networks have the same vulnerability, while the BA networks 
are expected to be more susceptible to low-order disruptions, given their hub-and-spoke configuration. The 
vulnerability distributions show that this is the case (Table VIII): the BA networks have 50% higher variability in 
their response (highlighting greater unpredictability), higher kurtosis (pointing to the coexistence of different 
regimes of vulnerability) and higher values of the D coefficient (indicating that extreme N - 1 scenarios are more 




5.3. Robustness of Information  
For the examples presented so far, N – 1 vulnerability analyses were performed. However, as the disruption order 
k increases, there is an additional challenge: the number Nk of scenarios in the disruption space increases with the 
binomial coefficient and it quickly becomes impossible to use a comprehensive set of scenarios to build the 
distribution. When this is the case, a sample WN-k of the disruption space needs to be used, which is a set of Ns 
distinct disruption scenarios of order k, with Ns << Nk, given the combinatorial explosion of Nk. The proposed 
approach allows for the quantification of the robustness of the information provided by vulnerability analysis by 
assessing the uncertainty arising from the use of WN-k. Rather than obtaining the exact F, an estimator FNs can be 
obtained by treating the Ns elements of the Vulnerability Vector V (obtained by evaluating scenarios in WN-k ) as a 
sample of a random variable: 
 






      (13) 
where I(Vi ≤ v) = 1 if Vi ≤ v and 0 otherwise. As the definition of the vulnerability distribution provided earlier mirrors 
that of a CDF, it is possible to build a 1 -  confidence band using methods such as the DKW inequality (64): 
𝑃(𝐿(𝑣) ≤ 𝐹(𝑣) ≤ 𝑈(𝑣)  ∀𝑣) ≥ 1 − 𝛼    (14) 
where 












      (17) 
In the above, α represents the likelihood that the real CDF does not fall within the confidence band and εNs is the 
half-width of the confidence band in terms of probability. The confidence band is narrow, e.g. for  = 10-2 and Ns = 
105, εNs = 0.33 x 10-2. Fig. 8 shows the 99.9% confidence band obtained using Ns = 105 scenarios for three selected 
disruption orders. The confidence interval does not depend on the cardinality of N-k: samples of constant size 
yield approximations of consistent quality for increasing disruption orders. The indicators obtained are also 
estimates of the true indicators, and their robustness can be tested with methods such as the bootstrap (65).  
It should be noted that in the scientific literature, whenever simulation approaches are used to explore the 
vulnerability of infrastructure networks, they are accompanied by the caveat that only a limited portion of all the 
possible disruption scenarios are being sampled, (53, 66). However, the uncertainty associated with this selective 
sampling of scenarios has not been investigated previously. The analogy introduced earlier between the 
performance function and a random variable proves to be useful to quantify the uncertainty around the estimates 
of F yielded by simulations, where the stochastic process generating the uncertainty is the random sampling from 
N-k.  
5.4. Example: the GBRN network  
The GBRN network is examined here under N – k scenarios involving node failures, for values of k up to 75, 
(corresponding to 50% of the network nodes). Its performance under disruption scenarios is evaluated using the 
Connectivity function, as in the earlier exercise. The topological characteristics of the network are those reported 
in Table V. The number of independent scenarios sampled and evaluated for each disruption order k is the 
maximum between Nk and Ns = 105. Nk becomes greater than Ns already for k = 3: an exhaustive representation of 
the disruption space could be used only for k = 1 and k = 2. The results for all the disruption orders considered are 





Fig. 9. Minimum, 1st quartile, median, 3rd quartile and maximum of F obtained for different disruption orders k (N = 148) for GBRN network. 
 





Once again, it can be noted that using solely the expected value of the distribution to characterise the behaviour 
of the system would provide little information, as the  scales almost linearly with the disruption order. The other 
indicators show more complex patterns, pointing to the shifting shape of the distribution shown in Fig. 9. What 
happens on this network is that higher order disruptions imply greater predictability coupled with larger values of 
the expected performance loss. As the damage, represented by k, increases in magnitude, its precise configuration 
matters progressively less, and the vulnerability distribution becomes more compact (decreasing cv), less peaked 
(decreasing K) and less prone to suffer disproportionate consequences (decreasing D). The results suggest that 
the full vulnerability distribution should be used to manage the vulnerability of new infrastructure networks or 
modifications to the existing systems.  
6. DISCUSSION  
a) The vulnerability distribution metric provides a wealth of information about the behaviour of the networks 
subject to disruptions. The vulnerability metric indicators can be used as target functions for multi-objective 
optimisations of the system structure aimed at reducing specific aspects of their vulnerability. For example, an 
infrastructure showing high mean vulnerability values may need improvements across its whole structure, 
whereas another showing a high value of the D coefficient may need targeted improvement. Further, the 
evolution of vulnerability indicators over the disruption orders allows the decision-makers to assess whether 
the infrastructure shows sharp transitions into regions of higher vulnerability.  
b) The proposed metric can also be used to identify whether the vulnerability is inherent in the size of the network 
or it is the results of its specific configuration. A procedure has been introduced for the creation of a null model 
for vulnerability. It is based on the use of an ensemble of synthetic ER networks aiming at capturing the effects 
of size and average connectivity. To the knowledge of the authors, this is the first time that such assessment 
has been put forward. Further, when assessing different infrastructure networks, average vulnerability values 
should not be relied upon, and instead vulnerability distributions should be used for a meaningful comparison 
among systems.  Finally, the proposed metric allows for the quantification of the uncertainty around the 
estimates of vulnerability to high-order scenarios. No such quantification has been put forward in the literature, 
with the typical approach being the simulation of a certain number of scenarios, accompanied by the caveat 




c) Infrastructure networks are exposed to a wide variety of hazardous events for which the generative process 
is non-stationary (12) (67), but their performance is essential for the societies they support and they are 
therefore required to be robust to unforeseen events. Modelling disruptions as the removal of network 
elements eliminates the dependency of vulnerability analyses on the characteristics of specific disruption 
sources, leading to a hazard-independent analysis. At the same time, classifying disruptions by the number of 
affected elements facilitates a uniform comparison among events of the same magnitude, but involving the 
different system elements. This way, the proposed metric isolates the effects of the disruption order on the 
system performance, allowing the vulnerability of the infrastructure network to emerge.  
d) The constituting elements of a vulnerability analysis framework have been identified clearly. This has enabled 
modifications of the individual components aimed at obtaining an exhaustive characterisation of the system 
performance and, at the same time, the recovery of various approaches used in the literature. For example, if 
multiple stakeholders are concerned with infrastructure performance, then any number of performance 
functions can be selected in Step 2 of the approach in order to perform multiple vulnerability analyses, each 
tailored to the needs of those stakeholders. If cascading failures can happen on the system under investigation 
(68), it means that a feedback loop exists between the performance function and the state of the elements, 
where the former dynamically influences the latter. Step 3 and Step 4 of the vulnerability analysis procedure 
have to be performed iteratively for every scenario until this feedback stabilizes, before computing the final 
performance of the network. Finally, the approach presented above only needs two minor modifications to 
account for spatial hazards (44): first, during Step 1 (the network modelling phase) each component must be 
assigned its geographical location and, second, the scenario selection performed in Step 3 has to be 
constrained to spatially-correlated sets of failures.  
e) The procedure presented above is deterministic, but both the scenario generation phase and the performance 
functions can be cast in probabilistic terms. That is, a probability of failure can be assigned to each component 
and the interactions between them can be modelled as stochastic processes.  
A modification of the scenario selection procedure of Step 3, accounting for the different likelihood of the 
network elements failing, would lead to the emergence of the risk-oriented approach typical of earthquake 






In this paper a framework for the vulnerability analysis of infrastructure networks has been formalised. For each 
disruption order, the approach is articulated in five phases, which are system modelling, selection of the 
performance model, selection of disruption scenarios, scenario evaluation and vulnerability computations. For the 
latter, a distributional metric has been proposed which is the main contribution of this paper. It presents several 
advantages over the existing vulnerability analysis methodologies. 
First, the approach can be used to create a reference model for the results of a vulnerability analysis, in order to 
assess how much of the detected vulnerability derives from the specific configuration of the system under scrutiny. 
Second, by using the vulnerability distribution function and the indicators as the main output, the approach 
embraces the variability of the system performance which derives from the network configuration of the 
infrastructure. It was shown that doing otherwise, i.e. characterising vulnerability with a point value, may result in 
misleading conclusions. Third, the analogy established between the performance function and a random variable 
allows for a quantification of the uncertainty associated with simulations of samples of the disruption space. Finally, 
isolating the components of the vulnerability analysis allows for a transparent discussion around the analysis 
methodology and makes it clear how minor modifications of these components allow for the recovery of a number 
of other approaches used in the literature to assess the vulnerability of infrastructure networks. 
Future research will examine specific applications of this approach. For example, decision-makers can be 
concerned with vulnerability at scales lower than the whole system. Also, the simulation of all scenarios 
independently of their geographical distribution may be considered too severe of a strain for the network to be 
assessed against and spatially-correlated failure scenarios will be explored. Further, the properties of different 
performance functions will be explored in order to assess their distribution on known topologies and establish 
reference distributions to compare the performance of infrastructure networks. 
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