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By means of a new combinatorial structure--parameter systems-we prove that the class of 
finite ordered graphs has the partition property with respect to each object. 
1. Imoduction 
Let C be a class of objects provided with binomial coefficients C(g) for all 
G, HEC. Intuitively C(g) denotes the set of H-subobjects of G, but what we 
really require is that a g EC(~) and an h E@(E) may be composed yielding 
g - h ECX$. As known for categories the composition should be associative. 
C has tile partition property with respect to an object HEC ifl for every positive 
integer 8 and object G ~63 there exists an object FEC I;atisfying: 
(*) 
for every coloring A :C@ -+ 6 t’here exists a monochromatic g E 
C(,“), i.e. the induced coloring A, :C(“,> ---, S with A,(h) = A& * h) is 
a constant mapping. 
As usual we shall abbreviat.e (*) by F .& (G):. 
This paper is con?cerned with partition properties of the class of finite ordered 
graphs. One of the fust results in this direction appeared 1970 stating that the 
class of finite (ordered) graphs has the pa&ion property with respect to vertices 
c51. 
It was shown then by several authors that finite graphs have ~hc parritioil 
property with respect to edges too. The final result for (unordered) graphs is that 
they have the partition property with respell:t o each complete or empty graph [2] 
and that these are the only ones [9]. For convenience both [2] and [9] deal with 
ordered graphs. In order to show that graphs which are neither complete nor 
empty do not have the partition property the main idea was to impose two 
different kinds of orderings on :uch graphs, see [9]. This suggests lookin:; for 
partition properties for ordered gaphs. 
In this paper we shall prove that the class m of finite ordered graphs has the 
partition property with respect to each object. This theorem may be found ijl [l”i] 
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as a special case of a much more general partition re:.ult for hypergraphs, but 
unfortunately there is a gap in the proof [l]. It is not quite clear 5wheihzr this 
prcof may be fixed or not, bu.t even in the graphical! case there seem to be some 
difiicrtlties. This gave us the motivation to look for different methods in order to 
give ;L proof for the partition theorem for .finite ordered graphs. 
Our main combinatorial tool is the notion of ‘parameter syst~t~’ which I ill be 
expla.ined in chapter two. These parameter systems extend the well kliown 
‘paraneter sets’ f6]. For our purposes it i?; sufhcient to think of para&meter systems 
as being edges in certain graphs, This will be made clear by the example of 
Selztion 2. We shall show that parameter systems ha.ve the partition property with 
respect to each object. It could be worth while to note that this theorem may be 
viewed z; a partition theorem for choz: functions, thus answering a problem 
raised b:/ K. Leeb [8]. In chapter three we use these results in order to obtain 
partition theorems for finite ordered graphs. For technical convenience we work 
with certain infinite graphs, i.e. w-good g; aphs. The desired finite results then may 
be gathered from the infinite versions by using an appropriate compactness 
argume.nt. We don’t know whether thzse methods may be extended in order to 
prove an analogous partition theorem for hypergraphs. At least the technical 
difficulties will grow enormously. Section 4 cc,ml:ns some remarks on Locally finite 
graphs. 
2. n’arameter systems 
In this section we shall explain our combinatorial tool. Part A contains an 
example of parameter systems. One might cay that this example is the source f:om 
which parameter systems were born. The exact formulation of parameter systems 
I;ivo:‘l-‘es the notion of parameter words. Basically these parameter words are a 
simplified version of the parameter sets of Graham and Rothschild [6]. Part B 
recalls the definition and main features of parameter words, for details the reader 
should cnnsult [S] or [I 11. The general definition 0-i parameter systems is given in 
Part C. -heorem 2.6 compiles the partition properties of parameter systems and it 
is ir! faci this theorem that will be needed in the sequel. 
A. Parameter-systenzs. 02 exnrh~le 
Let E3(n) be the follow;!,!: bipartite graph: 
V(B(ni I = (x, 1 i c n) uiz, ) fE “21, 
ECB(n!)i = ({x,, Lf} I f(i) = 1). 
In Fig. 1 below B(3) is I; nu,n. lntuitivelv B(n) resembles the following situation: 
There is :I set of II verCccs-no two of which are joined by an edge. There are 2” 
ciif!crcnt .vayc of atfjoining 3 ne\i vertex. nameiv fc’r each set JE”2 the vertex Zr is 
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Fig. 1. 
joined exactly to those Xi with f(.i) = 1. Now suppose that the edges of B(nj are 
colored with S many colors. Does there exist a B(m)-subgraph with all i’.; edges 
in one color? Yes, prol4ded that PI is sufficiently large. To be precise: 
X&orem 2.1. For every pair (8, nf) of positive integers there exists a positive integer 
n such that for every coloring of the edges in B(n) with 6 many colors there exists a 
Blm )-subgraph with alI its edges in one color. 
& it will turn out later QII Theorem 2.1 is a special case of a much more 
general partition theorem for parameter systems. Loosely speaking the edges of 
t!.i: bipartite graph B(n) may be >liewed as being l-parameter subsystems of an 
n-parameter system, while every S(m)-subgraph essentially is an m-parameter 
subsystem of an n-parameter system. 
B. Parameter words 
Henceforth let A be a finite alphabet, where for technical reasons 
One kind f\f objects that we are dealing with are parameter words over the 
alphabet A. Intuitively these are words over the alphabet A which may contain 
free paramet(=rs &,, A,. . . . . Whenever they occur these parameters are intended 
as being substitutes for letters in A. The symbol ‘*’ always indicates the end of a 
word. For example (a, AO, 6, A*, XI, *, *I is a Z-parameter word of length 5 in A’. 
The basic operation between parameter words is to insert a short word into a 
many-parameter word, i.e. to replace a propriaae!y the parameI:ers of the long 
word by symbols of the short one. Details arc described in he following 
definition: 
e6nMon 2.2. [A]*(:) denotes the set of mappings 
f:n-,AU(hi 1 i<m}U{*~ 
which satisfy 
(1) f-‘(Ai)#P, for all Xm; i.e. f contains precisely m different sorts of 
parameters, each sort may occur several times. 
(2) min f-l(&) <min f-‘(hi) for all i <j < m: this condition assures a canonical 
numhcring of the parameters, condition (2) is for tlechnical reasons only. 
(3) If f(i) = * for some i <n, then f(j> = * for all j> i; i.e. the symbol ‘*’ 
indicates the end of the parameter word f. 
If f~: [A]*(z) and g E [A]*(‘,“). w h ere k s M-S n, the composite f - g E [A]*(,“) is 
defined by 
(g(j) if f(i)=+ 
(f * g)(i) =: 
1 
* if cf - g)(j) = *t for some j< i, 
f(i) else. 
The set [A]*(z) is called the set of m-yarametcr ,tiords of length at most n in A”. 
By [A](G) we deno,e the m-parameter words. of length n in A”, i.e. [A](:,)- 
{f~ [A]*(E) ( f~ I(*) = Q)). These classes of parameter words have nice partition 
prqjerties, viz. 
Theore;n 23. (1) [6]. For every finite alph~be.~ A the cIass [A] has the partitiorz 
property with respect to each k, mcPre formally 
V6 Vm Vk 3rl n%(m):. 
(2) [ 111. For euery finite alphabet A the class [A]* has the partiti;zn pro’operty wi$k 
respect to each k, i.e. for every trip/z (6, m, k) o,f nonnegative integers there exists n 
such that for pvery coloring A : [A]*(,“) + 6 there exists a monochromatic f~ 
[A]“(:,). 
C. Purarneter systems 
Suppo:,e f~ [A](,:,) is an m-parameter word of length n over thl: alphabet A. 
Wt7 know that f contains m different sorts of parameters, but there i$ no 
information where these parameters occur. 
Parameter systems provide such ,tforrnatior : there is an additional set CT of m 
pointers. wners the ith pointer points at some occurrence of ,ii, Thus parameter 
s: stems may be viewed as parameter words together with some choice function u. 
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monotone embeddings G: m -+ n, be definition [n]‘= (8). Intuitively [n]“’ is the 
set of m-element subsets of n. 
Now we are in the position to state &a general delkition of parameter systems: 
De II 2.5. Let A be a finite alphabet, again A n({*} U{Ai 1 i <co}) = 0 for 
technical reasons. By 9@(G) we denote the set c# m-parameter systems of Length n 
ow the alphabet A, where 
Fur (a, f) E w(k) and (T, g) E S*(‘~), where k C m S n, the composite 
(0; fl - (T, g)E +'+(:I is defined by (a ‘T,f - g). 
The main theorem for parameter systems now is: 
Tkorem 2.6. Far every finite alphabet A the class sp^ has dz gartition property 
with respect to each k, i.e. for every triple (6, m, k) of nonnegative integers there 
exists an n such that for et~ry coloring A : CT’@ + S there exists a monochromatic 
bJ)-YA). 
Now Theorem 2.1 may be proved as follows, and this is a typical application of 
the partition theorem for parameter systems: 
Proof of Theorem 2.1. Let A = {0} be a one-element set zcrf let n be according 
to .Theorem 2.6 with k = 1. 
Let A : B(n) + di be any edge coloring. This induces a coloring A’ : PA(;) -+ S by 
A’(cr, fl= A({u, n), where f res-&s from f by replacing A0 by 1, viz. f(i) = 0 if 
f(i) = 0 and f(i) = 1 if f(i) = A*_ Let (a, g) E @(;;I be a monochromatic n,- 
parameter system. The desired R(m) subgraph of B(n) now is defined as follows: 
Consider the vertices ~0, . . . , u(m - 1) and 22, for F. E [A](T) together with q+ 
It is easily verified that this yields a B(m) subgraph which is monochromatic w.r.t. 
the coloring A. 0 
The rest of this section is devoted to the proof of Theorem 2.6, We need a bir 
more notation: 
2.7. Let f E [A](T) and g E [A](‘;) be parameter words. By 
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p;iiameters, i.e. 
(f@ g)(i) :z 
f+r,: 
.: I 
ior i < m, 
g(i-m) for mGi<n. 
efititfon 2.8. Let UE [mlk and T E [n]’ be subsets. By U@TE[~,I -I- nlk+’ we 
denote the disjoint union of CT and T, i.e. 
(aGOT) = 
for i q: k, 
‘“I. k s i < k + 1. 
DeMtion 2.9. A coloring d : P (kI: 1) ---* 8 is cnkd In-good for m provided that 
A (a, ~7 = A(T, g) whenever f and g agree on (0: . . . , ~0) and a0 = TO < m and 
/ 1 {Ci, . _ . . ~0) E [A]*t.i:, 1. The coloring A is called In-good iff it is In-good for n. 
Lemma 2.10. Assume that far euery finite alyhabe,r A the class 9” has the partition 
property with respect to k. That for query triple (6, m, p) of nonnegctive irttegers there 
exists an integer n which satisfies: for every coloring A I v(kT1) -+ t:’ there exists 
(a. f, E Gq& 1 such that the induced coloring At,r,f, is h-good for rn. 
Proof cl 2.10. Proceed by induction on m. The case m = 0 holds tautologicaliy. 
By the induction hypothesis u.e may restrict our considerations to colorings 
J :pf4(F’l;J+flj _ 
+ S; which are already In-good for m. Let n be sufficiently large. 
Let A 4 = A ci (&,}. A induces tl-5 coloring A’: P*‘(L) + S’, where 8’ = SirA1’~“~~” by 
where 
(1) (M) denotes the set (TE[WI + 11’ with o-O= nt, i.c. aG{(m}, 
(2) CA,,) denote!. the unique parameter word in [A](:), 
(3) g arises from g + by replacing parameters A,, i = 0, . . . , k - 1. by Ai+l and by 
replacing the constant:< A,, eventually occurring in g’ by the parameter ho_ 
By the premise of L.emma 2.10 there exists a (T, g‘) E@‘(,,,_;+& which is 
monochromatic with respect to A’. Define (cl; f)E P(~~~~$ as follows: Let cr’ be 
the unique clement in [rn + I]!!.’ ’ and let a” E inIp be defined by d’(i) = 
7(1Jl i 1 A;1 , fii4allV put CT = Cr’@J”. 
I-et f= (A,,, . . . , ‘A,,, l&g, where (A,,. . . . . A,,, ) is the unique eiemi?nt in [A ](:::Z :)
and R arises from p + by replacing the constant ho eventually occurring in g by the 
l.arrable A,,,. Obviously (u, f)E ts^(::;: i;;). We ciaim that the coloring 
J c<,.f,:p ( ktl ) ” n”‘*p -8 is I;z-good for ?n+ 1. So let (p, h)E:P(“‘,.TilLP) with 
h 1 II,,. . ) ~0) E [A]*(“‘,‘,‘:P ) and ihO< m + 1. For yO< tli the claim follows im- 
mediately since the cn!Gring A is In-good for m. Ss suppose &O= rn, hence 
hlr~ ) = A,, h>, the definition of parameter system, i.e. the parameter A,, in f will be 
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replaced by ho, in accordance with condition (3) above. Thus the claim follows 
immediately since (T, g’) is monochromatic with respect to A’. Cl 
Now we can prove Theorem 2.6. 
eoren~ 2.6. Proceed by induction on k. The case k = 0 is essentially 
the Hales-Jewett Theorem f73, i.e. Theorem 2.3(l) with k = 0. In order to prove 
Theorem 2.6 for .!C 1 we may restrict our considerations to colorings 
A :@&:r) + 8 which are In-good, this is essentially what Lemma 2.10 states. So 
let A :PA(k.l) -+ 2; be an In-good coloring, where n is sufficiently large. This 
induces a coloring A’:[A]*(k:l) -+ S by A’(g) = A(o, f) for any (a: f)~@(~:~) 
with f 1 {0, . . . , cd- 1) = g, let A’(g) = 0 if no such (0; fl exists. By Theorem 
2.3(2) there exists a g E[A]:“(&) which is monochromatic with respect to A’. 
Replace eventually in g occurring stars ‘*’ by letters from the alphabet A in an 
arbitrary manner and call the resulting parameter word f. Recall that f E [A J{,:,,> 
and for all h l [A]*(k2,,)\[/4](~~,) it follows that fi = gh. Define UE [n]” by 
o(i) = min f-*(A,,_+i j. Then obviously 
(0, f&3, . . ,A,-,,A&. . . , LlNEW(~). 
Since g is monochromatic with respect to A’ this is monochromatic with respect to 
A. Cl 
Using a well-known product argument (see e.g. [3]) one obtains an apparently 
stronger partition theorem, viz. 
Corollary 2.11. Let (A,),,, and (A,),=, ,_._. W be fam.ilies of finite alpizab,o!s. Then 
the product class 
n L*4*3x fi PA’ 
“EK 1’ = K 
has the partition property with respect .to eaclz object I:L,),, ~ _ ,. 
. (1) Actually this corollary is the combinatorial tool which will b? 
needed in the next section. For our purposes it suffices ‘to consider the special case 
where Ao=***=A,, k,=*..=k,_,=Oand k,=-.-=k,=I. 
(2) In tht? definition of [A/,:,) as \-tell as $pA(;;,j NC rcfetred to H ;‘s being an 
ordered set of cardinality n. The reason why n should be ordered is only a 
technical one. We could of course introduce the notion [A](zj, s^(,“,) r’esp., where 
2 ib an arbirrary set by imposing an artificial ordering on Z. In the nex’r section we 
freely make use of this possibiiity and so we shall ideniify [A j(,f”,) with [A]C! and 
CPA(?) with P’(,:,) r-ztsp., wher-: ‘21 = z, 
90 h’.J. i%hel, B. Voigr 
In this section we shall use ti te partition theorem for parameter systems ir; order 
to derive pa.rtition results for graphs. Our notion of graph is quite general in the 
sense that we allow multiple edges as well as loops of different kind of muiti- 
plicities. 
Definition 3.1. Let cy and /3 be positive integers. A graph of typ (a, 0) is a triple 
G = (V, cp, t,G,! where 
(lj V is the set of vertices of G, 
(2) cp : V + Q is a mapping which relates to each x E V the number q(x) of 
loops that it has, i.e. for every i -=~a! the set q-‘(i) s V contains those vertices 
which possess exactly i loops, 
(3) ;p : [VI’-+ 0 is a mapping which relates to each twc element set {x, y} of 
vertices the number of edges #{x, y} which join x and y. 
Let G, = (Vi, Cpi, ~ii,, i = 0, 1, be graphs of type (a, 0). A om_~-to-om~ mapping 
f : V, +- VI is an embedding of Go into G, iff 
(4) C&(x) = cp,(f(xN for all x E v,, 
(5) 4Mx, y1= QW(XJ, f(y)) for all ix, y}E Wo12. 
If the set inclusion ‘c’ is an embedding, then Go is called (induced) subgraph of 
G,. 
If in addition the set of vertices L’(G) of G bears some ordering, then the 
quadruple G = (V, cp, $, S) is called an ordered graph of ape (a, 6). An ordered 
embedding is an embedding which is monotonous. By GRA(a, p), m(a, @) 
resp. we denote the classes of all finite graphs, ordered graphs resp. of type (ar, 0). 
By (g) we denote the set of all (ordered) subgraphs of G which are isomorphic to 
H. 
Remember that in this context graphs of type (1,l) are simply sets and graphs. 
of type (1,2) are ordinary graphs without loops and multiple edges. The main 
theorem that we are going to prove in this section says that for every pair (a, fi) of 
positive integers the class ~(cY, /3) is a partition class: 
Theorem 3.2. Let (Y, p be positive integers. Then the class ~(cx, /3) has the 
partition property with respect to each object, i.e. for euery pair d,~CG~(a 6) 
3 
and mery positive integer 6 there exists NE m(a, p) such char X- a. ’ (A)?. 
Instead of proving 3.2 directly we shall show that some countably infinite graph 
C! 0E type (CX, pi satisfies fi -+ (,cl)F for all A, X E G%&eu, p) and positive integers 
6. Theorem 3.2 then follows immediately by using an appropriate compactness 
argument. 
. A countabk graph +!? = (W, @, II/) of type (a, 0) is said to be 
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‘o-good’ iff for all finite XS CO, for all mappings f : X+ 0 and all i < LY the set 
WV,~J=~Y~~~@~Y)= i and for all x E X: Y{x, y) = f(x)} 
is nonempty. 
From the definition it foElows immediately: 
Lemnma 3.4. Let a, /3 be positive integers. 
( 1) There exists an o-good graph of type ((r, 0). 
(2) Any two o-good graphs of type ((11, @) are isomorphic. 
(3) Every countable graph of type (a, @) is embeddabk into the o-good graph of 
tYPe (a7 PI. 
Notation. By fi;r = (0, a_, !P@, a) we denote the w-good graph of typf. (a, p) 
w! ere the set of vertices of fig is suppiied with the natural ordering of the 
nonnegative integers. 
What we are going to prove now is 
Theorem 35 Lkt cr, @ b positive integers. For every X, A E GRA(cr, /3) and every 
positive integer S the o-good graph 6; satisfies @ -+ (AA;c)T. 
The proof of 3.5 is by induction on the cardinal&y 1381 of the set of vertices of 
%. An important concept for cur proof if the definition of ‘large’ sets of vertices in 
fiz, this concept has been used successfully in [4] in order to obtain partition 
theorems for locally finite graphs. 
D&nition 3.6. Let fiz be the w-good gr;iSph of type (a, p) and let A CO be a set 
of vertices of fig. A is called ‘large’ iff for all families (&)i<_ of pairwise disjoint 
finite subsets of o and for all families (fi)iqo, fi :X, + 0, and (&)iCW, & <a there 
exists an i <U such that A C G(Xi, &, fi) is infinite, where G(Xi, ci, fi) is defined 2s 
in 3.3. 
Lemma 3-7 [4]. Let a, fi be positive integers. 
(1) Let A Lbe a large set of vertices of fig apld let 5 C a. If (P;‘(t) n A is 
partitioned into finitely many classes then there exists a large set B c A such that 
@;Vr) f-m * c t d t’ I 1s on ame en we y in one of the cla.,ses. 
(2) If Ao,. . . , Ak-, are dnitely rro-ry large sets and X G o is infinite, then for 
each n <CO there exists a ;et YE [X]” stch that for all f : Y * /3 and $j C as it follows 
that Ai n G(Y, 5, f) is la:ge for all i < k. 
(3) IfAisaI zrgt* set in f2; then there exis; s an ordered embedding of dg into the 
subgraph which is spanned by A. 
[ et %! E m!a, p 1, where ti = \%@I is the number of vertices of %? 
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and let (z,),,,, b: a family of positive integers. Let (Z,),+ be a family of 
pairwise disjciit subsets of o, l&l = .z, for v x I_‘, and let (S~((S,),,,) 1 s, :Z,, -3 /3) 
be a family of pair-wise disjoint large subsets of CO. The sub;sraph D((Z,,),,,, 
J~(Is,)“<I, )I&,:& --+) of b;; which is spanned by these sets is called a 
.C.dW, (z,),,,) graph iff 
(1) for every (x!,, . . . , q_,) ~fl”+ Z, the graph spanned by {x,, . . . , x,_,} is 
order isomorphic lu X, 
(2) for every K .:‘: cc, x E Z, and y E&((s,,),,,) follows: Y,.,{x, y}= S,(X). 
Example. Intuitiylely D((Z,),,,, Se((s,),.+) 1 s; : Z, -+ P) being a WX, kL.,J 
subgraph means [see Fig. 2): Each vertex S of X is replaced by a set 2, of size 
L,. There exists a large set .P~!!Q,)~.~~) of candidates for each possible extension of 
X by adding a ,ertex. 
Fig. 2 
Ne~.ation. Let Xe m(a, 8). Then we denote by 96’ the subgraph of X spanned 
by ‘he first I.%!\ - 1 vertices of X, i.e. X’ results from x by removing the last vertex 
of :f. Here ‘first’ and also if needed ‘last’ is used with respect to the ordering of 
the set of vertices of X. 
on 3.9. Let k3? = D((Z,),,,, &((s,),,,) 1 s, : Z:. -+ 0) be a 9(X, (z,),,,) 
subgrsph of fi; and TIE m(ar. p) a subgra;)h of D. Then X is called ‘X-nice’ ii’f 
(1) IV(W)nZ,l~l for TIE@, 
(2 1 V~.sC’) n a(b,),,, 1 = !a for every family (s,),,,. 
Hrtllltively each X-nice subgraph X induces an embedding of X’ into Sk? The 
X-~i~do!u ch,(?t~ indicates this embedding, i.e. let silJ%t) cr lu. be the set of those 
1: ,’ /J_ Wj tb ,I’ rl z,. + 0. 
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on 3.101 Let 9 =D(fz;),,,, .N4L,) i s, : Z, --+ S> be a W% WV.,,) 
graph and %E ~(cY, ,fl). A coloring A : C$)-+ 6, d the X-subpaphs d 9 is 
called ‘good for %’ ifF the color of eat:h X-subgraph yQ1 which is Z-nice depends 
only on sh,(&). This me.:ns: for every 4, JVE($ with sh,(JCC) z= sh,(N) the 
equality A(d) = A(N) follows. 
iVow we are able to formulate the main lemma which is needed for the proof of 
Theorem 3.5: 
there e&s Q 9 (X, ( fv)vC(r ) subgraph 9 of d; such tizat the coloring A restricted to 
(g) is good for X. 
Before proving this main lemma 1e.i us indicate how Theorem 3.5 may be 
achieved using Lemma 3.11. 
Proof of ‘Theorem 3.5. Proceed by induction on the cardinal&y ISI of the set of 
vertices of X. IX]= 1 follows immediately from Lemma 3.7(l) and 3.7(3). Let X 
be such that lsCl> 1. By the induction hypothesis we may assume that Theorem 
3.5 is valid for X’. Recall that Theorem 3.2 may be obtained from 3.5 by using a 
compactness argument. Therefore by Theorem 3.2 for every J4 E m(a, /3) and 
every S < w there exists an %E G]RA(cw, p) with X+ (&)F. 
Now let A : (?$) + S be a coloring of the SC subgraphs of b;. By Lemma 3.11 
there exists a 9(X, (l),,,) subgraph 
9 = W(W”<,, d((sJ,,,) I s, :bJ+ 13). 
Let k be the %‘-subgraph of fig which is spanned by the vertices {x,, 1 Y < p} and 
consider the coloring A’: ($) + S which is induced by A’(LZ~J=A(JV”) for any 
k’~ ($) with X = 9. By assumption on X there exists an .&subgraph which is 
monochromatic with respect to A’. But then J& is monochromatic with respect to 
6? too. q 
Thus it remains to prove the main lemma: 
of ma 3.11. Proceed by induction on g, i.e. on the cardilnaiity of the 
vertrces of %?. The case by = 0 holds tautologically. Let (WE m(i;(ol, 0) be a 
graph with p + 1 vertices and let jtv)i,c:y + 1 c; a family of positive integers. 
induction hypothesis on k we may restric ursebes 10 B@“‘@“‘, (x,,),~~.~) gr 
(Lxl# ), ‘CW. d~((S,J.,,~ 1 s, : xv - PI 
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and to colorings A : ($) -+ 6 which are already good for 5%“. By Lemma 3.7(2) one 
may ftnd a .9(x, (Y~)~++,) subgraph 
with 
(1) Y,=X, for v~f.6, 
(2) s4,((a),<,+l) E &((%)Y<&J. 
It follows that the induced coloring Au : @ -+ 6 has the following properties: all 
Z-nice Yl-subgraphs for which x’ does not use the last coordinate-i.e. with 
sh,(SC) c_ p-and which have the same X-shadow are colored the same. We only 
have to take care about those $e-shadows S for which there exist X-nice 
x-subgray 1s & and X with sh,(& j = sh,(.M) but A,(&) # A&V’). Let & be the 
set of such Yt’. shadows. If &= fl we are obviously don?. so we proceed by 
induction on (&J. Let S f 2%. Without restriction-but for technical 
convenience-w:: may assume that S = {K, K + 1, . . . , p -- 1, CL}, where Ix!= p - K. 
Ry Lemma 3.7(l) we may assume that all X-nice graphs 4, NE(.$ with identical 
x’-subgraphs, i.e. J&1’= x’, and with their last vertex in the same large set 
~&,), 6,A+l) are colored the same. So we know that for each (y,. . . . , y,) E 
n.S .L Y,, the vertices (y,, . . . , y,} span a T-graph. Now let z F A,((s,),,,,+,) such 
that {y,, . . . , yP, z} span a x-graph. 
Hence the color A%({y,, . . . , y&, z)) does not depend on t!z Tarticular t E 
A*((&, )“Ci, _,) but rather on the ifldex family (sv)v.++,-and of course it depends 
on the tuple (y,, . . . , y,) E JJ:=, Y,. 
Define the mapping 8 :{K, . . . , CL; -+ p by O(v) = TO{y,, z}. Mind that the 
particular values of 8 do not depend on the choice. of (y,, . . , y,, z} but only on 
thl.: fact that it spans a x-graph. Now it is obvious how to use the coloring 
AZ : (z) --, S in order to induce a coloring 
viz. d((f~~+, b,, ~J~_~,....J -- A,{a,(O), . . . , q3), 4, where 2 ~4(~,),~~+~) 
ands,=f,,forv<~,s,=f;~(u)forV=K ,..., p_ By Corollary 2.11 there exists 
which is monochromatic with respect to A. Finally we define a 9(%?, (z,,),,,,.,‘~ 
graph 
9 = D((Z,),<,+,, &((%)“<,,.1) I sv : z -+ 0) 
fYTl ccf,,!,,c.. h,,,f”Y)” _K. ,, ,) as follows: Z, = min fi’(Ai) 1 i < z,} for v < K, Z,, = o;, 
Fx v --K . . . !L, ~‘,C(s,.;,,,,,,,~.~~((f,, .s .),...,,,) for all families (s,),~ ,.,, 1 of 
nu;1l’l’ing5 s,. : z - p, i.e. s, E [#3]‘(;;). 
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Claim 3.312. The induced coloring & : f$> + 8 has the following properties: 
(1) all X-nice X-s&graphs for which SC’ does not use the last coordinate-i.e. 
with sh,(%) c H-and which have the same X-shadow are colored the same. 
(2) all X-nice %-s&graphs with sh,(%) = {K, . . . , p) are colored the same, i.e. 
I~+I&I. 
Property (1) is clear since % has this property. Property (2) follows immediately 
from the construction cf 9. 
Claim 3.12 completes the induction on I& I and hence Lemma 3.11 is 
proved. 0 
4. Concluding remarks 
A countable graph G = (V, E)-for simplicity we restrict us to graphs of type 
(1,2)-is locally finite iff for every vertex x E V the set {y E V 1 {x, y}~ E} is finite, 
i.e. every vertex has only finitely many neighbours. 
It would be worthwhile to n?te that Lemma 3.11 may be generalized to locally 
finite graphs: 
CoroUzuy 4.1. Let X be c wellordered locally finite graph, kt YL! be an ordered finire 
graph anti let S be a pca;lizz integer. Then for every sequence (z,),,~,,, of positive 
integers and every coloring A : (,) iti -+ d there exists a Cd@, (z,),,,) su?Jgraph 9 of 
l2$ such that the coloring ~1 restricted to ($) is good for X. 
Although this corollary nlay be generalized further by replacing & b:/ an approp- 
riate locally finite graph 9 this does not yield a partition theorem for locally finite 
graphs. The reason is simply that locally finite graphs do not have t le partition 
property with respect to vertices: 
Theorem 4.2. Let $FU be .z countable infinite path with one vertex of degree 1 T&T 
for every locally finite graph 9 there exists a coiorirrg of the vertices of 9 with two 
colors such that there is no monochromatic copy of P, in 5. 
oaf. With restriction assum: that 9 = (V, E) is connected. Let z be an arbitrary 
vertex of 4 and let 
VU = {z)7 Vi+l== 1 
XEV/X$ \j Vi Z3d{X,J1)EE for some yEV 
j-:,+1 
Obviously iJ,._, V, = V and V8 n Vi = fl for if j. Let d(x) = 0 i 
(mod 2) and let A(x) = 1 else. It is easily verified that there is no 
9”,,, in 5. n 
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Nevertheless there are some positive results concerning locally finite graphs, 
viz. 
Theorem 4’3 [4]. Let x be a 1ocalEy finite graph md S be a positive integer. Then 
for every cdoring A of the edges in fl: (the o-good graph) with 6 many cobrs i&e 
exists a monochromatic copy of X in 0:. 
This suggests the following problem: 
Given a wellordered locally finite graph %‘, an ordered finite graph 38 and a 
positive integer 6, does there exist for every coloring A : &) + 6 a monochroma- 
tic copy of X in fi$‘? 
In spite of the fact that there exists a coloring of the edges in 2: with two colors 
such that there is no monochromatic copy of X(0, o) [4] we thiuk that the 
problem has an affirmative answer. 
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