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Stéphane Benoist
Submitted in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy







Conformally invariant random planar objects
Stéphane Benoist
This thesis explores different aspects of a surprising field of research: the conformally
invariant scaling limits of planar statistical mechanics models.
The aspects developed here include the proof of convergence of certain interfaces in
the critical Ising magnetization model (joint work with Hugo Duminil-Copin and Clément
Hongler), a study of the near-critical behavior of the uniform spanning tree in the scal-
ing limit (joint work with Laure Dumaz and Wendelin Werner), the construction of an
interesting measure on continuous loops satisfying a certain stability property under defor-
mation (joint work with Julien Dubédat) as well as some related algebraic considerations,
and finally, notes on a paper of Sheffield, that studies a certain coupling of the scaling
limits of discrete interfaces - SLE curves - together with random surfaces obtained from
the Gaussian free field.
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1.1. Planar statistical mechanics at criticality: the percolation model
Statistical mechanics is the study of the behavior of a large number of interacting
particles. Many models of statistical mechanics (e.g. random walks, percolation, the Ising
model) exhibit surprising behavior in dimension two: their scaling limit at criticality is
invariant under conformal transformations.
To explain what this means, let us describe in some details the example of percolation.
Percolation is a model of statistical mechanics that aim at understanding whether a fluid
can travel through a porous material (e.g. water through ground coffee in a percolator).
Let p ∈ [0, 1] be the density of the porous material. For a lattice in the plane, the face
percolation model is defined as follows: faces are colored black and white independently,
with respective probabilities 1 − p and p where the density p ∈ [0, 1] is also called the
percolation parameter.
One is then interested in the connectivity properties of monochromatic connected com-
ponent: white faces join in paths that the liquid can travel on, and so each connected
component of white faces correspond to regions that communicate, as far as the liquid is
concerned. Monochromatic connected components can be understood by studying their
boundaries, called interfaces, i.e. the set of loops that wind between black and white faces.
For concreteness, let us explain what one sees in terms of the density p for face percolation
on the planar hexagonal lattice.
When the percolation parameter p is less than 1/2, the diameter of the largest black
connected component is typically of order logN , when looking in an approximately square
window of size N (so containing roughly N2 hexagons). In other words, the set of interfaces
will consist in a union of closed loops of size at most logN . If we look at the percolation
picture from very far away, i.e. if N is large and we rescale the lattice by a factor N to
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make the window size 1 (this is called taking a scaling limit), then interfaces are now of
size at most (logN)/N . In other words, interfaces disappear as we do the scaling limit
N →∞. Intuitively, when p < 1/2, the material is extremely porous, and does not prevent
in any way the liquid to travel over large enough distances.
For a large percolation parameter p > 1/2, the scaling limit is also trivial, and rescaled
interfaces in a window of size N disappear in the scaling limit. The implications for
the percolation model are different, as the interface loops now enclose white regions: the
material is now so dense that the liquid cannot travel between any two regions that are at
macroscopic distance from each other.
The behavior of the model is hence quite different on both sides of the critical value of
the parameter pc = 1/2. It turns out that the percolation model is also very interesting at
the critical value pc. In that case, the percolation interfaces converge in the scaling limit,
towards a measure µC on collections of continuous loops in the plane in a sense that we
now explain.
Given a simply-connected domain Ω in the plane, we approximate it for each integer
N by a discrete domain ΩN which is the union of faces of an hexagonal lattice of mesh size
1/N . Looking at critical percolation on the graph ΩN yields a random collection of curves
(the set of all percolation interfaces) that we call µΩN . In the scaling limit N → ∞, the
measure µΩN converges (weakly, where loops are compared using the supremum norm up
to reparametrization) towards a measure µΩ describing random ensembles of curves and
loops in the domain Ω. This was first proved for the hexagonal lattice by Smirnov [86, 18].
It turns out that the collection of measure µΩ exhibits remarkable symmetries. Let
us consider two simply-connected domains Ω and Ω′ in the plane, as well as a conformal
isomorphism φ : Ω→ Ω′ between them (there is a 3-real parameters family of those). The
collection of continuous percolation interfaces then satisfies that µΩ′ ◦ φ = µΩ. In other
words, percolation interfaces are conformally invariant !
Moreover, this scaling limit is, conjecturally, independent of the lattice on which we
consider the percolation model, a property called universality. Indeed, on a general periodic
planar graph L, one can similarly define face (or edge, or vertex) percolation for all density
parameters [0, 1]. There is a unique critical percolation parameter pc(L) depending on the
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lattice, such that a behavior similar to the one described for the hexagonal lattice occurs:
for lower values of the density p < pc, there are almost surely no infinite black connected
component, and for higher values p > pc, there are almost surely no infinite white connected
component. Moreover, one expects that percolation interfaces at the critical parameter
converge in the scaling limit towards a collection of measures µ, which is independent of
the approximating lattice, even though the critical value pc of the parameter is not!
Note that a strong version of universality would imply conformal invariance: consider
a family of lattices LN of mesh size 1/N such that critical percolation interfaces on LN
converges towards the random collection of curves µ. If we also know, for a certain con-
formal map φ, that critical percolation on the lattices φ(LN ) converges towards the same
scaling limit µ, this in particular implies that µ◦φ = µ. That being said, in many proofs of
convergence of statistical mechanics models (and in particular in the case of percolation),
the conformal invariance is actually used to show convergence.
An occurrence of universality and conformal invariance that may be more familiar to
the reader has to do with random walks in the plane. Note that, for this model, there is no
density parameter to play with, and random walks should be thought of as already critical.
Planar random walks universally converge towards Brownian Motion, when rescaled by the
square root of the number of steps (as long as the steps are balanced and are in the domain
of attraction of the central limit theorem).
Now, it is well-known that the trace of Brownian motion in the plane is conformally
invariant. This can be seen in several ways, for example as a consequence of it being
the universal scaling limit of random walks, or more directly by stochastic analysis (Itô
calculus). The conformal invariance of planar Brownian Motion can also be understood in
terms of its generator, the Laplace operator.
1.2. Interacting models: the Ising model
Percolation and random walks are not the only models with these dual properties of
universality and conformal invariance of the scaling limit at criticality. Both of them play
a special role as they are non-interactive models: in percolation the colors of different faces
do not influence each other, whereas the steps of a simple random walk are independent.
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Nonetheless, there are several planar statistical mechanics models with interactions that
exhibit universality and conformal invariance.
The Ising model is such a statistical mechanics model. It is a model of magnetization:
a piece of iron can be seen as a three dimensional lattice, with iron atoms sitting at lattice
vertices. We expect each iron atom to carry a infinitesimal quantum magnetization, its
spin. To simplify, one assumes that this spin can only take two values, up and down (which
in turn can be represented by the two colors black and white). When all spins tend to
align together, one observe a macroscopic magnetic field, but if there is disorder at the
microscopic scale, the spins average out to a demagnetized macroscopic piece of iron.
In the planar Ising model for magnetization, one fairly assigns black and white colors
to faces in the square grid, and then introduces a bias e−2β for each pair of neighboring
faces whose colors disagree.
The parameter β > 0 is called the inverse temperature. Note that when the temperature
is high (i.e. β is small), we tend to recover a percolation model, which is very disordered
at microscopic scale: one can imagine that the heat agitation of each atom is enough to
overcome the bias, i.e. constraints due to the interactions between atoms.
On the other hand, at low temperatures (i.e. high values of β), the bias e−2β will
exclude configurations with too many disagreeing neighbors. The picture tends to be
frozen (all faces carry the same color) at the microscopic level. Moreover, there is a
unique critical parameter βc, where the Ising model exhibits an intermediary behavior
between disorder and being frozen. Interfaces of this critical Ising model are known to
converge for a wide variety of lattices towards a conformally invariant scaling limit [21].
Ising continuous interfaces are moreover known to be quite different from the continuous
percolation interfaces.
Other conformally invariant collections of measures on families of curves can be pro-
duced by looking at scaling limits of even more planar statistical mechanics models, such
as the discrete Gaussian free field [80], loop-erased random walks or the uniform spanning
tree (UST) [58] (the uniform spanning tree on a connected graph is the uniform measure
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on subgraphs that are trees and contain all vertices i.e. that are spanning). The continu-
ous random objects with conformal symmetries that arise in scaling limits of these discrete
models form a very rich field of study.
1.3. Conformally invariant curves: Schramm-Loewner evolutions
An important class of examples of conformally invariant random objects is the family
of Schramm-Loewner evolutions [79] (or SLEκ curves, where κ is a positive parameter).
These SLE curves are random non-self-crossing curves joining two boundary points (a, b)
in a simply-connected domain Ω. One can intuitively define SLEκ dynamically in the
following way: SLEκ moves forward in Ω toward its end point b at unit speed, while
changing direction according to κ times a Brownian motion.
Let us formally define SLEκ in the upper half-plane (H, 0,∞). It is a random curve
γ : R+ → H, growing from the boundary point 0 to ∞.
Suppose that such a curve γ is given to us. Let Hs be the unbounded connected
component of H \ γ([0, s]), and consider the uniformizing map gs : Hs → H, normalized at
∞ such that gs(z) = z+2as/z+o(1/z). The quantity as is the so-called half-plane capacity
of the compact hull Ks = H\Hs generated by γ([0, s]). Under additional assumptions (the
curve γ needs to be instantaneously reflected off its past and the boundary in the sense
that the set of times s larger than some time s0 that γ spends outside of the domain Hs0
should be of empty interior), the half-plane capacity as is an increasing bijection of R+,
and so we can reparametrize our curve by t = as.
With this parametrization, the family of functions gt solves the Loewner differential
equation:  g0(z) = z∂tgt(z) = 2gt(z)−Wt ,
where Wt = gt(γt) is the (real-valued) driving function.
Conversely, starting from a continuous real-valued driving function, it is always possible
to solve the Loewner equation, and hence to recover a family of compact sets Kt in H,
growing from 0 to ∞, namely Kt is the set of initial conditions z that yield a solution
gu(z) blowing up before time t. It may happen that the compact sets Kt coincides with
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the set of hulls generated by the trace of a curve γ, which can in this case be recovered as
γt = limε→0 g
−1
t (Wt + iε).
The process SLEHκ (0 → ∞) is the curve obtained from the solution of the Loewner
equation with driving function Wt =
√
κBt, where Bt is a standard Brownian motion.
The law of SLEHκ (0 → ∞) is invariant by scaling. Hence, given a simply-connected
domain (Ω, a, b) with two marked points on its boundary, we can define SLEΩκ (a → b) to
be the image of an SLEHκ (0→∞) by any conformal bijection (H, 0,∞)→ (Ω, a, b).
Using a central limit argument on the driving function Wt, Schramm showed that if the
interfaces of a statistical mechanics model have conformally invariant scaling limits, these
scaling limits have to be described by one of the SLEκ. In other words, whatever specific
form for discrete interactions one chooses (among classes of models that exhibit conformal
invariance), there is only one parameter relevant in the scaling limit, namely κ.
Let us now give a more detailed overview of the content of this thesis, which cover
both studies of discrete models in the scaling limit, as well as direct analysis of continuous
objects that arise in scaling limits of statistical mechanics.
1.4. Scaling limits of interfaces for the Ising model
The study of the scaling limit of Ising interfaces at criticality forms a large body of work
which started with the proof of existence of the scaling limit of certain discrete holomorphic
Ising observables on the large class of isoradial graphs by Chelkak and Smirnov [21]. This
work led to the proof of convergence of many types of Ising interfaces in diverse topologies
and with varied boundary conditions [23, 41, 42, 44].
In [14], Duminil-Copin, Hongler and myself show that in a simply-connected domain
with free boundary conditions, the set of all critical Ising interfaces touching the boundary
converges toward a conformally invariant exploration tree build from SLE3-type curves,
similar to those introduced by Sheffield [82]. In particular, this implies that crossing prob-
abilities for the critical planar Ising model with free boundary conditions are conformally
invariant. The proof of this result is in Chapter 2.
This is done by relying on the previous convergence work [41], which explains how an
exploration path behaves away from the free boundary. A priori estimates on the regularity
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of an interface [47, 22] allows then to fully characterize the law of an interface from its
known behavior away from the boundary. By further analysis of the local behavior of Ising
interfaces, we deduce the joint convergence of all interfaces between boundary points from
the convergence of a single interface joining two fixed boundary points.
Hongler and myself build on this result in a forthcoming paper [15], to prove the
convergence of all Ising interfaces in a domain with monochromatic boundary conditions
toward CLE3, which is a set of nested loops related to SLE3. We achieve this by using
a well-known coupling of the Ising model with another discrete model, critical q=2 FK-
percolation, together with the convergence of FK interfaces [48].
1.5. Statistical mechanics near criticality
Until now, we have mostly discussed scaling limits of discrete models at criticality.
However, the notion of criticality itself only makes sense in the scaling limit: note, for
example, that all percolation measures with non-trivial density parameters are mutually
absolutely continuous in a fixed finite box.
One can try to use our understanding of criticality to describe off-critical behavior:
let us monotonically couple percolation models for all values of the density parameter p
in the following way. To each face f , we assign an independent uniform random variable
u(f) ∈ [0, 1]. One can then sample a percolation of parameter p by coloring a face f
black whenever u(f) ≤ p. This yields a monotone coupling of all percolation models with
different densities, in the sense that when p grows, the set of black faces almost surely
grows.
Is it then possible to take a scaling limit of the dynamical process obtained by raising
the density-time parameter p? As noted before, the scaling limit of percolation is trivial
for p 6= pc, and so it is not straightforward to actually observe how percolation transitions
from a subcritical to a supercritical regime in the scaling limit: in some sense, everything
happens infinitesimally close to pc.
The understanding of this transition was achieved by Garban, Pete and Schramm
[35, 36] by carefully rescaling the percolation parameter while scaling space: to see a non-
trivial dynamical scaling limit, one needs to tune the time and space parameters of the
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process so that in a box of fixed unit size, one sees on average one macroscopic percolation
connection change, when moving forward by one unit of time. Computing the right scaling
of parameters and studying the dynamics amounts to understanding the set of faces that are
pivotal, in the sense that changing their color changes macroscopic percolation connections.
Werner [89] introduced a framework to understand a generalization of this near-critical
process for general FK models (a class of statistical mechanics models that includes perco-
lation and the uniform spanning tree), where one reinterprets a near-critical dynamics on
the model as a dynamical system on a space of graphs. This allows one to abstract away
from how the discrete model is embedded in the plane. This point of view might be useful
to understand scaling limits of statistical models in dimensions higher than two.
In Chapter 3, we go over a joint work with Dumaz and Werner [13] where we study the
near-critical dynamics on the uniform spanning tree. This dynamics consist in uniformly
choosing edges in the tree to cut them out, thus disconnecting the tree further and further
as time increases (we call the resulting objects near-critical spanning forests). This near-
critical process on the uniform spanning tree converges in the scaling limit toward an
explicit Markovian dynamics.
The study of this dynamics is less technical than for the percolation dynamics, as
the geometry of the uniform spanning tree is much simpler: it is simply-connected and
so its pivotal points are simply points of the trunk, i.e. points that are not leaves. To
understand this set precisely, we rely on an important work in progress by Johansson-
Viklund and Lawler [60]. An interesting aspect of the near-critical process we consider
is that the reverse time process is also Markovian. In particular, we can describe in the
continuous setting how to completely reglue a uniform spanning tree from dust.
Scaling properties of the continuous dynamics allows one to see the near-critical span-
ning forests as the stationary distribution of a natural Markov process on a state of abstract
graphs with non-constant edge-weights. This simple Markov process can be viewed as a
renormalization flow, so that in this two-dimensional case, one can give a rigorous meaning
to the fact that there is a unique fixed point (ie. stationary distribution) in two dimen-
sions for this renormalization flow, and when starting from any two-dimensional lattice, the
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renormalization flow (ie. the Markov process) converges to this fixed point (ie. converges
in law to its stationary distribution).
1.6. Properties of continuous objects: SLE loop measures
It is natural to ask whether an SLE curve is characterized - not as a dynamical process
but as a whole - by the interactions in the statistical mechanics model of which it describes
the scaling limit. One way to make sense of this question is to keep track of how SLE
depends on the position of a monochromatic boundary. More precisely, suppose we perturb
the domain where the model lives by locally deforming the boundary. We can then compute
how the SLE measure varies [55]: if Ω′ ⊂ Ω are two simply-connected domains that share
















Are these curves SLEκ?
In order to engage with the core of this question without having to deal with techni-
calities coming from the two special points where SLE touches the boundary, we want to
construct loop versions of the SLEs and study whether these are characterized by their
restriction property. Let us stress here that we are interested in constructing measures on
single loops, not the so-called Conformal Loops Ensembles (CLE), which are probability
measures on collections of loops.
The question splits into three steps (under the conjectural picture that boundary in-
teractions characterize the loop measures).
The first step is to classify the restriction formulas that can appear, i.e. showing that the
SLE-functions fΩ
′
Ω (κ, γ) are the only family of functions that satisfy the necessary algebraic
conditions to appear as Radon-Nikodym derivatives of loop measures under perturbation
of the domain boundary.
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The second step is to build examples of measures on single loops for each possible type
of boundary interaction that one finds (conjecturally, one measure per value of κ).
Finally, the last step would be to prove uniqueness of the loop measures, i.e. prove
that there is at most one collection of loop measure for each type of boundary interaction.
The first step, the question of classifying possible restriction formulas is an algebraic
question that can be rephrased as a cohomology problem on the space of loop-decorated
Riemann surfaces. We expect it to eventually reduce to the central charge parameter of
the Virasoro algebra and so give a one-parameter family of answers.
This would provide a third argument explaining why planar statistical mechanics mod-
els with conformally invariant scaling limits naturally occur in a one-parameter family,
together with Schramm’s central limit argument mentioned above (which sees SLE as dy-
namics objects), as well as the conformal field theory point of view on this matter, which
(very loosely) extract the a real parameter (the central charge) out of the action of the
conformal group on local observables of the model. The partial picture of what we have
understood so far in terms of classifying restriction formulas for collections of loops appears
in Chapter 5.
Regarding the second step of the program, loop measures were built by Werner [88]
for κ = 8/3 as boundaries of Brownian loops, and independently by Kassel and Kenyon
[46] as well as Dubédat and myself [12] for κ = 2. This result is explained in details in
Chapter 4.
We achieved this by exploiting the previously known convergence of the uniform span-
ning tree in a simply-connected domain [58]. On the discrete approximation of an annulus
A, one can formally consider the exterior and interior boundaries as a single vertex. The
uniform spanning tree T on A hence has two connected components when drawn in the
plane, corresponding to the inner and outer boundaries of A. These two components are
separated by an interface, which can alternatively be described as the unique loop in the
graph dual to T . Dubédat and myself showed that this loops has a scaling limit, and
explicitly computed how it varies under deformation of the domain A. This uses the pre-
viously known convergence of UST, but also the relationship between uniform spanning
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tree measures on different domains, as well as the robust convergence of discrete harmonic
analysis towards continuous harmonic analysis [25].
For general values of the SLE parameter κ ≤ 4 (this is the simple curve regime, and
conjecturally covers all interesting loop measures), Dubédat and myself are constructing
these measures in two works in preparation [10, 11], by finding them as level lines of the
Gaussian free field, in the imaginary geometry coupling of Miller and Sheffield [72].
The third and last step of this program, the uniqueness of the loop measure having a
fixed restriction property, is a conjecture of Kontsevich and Suhov [50]. It has been proved
for κ = 8/3, which corresponds to a trivial interaction with the boundary. In that case,
Werner [88] gave a short an elegant argument. The same result was achieved with a more
involved proof [20] by considering the structure of infinitesimal deformations of domains,
a technique that may be more amenable to generalizing to the case of interacting models
that Werner’s.
1.7. Random geometry: studying random metric spaces
Finally, in Chapter 6, we will discuss an interesting relationship first discovered by
Sheffield [83] between SLE and a random function, the Gaussian free field.
The Gaussian free field on a planar domain Ω, often denoted as h, is a random function
formally defined as the Gaussian on functions on Ω equipped with the Dirichlet norm∫
Ω∇f∇f . The Dirichlet norm is conformally invariant (one can also check that harmonic
functions are minimizers of this norm): hence given a conformal isomorphism between two
planar domains φ : Ω→ Ω′, the Gaussian free fields are related by hΩ′ ◦ φ = hΩ.
One of the reason to look at the Gaussian free field is that it can be used to describe a
natural one-parameter family of random metric spaces (sometimes called Liouville quantum
gravity). Intuitively, on a planar domain Ω, one looks at the Euclidean metric locally dilated
by eγh. What this formally means is not completely clear, as the Gaussian free field is too
rough for one to be able to take its exponential. However, Liouville quantum gravity is
conjecturally thought to describe the scaling limits of random discrete metric spaces biased
by diverse statistical mechanics models.
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Let us describe these discrete models of random metric spaces. One typically considers
planar maps, i.e. one considers discrete graphs embedded in the sphere, chosen uniformly
among graphs with N faces (or among triangulations, or quadrangulations with N faces, or
other types of subclasses of graphs). These discrete graphs are equipped with the natural
geodesic metric: vertices are at a distance given by the shortest edge-path one can find.
Properly renormalized, these metric spaces converge (in the natural Gromov-Hausdorff
topology, which compares two metric spaces in supremum distance under the best possible
joint embedding in a larger metric space) towards a continuous metric space called the
Brownian map [71, 62].
With this point of view, one recovers a surprising metric space - the Brownian map
is a two-dimensional topological sphere of Hausdorff dimension 4 [63], but one loses the
underlying conformal structure that is believed to also be part of the picture. There is
an ongoing program to recover the conformal structure of the Brownian map [73], which
would show it to correspond to Liouville quantum gravity with parameter γ2 = 8/3. This
would moreover allow one to formally define the random metric space associated to the
Gaussian free field, at least for this particular choice of the parameter γ.
This model of pure graphs we just discussed can be thought of as planar maps biased
by an non-interactive model of percolation: the absence of interactions ensuring that the
resulting bias on the metric is trivial. It is possible to decorate these graphs by drawing
an interacting statistical mechanics model on them, and thus reweighing the measure on
metric spaces by the partition functions of a statistical mechanics model. The scaling
limit of these decorated graphs would consist of a random metric space together with
interfaces of a model of statistical mechanics, conjecturally Liouville quantum gravity with
an independent SLEκ such that κ = γ
2.
Progress has been made in this direction [39], as such a convergence is shown to hold
in the so-called peanosphere topology [84, 29]. The peanosphere topology is too weak
to recover a continuous metric space corresponding to Liouville quantum gravity for these
values of γ, but this shows that SLE and the Gaussian free field jointly appear in the
scaling limit of discrete graphs decorated with statistical mechanics models.
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1.8. SLE and the Gaussian free field
Looking at the continuous picture emerging from the discrete models on random graphs
discussed above, we see that SLE curves naturally appear in a coupling with the Gaussian
free field. Moreover, in certain discrete settings, one can find a measure-preserving opera-
tion that consists in cutting and opening up the random graph alongside interfaces of the
statistical model drawn on it. This discrete cutting process should then correspond and
converge to a continuous stationary process that we now describe.
Given a Gaussian free field in the upper half plane H, one samples an independent
SLE on H. One then defines a process by opening up the SLE and uniformizing the
picture back to H, while using a natural change of coordinate for the free field to preserve
the underlying Liouville quantum gravity metric it represents. This unzipping process is
defined and proved to be stationary in Sheffield’s Conformal welding of random surfaces:
SLE and the quantum gravity zipper [83].
We provide notes on this result [9] in Chapter 6. These notes use an idea [8] to
understand certain technical tools used by Sheffield. Let us give a brief overview of Chapter
6.
We start with a stationary process (ht, ηt)t∈R whose marginal law is given by a Gaussian
free field and an independent SLE curve. This process evolves with a deterministic cutting
and unzipping dynamics: the curve is progressively unzipped, and the field varies according
to a natural change of coordinates. The main result of [83] is to prove that the process in
reverse time (h−t, η−t)t∈R also evolves deterministically.
An important step in proving this last result, is to construct and understand a natural
time scale for the dynamics, that Sheffield calls quantum time and builds as the push
forward on the SLE curve (via the zipping up operation) of the Liouville boundary measure,
which a natural Gaussian free field-dependent measure on the boundary of the domain H.
This length measure on SLE can alternatively be seen as a chaos [16] on the natural
parametrization of SLE [59, 57], which is the natural Hausdorff volume of SLE. This
gives an interpretation of the quantum time on SLE as a natural Hausdorff volume for the
Liouville quantum gravity metric.
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This interpretation allows us to give an alternative proof of existence of the natural
parametrization of SLE in a work in preparation [8], by constructing it as the (corrected)
field expectation of the quantum time.
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CHAPTER 2
Conformal invariance of crossing probabilities for the Ising
model with free boundary conditions
This Chapter is joint work with Clément Hongler and Hugo Duminil-Copin.
2.1. Introduction
2.1.1. Definition of the Ising model. In this chapter, Z2 denotes the integer lattice
{x = (x1, x2), x1, x2 ∈ Z}. Two vertices x and y of Z2 are neighbors if ‖x − y‖1 :=
|x1 − y1| + |x2 − y2| = 1. In such case, we write x ∼ y. Each subset G of Z2 can be seen
as a graph by considering the graph induced by Z2 on the vertex set G : the edge-set EG
of G consists of all edges of the lattice Z2 that links two vertices of G together. Let us also
consider the dual graph (Z2)∗ of Z2 whose vertices sit at the center of faces of Z2, and
whose edges are in one-to-one correspondence with edges in Z2. We define the boundary of
G to be the set of edges ∂G = {e = (x, y), x ∼ y such that x ∈ G and y /∈ G}. We sometimes
abusively identify a boundary edge (x, y) with one of its endpoint.
For a domain Ω ⊂ C - i.e. an open subset of the plane, we build its discrete approxima-
tion Ωδ of mesh size δ as the ‘big connected component’ of the graph Ω∩(δZ2) (for example
Ωδ is the connected component containing a marked interior point x0 ∈ Ω). Finally, define
(Ωδ)∗ to be the subgraph of δ(Z2)∗ generated by vertices corresponding to faces of δZ2 that
are either included in or adjacent to a face of Ωδ.
The Ising model is one of the most classical models in equilibrium statistical mechanics.
A configuration of the Ising model in a domain Ωδ is an element of {−1, 1}Ωδ - sometimes
denoted by {−,+}Ωδ , and the Ising model at inverse-temperature β > 0 with free boundary














where the partition function Z free(Ωδ, β) is defined so that µfree
Ωδ,β
is a probability measure.
One may define an infinite-volume measure µfreeβ on {−1, 1}δZ
2
by taking the weak limit of
finite-volume measures.
As was predicted by Kramers and Wannier [52], and shown by Onsager [74], a phase









• For β < βc, there exists τ = τ(β) > 0 such that for any δ > 0 and any x, y ∈ Ωδ,
µfreeβ (σxσy) ≤ exp(−τ‖x− y‖1/δ).
• For β > βc, there exists m = m(β) > 0 such that for any δ > 0 and any x, y ∈ Ωδ,
µfreeβ (σxσy) ≥ m.
The fine description of what happens at and near the critical point has been the subject of
more than sixty years of investigation. Two successful approaches enabled mathematicians
and physicists to study this critical phase. On the one hand, the exact solution led to
many explicit formulae for spin-spin correlations and other thermodynamical quantities;
see [3, 69, 76] and references therein for further details. On the other hand, the scaling
limit of the model was conjectured to be conformally invariant using renormalization group
arguments [33, 34], a prediction which led to a deep understanding of the critical phase,
albeit non-rigorous. In recent years, conformal invariance of the Ising model became the
object of an intense mathematical effort. Chelkak and Smirnov [87, 21] proved conformal
invariance of the so-called fermionic observable, a property which led to the proof of con-
vergence of interfaces in domains with Domain-Wall boundary conditions (or Dobrushin
boundary conditions) to the so-called Schramm-Loewner evolution (SLE) [23]. The spin-
spin correlations were also studied [24]. This note belongs to this effort, and studies the
probability of crossing events (see definition below).
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2.1.2. Main results. Crossing events are macroscopic observables describing the con-
nectivity properties of a random configuration. Formally, let (Ω, a, b, c, d) be a topological
rectangle, i.e. a simply connected Jordan domain Ω with four points on its boundary,
indexed in clockwise order. Note that a, b, c and d determine four arcs on the boundary
denoted by [ab], [bc], [cd] and [da]. Let aδ, bδ, cδ and dδ be the vertices of ∂Ωδ closest to a,
b, c and d respectively. The rectangle (Ωδ, aδ, bδ, cδ, dδ) is crossed in an Ising configuration
σ if there exists a path of plusses going from [aδbδ] to [cδdδ], i.e. if there exists a sequence
of vertices v0, . . . , vn ∈ Ωδ such that
• vi and vi+1 are neighbors for any 0 ≤ i < n,
• v0 ∈ [aδbδ] and vn ∈ [cδdδ],
• σvi = + for any 0 ≤ i ≤ n.








, and call its probability a crossing
probability.
Let us define a slight variation of the previous event. Two vertices x and y of Ωδ are
called ?-neighbors if ‖x− y‖∞ := max{|x1 − y1|, |x2 − y2|} = δ. With this definition, each
vertex has eight neighbors instead of four. The rectangle (Ωδ, aδ, bδ, cδ, dδ) is ?-crossed








The first theorem of this chapter yields that crossing probabilities for the critical Ising
model with free boundary conditions converge, when the mesh size tends to 0, to a confor-
mally invariant limit.
Theorem 2.1.1. There exists a function f from the set of topological rectangles to
[0, 1] such that






















= f(Ω, a, b, c, d)
• f only depends on the conformal type, i.e. for any topological rectangle (Ω, a, b, c, d)
and any conformal map Φ : Ω→ C,
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f(Φ(Ω),Φ(a),Φ(b),Φ(c),Φ(d)) = f(Ω, a, b, c, d)
The first property guarantees that connectivity and ?-connectivity are the same in the
scaling limit. Let us also mention that the result should extend to isoradial graphs, thus
proving some sort of universality (see [25] for a precise definition of isoradial graphs).
Crossing probabilities played a central role in the study of planar lattice models at
criticality. The work of Langlands, Pouliot and Saint-Aubin [53], who verified numerically
Cardy’s formula [19] for percolation crossing probabilities, constitutes one of the first direct
evidences of full conformal invariance of lattice models. This formula was then related non-
rigorously by Schramm to SLE [56] and proved rigorously by Smirnov [87] for critical site
percolation on the triangular lattice. Let us stress out that this result was the crucial step
towards the proof of conformal invariance of percolation interfaces.
In the case of the Ising model, crossing probabilities with free boundary conditions were
also investigated numerically by Langlands, Lewis and Saint-Aubin [54]. They concluded
to the conformal invariance and the universality of these probabilities.
Unlike in the percolation case, no prediction for the limiting value of crossing probabil-
ities is currently available for the Ising model with free boundary conditions. Indeed, the
simplest generalization of Cardy’s formula in Conformal Field Theory deals with crossing
probabilities in topological rectangles (Ωδ, aδ, bδ, cδ, dδ) with spins fixed to be + on [aδbδ]
and [cδdδ], and − on [bδcδ] and [dδaδ], and was studied in [43].
While Theorem 2.1.1 does not give an explicit formula, the proof provides some infor-
mation on the limiting probabilities. Indeed, the crossing probabilities for the Ising model
with free boundary conditions can be represented as hitting probabilities for a discrete
exploration process, which in words is the leftmost interface between + and −, bouncing
off the boundary in such a way that it can always reach [bδcδ] without crossing itself. Let
us define it formally.
Consider a configuration σ ∈ {−1, 1}Ωδ , and two vertices u and v of ∂(Ωδ)∗. An
exploration process γδ : {0, . . . , n} → (Ωδ)∗ from u to v is a path such that :
• γδ0 = u, γδn = v, and γδi ∼ γδi+1 for any 0 ≤ i ≤ n.
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• γδ is non self-crossing. In particular, the vertex γδj+1 is always in the connected
component of (Ωδ)∗ \ γδ[0, j] containing v.
• The vertex to the left of the oriented edge (γδj , γδj+1) is either outside of Ωδ or
carries a + spin.
• The vertex to the right of the oriented edge (γδj , γδj+1) is either outside of Ωδ or
carries a − spin.
Remark 2.1.2. Note that we could have chosen our exploration paths to let + spins
on their right instead. Such an exploration path from a to b would give, by time-reversal,
an exploration path from b to a letting + spins on its left.
Let us also describe a specific choice of exploration that we will consider.
Definition 2.1.3. We denote by γ`,δ = γ`,δu,v the leftmost free explorer from u to v,
i.e. the leftmost of all exploration paths with these endpoints. Such a path satisfies the
property that, given γ`,δ[0, j], the following step γ`,δj+1 is always the counterclockwisemost
admissible step for an exploration process.
By construction, the leftmost explorer is a non self-crossing curve drawn on the dual
lattice starting from u and ending at v. On the boundary, it turns in such a way that it can
always end at v without ever crossing itself. Inside the domain, it is an interface between
a path of + spins and a ?-path of − spins, or equivalently it is an exploration that turns
left whenever there is an ambiguity.
Similarly, one may construct the rightmost free explorer γr,δu,v by letting our explorer
always make the clockwisemost admissible turn. Note that any exploration process is
sandwiched between γ`,δ and γr,δ.
Define the Continuous Dipolar Explorer (CDE) in H from 0 to∞ to be the SLE(3,−32 ,−32)
process with driving points 0− and 0+ (see next section for the definition of SLE(κ, ρ1, ρ2)).
The CDE in a domain Ω from a boundary point u to another boundary point v is then
the image of the CDE in H from 0 to ∞ under any conformal bijection from (H, 0,∞) to
(Ω, u, v).
19
Theorem 2.1.4. Let Ω be a simply connected Jordan domain, with two marked points
u and v on its boundary. Consider the critical Ising model on Ωδ with free boundary
conditions. Any family of exploration processes (γδ
uδ,vδ
) converges in law (as the mesh size






In the previous theorem, the topology on curves used in the definition of the convergence
in law is the supremum norm up to time reparametrization. Specifically, for a simply-
connected Jordan domain Ω with two marked boundary points u and v, we work with the
set C(Ω) of continuous curves γ : [0, 1]→ Ω considered up to time reparametrization. The
distance between two such curves γ1 and γ2 is then defined as





where the infimum runs over all increasing (bicontinuous) bijections ϕ of [0, 1] onto itself.
A similar definition makes sense if curves are parametrized by R+ ∪ {∞} instead of [0, 1].
The proof of Theorem 2.1.4 relies on recent results on Ising model [22, 41] and on
ideas found in [82, 72].
We now state a corollary of Theorem 2.1.4 that itself implies Theorem 2.1.1.
Corollary 2.1.5. For any topological rectangle (Ω, a, b, c, d), the crossing probability
is given by
f(Ω, a, b, c, d) := P
(
CDE hits [cd] before [bc]
)
,
where the CDE goes from the point a to an arbitrary point v ∈ [bc].
2.1.3. Exploration tree. Discrete explorers allow one to build an exploration ’tree’
analogous to the process defined by Sheffield [82]. This object describes the exploration
’arcs’ touching the boundary of a domain, and is defined as follows. For any couple of




of all exploration paths









The last theorem of this chapter deals with the convergence of this discrete free arc
ensemble towards the Free Arc Ensemble (FAE) the definition thereof we postpone to
Section 2.6.
Theorem 2.1.6. Let Ω be a simply connected Jordan domain. Consider the critical
Ising model on Ωδ with free boundary conditions. The family (Aδ)δ>0 converges in law to
the FAE, as the mesh size δ goes to 0.
The topology used in the convergence in law result will be given in Section 2.6.
Remark 2.1.7. The convergence in Theorem 2.1.6 is robust: the arguments we give
hold for any family of discrete domains Ωδ that converges towards Ω in the sense of con-
vergence of their boundaries (as curves, for the topology of uniform convergence up to
reparametrization).
2.1.4. Organization. In Section 2.2, we remind the definition of the Continuous
Dipolar Explorer. We state two useful results on the Ising model in Section 2.3. In Sec-
tion 2.4, we prove Theorem 2.1.4. Section 2.5 is devoted to the proof of Theorem 2.1.1. In
Section 2.6 we define the Free Arc Ensemble and we discuss how to deduce Theorem 2.1.6
from Theorem 2.1.4.
2.2. Definition of Schramm-Loewner evolutions driven by several points
2.2.1. Loewner chains. Loewner chains allow one to encode a growing compact set
in the upper half-plane H := {z ∈ C : =m(z) > 0} by one real-valued function. In
particular, one can encode in this way simple curves between two boundary points of H.
We refer to [56] for a book on this subject.
Let (γs)s≥0 be a continuous curve in H such that γ0 = 0 and γs → ∞ as s → ∞. Let
Hs be the unbounded connected component of H\γ [0, s]. Consider the conformal bijection
gs : Hs → H normalized in such a way that








as z → ∞. In the situations we will consider, the half-plane capacity (h-capacity) as is
a continuous increasing bijection of R+, and we can then reparametrize by t = as. For
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simplicity, we will reserve the notation t for parametrizations such that t is the h-capacity
of the hull at time t.




g0 (z) = z,
where Ut = gt (γt) ∈ R is the so-called driving function of the Loewner chain.
Conversely, any real-valued function (Ut)t≥0 defines, when solving the Loewner flow
equation above, a Loewner chain (gt : Ht → H)t≥0, where Ht can be recovered as the set
of initial conditions z ∈ H for which the differential equation does not blow up before
time t. If (Ut)t≥0 is regular enough (see [56, Chapter 4.4] for a precise statement), there
exists a curve (γt)t≥0 such that Ht is the unbounded component of H \ γ [0, t] (and we call
Kt = H \Ht the hull generated by γ[0, t]). In such case, the Loewner chain (gt)t≥0 is said
to be generated by the curve (γt)t≥0, and (Ut)t≥0 gives rise to a parametrized curve in H
from 0 to ∞.
2.2.2. Loewner chains driven by a stochastic process. In [79], Schramm sug-
gested to build random curves by looking at Loewner chains generated by certain random
driving functions. These random growing compact sets are called Schramm-Loewner evo-
lutions. We now discuss three important examples. In the following the process (Bt) is
always a standard one-dimensional Brownian motion.
2.2.2.1. SLE(κ). Let κ > 0. The chordal SLE(κ) in H from 0 to ∞ is the Loewner
chain driven by Ut :=
√
κBt.
2.2.2.2. SLE(κ, ρ). Let κ > 0 and ρ ∈ R. The SLE(κ, ρ) in H starting from 0 with
force point x ≥ 0 and observation point ∞ is the Loewner chain driven by (Ut)t≥0, where











with initial conditions U0 = 0 and O0 = x.
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The SLE(κ, ρ) is a priori well-defined by the above equation until the first time when
Ut = Ot. It is however sometimes possible, depending on the values of the parameters
(κ, ρ), to find a reasonable solution of this system of SDEs defined for all times. Let us
provide additional details.
Suppose (Ut, Ot)t≥0 satisfies the system of SDEs (1)/(2) and let Xκt = Ot − Ut. Note




κ satisfies the Bessel stochastic differential equation
of dimension d = 1 + 2(ρ+2)κ :




If moreover (Ut, Ot)t≥0 comes from a Loewner chain, the geometry forces Xt to be non-
negative, and instantaneously reflected at 0 (i.e. the set of times at which Xt = 0 is of
Lebesgue measure 0). One can check that – provided that the dimension d is strictly
positive – there is a unique1 non-negative process (Xt)t≥0, called the Bessel process of
dimension d, which is instantaneously reflected at 0 and which evolve according to (3)
whenever this equation is non-singular. Indeed, (3) characterizes the process of excursions
of (Xt)t≥0 out of 0. The only degree of freedom we could have is when glueing together
the excursions to recover (Xt)t≥0. But there is at most one way to glue a given ordered set
of excursions to get an instantaneous reflected process. Now that we are in possession of











process Xt can be seen to solve the Bessel equation (3) in its integral form





ds = −Bt + (ρ+ 2)Ot.
If we let Ut = Ot −
√
κXt, we get the unique solution (Ut, Ot)t≥0 of the system of SDEs
(1)/(2) such that O − U is non-negative and instantaneously reflected at 0. Hence, when
ρ > −2, we have a somehow unique notion of an SLE(κ, ρ) defined for all time.
1Uniqueness in law of (Xt) is enough for what we need, but pathwise uniqueness would hold as well.
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Remark 2.2.1. The Bessel process Xt of dimension d > 1, as Brownian motion, is
α-Hölder for any α < 12 . The integral process Ot inherits the same Hölder regularity by







2.2.2.3. SLE(κ, ρ1, ρ2). Let κ > 0 and ρ1, ρ2 ∈ R. The SLE(κ, ρ1, ρ2) in H starting
from 0 with force points ` ≤ 0 and r ≥ 0 and observation point ∞ is the Loewner chain
driven by (Ut)t≥0, where (Ut, OLt , O
R




















and initial conditions U0 = 0, O
L
0 = ` and O
R
0 = r. As before, the solution is a priori
defined only for times when OLt < Ut < O
R
t . Nevertheless, if ρ1, ρ2 > −2, Miller and
Sheffield [72, Section 2.2] showed that there is a unique reasonable solution to this system
of SDEs, solution which is defined for all time.






t )t≥0 satisfies the three equations above on the set of times t for which




t < Ut and Ut < O
R
t respectively.
P2 OLt ≤ Ut ≤ ORt for any t ≥ 0.
P3 The process Ut is instantaneously reflected off the force points, in the sense that
the set of times t for which Ut = O
L
t or Ut = O
R
t is of zero Lebesgue measure.












Lemma 2.2.2. Under the assumption that the three properties P1–3 hold, the last
property P4 is equivalent to
P4’ The process (Ut)t≥0 is α-Hölder continuous for every α < 1/2.
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Proof. On the one hand, the property P4’ holds for the unique solution of P1-4 as
explained in Remark 2.2.1.
In order to prove that P4’ implies P4, we can proceed as follow. Let us focus on the
equation in P4. Issues may only arise at positive times when OL = U . At these times,
we necessarily have OR 6= U . Hence, by the Girsanov theorem, the term ρ2
Ut−ORt
of (5)
can be absorbed in the Brownian motion via a change of measure, and we can temporarily
forget the point OR. We are thus reduced to the setup of SLE(κ, ρ) as in Section 2.2.2.2.
The process OL−U under this change of measure is a Bessel process (up to multiplication







ds. Thanks to properties of the Bessel process
(Remark 2.2.1) and the property P4’, we see that It is an α-Hölder process for any α < 1/2




2 . Hence It identically
vanishes. 
Remark 2.2.3. Let (Ω, s, l, r, o) be a simply-connected domain with four marked points
on its boundary. The SLE(κ, ρ) from s with force point l and observation point r and the
SLE(κ, ρ, κ− 6− ρ) from s with force points l and r and with observation point o have the
same law until the first disconnection time of r and o (see e.g. [81]). In particular, the




2 ) are related.
2.2.3. Definition of the CDE.
Definition 2.2.4. The CDE in (H, 0,∞) is the process SLE(3, −32 , −32 ) from 0 with
force points ` = 0− and r = 0+ and observation point ∞ . Let (Ω, a, b) be a simply
connected domain with two marked points a, b ∈ ∂Ω. The CDE in (Ω, a, b) is the image
under a conformal map from H onto Ω mapping 0 to a and ∞ to b.
Let us recall a simple property of the CDE, namely that it is independent of the
observation point.
Proposition 2.2.5. Consider a domain Ω with three marked boundary points u, v1
and v2. There exists a coupling of a CDE γ1 in (Ω, u, v1) with a CDE γ2 in (Ω, u, v2) such
that the two curves coincide up to the first time when v1 and v2 get disconnected by the
trace of the curve.
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2.3. Two results on the Ising model
In this section, we state two recent results about the Ising which used in an essential
manner in this chapter.
2.3.1. A result on convergence of interfaces. The first result states the conver-
gence of certain interfaces in the Ising model.
Let (Ω, b, `, r) be a simply-connected Jordan domain with three marked points on its
boundary (indexed in clockwise order). We consider the critical Ising model on discrete
approximations of this domain, with boundary conditions + on the clockwise arc [bδ`δ],
free on [`δrδ] and − on [rδbδ]. Call γδ the leftmost explorer from bδ to `δ.
Theorem 2.3.1. [41, Theorem 1] The law of the leftmost explorer γδ until the first
hitting time of [`δrδ] converges to the law of an SLE(3, −32 ,
−3
2 ) from b to ` until its first
hitting time of [`r]. The convergence is moreover uniform in the domain (see the original
paper).
An alternative proof of this result was provided in [44].
2.3.2. A result on crossing probabilities. Let us recall a classical definition: for










where the infimum is taken over rectifiable paths p from [ab] to [cd].
We call a discrete topological rectangle a subgraph of δZ2 whose complement is con-
nected, with four marked vertices on its boundary.
Theorem 2.3.2. [22, Corollary 1.7] For each M > 0 there exists η = η(M) > 0
such that the following holds: for any discrete topological rectangle (Q, a, b, c, d) with






where mixed boundary conditions mean free on [ab] and [cd], and − on [bc] and [da].
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2.4. Proof of Theorem 2.1.4 (Convergence of explorers)
In this section, we fix a simply connected Jordan domain (Ω, u, v) and a conformal map
Φ from (Ω, u, v) onto (H, 0,∞). We will first prove the convergence result of Theorem 2.1.4
for the leftmost explorer going from u to v.
For n ≥ 0, consider the slit domain Γn, i.e the subgraph of Ωδ constructed by removing
all edges of Ωδ intersecting in their middle the dual-edges of γδ[0, n], and then taking the
connected component of the new graph containing vδ.
The boundary of Γn is composed of three arcs :
• the arc C+n composed of vertices of ∂Γn bordering γδ[0, n] on its left, hence carrying
+ spins,
• the arc C−n composed of vertices of ∂Γn bordering γδ[0, n] on its right, hence
carrying − spins,
• the arc Cfreen = ∂Γn \ (C+n ∪ C−n ). Note that Cfree ⊂ ∂Ωδ.
Let Lδn (resp. R
δ
n) be the leftmost (resp. rightmost) point of ∂Ω
δ reached by γδ[0, n].

















The proof goes in two steps.
(1) We first prove that the discrete explorations (γ`,δ, Lδ, Rδ) form a tight family of
random variables.
(2) Then, if (γ`, L,R) is any sub-sequential limit, we can consider the growing hull in H
generated by Φ(γ`), and let (gt)t≥0 be the associated Loewner chain parametrized
by h-capacity. We call (Ut)t≥0 its driving process.
Let OLt = gt(Φ(Lt)) and O
R
t = gt(Φ(Rt)). We show that (U,O
L, OR) satisfies
the conditions P1-4’, thus identifying γ` as being CDE.
This will prove the statement for the leftmost free explorer : since any sub-sequential
limit is a CDE, the family of curves (γ`,δ)δ>0 is convergent.
2.4.1. Step 1: tightness of the law of the leftmost explorer.
Proposition 2.4.1. The family (γ`,δ) is tight. Moreover, any sub-sequential limit γ`
satisfies the following properties:
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• γ` is almost surely a non-self-crossing curve.
• γ` can be almost surely parametrized by the h-capacity of the hull K̂s of Φ(γ`[0, s]).
• Consider (Kt)t≥0 the hull K̂ parametrized by its capacity. It is a Loewner chain
with a driving process (Ut)t≥0 which is almost surely α-Hölder continuous for any
α < 1/2.
Proof. Let us first fix some notation. Consider the family Qt of discrete topological
rectangles Q ⊂ Ωδ\γ`,δ[0, t] such that the boundary arcs [bc] and [da] are on ∂(Ωδ\γ`,δ[0, t]).
Call Q avoidable if it does not disconnect γ`,δt from v. A sub-path γ
`,δ[t0, t1] crosses Q if
there exist t0 ≤ s0 ≤ s1 ≤ t1 such that γ`,δs0 ∈ [ab] and γ`,δs1 ∈ [cd].
The proposition is the conclusion of [47, Theorem 1.3]. Hence, using [47, Proposition
2.2 and Corollary 2.3], it suffices to check that the following condition holds:
Condition C2. For any M > 0, there exists η > 0 such that for any δ > 0, any stopping
time2 τ and any avoidable discrete topological rectangle Q ⊂ Qτ with `Q ([ab] , [cd]) ≥M ,
µfreeΩδ,βc
(
(γ`,δt )t≥τ crosses Q
∣∣∣γ`,δ[0, τ ]) ≤ 1− η.
In order to prove that this condition is satisfied, fix δ > 0 and τ , as well as a realization
of γ`,δ[0, τ ]. We also fix an avoidable discrete topological rectangle Q with `Q ([ab] , [cd]) ≥
M .
The event that γ`,δ does not cross Q contains the event that Q is crossed from [bc] to [da]
by a crossing of + spins or a crossing of − spins. Since the discrete rectangle is avoidable,
it cannot intersect both boundary arcs with + and − boundary conditions (i.e. C+τ and
C−τ ), since it would then disconnect γ
`,δ
τ from v. Without loss of generality, assume that it
intersects only the arc with + and free boundary conditions (i.e. C+τ and C
free
τ ). The spatial
Markov property (or Gibbs property) of the Ising model together with monotonicity with
respect to boundary conditions guarantee that
(8) µfreeΩδ,βc
(
(γ`,δt )t≥τ does not cross Q
∣∣∣ γ`,δ [0, τ ]) ≥ µmixedQ,βc ( [bc]! [da]),
2A stopping time τ is a stopping time for the filtration generated by the curve (γ`,δt ) parametrized by
the number of steps.
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where the mixed boundary conditions are free on [bc] and [da], and − on [ab] and [cd].
Theorem 2.3.2 shows that the right-hand side of (8) is larger than some positive quantity
η(M). 
We will also need to keep track of the points Lδ and Rδ in the scaling limit. In order
to do this, let us prove the following property of subsequential limits of γ`,δ, which states
that the scaling limit cannot touch the boundary when the discrete explorer does not. We
can assume that the curves γ`,δ almost surely converge towards a limit γ for the uniform
topology (i.e. we assume that all the curves are parametrized in a compatible way).
Lemma 2.4.2. Any time when γ` is on the boundary is a limit of boundary hitting
times of γ`,δ.
Proof. The curve γ` can be parametrized by capacity (Proposition 2.4.1) hence it
does not stay on the boundary. Any time when γ` is on the boundary is hence in the
closure of the set of boundary hitting times, and we can reduce to proving the statement
for such times.
Now, each time the explorer γ`,δ is inside the domain and gets close to the boundary we
can use crossing estimates (Theorem 2.3.2) to see that with high probability the explorer
touches the boundary soon after (see Figure 2.1). We leave the details of the previous
claim, which are classical, to the reader. As there are countably many boundary hitting
times, this yields the claim. 
The previous results imply the following, where the topology used is the weak topology
associated to uniform convergence (up to common reparametrization) of the triplet of
functions.
Corollary 2.4.3. On any subsequence such that γ`,δ converges, the triplet (γ`,δ, Lδ, Rδ)
converges to (γ`, L,R) where L (resp. R) is the leftmost (resp. rightmost) boundary point
reached by γ`.
2.4.2. Step 2: identification of the scaling limit of the leftmost explorer. Let
γ` be a possible sub-sequential limit of (γ`,δ)δ>0. Recall that we defined O






Figure 2.1. With high probability, the rectangle to the left (resp. to the
right) of γδ contain a crossing of + (resp −) between its orange boundaries.
These crossings forces the explorer γ to touch the boundary ∂Ω in a neigh-
borhood.
gt(Φ(Lt)) (resp. gt(Φ(Rt))) where Φ uniformizes (Ω, u, v) to the upper half-plane (H, 0,∞),
and where gt is the Loewner chain associated with Φ(γ
`). We also denote by Ut the driving
process of the Loewner chain Φ(γ`). We now want to prove that the triplet (U,OL, OR)
satisfies the four properties P1, P2, P3 and P4’ that characterize SLE(3, −32 ,
−3
2 ).
Proof of Property P1. The curve γ` is the limit of discrete interfaces (γ`,δ)δ>0
which satisfy a spatial Markov property. At any stopping time τ when γ`,δ is away
from Lδ and Rδ, we are in the setup of Theorem 2.3.1 and hence (γ`,δ)t≥τ is close to an
SLE(3, −32 ,
−3
2 ) in the slit domain Γτ = Ω
δ \γ`,δ[0, τ ]. In other words, if t is a time such that
OLt < Ut < O
R
t , the process (gt(γ
`
t+s))s≥0 up to the first hitting time of (−∞, OLt ]∪ [ORt ,∞)
is a SLE(3, −32 ,
−3




t . Hence, the equation (5) is satisfied on
the set of times t such that OLt < Ut < O
R
t . Whenever O
L
t < Ut, the point L is locally
constant, hence OLt = gt(Φ(Lt)) simply evolves according to the Loewner flow equation
(6). Same goes for OR and (7). 
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Proof of Property P2. The second property follows from the geometry : OLt is the
leftmost point absorbed by the Loewner chain. In particular, it always sits to the left of
Ut. Same goes for O
R
t . 
Proof of Property P3. We want the sets {t ≥ 0 : Ut = OLt } and {t ≥ 0 : Ut = ORt }
to be (almost surely) of Lebesgue measure 0. This is a deterministic property satisfied by
any Loewner chain generated by a continuous driving function (we refer to [72, Lemma
2.5]). 
Proof of Property P4’. The last property corresponds to the third property of
Proposition 2.4.1. 
This concludes the proof of the convergence of the leftmost explorer towards CDE. The





) hence jointly converge to the same limit γ. Indeed, on the one hand γr is
always to the right of γ`, but on the other hand, these two curves have the same law.
Let us now focus on families of arbitrary exploration processes. Any exploration process




and thus converges towards a curve
γ̃ which is almost surely equals to γ. But this argument actually only ensures that the
traces of γ̃ and γ are the same. To deduce that γ̃ is a CDE, we need to prove that it is
a simple curve, or equivalently, that it cannot trace back its steps. This is implied by the
following lemma.
Lemma 2.4.4. The set of edges that are used by both the leftmost and the rightmost
explorers is dense on the leftmost explorer trace in the scaling limit.
Proof. Following the leftmost explorer, we apply crossing estimates in very thin rect-
angles (Theorem 2.3.2) at regularly spaced intervals to get paths of minusses (or hairs)
that start at the very right of the exploration and reach to a positive distance (see Figure
2.2). The leftmost and the rightmost explorers being the same in the scaling limit, the
rightmost explorer cannot go around the hairs, and hence has to meet the leftmost explorer





Figure 2.2. Crossing estimates ensure with high probability that the ex-
plorer is hairy.
Note that an edge used by both the leftmost and rightmost explorers needs to be used
by any exploration with the same endpoints, and moreover it constitutes a point of no-
return for any such exploration. The fact that these edges form a dense set ensures that
no exploration can trace back its steps on a macroscopic scale. This concludes the proof of
the fact that arbitrary explorations between the same endpoints jointly converge towards
the same CDE.
2.5. Proof of Theorem 2.1.1 (Convergence of crossing probabilities)
Fix a topological rectangle (Ω, a, b, c, d). Let aδ, bδ, cδ and dδ on ∂Ωδ be discrete ap-
proximations of these points. Let u be the boundary vertex of ∂(Ωδ)∗ corresponding to
the dual edge immediately clockwise to aδ, and let v ∈ ∂(Ωδ)∗ be any boundary vertex






































Since (γ`,δu,v) and (γ
r,δ
u,v) converge in law to the CDE from a to v, and thanks to Lemma






















= f(Ω, a, b, c, d)
where
f(Ω, a, b, c, d) := P
(




Note that the exact position of the point v ∈ [b, c] in the preceding argument does
not matter. This is coherent with the fact that, according to Proposition 2.2.5, the law of
CDE until its first hitting time of [bc] is independent of the choice of the observation point
v ∈ [bc].
2.6. Proof of Theorem 2.1.6 (Convergence of the arc ensemble)
2.6.1. Definition of the Free Arc Ensemble. We somehow follow Schramm [79]
to describe the Free Arc Ensemble (FAE).
For a metric space X, let H(X) be the set of compact subsets of X equipped with the











the set of con-
tinuous maps from [0, 1] to Ω equipped with the topology of uniform convergence up to
reparametrization.






. Its measure is supported in a
specific subset of it: the FAE can almost surely be written as⋃
u,v∈∂Ω
(u, v, γu,v)
where γu,v is generically a simple path from u to v in Ω – or the degenerate path {u} when
u = v. However, for (countably many) exceptional couples of boundary points (u, v), γu,v
is a set that consists of two simple paths from u to v in Ω – or even of two simple loops
rooted at u and of the degenerate path {u} when the boundary point u = v is exceptional.
Therefore, γu,v can also be the union of two or three curves instead of one.
Let us construct the FAE as follows:
(1) First, fix u ∈ ∂Ω and let (v1, . . . , vn, . . . ) be a dense subset of ∂Ω. We construct the
triplets (u, vi, γu,vi) recursively. Let γu,v1 be a CDE from u to v1. The exploration
γu,vi starts by following the previously built exploration paths (γu,vj , j < i) by
choosing, at each branching point, to go in the region that contains vi on its
boundary (see Figure 2.3) At the first branching point for which there is no such
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possible choice, the path γu,vi continues as a CDE from u to vi would (this is


















Figure 2.3. The coupling of γu,v1 (orange then green) and γu,v2 (orange
then purple). The + and − show what the spins are on the boundary of
the subdomains.
Remark. The union of the traces of the γu,vi for i ≥ 1 can be decomposed into
countably many arcs (i.e. excursions out of the boundary), which come with a
natural orientation depending on the orientation of the γu,vi . The ends of these
arcs form a countable (dense) subset E of the boundary ∂Ω.
(2) Let us now build γu,v for an arbitrary boundary point v on ∂Ω: simply take
the limit of γu,vi as vi → v, or alternatively follow the tree composed of the
(γu,vi , i ≥ 1) heading systematically towards v.
(3) Let us describe how to build γu′,v′ for u
′, v′ ∈ ∂Ω \ E. Consider the set of arcs
disconnecting u′ from v′. It comes with a natural ordering (that makes it isomor-
phic to Z). We call these arcs sideways arcs. The path γu′,v′ will go through all
of the sideways arcs in order, and we now need to explain how it will go from one
sideways arc to the next.
34
Let α and α′ be two successive sideways arcs. Suppose the arc α crosses from
left to right seen from u′, and call [aa′] the right piece of boundary between α and
α′ (where a is on α and a′ on α′). Choose also a boundary point c on the left
piece of boundary between α and α′. For any point d ∈ [aa′], let us call αd the
largest arc disconnecting c and d that still has its two endpoints on [aa′]. Between
α and α′, the path γu′,v′ follows the arcs αd in their order of appearance i.e. as
d follows [aa′] from a to a′ (see Figure 2.3). One can easily check that γu′,v′ can
follow these arcs with their natural orientation.
(4) Let us now build γu′,v′ whenever u
′ and v′ are not the two ends of a common arc.
Assume for instance that u′ ∈ ∂Ω\E and v′ is the end of an arc α (other situations
can be handled similarly). Choose a point w ∈ ∂Ω \ E that is disconnected from
u′ by the arc α. By construction, γu′,w goes through v′, and so we let γu′,v′ be the
subpath of γu′,w going from u
′ up to v′.
(5) We now explain how to build γu′,v′ when u
′, v′ are the two ends of some arc α.
If α goes from u′ to v′, then simply let γu′,v′ = α. If the arc α is oriented from
v′ to u′, then γu′,v′ is a set of two simple paths, one going to the left of α, the
other going to its right. The construction of these two simple paths is in the same
spirit as above. For example, the path going to the right of α can be build in the
following way. Let us call [u′, v′] the part of the boundary ∂Ω sitting to the right
of the arc α. Choose also a boundary point c on the boundary arc to the left of
α. For all points d ∈ [u′, v′], let us call αd the largest arc disconnecting c and d
that stays strictly to the right of α. The right exploration path from u′ to v′ will
follow the arcs αd in their order of appearance (i.e. as d follows [u
′v′] from u′ to
v′).
(6) To finish our construction, we need to describe the (set of) path(s) γu′,u′ . One
choice is the constant curve {u′}. If moreover an arc α starts or ends at u′, γu′,u′
will moreover contain two simple loops that can be build by concatenation of γu′,w
and γw,u′ , where w is the other end of the arc α (one of these sets is a singleton
and the other a pair, which one is which depending on the orientation of the arc
α).
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Definition 2.6.1. The Free Arc Ensemble is the union FAE of triples (u, v, γu,v) cou-
pled as described above, where u and v run over all couples of boundary points and γu,v
is the set of possible explorations from u to v (there can be one, two or three such explo-
rations).
It will be technically easier (for instance to get tightness) for us to use an alternate way
to describe FAE, that we call FAE’ until proven to be the same as FAE. The construction
differs from the one of FAE only in its first step. We choose a countable dense set of points
P = {u1, u2, . . .} on ∂Ω. We couple all the paths γui,uj by induction.
(1a) Take γu1,u2 to be a CDE, and let γu2,u1 be given conditionally on γu1,u2 as follows
(see Figure 2.4): it takes the same sideways arcs. It goes from one arc to the next
as conditionally independent SLE(3, −32 ) in each domain
3, where the forced point
starts at 0+ or 0− depending on boundary conditions which we recover from the
orientation of the path γu1,u2 .
(1b) Now, assume that γui,uj are constructed for every i, j < n. In the family of arcs
already constructed, there is a unique one, denoted by α, that separates un from
all the other points ui. The path γui,un follows the exploration tree starting from
ui, until it takes the arc α. After α, all paths γui,un follow the same SLE(3,
−3
2 )
in the connected component of Ω \ α containing un. The paths γun,ui all follow
the same trajectory until the arc α, which can be build as in (1a). Once the arc
α has been crossed, there is a unique way to follow arcs that have already been
discovered in order to reach ui, and this is exactly how γun,ui gets to its goal.
Proposition 2.6.2. The arc ensemble FAE’ is the closure of the set of paths with
endpoints in P.
Proof. Both the fact that FAE’ is included in the closure of the set of paths with
endpoints in P and the fact that FAE’ is closed can be checked from the definition of the
arc ensemble FAE’, by considering the different cases. 
3The scaling limits of the discrete interfaces satisfy this property : it is a statement very similar to














Figure 2.4. The coupling of γu1,u2 (orange and green) and γu2,u1 (orange
and purple). The purple curves represent SLE(3, −32 ) in each of the subdo-
mains cut up by the orange and green curves.
2.6.2. Proof of Theorem 2.1.6 (Convergence of the arc ensemble). The proof
of Theorem 2.1.6 follows from:
Theorem 2.6.3. Let Ω be a simply connected Jordan domain. Consider the critical
Ising model on Ωδ with free boundary conditions. The family (Aδ)δ>0 converges in law
(when the mesh size δ goes to 0) to the arc ensembles FAE and FAE’.
Corollary 2.6.4. The arc ensembles FAE and FAE’ have same law, which is moreover
independent of the choice of points made during their constructions.
The first step of the proof is a tightness lemma:
Lemma 2.6.5. The family (Aδ)δ>0 is tight.
Proof. Consider ε > 0 and let η = η(ε) > 0 to be chosen shortly. Choose a finite
subset {u1, . . . , uN} of P that cuts the boundary of the domain Ω in arcs of diameter
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less than η. The set of all leftmost and rightmost explorations starting from and aiming
at the points u1, . . . , uN form a tight family for the topology of uniform convergence up
to reparametrization (as each explorer is close to a CDE). By chosing N big enough, we
can ensure that no boundary point can be connected in Ω to points ε-inside the domain
without crossing one of the finitely many excursions (thanks to the behavior of CDE, and
by Lemma 2.4.2).
Using Lemma 2.4.4, we see that with high probability, no exploration starting and
ending at points of ∂Ωδ goes out of the ε-neighborhood of the explorations starting and
ending at points of {u1, . . . , uN}. The tightness then follows from the tightness of single
exploration paths. 
Proof of Theorem 2.6.3. Consider a sub-sequential limit A of (Aδ)δ>0. From the
convergence of explorations Theorems 2.1.4 and 2.3.1, we see that the explorations with
endpoints in P have the same joint law as the corresponding explorations in FAE’. By
definition, A is closed, and hence FAE′ ⊂ A by Proposition 2.6.2. To prove the reverse
inclusion A ⊂ FAE′, it is enough to show that almost surely, any path in A is in the closure
of the set of paths with endpoints in P. But this follows directly from the argument given
for tightness.
We can now show that FAE and FAE’ are the same object. Indeed, consider the limit of
the discrete exploration tree from a point u to a countable dense set vi. This is a subset of
A, which has the same joint law as the exploration tree of FAE. Moreover this tree contains
all the arcs appearing in the set of paths of A with endpoints in P = {u, v1, v2, . . .} and so
the whole limit A = FAE′ can be rebuilt from the arcs of this exploration tree alone. In
particular, the arc ensembles FAE and FAE’ have the same law. 
38
CHAPTER 3
Renormalization and near-critical spanning forests
This Chapter is joint work with Laure Dumaz and Wendelin Werner.
3.1. Introduction
Phase transition and critical phenomena are now considered from the physics point of
view to be a fairly settled issue, thanks to numerous important works of these last 70 years.
On the mathematical side, there now exists a couple of important discrete two-dimensional
models for which one can really prove that the discrete critical system converges to a
continuous scaling limit (that turns out to be conformally invariant), but many fundamental
problems remain unsolved. This includes the existence and the description of scaling
limits for three-dimensional models, and the understanding of the universality question
(for instance: How can one prove that for a given model – say the percolation model –
in a given dimension, all its critical versions behave in the same way in the scaling limit,
independently of the chosen lattice?).
In [89], a fairly simple renormalization formalism is described that enables to view the
conjectured scaling limits of perturbations of the critical FK-percolation models (recall that
these form a family of models very closely related to Ising and Potts models) as stationary
distributions of a simple Markov process on a state of discrete random weighted graphs (see
[89] for more details, motivation and references). In the present chapter, we explain how
to implement this set-up for one of the mathematically best understood models, namely
the uniform spanning tree (UST). Recall that one can interpret this model as being part
of the class of critical FK-percolation models (in the limit when the parameter q governing
the FK model goes to 0) and that existence of the scaling limit, its description (via SLE
curves) and universality (i.e. USTs on different lattices have the same scaling limit) have
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been proved in two dimensions [58], and that some partial results are even available in
three dimensions [51].
In some sense, our approach in the present chapter is the analogous study - in the case
of the UST - of some features of critical percolation that had been derived by Garban,
Pete and Schramm [35, 36, 37], who described the scaling limit of what one sees when
one dynamically goes through the phase transition of planar percolation (when opening at
random and independently the edges or sites one after the other).
Our perturbation of the UST corresponds to a simple two-step procedure: First sample
a UST and then erase some of its edges uniformly at random (in a Poissonian way). One
then obtains a random forest because some edges of the tree are missing. It is a uniformly
cut uniform spanning tree.
Alternatively, we can view the erasing procedure in the reverse way, and let the different
edges of the UST appear one after the other in random order (and possibly stop a little bit
before all edges have appeared). If we now observe these edges appearing one by one (using
the previously described rule) without knowing a priori what the UST is going to be, one
discovers only progressively which edges are eventually going to be in the UST. The first
important and simple observation is that this dynamics is in fact a simple Markov process
on a set of subgraphs (i.e. on the set of forests) of the original graph, with jumps of this
Markov process corresponding to the opening of an edge (i.e. to the merging of two trees
into a single larger tree).
Let us spend a few lines to explain in more detail this simple discrete dynamical Mar-
kovian construction of the UST in a finite connected graph G with N vertices. At step one,
sample a UST in G, and choose uniformly at random one of the N − 1 edges of this UST,
that we call e1. Now, at time 1, we define G1 to be the graph with vertices those of G,
but with just one open edge, e1. Next, we want to choose a second edge. The conditional
law of the UST given that e1 has been chosen in the first step is just the distribution of
the UST conditionally on the event that it contains e1 (this is just because for each tree
that contains e1, the probability to choose e1 in this first step is the constant 1/(N − 1)).
Hence, in order to choose the second edge e2, we can sample a UST in the new graph
obtained when merging the extremities of e1 and then choose an edge uniformly at random
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in this tree. After N − 1 such steps, one has in this way constructed a UST T on G with
edges e1, . . . , eN−1. It is then immediate to check that this construction of the UST is the
time-reversal of the procedure where we first sample the UST T, and then erase its edges
one after the other uniformly at random.
This discrete-time procedure has a simple continuous-time counterpart. Since the num-
ber of edges in a spanning tree is anyway a graph-dependent constant, one can choose the
rate at which an edge e between x and y opens at a given time t to be the probability that
e will eventually belong to an UST in the graph Gt obtained from G by contracting all its
edges that have been already open before time t. Note that this rate is just the effective
resitence of the edge e in the graph Gt (ie. it is the current that flows through e when a
total of one unit of current is sent from the tail of e to the tip of e, see for instance [66]).
Figure 3.1. Cutting the UST in a Poissonian way (the white edges are
removed from the tree)
It is easy to generalize this continuous-time Markov process construction of the UST to
infinite graphs, for instance to Zd. Then, when time is getting very large, while locally (say
near the origin) the structure of the graph converges to that of the UST (or the uniform
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spanning forest (USF) if d ≥ 5), on a very large scale L, there are still a lot of edges of the
final tree (or forest) that have not yet been opened, so that the clusters that one sees are
all of size much smaller than L. And if one chooses an appropriate scale L(t) (a procedure
referred to as finite-size scaling), then the picture looks a little bit like the scaling limit
of the UST that has been cut into multiple pieces in a Poissonian way. Hence, modulo
appropriate rescaling, the picture when t→∞ looks like a “near-critical forest”.
In order to study the behavior of this Markov process in its scaling limit, we will be
to introduce a slightly different setting. Each forest F in our original graph G is naturally
associated to a more abstract graph S(F ) with edge-weights, the structure graph of F :
• Clusters c of F corresponds in a one-to-one way to sites s(c) of S(F ).
• When two clusters c and c′ are not adjacent, there is no edge joining s(c) and
s(c′).
• When two clusters c and c′ are adjacent, then s = s(c) and s′ = s(c′) are joined
in S(F ) by an edge (s, s′) with weight w(s, s′) given by the number of edges (of
the original graph G) that connect c to c′.
The previously described Markovian dynamics (Ft, t ≥ 0) on the state of forests induces
a Markovian dynamics (S(Ft), t ≥ 0) on this state of weighted graphs (because the only
information about Ft that is used to describe the future evolution of the forest can be
encapsulated in s(Ft)). The time-evolution for S(Ft) then corresponds to the merging of
neighboring sites s′ and s (i.e. collapsing of the edge (s, s′) between them) that occurs at
a certain rate depending on all the weights w (i.e. it depends on the entire graph S(Ft)).
When one collapses s and s′ into a site ss′, then the new edge-weights w̃ are simply given
by w̃(ss′, s′′) = w(s, s′′) +w(s′, s′′), while the edge-weights corresponding to edges that are
not adjacent to ss′ are left untouched.
Note that if F0 has finitely many sites, then for any large enough time, s(Ft) is just a
graph with one single point and no edge (as it corresponds to the image of a tree under S).
We are now finally ready to describe in loose words the main results of this chapter:
(1) We will first see that the definition of our Markov process on discrete structure
graphs can be extended to a space of graphs with unbounded degrees, that one
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Figure 3.2. From the forest to the structure graph (sketch)
can view as the space of scaling limits of discrete structure graphs. The core result
is then to prove that the scaling limit of the Markov process (on discrete graphs)
is indeed this Markovian continuous process (it is not clear whether the scaling
limit of a Markov process is Markov). This will already build on the description
of the scaling limit of UST via SLE, and on the predicted convergence of the
renormalized length of these branches to their continuous counterparts.
(2) Then, we will observe that in the case where one focuses on the UST in the whole
plane, one gets a probability measure on this space of configurations that will be
invariant under a rescaling of this Markov process. This stationary measure can
be interpreted as the scaling limit of near-critical planar UST (it describes random
forests). Hence in the present case, one has described a setting in which renormal-
ization makes complete rigorous sense: when one starts from a two-dimensional
lattice and runs the Markov process, the graph converges locally (in distribution)
to the UST, and when one looks at the graph from further and further away, it
converges to the fixed point of this Markov process, that describes the near-critical
scaling limit (rather than the scaling limit itself).
Here is a list of some of the main technical features and tools that we shall use:
• We will use the framework introduced by Schramm [79] in order to describe the
set in which our discrete objects (the UST, the near-critical forests) and their
scaling limits live in: One encodes the limit of these near-critical forests to be the
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Figure 3.3. Simulation of part of the uniformly cut UST
(countable) family of its “continuous backbone branches” (corresponding to the
limit of the macroscopic branches of the cut UST).
• On this set of continuous forests, we will then define the dynamics. While the
discrete dynamics are clearly Markovian, it is not obvious at all that the continuous
process is (as some information may have disappeared in the scaling limit). This
is the same key-problem as in the case of near-critical percolation studied in
[35, 36, 37]. In order to prove this, we need a careful analysis of the discrete
to continuous limiting procedure, and we shall use some stochastic comparisons
between the evolutions of various graphs under our dynamics.
• We rely on the convergence of the branches of the UST (i.e. loop-erased random
walks converge to SLE2, as proved in Lawler, Schramm, Werner [58]) but one
also needs to control the clocks of our dynamics i.e. the number of edges on these
branches, as they control the time-evolution. For this, we will in fact use the
convergence of the loop-erased random walk towards the SLE2 in this “natural
parametrization” for the uniform topology (this result will be recalled in the next
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section), due to Johansson-Viklund and Lawler [60] (and builds on earlier work
of these authors with Benes [5]).
The chapter will be structured as follows:
• In Section 3.2, we first recall some features of UST’s, briefly define Schramm’s
framework for scaling limits, and investigate the scaling limit of the cutting of
UST’s in bounded domains.
• In Section 3.3, we study the time-reversal of the cutting dynamics seen on “struc-
ture graphs”, and state our first main result, i.e. that this time-reversal is Mar-
kovian. We then explain why the whole-plane version of these results can be
interpreted in terms of a renormalization flow fixed point.
• In Section 3.4, we prove the technical lemmas on discrete UST events, that are
needed in the previous proofs.
Let us conclude this introduction with a few words about “near-critical” models, in
order to stress the fact that the near-critical forests that we construct and describe here
are not exactly part of the FK-percolation family (this feature also appears in the general
setup described in [89]). Recall that the word critical (in critical models) here usually
refers to the fact that one considers a one-parameter family of lattice models, and that
there is a phase-transition for this “critical” value of the parameter. However, there are
often more than one parameter that one can play with in order to perturb the discrete
model, and therefore several possible near-critical models.
On a finite-graph, it is well known that the law P 0 of the uniform spanning tree can
be viewed as the limit when p→ 0+ and q = o(p) of the random cluster (or FK)-measure
Pp,q (indeed, the fact that q → 0 faster than p ensures that most of the mass of Pp,q sits
on the configurations with just one connected component, and the fact that p→ 0 ensures
that the system uses the minimal amount of edges).
When q → 0 and p > 0 remains fixed, the measure becomes simply Pp,0+ which is
critical percolation conditioned to have exactly one connected component. On the other
hand, when q → 0 and p is of the same order as q, then the limit will be supported on
forests (i.e. collections of trees). More precisely, when p = q, the q → 0 limit is the
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uniform measure on forests and when p = αq, the limit measure is the percolation measure
of parameter α/(1 + α) conditioned on the non-existence of open circuits. This leads
(via finite-site scaling, tuning α(N) appropriately, and letting q → 0 and N → ∞) to a
continuous model, that corresponds to a near-critical continuous uniform spanning forest,
and is a perturbation of the continuous UST. However, the object obtained via such a
construction will differ from the one that we study in this chapter (and that is obtained
from first sampling the UST and then cutting some edges uniformly at random). Indeed,
the discrete measures Pα0+,0+ assign the same probability to different forests that have the
same number of trees, whereas in our cutting perturbation of the UST, the weight of a
configuration depends in a non-trivial way on the lengths of the boundaries between the
trees in the forest (as they indicate how many possible ways there were to construct the
forest by cutting a tree at random).
3.2. UST and UST limits
3.2.1. General UST Background. Let us very quickly browse through some of the
standard UST features and definitions that we will use.
The uniform spanning tree (UST) T(G) on a finite connected graph G is a random
subgraph of G that has been uniformly chosen among those connected subgraphs that
contain all vertices of G, and are cycle-free. If G is an infinite graph, one can define a
similar object T(G), the free uniform spanning forest or USF (see e.g. [7]), as the weak
limit of USTs on Gn, where Gn is any increasing exhaustion of G by finite connected
subgraphs. Depending on the infinite graph, this uniform spanning forest can be almost
surely a tree, or not. In Zd for d ≤ 4, the free spanning forest is actually a.s. a tree (and
called a UST as well).
The notion of UST can be extended to weighted graphs: Let G = (V,E) be a finite
graph and c : E → R+ denotes its weights. Then the weighted spanning tree is the
probability measure on the set of all spanning trees such that the probability to choose a
tree T is proportional to
∏
e∈T c(e). If G is an infinite weighted graph, one can define the
weighted free spanning forest, a probability measure on the subgraphs of G, as the weak
limit of the weighted spanning tree on Gn (where Gn is any connected exhaustion of the
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weighted graph G). This definition in fact works even if the graph is not locally finite (i.e.
sites are allowed to have infinitely many neighbors, and the sum of the incoming weights is
even allowed to be infinite). Similarly, depending on G, this weighted free spanning forest
can almost surely be a tree or not.
Suppose now that T is a spanning tree of the graph G and that V is a finite set of
vertices G. We will denote by TV the minimal connected subgraph of T containing V . If F
is a forest (a disjoint union of trees) of G, then we define FV as the reunion of the subtrees
generated by V on all the connected components of F .
Wilson [90] provided an algorithm to sample from the UST measure on a finite graph G,
by iteratively generating branches as loop-erased random walks on the graph G: Enumerate
the vertices of your graph G : x0, x1, · · · , xN . At the n-th step of the algorithm we have
constructed a tree Tn ⊂ G that will eventually turn out to be Tx0,...,xn . Start with a single
point T0 = x0. To build Tn, run a simple random walk Xn on G started from xn and
stopped upon hitting Tn−1. Consider the (chronological) loop-erasure γn of Xn, and let
Tn = Tn−1 ∪ γn. Then, the final tree TN has the law of a UST on G.
It is well-known that Wilson’s algorithm can be extended to (locally finite) infinite
graphs such as Zd, as well as to weighted graphs (one just needs to replace the simple
random walk by a random walk with non-constant conductances). This generates a random
infinite forest, known as the wired spanning forest. In Zd or in graphs that are obtained
from Zd by contracting or erasing some edges, the free USF and the wired USF coincide,
see [7].
At some points in the chapter, we will use coupling results between USTs in various
domains (this type of result is in fact instrumental in deriving the existence and properties
of some of the objects mentioned above, such as the free USF).
Let us first recall ([7, Corollary 4.3-(a)]) that if one considers two connected graphs G
and G′ with the same vertex sets, but where the set of edges of G contains the set E′ of
edges of G′, then it is possible to couple the UST in G with the UST in G′ in such a way
that T(G) ∩ E′ ⊂ T(G′) almost surely.
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Suppose now that I is a collection of edges of a finite graph G, and let I1 ⊂ I2 be two
subsets of I that can be both completed into spanning trees of G by adding edges that
are not in I. Let T1 (resp. T2), be the uniform spanning tree T(G) on G, conditioned on
T ∩ I = I1 (resp. on T ∩ I = I2). It is then possible to couple T1 and T2 in such a way
that T2 ∩ Ic ⊂ T1 ∩ Ic almost surely.
Indeed, one can first condition both USTs to contain all edges in I1 and no edge in I\I2
(and this corresponds to just removing the edges of I \ I2 from the graph and to collapse
all edges of I1). Hence, one needs only to treat the case where I1 is empty and I2 = I,
which can be deduced from the previously mentioned result by conditioning on I ∩ T1.
Again, these results have fairly obvious generalizations to the case of weighted graphs
(we safely leave their proofs to the readers).
3.2.2. Schramm’s framework. In order to describe the scaling limits of our forests,
we will use the framework introduced by Oded Schramm [79]; let us briefly review its basic
features (we refer to Section 10 of [79] for details).
For a compact topological space X, let us call H(X) the set of compact subsets of X
equipped with the Hausdorff topology; recall that H(X) is itself a compact space.
We call Schramm space OS in the Riemann sphere Ĉ the set H(Ĉ×Ĉ×H(Ĉ)) equipped
with its Hausdorff topology. Similarly, when Ω is a simply-connected bounded domain of
the plane with C1 boundary, we define OSΩ = H(Ω × Ω ×H(Ω)) ⊂ OS. The distance of
this Hausdorff topology on OS or OSΩ is denoted by dH. Note that as we took Ω to be
bounded, it does not matter whether one works initially with the spherical or Euclidean
distance in Ω. All these spaces are compact, so that any sequence of probability measures
on those spaces possesses subsequential limits.
In the framework of uniform spanning trees and their scaling limits, one considers very
special elements in OS (in particular elements G in OS with the property that if (a, b,K) ∈ G,
then K is a continuous path from a to b, and (b, a,K) ∈ G). A discrete graph embedded
in the plane can be encoded by its path ensemble, i.e. by a point G in the Schramm space
such that G =
⋃
(a, b, γ) where a, b run over all couple of points in the graph and γ runs
over all simple (continuous) paths joining a to b in the graph. In particular, when a or
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b does not belong to the graph or if a and b are in different connected components, then
there is no triplet of the form (a, b, γ) in the corresponding path ensemble.
The UST on a discrete graph embedded in the plane can then be viewed as a probability
measure on OS, and by compactness, it has subsequential limits when one lets the mesh
of the lattice go to zero. As we shall now recall, this subsequential limit is in fact a limit:
From now on and until further notice, Ω will denote either the entire plane or a simply-
connected bounded domain of the plane with C1 boundary, and Ωδ is a simply connected
discretization of it at mesh size δ (for instance in δZ2; when Ω is the entire plane, just
take Ω to be δZ2). Let us consider the UST T(Ωδ) and its path ensemble denoted by
Gδ(0) ∈ OSΩ.
The branches of uniform spanning trees are loop-erased random walks (LERW), which
have been shown by Lawler, Schramm and Werner to converge to SLE2 paths in the scaling
limit (this convergence holds for paths parametrized by “Loewner capacity” which yields
in particular convergence for paths up to monotone reparametrization), [58, Theorem 1.1].
As explained in [79], the convergence of LERW to SLE2, together with estimates
building on Wilson’s algorithm yields the convergence of the UST to its continuous limit in
the Schramm space (we will refer to results and statements that are proved in other papers
or preprints as “results” in order to make the distinction with the lemmas and propositions
that are proved here):
Result A. ([58, Corollary 1.2] and [79, Theorem 11.3]). When δ → 0, Gδ(0) converges
in distribution (in OSΩ) towards a continuous random element G(0).
There exist other possible descriptions of the scaling limits of USTs (for instance via
the contour process of the tree, that converges to SLE8) but we will not use them here. We
will just call the random object G(0) the continuous UST in Ω. Theorem 1.5 of [79] lists
various properties of G(0) (that for instance explain why one can call it a random tree). In
particular, for every given x, y ∈ Ω, there exists almost surely a unique ω ∈ H(Ω) such that
(x, y, ω) ∈ G(0). Moreover, if x 6= y, then ω is almost surely a simple path, and if x = y,
then ω is almost surely a single point. There are some random exceptional points, for which
this uniqueness statement does not hold (these points are nonetheless well-understood, in
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terms of the dual tree). However, existence never fails i.e., almost surely, for any x and y,
there exists at least one ω ∈ H(Ω) such that (x, y, ω) ∈ G(0).
There are several ways to approximate the continuous UST in the Schramm space by
somewhat simpler (continuous) objects. It is for instance natural to consider a dense deter-
ministic sequence of points z1, z2, . . . in Ω and to define for each n the finite subtree Tz1,...,zn
consisting of just the branches that join z1, . . . , zn (we have seen that they are unique), and
to see that when n→∞, this finite tree almost surely converges to the continuous UST in
OS. This last statement holds in a strong way: the finite trees approximate well the entire
tree in the sense that for all ε > 0, the whole tree is formed of the finite tree Tz1,...,znε
plus some paths of diameter smaller than ε with high probability. This key property was
derived in [79] and we now state it more precisely.
In what follows, when Ω is the entire plane, we will use the spherical distance. We
say that a subset Gε of some G ∈ OSΩ is a strong ε-approximation of G if for any point
(a, b, ω) ∈ G, we can find aε, bε, ωa, ωb and ω′ such that d(a, aε) ≤ ε, d(b, bε) ≤ ε,
(aε, bε, ω
′) ∈ Gε, ωa ⊆ B(a, ε), ωb ⊆ B(b, ε) and ω = ωa ∪ ω′ ∪ ωb. When G encodes the
branches of a tree, approximations of this kind can be found by somehow removing the
part of the branch (a, b, γa,b) in an ε-neighborhood of a and b (in [79], Schramm defined
the ε-trunk as a subtree of the UST where the part of the branches which are ε close to the
leaves are removed. It is then obvious that the ε-trunk considered in the Schramm space
is a strong approximation of G(0)). Note that, in particular the distance between Gε and G
is smaller than ε. The following result is a key step in [79] towards the proof of Result A.
Result B. [79, Theorem 10.2] For any cut-off ε > 0, we can find a scale δε > 0, such
that for any mesh size δ < δε and for all set of vertices (z1, · · · , zn) being a δε-net of Ω
(i.e. every point in Ω is within distance δε of one of the zi), the finite tree Tz1,...,zn(Ω
δ)
generated by z1, · · · , zn viewed in the Schramm space OSΩ is a strong ε-approximation of
Gδ(0) with probability greater than 1− ε.
As a consequence (see [79, Corollary 10.3]), for all ε > 0, there exists n such that the
continuous subtree Tz1,...,zn(Ω) is a strong ε-approximation of the continuous UST G(0),
with probability greater than 1− ε.
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Dual trees and boundary conditions. It is well known that for a planar graph (i.e.
embedded in the plane so that no two edges cross), one can associate to each spanning
tree T on the graph G a dual spanning tree on the dual graph, and that if T is sampled
according to the UST measure, then the dual tree is sampled according to the UST measure
in the dual graph. When G is a portion of the lattice Z2, then the dual graph is a portion
of the lattice (Z + 1/2)2, with the boundary vertices identified (this corresponds to wired
boundary conditions). In the discrete case, one can define Gδ(0)? in the Schramm space as
being the dual tree of Gδ(0) (i.e. the element in the Schramm space corresponding to the
dual of the tree T(Ωδ)). By taking subsequential limits, one can then have convergence in
distribution of the couple (Gδ(0),Gδ(0)?). It is explained in [79] that in fact, the limit of
Gδ(0)? is a deterministic function of the limit of Gδ(0). We again refer to [79] for details
(in particular about boundary conditions for the USTs).
Building on Wilson’s algorithm, it is fairly easy to compare UST’s with different bound-
ary conditions, and to deduce the convergence (when the mesh size goes to 0) of the UST in
the entire plane from the convergence in bounded domains. For instance, if one considers
n points y1, . . . , yn in the plane, and the law of the finite tree T
δ
n obtained by sampling the
(smallest) part of the UST in δZ2 that contains n points on this grid that are at distance
smaller than δ from y1, . . . , yn, then the law of this tree will converge as δ → 0 to the law of
a finite SLE2-tree joining y1, . . . , yn. Furthermore, the law of this finite continuous tree is
the limit when R→∞ of the law of the corresponding tree, in the domain {z : |z| < R}.
3.2.3. UST and lengths of branches. We now want to extend the previous con-
vergence in distribution of the discrete UST to the continuous one, when one adds also
the information about the lengths of the branches of tree. It is known since Rick Kenyon’s
paper [49] that the mean number of steps of a LERW grows like δ−5/4+o(1) as the mesh-size
δ goes to 0 (see also [68, 5] for closely related sharper estimates and results).
On the other hand, it is also known that the scaling limit of LERW (i.e. SLE2) is
a random simple curve with Hausdorff dimension 5/4 [4]. In fact, it has been recently
shown [57] than SLE2 can be naturally parametrized (i.e. as a continuous curve) by its
5/4-dimensional Minkowski content. Recall that the d-dimensional Minkowski content of
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a curve γ is defined as:
Contd(γ) = lim
ε→0
εd−2Area{z : d(z, γ) ≤ ε}
provided that the limit exists.
It is natural to expect that in fact, the suitably renormalized discrete length of the
LERW should converge to the 5/4-dimensional content of the limiting SLE2. This non-
trivial fact turns out to be correct: Let Ω be a bounded simply connected domain such
that 0 ∈ Ω and for each δ, recall that Ωδ is a lattice approximation of Ω in δZ2. Consider
a loop erased random walk starting at 0 in Ωδ (i.e. the loop erasure of a simple random
walk stopped when it hits ∂Ωδ), that we view as a continuous curve that takes one unit of
time to cross an edge, and denote by γδ its time-reversal. The following result will be an
essential building block in this chapter, that enables us to fine-tune the scale and control
the cutting procedure.
Result C (Branch in the wired UST). The curve t 7→ γδ(t/δ5/4) converges in dis-
tribution towards the radial SLE2 in Ω (starting from a point chosen with respect to the
harmonic measure on ∂Ω seen from 0) in its natural parametrization, for the topology of
supremum norm (in order to accommodate the fact that the paths have different time-
duration, one can let them stay at the origin when they hit it).
Combining this with Wilson’s algorithm and the convergence of the discrete wired UST
in bounded domains Ω yields readily the following more general result:
Consider finitely many points z1, . . . , zn in Ω (and at positive distance from its bound-
ary), and for each δ an approximation of these points on δZ2 in order to sample the tree
Tδz1,...,zn that joins these n points in the wired UST (note that this tree can contain “the
boundary point” i.e. it can be geometrically speaking be a forest). Then, we know that
when δ → 0, this tree converges in distribution to its continuous counterpart Tz1,...,zn .
But we know also that the Minkowski-content of a curve is a deterministic function
of the curve, and of course that the arc-length is a deterministic function of a discrete
curve too. The previous assumption can therefore be upgraded to the convergence of the
discrete tree with arc-length parametrization (say, from the point z1) because the tree is
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just a subset of the union of the branches described in the previous Assumption, and the
Minkowski-content is a deterministic function of the continuous tree.
From this, one can deduce the analogous results for the free UST and the full-plane
UST.
• The same holds for the UST with free boundary conditions. In order to see this,
one can for instance notice that in the discrete case, on the event where this
tree remains at a given positive distance from the boundary of the domain, the
Radon-Nikodym derivative of its distribution with respect to the distribution with
wired boundary conditions remains bounded, and in fact converges to a continuous
expression (for instance expressed in terms of a Brownian loop-soup) in the scaling
limit. This Radon-Nikodym derivative can then in fact be used to define the law
of this finite SLE2 tree (with free boundary conditions) in the continuous limit.
• The same holds for the UST in the entire plane: The Radon-Nikodym derivative
of the law of the finite tree (when restricted to the set of trees that remain in the
ball of radius r1) between the law in the disc of radius r2 > r1 and in the whole
plane does tend to 1 uniformly with respect to δ, as r2 →∞.
As already mentioned in the introduction: Most of the present version of this preprint
will rely on Assumption C and on these two consequences, so that our results are condi-
tionnal results. However, we hope to be able to update this preprint soon, and to remove
this condition, based work in progress by Lawler and Viklund [60].
3.2.4. Scaling limit of the cutting dynamics. In the following, Ω is either the
entire plane or a simply connected bounded domain with C1 boundary, and Ωδ denotes its
discretization at mesh size δ.
Let us now define the discrete cutting procedure. Let (−τe) be a family of i.i.d random
exponential times with mean δ−5/4, indexed by the set of (non-oriented) edges e of Ωδ. We
start at time t = 0 with a UST Gδ(0) on Ωδ independent of the family (τe). For a fixed
time t < 0, we define Gδ(t) ⊆ Gδ(0) to be the spanning forest that is obtained from Gδ(0)
by removing all the edges e with τe ∈ (t, 0] (viewed in the Schramm space, we remove all
the paths that go through at least one of these edges). This defines a nested family of
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forests (Gδ(t))t≤0. Note that the limit point Gδ(−∞) is a graph without edges (encoded in
the Schramm space by the point
⋃
v∈Ωδ(v, v, {v})).
Figure 3.4. On the left hand side, the forest at time t = −1 of the dy-
namics with some of its clusters highlighted (the yellow edges were removed
from the initial UST) and, on the right hand side, its connected components.
Let us now define the continuous counterpart of this discrete cutting procedure. We
first sample (for a given Ω) the continuous UST T = G(0). For any fixed z1, . . . , zn, the
5/4-Minkowski content of the tree Tz1,...,zn is finite. We then sample a Poisson point process
on this finite tree where marked points appear with (negative) time with an intensity given
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by this 5/4-Minkowski content. As we do this simultaneously for any finite set of points
zi, we in fact are having marks appearing on the “backbone” of the continuous UST. We
then define the continuous forest G(t) that corresponds to the continuous tree, by cutting
all marked points that have appeared in the time-interval (t, 0].
Figure 3.5. Simulations of Gδ(3t) and Gδ(4t) (different clusters are indi-
cated in different colors): the latter is obtained from the former by cutting
while the former is obtained by the latter via the glueing Markov process
Note that when Ω is the entire plane, the underlying metric used to define the Schramm
space is the spherical metric, but the cutting procedure uses the 5/4-dimensional content
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associated to the Euclidean metric, as it should correspond to the limit of the discrete
length of the LERW on the graph.
Proposition 3.2.1. The process (Gδ(t))t≤0 converges in distribution (in the sense of
finite-dimensional distributions in OSΩ) towards the process (G(t))t≤0.
Note that it is possible (and quasi immediate) also to state a similar result for a stronger
Skorokhod-type convergence on càdlàg processes.
Proof. We fix t0, and ε, η > 0, and find n such that with probability greater than
1−η, the finite subtree Tn := Tz1,...,zn generated by z1, · · · , zn is a strong ε-approximation
of G(0) i.e. differs from it by appending pieces of paths of diameter less than ε (by a slight
abuse of notation, Tn will represent the tree both as a union of branches and as a point in
Schramm space). In particular, to understand the cut forest G(t) up to a distance smaller
than ε, it is enough to look at what is happening inside Tn. Let us denote Tn(t) the cutting
of the tree Tn, i.e. the graph Tn ∩ G(t) ∈ OSΩ.





Assumption C tells us that the finite subtrees Tδn, together with their length measure
converge: any of the branches from zi to zj converges, in natural parametrization for the
topology of supremum norm, towards branches of the continuous tree G(0).
The branches of the tree Tδn can be divided into several disjoint paths. We choose to
divide it according to the intersection points of its branches (see Fig. 3.6). Thus, Tδn is
seen as the reunion of N (at most and typically equal to 2n − 3) simple paths γδk. When
the mesh size go to 0, there is a correspondence between the discrete paths γδk and the
continuous ones (even if this can be checked to a.s. not happen, we allow for constant
paths here). From Assumption C for the tree, the finitely many γδk converge in their
natural parametrization towards their corresponding paths in the continuous tree for the
topology of uniform convergence.
We couple the cutting dynamics in the discrete and in the continuum in the following
way: assume the mesh size is small enough so that the lengths αδk of γ
δ
k are ε
′ (to be fixed











Figure 3.6. The simple paths (γδk, k = 1, · · · , 5) of a representation of Tδ4
We then sample independent Poisson point processes of parameter |t0| on N intervals
of respective lengths αk + ε
′, and transfer these Poisson point processes on the discrete
and continuous branches using respectively the parametrization by length and the natural
parametrization (e.g. in the discrete setting, when a point falls in an interval of the type
[mδ5/4, (m+ 1)δ5/4), we remove the corresponding edge). We now choose ε′ such that with
probability at least 1 − η, no point is drawn in any of the intervals [αk − ε′, αk + ε′] and
we work under this assumption: this allows us to be sure that there is a correspondence
between discrete and continuous cut points. Note that this procedure gives a coupling
of the dynamics at all time t ∈ [t0, 0], by associating to each point of the Poisson point
processes independent uniform time labels in [t0, 0].
We also sample cutting points that lies outside of Tδn (resp. Tn). Nonetheless, however
we have cut Tn, cutting away any more points outside of it can displace it in Schramm
space by a distance at most ε, as Tn is a strong ε-approximation of G(0).
Now choose the mesh size δ small enough such that with probability at least 1− η, Tδn
and Tn are at distance ε in the distance of uniform convergence of pieces γk in their natural
parametrizations. Therefore, with probability greater than 1 − η, for all time t ∈ [t0, 0],
the cutting points of the previous coupling are ε-close and the Hausdorff distance between
Tδn(t) and Tn(t) is smaller than ε.
Gathering the previous estimates, on a set of probability 1−3η, for any time t ∈ [t0, 0],





dH(Tn(t),G(t)) ≤ 3ε, which implies the convergence of the finite-dimensional marginals.

3.3. The structure graph and the scaling limit of the glueing dynamics
Let us now focus on the flow that one obtains when one looks at the time-reversal of
the cutting dynamics on some interval [t, 0].
Description of the discrete glueing dynamics. Recall that if we are observing Gδ(t) for
some given t < 0, we can recreate the conditional law of (Gδ(s))s∈[t,0] in the following way:
Denote by n the number of connected components of Gδ(t). Let us pick uniformly a set of
edges E among sets E′ of n edges of δZ2 such that Gδ(t)∪E′ is a spanning tree of Ωδ. The
graph Gδ(t) then evolves by iteratively gaining edges of E (picked in uniform order), at the
jump times of a Poisson process conditioned on jumping n times in [t, 0] (or equivalently,
edges of E appear at independent uniformly chosen times).
Let us rephrase this evolution in a way that is more tractable in the continuum limit.
We first (deterministically) associate to each Gδ(t) a structure graph Sδ(t) as described in
the introduction: Each connected component c of Gδ(t) becomes a site of the structure
graph Sδ(t). Two neighboring (and distinct) connected components are linked by an edge
in the structure graph, that carries a positive weight equal to δ5/4 times the number of
edges in Ωδ between the two connected components (edges with one end-point in each of
the connected components).
It turns out that the trace of the set of edges E on the structure graph (which shows
how the connected components of Gδ(t) are connected in the graph Gδ(0)) has the law
of the weighted spanning tree T(Sδ(t)) on Sδ(t). This describes the Markovian evolution
of the discrete glueing dynamics when seen on structure graphs (each edge that is in the
weighted tree then appear uniformly at random in the interval [t, 0]).
Note that the conditional distribution of the evolution of (Gδ(s))s∈[t,0] given the initial
data Gδ(t) and the evolution of the structure graph (Sδ(s))s∈[t,0] is easy to describe. When
two sites c and c′ of Sδ(s) merge, then one chooses uniformly among the edges (in the
discrete lattice picture) that join c and c′ which one this merging corresponds to in the
original graph.
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Definition of the continuous structure graphs. The first non-trivial job when trying to
make sense of the continuous counterpart of this glueing dynamics on structure graphs
is to construct the continuous structure graphs S(t): Obviously, the vertices of S(t) shall
be the connected components of G(t) and edges of S(t) link two vertices (i.e. connected
components) whose corresponding components have a common boundary. The candidate
for the weight of these edges is (up to a constant) the 5/4-dimensional Minkowski content
of the interface between the corresponding clusters. Here we can note that this interface
is in fact made of portions of branches in the dual tree, which suggests that we will need
to control the lengths of the branches the dual of the continuous tree. This is the purpose
of the next result (we defer its proof to Section 3.4) that then defines, for each t ≤ 0,
the weights of the structure graph S(t) and shows that they are indeed the limits of their
discrete counterparts:
Proposition 3.3.1 (Weights of the continuous structure graph). Consider two given
points z0 and z1 in Ω, and the connected components c
δ




δ(t) (resp. G(t)) that they are part of, and let lδ(z0, z1) be the renormalized
length of the interface between cδ0(t) and c
δ
1(t) (respectively the 5/4-dimensional Minkowski
content l(z0, z1) of the intersection between c0(t) and c1(t)) when it exists. Then, for each
given t, the couple (Gδ(t), lδ(z0, z1)) converges in distribution to (G(t), l(z0, z1)).
Mind that this is not a trivial fact, because the structure graphs are rather complicated:
we have to handle the infinitely many microscopic clusters appearing in the scaling limit
and that will squeeze in between two macroscopic ones. One point in the proof will be to
control the effect of this feature.
In order to define the Markov dynamics on such structure graphs, we will need to define
the (weighted) forests and trees on them. In order to do so, we will choose exhaustions
(Sε(t))ε and (S
δ
ε(t))ε of the graphs S(t) and S
δ(t). Recall that the limiting laws on forests
(when ε→ 0) do not depend on the choice for the exhaustions (see e.g. 5 of [7]) so that we
are free to choose one that is well-tailored for our purposes (and we can also use geometric
information from G(t) about the size of the clusters that correspond to the vertices of the
structure graphs): For all ε > 0, we define the vertex set of Sδε(t) (resp. Sε(t)) to be
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the subset of the vertex set of Sδ(t) (resp. S(t)) consisting of the connected components
Gδ(t) (resp. G(t)) that have a diameter at least ε (when Ω is the entire plane, we use the
spherical metric here). The weighted edges between vertices of Sδε(t) and Sε(t) are then
exactly those of Sδ(t) and S(t). From Result B, it follows that the graphs Sδε(t) and Sε(t)
are almost surely finite. It is also immediate to see that (Sδε(t))ε (resp. (Sε(t))ε) exhausts
Sδ(t) (resp. (S(t)).
We now state the convergence of the structure graph. We use the discrete topology on
finite graphs, and for a given finite graph, weights form a real vector space that we equip
with its natural topology.
Corollary 3.3.2 (Discrete to continuous structure graph convergence). For each t <
0, for all but (at most) countably many positive ε, the finite random graph Sδε(t) converges
in probability to Sε(t) as the mesh size δ goes to 0.
This results follows directly from Proposition 3.3.1 (i.e. the convergence of the weights
of the edges) and the convergence of Gδ(t) to G(t). The presence of the constraint on ε
is just to ensure that for those values of ε, almost surely no diameter of cluster in G(t) is
exactly equal to ε (as this would potentially create a problem in the limit of the cut-off).
As we know that there are countably many clusters, it follows that this bad scenario can
anyway happen for at most countably many ε (for each fixed t). We could of course also
(try to) prove that this anyway never happens, but the present result will be enough for
our purposes. The proofs of those technical results are deferred to Section 3.4.
Abstract definition of the Markovian dynamics on structure graphs. We are now ready
to define the Markovian dynamics on the set of structure graphs. For a given t and a given
weighted graph S(t):
• First, sample a weighted free spanning forest on S(t), and for each edge of this
forest, sample independently a uniform random variable on [t, 0] that indicate
when this edges appears.
• Then, construct the graph at time s ∈ [t, 0] by contracting all edges that have
appeared before time s, and using the addition rule for weights (loosely speaking,
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when two sites s1 and s2 merge into a site s1s2, the new weights are given by
wnew(s1s2, ·) = wold(s1, ·) + wold(s2, ·).
Recall that it is not a priori clear that the weighted spanning forest on the structure graph
is a tree, but along our proof, we will see that in fact, it is indeed almost surely the case,
when one starts this dynamics with the random graph S(t). Moreover, weights can blow
up under the dynamics, depending on initial conditions. That this does not happen when
we initiate our dynamics with the structure graphs of our near-critical spanning forests is
a consequence of the following Theorem 3.3.3.
In this way, one defines a process (S̃(s))s∈[t,0] which is the evolution of this Markovian
dynamics when applied to the random structure graph S̃(t) = S(t). The core of the matter
is then to prove the following fact:
Theorem 3.3.3. The law of (S̃(s))s∈[t,0] is the same as that of (S(s))s∈[t,0].
In loose words, the scaling limit of the Markov dynamics on discrete structure graphs
is Markov, and it is described by the simple process on continuous graphs that we have
described above. Mind that the theorem is also valid when Ω is the full plane.
Note that, as in the discrete case, there is a (heuristically straightforward) description of
the conditional distribution of (G(s))s∈[t,0] given G(t). Construct first S(t) and (S̃(s))s∈[t,0].
For each concatenation of vertices s(c) and s(c′) happening on [t, 0], we choose a point w
according to the uniform measure on the common boundary of c and c′, measured by its
5/4-dimensional Minkowski content (this common boundary is the union of several portions
of dual branches, and its content is well defined, as follows from Lemma 3.4.3). Let us call
W(s) the countable set of points thus chosen that corresponds to concatenations happening
before time s. For each integer n, let G̃n(s) be the reunion of the paths (a, b, γ), such that
γ is a path from a to b that can be realized as the concatenation of at most n paths in G(t),
where the points of concatenation belongs to the set W(s). We then define G̃(s) to be the
closure in OS of the reunion ∪nG̃n(s). It is easy to see that (G̃(s))s∈[t,0] has the same law as
the limit of the discrete dynamics (G(s))s∈[t,0]. Indeed each given branch (a, b, γa,b) ∈ G(0)
is almost surely cut a finite number of times, and there almost surely exist a countable
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family of branches of G(0) that are dense among the set of all branches of G(0) (see Result
B).
Let us now explain how to deduce this theorem from the previous propositions. As we
shall see, this is quite a soft argument, where we will exploit the tightness-type properties
of the USTs (derived by Schramm) and coupling ideas.
Proof of Theorem 3.3.3. Let us first recollect a few facts:
(1) From Result B, we know that for a given η and a given ε, we can find a finite
set of points z1, . . . , zn, such that (for both the discrete case for all given δ, and
the continuous case), with probability at least 1− η, the graphs obtained by just
cutting the trees Tδz1,...,zn and Tz1,...,zn in a Poissonian way along its branches, do
contain respectively the vertices and edges of the graphs Sδε(t) and Sε(t).
(2) On the other hand, for a given choice of z1, . . . , zn, the convergence of the branches
of the tree joining these points in their natural parametrizations ensures that one
can find ε1 small enough so that (uniformly in δ i.e. for each given δ) the graph
obtained by just cutting the finite trees Tδz1,...,zn and Tz1,...,zn in a Poissonian way
have the property that they are included in Sδε1(t) and Sε1(t) with probability at
least 1− η (simply because the probability that two cuts out of the finitely many
cuts end up being at distance smaller than ε1 of each other is very small).
(3) By the comparison results recalled at the end of Subsection 3.2.1, the law of
the weighted spanning forest in Sδ(t) when restricted to the edges in Sδε1(t) is
dominated by the law of the weighted spanning forest in Sδε1(t), and the law of the
weighted spanning forest in S(t) when restricted to the edge in Sε1(t) is dominated
by the law of the weighted spanning forest in Sε1(t). In particular, if we are given
n sites s1, . . . , sn and see that the tree in the weighted spanning forest in S
δ(t)
that joins these n points does stay in the graph Sδε1(t) with probability at least
A, then this means that one can couple the weighted spanning forest in Sδ(t) and
Sδε1(t) in such a way that these two subtrees coincide with probability at least A
(and the similar statement holds without the superscript δ).
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(4) Finally, from Corollary 3.3.2, we know that for a well-chosen ε1, the law of the
weighted spanning forest on Sδε1(t) converges to that of the weighted spanning
forest on Sε1(t) as δ → 0.
Recall that (S̃(s))s∈[t,0] is reconstructed from S(t) by sampling a weighted spanning forest
on S(t) i.e. the limit of a weighted spanning forest in Sε(t) as ε → 0. On the other hand,
(S(s))s∈[t,0] is reconstructed by taking the limit when δ → 0 of the weighted spanning forest
on Sδ(t) (indeed, one reconstructs first Sδ(s) and then takes the limit δ → 0).
Combining 1. and 2. shows that for all ε, one can find ε1 small enough such that for all
given δ, the subgraphs of T(S(t)) and of T(Sδ(t)) that join all the sites of Sε(t) and S
δ
ε(t)
stay respectively in Sε1(t) and S
δ
ε1(t) with probability greater than 1 − 2η. By 3., we see
that it is therefore possible to couple these subgraphs with those obtained when sampling
T(Sε1(t)) and T(S
δ
ε1(t)) instead of T(S(t)) and of T(S
δ(t)) so that they actually coincide
with probability greater than 1− 2η. But by 4., we know that for all δ small enough, these
two samples can be coupled so to be very close, which concludes the proof. Note that the
argument also shows that the free spanning forest T(S(t)) is a.s. connected, hence a tree.
Mind that the identity in law between the two processes means the identity in law of
each finite-dimensional marginals. And for any t < s1 < . . . < sn < 0, we can always
choose all the ε’s and ε1’s in the above argument among those for which the convergence
in Corollary 3.3.2 holds for these times t, s1, . . . , sn.
Whole plane dynamics and its properties. Let us first observe that the previous
Markov chain on structure graphs was not time-homogeneous. It was defined for all t < 0,
on the time-horizon [t, 0] (i.e. for a time |t|) as follows: First sample the USF on the
structure graph, and then open each edge e of this USF independently, at a uniformly
chosen time τ(e) in [t, 0] independently.
However, it is trivial to turn this into a time-homogeneous Markov chain. One just
needs to replace the uniformly chosen times in [t, 0] by (positive) exponential random
variables ξ(e) with mean 1 (one exponential variable for each edge of the structure graph),
i.e. we do the time change ξ(e) = log(t/τ(e)). Then, the edge e opens at time ξ(e) and
one collapses it to form a new structure graph. As we shall now try to point out, this
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homogeneous-time Markov chain for structure graphs set-up turns out to be particularly
interesting in the whole-plane setting.
Let us summarize the construction of the cutting dynamics (G(t))t≤0 in the plane:
Sample a continuous UST in the entire plane, and just as in the finite-volume case, define
a Poisson point process on its branches, with intensity `×µ where ` is the Lebesgue measure
on (−∞, 0] and µ is the 5/4-dimensional Minkowski content measure. Then, for each t < 0,
one can cut the UST on these marked points as before, which gives rise to a collection of
trees G(t), and these trees are the limit when δ → 0 of their discrete counterparts Gδ(t).
Note that each site c of the structure graph S(t) is a cluster i.e. a subset of the plane. We
know that the law of the continuous UST in the whole plane is scale-invariant. It therefore
immediately follows that the processes (G(t))t≤0 and (S(t))t≤0 are scale-invariant too, in the
following sense: For each λ > 0, we define Uλ(G(t)) to be the set obtained by magnifying all
clusters by a factor λ, and Uλ(S(t)) the graph obtained by also magnifying all edge-weights
by a factor λ5/4 (in other words, one relabels the edges of S(t) by just multiplying them
by a factor λ5/4. Then, the process (Uλ(S(t)))t≤0 is identical in distribution to the process
(S(t/λ5/4))t≤0.
Let us now define π to be the distribution of S(−1). Theorem 3.3.3 then states ex-
actly that the process (S(−e−u))u≥0 is obtained by letting the (time-homogeneous) Markov
dynamics run from S(−1). But by the scale-invariance property, we get that (modulo re-
labeling of the edges of the structure graph), the distribution π is invariant under the
time-homogeneous Markovian dynamic.
Finally, we can also note that if we start from the graph S0 = Z2 with all edge-weights
equal to 1 (or any other regular planar lattice) and let the time-homogeneous Markov
chain (Su)u≥0 run until a large time U , we discover each edge of the final UST on Z2
(independently) with probability 1 − e−U (or more exactly, rather than their edges, their
“traces on the structure graphs”). In particular, with Theorem 3.3.3, this shows that
(modulo relabeling of the edges of the structure graph i.e. scaling down Z2 to δZ2 for an
appropriately chosen δ depending on U), that as U → ∞, the law of the structure graph
converges to π (in the sense of Corollary 3.3.2).
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Hence, this provides the following renormalization flow description of the UST scaling
limit via (a rescaling of) the time-homogeneous Markov chain Pu on the state of discrete
weighted graphs:
Theorem 3.3.4 (Renormalization flow description). The measure π (that describes the
previous scaling limit of near critical spanning forests) is invariant under the Markov chain.
Furthermore, the (time-homogeneous) Markov chain started from any deterministic peri-
odic two-dimensional transitive lattice and properly rescaled does converge in distribution
to π.
3.4. Technical estimates and proofs
3.4.1. First comments about the structure graphs and their convergence.
Most of the remainder of this chapter is now devoted to the proof of Proposition 3.3.1,
that provides the convergence of the discrete structure graph weights to their continuous
counterpart. In this section, we are working with the UST on the whole plane but the
proofs can easily be extended to any bounded domain with C1 boundary.
Let us now make some comments about this, and explain how to deduce Proposition
3.3.1 from two lemmas that we will then prove in the subsequent section, based on more
“traditional” arm-estimates and considerations for UST.
Suppose first that z0 and z1 are two given points. In both the discrete and continuous
settings, these two points are joined by a unique path in the UST, that has a finite (renor-
malized) length (or Minkowski content – by slight abuse of terminology, we will now use
the word length also in the continuous case), so that the number of “cuts” on this branch
(conditional on this length, and for a given t) follows a Poisson distribution. If these two
points z0 and z1 end up in different trees at the end of the cutting procedure, then there
as been a “first cut” i.e. an edge e on this path that has been removed first (when one
looks back from time 0 to time t in the cutting procedure), and its law (conditional on the
branch between z0 and z1) is uniform on this branch with respect to length. Mind that
the edge e has a positive probability not to exist (if there were no cut on the branch).
If we consider the entire UST and removes from it just this one edge e, then one has
divided the UST into two trees, one containing z0 and the other one containing z1. The
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interface between these two trees is then described by a cycle Cδ that consists of the edge
e? dual to e together with the branch in the dual of the UST, that joins (in the dual
tree) the two extremities of e?. Clearly, if one removes more edges than just e, the trees
that contain z0 and z1 respectively will shrink (it may become empty), and the interface
between these two trees can only decrease. Hence, the interface between the two clusters
of Gδ(t) that contain z0 and z1 is a subset of this cycle (and its length is bounded by that
of Cδ). The same situation occurs in the continuous case. Here, when one chooses a first
point z at random (according to Minkowski-content) on the UST branch joining z0 and z1,
one can consider the cycle C in the dual tree that joins z to itself, and when one removes
more points according to the cutting dynamics, the clusters that contain the two points z0









Figure 3.7. Sketch of the tree, of the cycle C and the cuts
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that follows from the convergence in distribution of Cδ and from the convergence of the
renormalized measure on the branch from z0 to z1. In the following, B(z, r) denotes the
Euclidean ball of radius r centered in z when z ∈ C and when e is an edge of Cδ, B(e, r)
is the ball of radius r centered at its midpoint.
Lemma 3.4.1. As η0 → 0, the probability that either Cδ 6⊂ B(0, 1/η0), or d(z0, e) < η0
or d(z1, e) < η0 occurs goes to 0 uniformly with respect to δ.
We know already that the lengths of branches in the dual tree converges to their
continuous counterparts, but a little additional care will be needed when we want to deal
with the length of the entire cycle Cδ, because it does originate at a special point i.e. a point
on the backbone of the original UST, so we need to exclude the scenario where something
weird happens to length of Cδ in the vicinity of this special point. This is the purpose of
the next lemma:
Lemma 3.4.2. Let us fix η0, z0 and z1, and condition on the event that C
δ exists, and
that the three events in Lemma 3.4.1 do not occur (note that this is a conditioning on an
event of positive probability, bounded from below independently of δ, and that then, the
diameter of Cδ is bounded from below). As η goes to 0, in the previous setting (for fixed
z0 and z1), the expected (conditional) renormalized length u
δ(η) of the two-sided part of
Cδ from e? up to its first exits of the ball of radius η around the center of e?, does tend to
0 uniformly with respect to δ.
Next, one can make the following observations (that can be made rigorous, but they
serve here as a motivation and won’t be used later, so we will not bother to do so): Suppose
that in the previous scenario, one considers the continuous tree containing z1 after cutting
away just e, and that this tree is bounded (if we were in the whole plane, this means that
z1 was on the bounded side of the cut e). Lemma 3.4.2 shows that the length of C (in
terms of Minkowski content) is finite, but one may wonder what the sub-tree containing z1
does really look like at the end of the cutting procedure at time t, when one has removed
from it many more cuts. One can notice that for a “typical point” on the cycle C, the
(Minkowski-content) length between this point z and z1 in the initial tree is finite. Hence,
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it will have a positive probability to be cut off from z1, but it also has a positive probability
not to be cut off. Hence, the expected portion of the length of the part of C that will remain
on the outer boundary of the cluster containing z1 is in fact positive. On the other hand,
a back-of-the envelope calculation (that we do not reproduce here) suggests that the total
length of the tree consisting of all the branches that join z1 to all the boundary points in
C is infinite. This means that an infinite number of macroscopic pieces of C are being cut
out.
The purpose of the following lemma is now to control this feature at the discrete level:
Let us say that a point z of Cδ is cut-out from this boundary at a scale smaller than ε if
there exists a cut disconnecting z from one of the two extremities of the special edge e, in
such a way that the part of the tree disconnected from e by this cut has a diameter smaller
than ε. For each η > 0, we are going to define Lδ to be the renormalized length of the
set of points on Cδ ∩ (B(0, 1/η) \B(e, η)) that are cut-out from the interface Cδ at a scale
smaller than ε:
Lemma 3.4.3. As ε goes to 0, in the previous setting (for fixed z0, z1 and η), the





Figure 3.8. After all the cuts: The remaining interface between the trees
containing z0 and z1
We shall prove Lemmas 3.4.2 and 3.4.3 in the next section, but let us already explain
now how Proposition 3.3.1 follows from them:
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Proof of Proposition 3.3.1. We fix z0 and z1. It suffices to control (for each η0)
the convergence of the weights on the event described in Lemma 3.4.1, i.e. when the
interface is not too large, and when the cut e occurs neither near z0 nor near z1.
Suppose that we choose a sequence δk → 0 and graphs Gδk(t) for all k, together with G(t)
on the same probability space, in such a way that the tree containing (a δk-approximation
of) z0 (resp. z1) in G
δk(t) converges almost surely to the tree containing z0 (resp. z1) in
G(t). We can furthermore assume that the dual tree at time 0 converges in such a way that
the renormalized lengths of branches of its finite subtrees do.
The results by Schramm on strong approximations (for the dual tree), together with
Lemma 3.4.2 ensures that the renormalized lengths of the discrete circuits Cδk converge
in probability to the 5/4-dimensional Minkowski content of their continuous counterpart
C (and in fact the discrete circuit parametrized by renormalized length converges to the
continuous one parametrized by Minkowski-content). Let us explain in a few words why
this convergence holds, as even though we know the discrete cut points converge to the
continuous ones, the dual cycles they close might a priori differ on a scale η > 0 in the
following situation. Consider a point z of the primal tree where three distinct branches of
diameter larger than η connect to each other. Then, if we consider two cut points close to
such a branching point z, the dual cycles they close can fail to merge before exiting the ball
B(z, η), and as a consequence can widely differ. We actually already dealt with this issue
in the proof of Proposition 3.2.1, when, for a fixed η, we provided (with high probability)
a coupling of the discrete and continuous cut points processes where they are chosen not
only to be close, but also in a way that respect branching points of the tree at scale η.
Let us fix ε. Denote by lδε (resp. lε) the renormalized length of the set of points in C
δ
(resp. C) that have not been disconnected from z0 or z1 at a scale larger than ε (i.e. by a
cut creating a cycle of diameter larger than ε). In other words, we remove from the total
length of Cδ (resp. C) the contribution of all the macroscopic cuts (of diameter larger than
ε).
Now, the (finitely many) pieces of Cδ cut by cycles of diameter larger than ε converge
almost surely towards their continuous counterpart ( for the same reason that Cδ converges
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towards C). In particular, we have that almost surely
lim inf
k→∞
lδk2ε ≥ lε ≥ lim sup
k→∞
lδkε/2.
Note also that by definition, lδε ≥ lδ(z0, z1). Hence, lε ≥ lim supk→∞ lδk(z0, z1) almost
surely.
Lemma 3.4.3 ensures on the other hand that E(lδk(z0, z1) − lδk2ε) goes to 0 as ε → 0
uniformly in k. By definition of the continuous dynamics and of l(z0, z1), we know that
lε → l(z0, z1) almost surely as ε → 0. It therefore follows from the previous inequalities
that lδk(z0, z1) converges in distribution towards l(z0, z1). 
3.4.2. Arm events in UST. Let us first recall an estimate about LERW of the type
that is essential in the derivation of results involving the Minkowski-content in [1, 5, 60]:
LetX and Y be two independent simple random walks on Z2 starting at x and 0 respectively
and stopped at their first exit time τX and τY of the ball of radius N around the origin.
Let us consider the loop erasure Ŷ of Y . We denote by Ŷ L the subpath of Ŷ from its last
hitting time of the ball of radius L around the origin and define
Es(L,N) := Px=0(X ∩ Ŷ L = ∅).
Result D. There exists a constant C > 0 such that for all L and N with L ≤ N/2,
C−1(L/N)3/4 ≤ Es(L,N) ≤ C(L/N)3/4
Proof. When L = 1, the estimate can be derived following the proof of [2, Corollary
3.15], using the better estimate of [5, Theorem 1.1] as an input. Moreover, one can compare
Es(L,N) to Es(1, N)/Es(1, L) thanks to [68, Propositions 5.2 and 5.3], which proves Result
D. 
Note that this implies that the probabilities, say, Es(L,N) and Es(5L,N) are compara-
ble. A further simple observation is that if we start a random walk anywhere in the disc of
radius, say, 4L around the origin, the law of its hitting distribution of ∂B(5L) is absolutely
continuous (with Radon-Nikodym derivative bounded above and below, uniformly in L)
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with respect to the same hitting distribution when X starts from the origin. Hence, one





Px(X ∩ Ŷ 5L = ∅)
)
≤ cEs(5L,N) ≤ cC 53/4 (L/N)3/4,
which is a result that will be useful later on.
Note that the case where L = 1 provides also directly (via Wilson’s algorithm) the
probability that two distinct branches in the wired UST in B(N) that start at the origin
and next to the origin do stay disjoint until they touch the circle of radius N . By duality,
this is (almost, as there is the issue of the (1/2, 1/2) translation that we will not bother
to mention in the following lines) exactly the probability that for the free UST in B(N),
there exists a branch from the boundary to the boundary that goes through a given vertex
x? to the origin.
An event related to the previous non-intersection events, but slightly different is the
following arms event A(L,N) around the origin between scales L and N , that there exist
four disjoint branches, two of the UST and two of the dual UST in alternating trigonometric
order around the origin, that connect ∂B(L) to ∂B(N) (see Fig. 3.9).
L
N
Figure 3.9. The four alternating disjoint branches in the UST.
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Lemma 3.4.4. Consider the UST in a discrete domain Ω ⊆ Z2 containing B(N), with
arbitrary boundary conditions. There exists a constant C > 0 independent of Ω, N and
the boundary conditions, such that for all L ≤ N/10,
P(A(L,N)) ≤ C(L/N)3/4.
The proof of this result will be based on the one hand on Result D, and on the other
hand on the following simple estimate from [6]: Consider an UST T in a discrete domain
Ω ⊆ Z2 containing B(3L), with arbitrary boundary conditions. Let us call K the maximal
number of paths one can find in T ∩ (B(3L) \ B(L)) that touch both circles ∂B(L) to
∂B(3L) and that are not only disjoint but also disconnected in B(3L) \B(L).
Result E (Consequence of Theorem 2.2 in [6]). There exists a universal constant C
(independent of L, Ω and the boundary conditions) such that E(K) < C.
Proof of Lemma 3.4.4. Let us first explain why it suffices to prove the result in
the case where Ω = B(N) with free boundary conditions. Note that (for whatever Ω
and boundary conditions), when A(L,N) occurs, then one of the following two scenarios
happens:
• Two branches of the UST that cross the annulus are joined in the UST inside of
B(L).
• Two branches of the dual UST that cross the annulus are joined in the UST inside
of B(L).
(it may happen that the two events occur simultaneously if there are more than four disjoint
crossings). Hence, by symmetry and duality, we just have to evaluate the probability of the
first event. But the stochastic coupling and monotonicity for USTs in different domains
shows that the probability of this event is maximal (among all domains and boundary
conditions) on the ball B(N) with free boundary conditions on its boundary ∂B(N).
By considering now the dual tree, we want to bound the probability that, for an UST
in B(N) with wired boundary conditions, there exist two disjoint branches of the tree that
joint ∂B(L) to the outer wired boundary ∂B(N). Since the branch γ of the tree from
the origin to the boundary is always a branch that crosses the annulus, we see that we
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are actually are after the probability that there exists another branch in the UST T (with
wired boundary conditions) that stays disjoint from γ and crosses the annulus from ∂B(L)
to ∂B(N).
Let us look at the (dual) UST T in B(N) conditioned on the branch γ as well as on all
the edges of the UST inside B(3L) (let us call F this σ-field generated by γ and the part
of the UST in B(3L)). Conditionally on F, the part of the UST in B(N) \ (B(3L) ∪ γ),
is just a UST in this domain with wired boundary conditions on γ ∪ ∂B(N) and some
more convoluted mixed boundary conditions on ∂B(3L) (vertices on ∂B(3L) are identified
if they are connected by the UST inside of B(3L)). Let us denote by K the number of
connected components of the intersection of the UST with B(3L) that do touch both ∂B(L)
and ∂B(3L). Recall from Result E that the expectation of K is bounded by an absolute
constant. Let us arbitrarily choose points x1, · · · , xK ∈ ∂B(3L) in each of these connected
components. The probability that A(L,N) holds is then bounded by the event that if
we launch independent random walks (note that these walks will seem to jump around
on ∂B(3L), in a way that respect the boundary conditions) X̃i from the xi (in order to
generate branches of the UST according to Wilson’s algorithm), at least one of them will
hit ∂B(N) before γ. In other words, we get the following bound :




Px(X̃ ∩ γ = ∅|F)
)
.
Let us now decompose the path of X̃ according to its down- and up-crossings of the
annulus between ∂B(4L) and ∂B(3L). At each down-crossing, it has a probability bounded
from below (say by a constant b) to disconnect B(3L) from ∂B(4L), and therefore to hit
γ. We can therefore decompose the path Xi according to its number N of downcrossings,
and see immediately that
sup
x∈∂B(3L)
Px(X̃ ∩ γ = ∅|F) ≤
1
1− b supx∈∂B(4L)
Px(X ∩ γ = ∅ and N = 0|F),
where X is a simple random walk stopped at its first hitting of ∂B(N). Let us call γ5L
the part of γ after its last hitting time of ∂B(5L). We trivially have, for an arbitrary point
x ∈ ∂B(4L) and any given path γ, that Px(X ∩ γ = ∅ and N = 0) ≤ Px(X ∩ γ5L = ∅).
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Px(X ∩ γ5L = ∅|F)
)
≤ C ′(5L/N)3/4
where C ′ is a universal constant, which wraps up the proof. 
3.4.3. Arm-estimates imply Lemmas 3.4.3 and 3.4.2.
Proof of Lemma 3.4.3. We can bound the expected value of the renormalized length
Lδ by δ5/4 times the sum over all pairs of edges e0 (in the dual lattice) and e1 (in the original
lattice) that are at distance at most ε of each other of the probability of the following
intersection of events E(e0, e1):
• The edge e0 belongs to the dual cycle Cδ (that appears when closing the edge e).
• The edge e0 is at distance greater than η from e, and in the ball of radius 1/η
around the origin.
• If we erase the two edges e and e1 from the UST, the edge e0 is no longer on the
interface between the clusters that contain z0 and z1.
• The edge e1 is cut out during the cutting procedure (note that this event occurs
independently of the rest, with probability δ5/4 times a constant that depends on
t).
For any f edge in δZ2 and l1 ≤ l2, denote by Af (l1, l2) the four arms event in the annulus
B(x, l2) \ B(x, l1) centered at the middle point x of the edge f for the UST on δZ2. We
have that, if we set r := d(e0, e1), then (see Fig. 3.10):
E(e0, e1) ⊂ Ae0(δ/2, r/3) ∩Ae1(δ/2, r/3) ∩Ae0(2r, η).
Using the upper bounds on the probabilities of these events given by Lemma 3.4.4,
together with the fact that the bounds on the first two are independent of the boundary
conditions (so it is possible to first condition on the last one, and then to bound the
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Figure 3.10. Arm events appearing in E(e0, e1)
conditional probability of the first two), we get readily that











Proof of Lemma 3.4.2. The proof goes along similar lines than the previous one.
We can bound the expected renormalized length by δ5/4 times the sum over all pairs of
edges e0 (in the original lattice) and e1 (in the dual lattice) such that r := d(e0, e1) ≤ η of
the probability of the intersection of the following events:
• The edge e0 is η0-inside the UST branch from z0 to z1, and it is removed by the
cutting procedure.
• The edge e1 belongs to the dual cycle that appears when closing the edge e0.
As in the previous argument, we can note that this event (for given e0 and e1) is included
in the joint occurrence of four arms events Ae0(δ/2, r/3)∩Ae1(δ/2, r/3)∩Ae0(2r, η0), and
we can conclude using the same computation. 
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CHAPTER 4
An SLE2 loop measure
This Chapter is joint work with Julien Dubédat.
4.1. Introduction
Our goal in this chapter is to construct a family of measures on simple loops on Riemann
surfaces related to SLE2. To each Riemann surface Σ, one associates a measure on the
space L(Σ) of its (non-oriented) simple loops (i.e. the space of injective maps S1 → Σ, up to
increasing or decreasing reparametrization), satisfying a certain, central-charge dependent
restriction condition when comparing the measure on a surface Σ to the one on Σ′, whenever
Σ′ ⊂ Σ. See Section 4.5.2 for a detailed discussion.
Theorem 4.1.1. There exists a c-locally conformally covariant loop measure, in the
sense of Kontsevich and Suhov (Definition 4.5.8), with parameter c = −2.
The parameter c can be interpreted as the central charge of field theory (see for example
[28]). At c = 0, existence and uniqueness was established earlier by Werner [88]. The
present result yields existence at c = −2; existence and uniqueness are conjectured to
hold for c ≤ 1 in [50]. Via welding, a (finite) measure on simple loops induces a measure
on homeomorphisms of the unit circle, a problem initially considered by Malliavin ([67]).
Here, the measures are supported on loops that are, in a loose sense, locally absolutely
continuous with respect to SLE2.
We are first going to construct these measures on topologically non-trivial loops drawn
in piecewise-C1 conformal annuli, as limits of random loops on discrete graphs. Consider
a conformal planar annulus A with piecewise C1 boundary, and let us consider the natural
approximation of A by a family Aδ of finite subgraphs of δZ2 (Definition 4.2.4). On such
a discrete annuli Aδ, consider the wired uniform spanning tree (or UST, see Definition
4.2.33), which is a random subgraph of Aδ.
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The wired UST on Aδ has two connected components, one attached to the outer bound-
ary of the annulus, the other attached to its inner boundary. These two connected compo-
nents are in contact with each other alongside a simple closed curve `δ
Aδ
, that winds once
around the central hole. The loop `δ
Aδ
can equivalently be seen as the unique cycle in the
subgraph of δZ2 + (δ/2, δ/2) dual to the spanning tree.
Figure 4.1. A loop drawn according to µ#A . We first sampled the under-
lying UST using Wilson algorithm ([90]), and explored it to find the dual
loop. It is not possible to directly sample this loop using a modified Wilson
algorithm, as in [46].
Theorem 4.1.2. When the mesh size δ goes to 0, the random loop `δ
Aδ
converges in law
(for the topology T of uniform convergence up to reparametrization) towards a measure
µ#A on the set of loops L
×(A) (the subset of topologically non-trivial loops in L(A), i.e. the
set of simple loops drawn on the annulus A that generate π1(A)). Moreover, the family of
measures µ#. satisfies an explicit conformal covariance property (Proposition 4.5.4).
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An important feature of the measure µ#A is its invariance under conformal isomorphisms,
and in particular its invariance under inversions (i.e. by the conformal isomorphisms of the
annulus A that switch the inner and outer boundaries).
This first statement of Theorem 4.1.2 will follow from the convergence of the exploration
process (Definition 4.2.34) of the outer component of the wired UST. Consider a point a
on the outer boundary of A, and let eδ
Aδ
be the counterclockwise exploration of the UST
starting from aδ, a lattice approximation of a.
Theorem 4.4.10. The exploration process eδ
Aδ
converges in law (for the topology T)
to a continuous process eA.
To prove Theorem 4.4.10, we will cut the exploration process into two parts. Let us
consider the first time T when the trace of e([0, T ]) disconnects the inner boundary from
the point a. What happens after time T is somewhat irrelevant for Theorem 4.1.2, but is
handed out to us along the way.
Lemma 4.4.8. After time T, eA behaves as a chordal SLE8 inside the remaining domain,
headed towards a.
In order to understand the behavior of the exploration process up to time T , it is enough
to understand it up to a certain family of stopping times T εc of supremum T . Consider a
cut c, i.e. a smooth simple curve in A connecting the two components of the boundary, and
intersecting them orthogonally1. Let T εc be the first hitting time of the ε-neighborhood of
c by the exploration process eA.
Lemma 4.4.9. The law of eA stopped at all of the times T
ε
c is enough to characterize
the law of eA until the disconnection time T of the point a from the inner boundary of the
annulus.
1Some regularity assumption on the boundary of A, and on the curve c are needed for Theorems 4.4.10
and 4.4.1 to hold. It is indeed possible to construct a domain - the boundary of which is not a continuous
curve - in which the continuous exploration process e would not be a curve. Schramm proved certain
estimates on the UST assuming C1 boundary, and we will follow him on this (see Theorem 11.1 of [79] and
the remark that follows).
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is absolutely continuous with respect to the exploration process eδ
Aδ\cδ of a
wired UST in the simply-connected domain Aδ \ cδ.
Let us consider a curve γδ (staying ε-away from cδ) that traces the first steps of the
exploration process of a spanning tree, and call Kδ its image. The set Kδ comes with
a marked point on its boundary, namely the tip of the curve γδ(t0), and carries natural
boundary conditions for the UST in the domain Aδ \ Kδ: free on the counterclockwise
arc BKδ = a
δ, γδ(t0), and wired on ∂K
δ \ BKδ . Indeed, the law of the UST restricted to
Aδ \ Kδ, conditioned on γδ being the beginning of the exploration process, is a UST in
Aδ \Kδ with these boundary conditions.














where #T (G) denotes the number of spanning trees on the graph G.
We will need to rewrite this Radon-Nikodym derivative in a way more amenable to
taking scaling limits. In order to do this, let us consider two cuts dδ1 and d
δ
2 that separate




the discrete operator of harmonic extension (Definition 4.2.8) from a cut αδ
to another cut βδ in a domain Dδ. Boundary conditions for the harmonic extension (see
Section 4.2.3.1) correspond to the UST boundary conditions in the following way: Dirichlet
corresponds to wired, and Neumann corresponds to free.


















Hence, showing the convergence of eδ
Aδ
, can be reduced to two steps. First, showing
the convergence of the reference process eδ
Aδ\cδ :
Theorem 4.4.1. The exploration process eδ
Aδ\cδ converges in law (for the topology T)












Figure 4.2. The set-up of Lemma 4.2.37.
And second, showing convergence of the following determinants:







Aδ\dδ converge towards the determinants of their continuous counterparts.
The argument consisting in controlling the convergence of Radon-Nikodym derivatives
in order to exploit directly the convergence to chordal SLE established in [58] is somewhat
novel and differs from the treatment of SLE convergence in multiply-connected domains of
e.g. [91, 42].
The convergence of the discrete loop measures `δ
Aδ
towards a measure invariant under
conformal isomorphisms (Theorem 4.1.2) was already established by Adrien Kassel and
Rick Kenyon ([46], Corollary 20). However, our approaches to this result are essentially
disjoint, and complementary: Kassel and Kenyon characterize the limiting loop measure
µ#A via the law of its homotopy class in the annulus A punctured at finitely many arbitrary
interior points, relying in particular on difficult algebraic topology results of Fock and Gon-
charov. In this chapter, we moreover investigate what becomes of the discrete restriction
property in the continuous setting, which allows us to extend the family of measures to all
Riemann surfaces.
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This chapter is organized as follows. We will start by fixing basic notations in Section
4.2, and discuss some combinatorial facts related to the UST, in particular how determi-
nants of harmonic operators appear. In Section 4.3, we will show tightness of the explo-
ration process. We will then show convergence of the exploration process eδ
Aδ\cδ in Section
4.4, following the approach outlined above. In Section 4.5, we will first prove Theorem
4.1.2 and look at the restriction properties of the family of loop measures µ#A . We will then
extend this family to general Riemann surfaces, which is our main result, Theorem 4.1.1.
4.2. Background
4.2.1. Riemann surfaces. Let us first clarify the set-up of this chapter regarding
Riemann surfaces (we refer to [31] for details).
• A Riemann surface Σ is a topological space that is modelled on the complex plane
C: in particular, there is a notion of holomorphic functions on a Riemann surface.
• The Riemann surfaces we consider will always be orientable and of finite topologi-
cal type (i.e. the fundamental group π1(Σ) is finitely generated: we are excluding
surfaces with infinitely many handles). In order to simplify notations, we do not
assume our Riemann surfaces to be connected.
• There is a unique compactification Σ of Σ obtained by glueing a boundary ∂Σ
(topologically a disjoint union of finitely many points and finitely many circles S1)
such that any point of Σ has a neighborhood which is isomorphic (holomorphically)
to a neighborhood of 0 in either the complex plane C or the upper half-plane H.
• A surface whose boundary contains no points is called puncture free. The measures
on loops we will consider give zero measure to the set of loops going through a
predetermined point. Hence, we do not need to distinguish between two Riemann
surfaces that are isomorphic up to finitely many punctures. Accordingly, we can
and will assume all of our Riemann surfaces to be puncture free.
• A Riemann surface which has an empty boundary (i.e. which is compact) is called
closed. An open Riemann surface Σ is a Riemann surface that is not compact.
To such an open surface, we associate a closed Riemann surface Σ̂ - its Schottky
double - consisting of Σ and a mirror copy of it, glued alongside their boundaries.
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For example, the Schottky double of a simply-connected domain is a sphere, and
the Schottky double of a conformal annulus is a torus.
• A (conformal) metric g on a Riemann surface gives a notion of distance compatible
with the complex structure. Given a (local) holomorphic isomorphism to C, a
metric g can be written as e2σ|dz|2 where |dz|2 is the Euclidean metric on the plane.
We call the metric smooth if the function σ is smooth on the compactification Σ,
i.e. if partial derivatives of σ of all orders exist and can be continuously extended
to Σ.
• On an open Riemann surface Σ, a well-behaved metric g is a smooth metric such
that each boundary component has a neighborhood which is isometric to a flat
cylinder [0, ε)× (R/2πZ). A well-behaved metric g naturally extends to a smooth
metric ĝ on the Schottky double Σ̂.
• We say that a metric on a Riemann surface Σ is normalized if each connected
component of Σ has area 1.
• An important class of Riemann surfaces consists of domains, i.e. open subsets of
the complex plane. We call a domain smooth if its boundary is a smooth (infinitely
differentiable) curve. The Euclidean metric restricted to a domain is smooth (as
defined above) if and only if the domain is. Moreover, note that the Euclidean
metric is never well-behaved.
4.2.2. Discretization of a continous set-up. In the course of this chapter, we will
be interested in different discrete objects (living on planar graphs) that converge towards
continuous objects defined on planar domains. These convergences are quite robust, and
in particular would hold for any reasonable choice of graphs that approximate a planar
domain. Let us describe how we will relate the discrete and continuous set-ups.
4.2.2.1. The Carathéodory topology. There is a natural topology on simply-connected
domains of the complex plane with a marked interior point, called the Carathéodory topol-
ogy. Let us first give a geometric description of it.
Definition 4.2.1. A sequence of simply-connected domains (Dn, xn) is said to Carathéodory-
converge towards (D0, x0) if
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• xn → x0.
• any compactly-contained open subset of D0 is included in Dn for n large enough.
• any boundary point of D0 is the limit of a sequence of boundary points of Dn.
Taking the unit disc (D, 0) as a simply-connected domain of reference, we can rephrase
convergence in the Carathédory topology.
Theorem 4.2.2 (Carathéodory’s kernel theorem). A sequence of marked domains
(Dn, xn) Carathéodory-converges towards (D0, x0) if and only if the uniformizing maps
2
φn : (D, 0) → (Dn, xn) converge uniformly on compact subsets towards the uniformizing
map φ0 : (D, 0)→ (D0, x0).
Proof. See e.g. Theorem 1.8 in [77]. This theorem relies on the fact that it is possible
to completely control the geometry with analytic data and vice versa (e.g. by using the
Schwarz lemma and the Koebe quarter theorem). 
The Carathéodory topology can also be defined on the set of doubly-connected domains
with a marked point, using the same geometric description. There is also an analytic point
of view, even though the moduli space of doubly-connected domains is non-trivial. As
reference domains, we can take the circular annuli A(0, 1, r) = {z, 1 < |z| < r} with marked
point x0 ∈ (1, r) (and we will ask for the uniformizing maps to map inner boundary to inner
boundary). A sequence of annular domains An converges towards A0 if their moduli rn
converge towards the moduli r0 of A0, if the marked points converge, and if the uniformizing
maps A(0, 1, rn)→ An converge towards the uniformizing map A(0, 1, r0)→ A0, uniformly
on compact sets of A(0, 1, r0).
The Carathéodory topology can be extended to sets of domains with a marked point x0,
carrying additional decoration, for example additional marked interior or boundary points,
curves c drawn inside the domain, or a hull3 K not containing x0. Marked points and
drawn curves are compared on reference domains via the uniformization maps (using the
2We fix all degrees of freedom in the choice of the uniformizing map φn using the marked point, i.e.
we require that φn(0) = xn, and for φ
′
n(0) to be a positive real number.
3A hull K is a compact subset K ⊂ D, such that D \K has the topology of D
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topology T of supremum norm up to reparametrization to compare curves). We compare
hulls K using the Carathéodory topology for (D \K,x0).
4.2.2.2. Domain approximation. We call a discrete domain of mesh size δ a connected
union of faces of the lattice δZ2. We can see them alternatively as open subsets of C or as
graphs. They can also carry decorations living on the lattice δZ2.
Definition 4.2.3. A sequence (Dn, xn) of discrete decorated domains of mesh size δn →
0 is said to be an approximation of a decorated domain (D,x0) if (Dn, xn) Carathéodory-
converges towards (D,x0).
There is a natural choice of approximation of mesh size δ for a domain with a marked
point, which will allow us to state uniform convergence results.
Definition 4.2.4. Let us consider a domain D, with a marked point x0 ∈ D. The
natural approximation Dδ of D at mesh size δ is the largest discrete domain of mesh size δ
included in D and containing x0. In other words, D
δ is the connected component containing
x0 of the set of all faces of the graph δZ2 that are sitting inside D. We approximate marked
points by taking the closest4 point of δZ2. To approximate a simple curve c, we take cδ to
be one of the two simple curves living on δZ2 that stay the closest possible to c without
intersecting it. The natural approximation Kδ of a hull K ⊂ D is the complement in Dδ
of the natural approximation of (D \K,x0).
4.2.3. Harmonic analysis.
4.2.3.1. Discrete harmonic objects. Consider G a finite subgraph of Z2. Let F be a
function defined on the vertices of G. We define the discrete partial derivative ∂F on
oriented edges e = xy of G as the difference of the values taken by F at the endpoints:
F (y)− F (x).
Let us consider a subset ∂G of vertices of G that we call boundary (the complement
G \ ∂G of which we call interior vertices), and let us split this boundary in two parts: a
4Once xδ0 has been chosen, proximity should be measured after having mapped D to its reference
domain.
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Dirichlet boundary ∂GD, and a Neumann boundary
5 ∂GN . We say that a function F has
Dirichlet boundary condition given by f on ∂GD if F = f there. When no function f is
specified, we always imply f = 0. We say that F has Neumann boundary condition on
∂GN if its derivative ∂F is 0 on all edges connecting ∂GN to the interior of G.
Definition 4.2.5. Let F be a function defined on the interior of G (and naturally
extended to the boundary6). On interior vertices of G, we can define the Laplacian of F
on the interior of G to be
∆F (z) = F (z + 1) + F (z + i) + F (z − 1) + F (z − i)− 4F (z).
A discrete function F is said to be harmonic if ∆F = 0.
Let us now define some harmonic objects on G. For any vertex x ∈ G, the harmonic
measure µx(.) is a probability measure on ∂GD, or equivalently, a collection of non-negative
numbers (µx({y}))y∈∂GD , summing to 1.
Definition 4.2.6. The function x 7→ µx({y}) is the unique harmonic function on G
with Dirichlet boundary condition 0 on ∂GD \ {y}, 1 on {y}, and Neumann boundary
condition on ∂GN .
Alternatively, µx(.) is the exit measure of a simple random walk starting from x, “re-
flected” on ∂GN and stopped upon hitting ∂GD.
We now fix a distinguished vertex x0 in G.
Definition 4.2.7. For x ∈ G and y ∈ ∂GD, the Poisson kernel normalized at x0 is the
quantity




Finally, let us consider two disjoint discrete cuts αδ and βδ in a domain Dδ.
5We need to have one Neumann vertex for each edge connecting the Neumann boundary to the interior
of G. To achieve this, one can modify the graph G by splitting each Neumann vertex in as many vertices as
they are edges connecting it to the interior of G.
6So that it has Dirichlet boundary conditions on ∂GD and Neumann boundary conditions on ∂GN .
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Definition 4.2.8. Given a function f defined on the cut αδ, we can extend it to a
function F (x) =
∑




: f 7→ F|βδ the operator of harmonic extension from αδ to βδ in the
domain Dδ that maps the function f to the restriction of its harmonic extension F to the
cut βδ.
4.2.3.2. Continuous harmonic objects. Consider a Riemann surface equipped with a
conformal metric (Σ, g) - an important particular case of this set-up being a domain
(D, |dz|2) of the complex plane equipped with the Euclidean metric. We split the boundary
of Σ in a Dirichlet and a Neumann part, ∂ΣD and ∂ΣN (such that each one is a finite union
of boundary arcs). We are going to consider smooth functions on Σ that continuously ex-
tend to the boundary (except possibly at a finite number of points). If the metric is given
in local coordinates by g(z)|dz|2, we define the Laplacian to be ∆g = g−1(z)∆ , where
∆ = ∂2xx + ∂
2
yy is the positive Euclidean Laplacian. A harmonic function is a real-valued
function F such that ∆gF = 0.
Until further notice, we now work on a domain D of the complex plane equipped with
the Euclidean metric.
Definition 4.2.9. Let F be a harmonic function on D. Its harmonic conjugate7 G is
locally defined up to an additive constant, as the function that satisfies ∂xG = −∂yF and
∂yG = ∂xF .
This allows to make sense of Neumann boundary conditions for a harmonic function F ,
even if the boundary ∂DN is not smooth (as in [58]): we can require its harmonic conjugate
G to extend continuously to, and be constant on (connected components of) ∂DN .
Let us now define some harmonic objects on D. For any point x ∈ D, the harmonic
measure µx(.) is a probability measure on ∂DD:
7The real and imaginary parts of a holomorphic function are harmonic conjugates.
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Definition 4.2.10. The harmonic measure µx(.) is the exit measure of planar Brownian
motion starting at x, reflected normally8 on ∂DN and stopped on ∂DD.
Alternatively, if I is a subarc of ∂DD, x 7→ µx(I) is the unique bounded harmonic
function on D with Dirichlet boundary condition 0 on ∂DD \ I, 1 on I, and Neumann
boundary condition on ∂DN .
Let us now fix a point x0 in D.






The function PDx0(y, .) is harmonic. It is actually the kernel for the Poisson problem:
given a continuous function f(y) on ∂DD, the unique bounded harmonic function F on
D that has Dirichlet boundary condition f on ∂DD and Neumann boundary condition on
∂DN is given by




For example, in the upper half-plane H with full Dirichlet boundary conditions, the Poisson
kernel is given by Pi(0, z) = −=(1/z).
Finally, let us consider two disjoint cuts α and β in a domain D. To a continuous
function f defined on the cut α, we can associate a function Hα→βD (f) on the cut β, by
first extending f to a harmonic function F = P
D\α
x0 f on D \α and then restricting F to β.
Definition 4.2.12. We denote by Hα→βD : f 7→ F|β the operator of harmonic extension
from α to β in the domain D.
4.2.3.3. Harmonic analysis toolbox. Let Bδx(r) be the approximation of mesh size δ of
the ball of radius r centered at a point x.
8The trace of planar Brownian motion being conformally invariant, normally reflected Brownian motion
can be defined (up to time-reparametrization) when the boundary is not smooth, by uniformizing the
domain.
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Lemma 4.2.13 (Harnack inequality). There is an absolute constant c such that for any
non-negative discrete harmonic function f defined on the ball Bδx(R), and for any point
y ∈ Bδx(r) ⊂ Bδx(R), with r < R/2, we can bound the increments of f :
|f(x)− f(y)| ≤ c r
R
f(x).
Proof. See e.g. Proposition 2.7 (ii) in [25] for a stronger estimate. 
Lemma 4.2.14 (Beurling estimate). Consider, on a discrete domain D of mesh size δ,
a harmonic function f bounded by 1 that has 0 Dirichlet boundary conditions on some
boundary arc A. For any point x ∈ D, call ε its distance to A, and d its distance to the rest
of the boundary ∂D \A. There is an absolute constant β > 0 such that f(x) = O((ε/d)β),
uniformly on Carathéodory-compact sets of decorated domains, and in δ.
Proof. See e.g. [25, Proposition 2.11]. 
Lemma 4.2.15. The discrete Poisson kernel is uniformly bounded away from its bound-
ary singularity, on Carathéodory-compact sets of decorated domains.
Proof. See the proof of Theorem 3.13 in [25] for the case of simply-connected domains
with full Dirichlet boundary. The core of the argument is a local study of the singularity,
and carries through for doubly-connected domains, as well as when there is a non-trivial
Neumann boundary. 
Lemma 4.2.16 ([58], Proposition 4.2). Let us consider a simply-connected domain
(D,x0), with two disjoint boundary arcs A1 and A2 that are not both empty. Let B =
∂D \ (A1 ∪ A2). We also consider the natural approximation of this setting. The dis-
crete harmonic measure of Aδ1 with Neumann boundary conditions on B
δ seen from xδ0
converges towards its continuous counterpart, uniformly on Carathéodory-compact sets of
such decorated domains.
Remark 4.2.17. Using the Beurling estimate, we can see that the above convergence
is actually uniform in x0 ∈ D staying away from ∂D \A2
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Remark 4.2.18. The result of Lemma 4.2.16 can be easily extended to doubly-connected
domains in two special cases: when B either consists of a whole boundary component, or
when B is empty and A2 is a union of boundary arcs. Indeed, when B is empty, the ar-
guments given in the proof of [25],Theorem 3.12 will apply. When B is a whole boundary
component, harmonic conjugates are single-valued, and the proof in [58] carries through.
4.2.4. Determinants and loop measures. For our purposes, it will be useful to
rewrite some expressions involving the determinant of the discrete Laplacian, in a way
that easily allows to take scaling limits. These determinants are related to probabilistic
objects, namely loop measures, that we will use only peripherally in this chapter (we refer
to [64] and [61] for precise definitions of these loop measures).
4.2.4.1. Loop measures. To a symmetric Markov process on a finite space G (e.g. the
simple random walk on a finite subgraph of Z2, with mixed stopped/reflected boundary
conditions), one can associate a natural measure µloop on loops (closed paths) living on G
(see Section 2.1 in [64]).
Let G be a subgraph of Z2, and consider the loop measure µloopG associated to the simple
random walk on G. We have the following expression for the total mass of loops.
Lemma 4.2.19 ([64], Equation 2.5). |µloopG | = − log det(∆G).
These loop measures have a natural equivalent in the continuous setting: a loop measure
µloopD associated to Brownian motion can be defined in any domain D of the complex plane
(see Section 4 of [61]).
We will now discuss two different notions of determinants for certain infinite-dimensional
linear operators.
4.2.4.2. Fredholm determinant. Let T be an integral kernel operator on the function
space L2([0, a], dx), i.e. an endomorphism of this function space of the form Tf(y) =∫
[0,a] T(y, x)f(x)dx for some bicontinuous function T.
Definition 4.2.20. The Fredholm determinant of Id + T is:







det ([T(xi, xj)]1≤i,j≤n) dx1 · · · dxn.
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In Chapter 3 of [85], it is explained why this gives a reasonable generalization of the
notion of determinant (e.g. it encodes information on the invertibility of the operator
Id + T).
4.2.4.3. ζ-regularized determinant. Let us first give an overview of ζ-regularization be-
fore getting into details.
Suppose we have a countable Hilbert basis of eigenvectors corresponding to regularly
increasing positive eigenvalues λi of an operator L (e.g. L is the positive Laplacian on a
Riemann surface (Σ, g) with a smooth metric and with a non-trivial Dirichlet boundary).




i . This series converges when <(s)
is large enough to a function that admits a meromorphic extension to the whole complex
plane, which is moreover holomorphic near the origin.
Definition 4.2.21. The ζ-regularized determinant of L is detζ(L) = e
−ζ′L(0).
Note that this definition gives the usual determinant when L is a finite-dimensional
operator. On the other hand, the quantity − log detζ(∆D) can be interpreted (by analogy
with Lemma 4.2.19) as a regularization of the total mass of Brownian loops on the domain
D.
Remark 4.2.22. If L has a zero eigenvalue (e.g. L is the positive Laplacian on a
Riemann surface (Σ, g) with a smooth metric and without Dirichlet boundary), we can
define det′ζ(L) in a similar way by ignoring the zero eigenvalue in the series defining the
zeta function ζL(s).
As there can be no ambiguity, we will in the following indiscriminately use detζ to
denote either detζ or det
′
ζ , depending on whether the surface under consideration has a
non-trivial Dirichlet boundary.
Let us now give some more details (we assume that L is some Laplacian operator). We
mainly refer to [17]. It is actually easier to define ζL(s) as the Mellin transform of the
trace of the heat kernel9 e−tL, namely: ζL(s) = M[Tr(e−tL)](s) where the Mellin transform
9The heat kernel e−tL is the fundamental solution to the heat equation ∂
∂t
+ L = 0. The heat kernel
of the Laplacian is trace class ([17], Proposition 2.32), i.e. it is sufficiently well-behaved so that its trace
can be defined unambiguously.
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To relate this to the function ζL discussed above, note that the Mellin transform of an
exponential is given by M[e−tλ](s) = λ−s, by definition of the Γ function. Summing over








If s is of real part large enough, Weyl’s asymptotics for the eigenvalues of the Laplacian
([17], Corollary 2.43) ensures that the above series converges fast enough, so that the
computation rigorously holds. If L admits zero as an eigenvalue, we only want to sum over
positive eigenvalues, and so we should correspondingly consider the Mellin transform of
the trace of P(0,∞)e−tL where P(0,∞) is the orthogonal projection on the space generated
by the eigenfunctions corresponding to positive eigenvalues.
General properties of the Mellin transform ([17], Lemma 9.34) show that if a function f




k/2) and is also well-behaved at∞ (i.e. f decays exponentially fast),
the Mellin transform M[f ](s), a priori only well-defined for numbers s of large enough real
part, actually extends to a meromorphic function of the whole plane, which is moreover
holomorphic at 0.
We can hence ensure our definitions 4.2.21 and 4.2.22 make sense if we can show
exponential decay of the trace of the heat kernel of the Laplacian, and compute its short-
time asymptotics (in two dimensions, we have a short-time expansion with n = 2).
Proposition 2.37 in [17] gives smoothness (in particular measurability) of Tr(e−tL) and
exponential decay of the trace of the heat kernel (restricted to the positive eigenspaces) for
large time. The same argument extends to manifolds with boundary.
Short-time asymptotics of the heat kernel associated to the Laplacian (on a manifold
with or without boundary) are nicely discussed in [38]. The Minakshisundaram-Pleijel
short-time expansion (for manifolds without boundary) can also be found as Proposition
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2.47 in [17]. For the short-time expansion of the heat kernel on a surface with Dirichlet
boundary, we also refer to the original paper of McKean and Singer [70].
4.2.4.4. Determinantal identities. We will now state an identity between determinants
of harmonic operators and masses of loops that will be useful later on.
Let D be a bounded domain of the complex plane, and let K1 and K2 be two disjoint
connected compact subsets of its closure. We moreover consider a (possibly empty) bound-
ary arc B that is disjoint from the two compact sets K1 and K2, and call A = ∂D \B the







Figure 4.3. The set-up of Lemma 4.2.37.
Neumann boundary conditions on B.
Let us also consider a discrete approximation at mesh size δ of this setting.
Lemma 4.2.23. We have the following discrete identities:
det(∆Dδ) det(∆Dδ\(Kδ1∪Kδ2 ))













The following continuous equalities hold (where ζ-regularized determinants are defined only





D {l|l∩K1 6=∅,l∩K2 6=∅} = detF (Id−H∂K1→∂K2D ◦H∂K2→∂K1D ).
Proof. The equalities in the continuous setting are stated as Proposition 2.1 and 2.2
in [27] (the proof carries through if there is some Neumann boundary). The second equality
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in the discrete setting is proved similarly as its continuous counterpart, whereas the first
one is a consequence of Lemma 4.2.19. 
Remark 4.2.24. Note that the notion of harmonic function does not depend on the
underlying metric. In particular, the quantity detF (Id − H∂K1→∂K2D ◦ H∂K2→∂K1D ) only
depends on the complex structure, and not on the metric. Hence if D is any domain of the
plane, and K1 and K2 are smooth subdomains of D















= detF (Id−H∂K1→∂K2D ◦H∂K2→∂K1D ).
4.2.5. The determinant line bundle. Let us now define some objects (following
Kontsevich and Suhov [50]) that will allow us to extend our family of loop measures µ#A
to general Riemann surfaces.
4.2.5.1. Real line bundles. We briefly recall some facts about real line bundles.
• Given a topological space X, a topological real line bundle L over the base space
X is the data of a (continuously varying) one-dimensional real vector space l(x)
for every point x - which is called the fiber or the line above x. The trivial line
bundle over X is the space X×R where all fibers are canonically identified to the
vector space R. Line bundles can be interesting because of their global topology:
on S1 for example, we can construct a line bundle homeomorphic to a Moebius
strip.
We call a line bundle oriented if its fibers carry a (locally consistent) orienta-
tion.
• This provides a way to generalize functions, by looking at sections of a line bundle.
A section is the data for any x ∈ X of a (continuously varying) point s(x) ∈
l(x). Sections of the trivial line bundle are canonically identified with continuous
functions over X.
10Meaning that if we conformally map D to a smooth domain, K1 and K2 are mapped to compact
sets with smooth boundary.
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• We call a line bundle L trivializable if there exists an isomorphism11 φ to the
trivial line bundle X × R. The data of such a trivialization φ is equivalent to
the data of a non-vanishing section of L. Indeed the trivial line bundle X × R
has a canonical non-vanishing section: the constant function s(x) = 1, which can
be pushed to a non-vanishing section of L via any isomorphism. Conversely, a
non-vanishing section of L gives a trivialization. Identifying a trivializable line
bundle as the space X × R is usually not canonical.
• Given an oriented real line l, we can define its c-th power l⊗c for any real number
c in the following way. For c = 0, we set l⊗0 = R. For a non-zero real number
c, we define the positive half-line of the space l⊗c as the set of formal vectors
v⊗c for positive v ∈ l, equipped with the scalar multiplication λv⊗c := (λ1/cv)⊗c
for positive λ, and with the unique additive structure compatible with this scalar
multiplication. One can check that, for integer powers c = n, this is consistent with
the usual n-th tensor powers. Moreover, the spaces l⊗c and l⊗−c are canonically
dual (there exists a pairing such that v⊗c ·v⊗−c = 1 for any non-zero v ∈ l). For a
trivializable oriented line bundle L with fibers l(x), we define its c-th power L⊗c
as the line bundle whose fibers are the lines l(x)⊗c.
• A measure is dual to functions on X, or in other words dual to sections of the
trivial line bundle X × R. Given a trivializable line bundle L, we call L∗-valued
measures the objects dual to sections of the line bundle L. Given a non-vanishing
section s of the dual line bundle L∗, any L∗-valued measure µ can be written sµs
for some (scalar, signed) measure µs on the base space X. Indeed, note that s pairs
pointwise with any section of L to give a function, that can then be integrated
against µs
In the following, our base space will be the set of simple loops X = L(Σ) on a Riemann
surface Σ. We will describe a trivializable oriented line bundle L = |Det |Σ on X, called
11Isomorphisms of line bundles restrict to the identity on the base space X ×{0} and are linear on the
fibers l(x).
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the determinant line bundle12. Any embedding of Riemann surfaces Σ′ ↪→ Σ will provide
a map |Det |′Σ ↪→ |Det |Σ (see Proposition 4.2.27). The geometric interest of the family of
determinant line bundles lies in the fact that, even if each one of them is trivializable, the
family as a whole cannot be trivialized in a way consistent with all possible embeddings of
Riemann surfaces.
Moreover (see Section 4.5.2), we will construct a measure µΣ on the space of simple
loops L(Σ). We will argue that a more natural object than the family µΣ is the family of




Σ is a (non-vanishing) section of the c-th power of
the determinant line bundle over X, i.e λΣ is an |Det |⊗cΣ -valued measure. Any choice of
trivialization of the line bundle |Det |Σ (e.g. sΣ) then gives a (scalar) measure on the base
space L(Σ).
4.2.5.2. The determinant line associated to a Riemann surface. To a Riemann surface
Σ, we associate an oriented line |det |Σ, the vector space generated by formal vectors [g]
associated to smooth (and well-behaved - if the surface is open) metrics compatible with
the complex structure, and quotiented by the relations13:
[e2σg] = exp(SL(g, σ))[g],
where SL is the Liouville action (K denotes the scalar curvature and dA is the area form):











Note that the map g 7→ [g] is not necessarily homogeneous: on a closed surface, by the
Gauss-Bonnet formula, [λg] = λp[g] where the power p is given by 3p = genus(Σ)− 1.
A linear form on |det |Σ is an element ψ ∈ | det |⊗−1Σ , i.e. is such that ψ([e2σg]) =
exp(SL(g, σ))ψ([g]), and it thus may be identified with a functional (also denoted ψ) defined
on the space of metrics satisfying the anomaly formula
ψ(e2σg) = exp(SL(g, σ))ψ(g).
12We follow the notations and terminology of [50]. The standard determinant line bundle | det | (im-
plicitly defined in Section 4.2.5.2) is a real line bundle with base space the moduli space of Riemann
surfaces.
13Remark 2.1 and Lemma 2.1 in [50] show why the quotient is a half-line and not a point.
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From this representation of | det |⊗−1Σ (and by definition of fractional powers), we see that





be identified with a functional ψ such that
(10) ψ(e2σg) = exp(−cSL(g, σ))ψ(g).
4.2.5.3. The Polyakov-Alvarez conformal anomaly formula. On a Riemann surface Σ,
consider two metrics agreeing with the complex structure, g and g′ = e2σg.
Theorem 4.2.25 (Polyakov-Alvarez conformal anomaly formula, [75], Equations 1.13

























where k is the curvature of the boundary, ∂n is the outer normal derivative, and ds is the
element of arclength on ∂Σ.
Note that both boundary integrands vanish if the metrics g and g′ are well-behaved
(indeed, ∂nσ = 0, as can be seen by symmetry on the Schottky double of Σ).
Remark 4.2.26. We can deduce from these formulas a similar explicit formula when
(Σ, g) has some Neumann boundary components. Indeed, consider the doubling of Σ
consisting of Σ and its mirror copy, glued alongside their Neumann boundaries, which
we denote Σ̂ by abuse of notation. The metric g being well-behaved near the Neumann
boundary of Σ, it extends to a smooth metric ĝ on the doubled surface Σ̂. Let us call ΣD the
surface Σ with all its boundary conditions changed to Dirichlet. Via symmetrization (resp.
antisymmetrization), Laplacian eigenfunctions on Σ̂ are in correspondence with Laplacian
eigenfunctions on Σ (resp. ΣD). As a consequence, the spectrum of the Laplacian on











On a closed Riemann surface Σ, the conformal anomaly formula can be rephrased (see





is an element of the line |det|⊗−2Σ . Incidentally, the conformal anomaly formula shows that
SL(g, σ) = 0 whenever (Σ, g) and (Σ, e
2σg) are isometric. Moreover, on an open connected
surface Σ, if ∆ΣD and ∆ΣN designate the Laplacian with Dirichlet (resp. Neumann)
boundary conditions, the functionals ψΣD and ψΣN given by
(12) ψΣD(g) = detζ(∆
g
ΣD






are elements of the line |det |⊗−2Σ . If Σ has multiple connected components, and if we
assign different boundary conditions on different components of the boundary, the same
holds where Areag(Σ) is replaced with the product of the areas of connected components
of Σ that have no Dirichlet boundary. Alternatively, one can restrict these functionals to
normalized metrics, and drop the area correction.
4.2.5.4. The determinant line associated to a loop. If Σ is a Riemann surface, recall
that we denote by L(Σ) the set of simple loops drawn on Σ. For any loop ` ∈ L(Σ), we
define
| det |`,Σ = |det |Σ ⊗ | det |−1Σ\`.
The assignment ` 7→ |det |Σ,` defines an oriented line bundle |Det |Σ over the base space
L(Σ), the determinant line bundle.
Proposition 4.2.27. Any embedding Σ′ ↪→ Σ induces a map φΣΣ′ : |Det |Σ′ ↪→ |Det |Σ
between the associated determinant line bundles.





Let us first note that any embedding Σ′ ↪→ Σ induces an embedding L(Σ′) ↪→ L(Σ) of
the spaces of simple loops, i.e. of the base spaces of the determinant line bundles. Given
two Riemann surfaces Σ′ ⊂ Σ and a simple loop ` ∈ L(Σ′), we will define φΣΣ′ by giving its
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restriction φΣΣ′|` to fibers, which is a natural isomorphism between the determinant lines
|det |`,Σ′ ' |det |`,Σ,
i.e. a natural isomorphism
|det |′Σ ⊗ | det |−1Σ′\` ' |det |Σ ⊗ | det |
−1
Σ\`.
Definition 4.2.28. A neutral collection of metrics (g, g`, g
′, g′`) is the data of four well-
behaved metrics on Σ, Σ \ `, Σ′ and Σ′ \ ` that satisfy the following property. There exists
a set A, disjoint union of two annuli, one in each component of a tubular neighborhood
of ` in the surface Σ′ \ ` (so that A disconnects a small neighborhood of the loop ` from
points of Σ and Σ′ that are away from the loop `; inside of A means near ` and outside
of A means away from `) such that all four metrics agree on A; g and g` (resp. g
′ and g′`)
agree outside of A; g and g′ (resp. g` and g′`) agree inside of A.
Given a neutral collection of metrics (g, g`, g
′, g′`) on Σ, Σ \ `, Σ′ and Σ′ \ `, we would
like to define the isomorphism φΣΣ′|` by
(13) [g]⊗ [g`]−1 ' [g′]⊗ [g′`]−1.
Given another choice of a neutral collection (e2σg, e2σ`g`, e
2σ′g′, e2σ
′
`g′`), we can assume
without loss of generality (by cutting and pasting) that the union of annuli A in Definition
4.2.28 is the same for our two neutral collections. In particular, σ = σ′ = σ` = σ′` on the
set A; σ and σ` (resp. σ
′ and σ′`) agree outside of A; σ and σ
′ (resp. σ` and σ′`) agree
inside of A. By locality of the Liouville action, we then have
SL(g, σ)− SL(g`, σ`) = SL(g′, σ′)− SL(g′`, σ′`),
so that the isomorphism φΣΣ′|` - as defined in (13) - does not depend on the choice of a
neutral collection of metrics.
We can rephrase the fact that (13) is a non-ambiguous definition in the following way
(where detζ denotes either detζ or det
′
ζ , and boundary conditions are Neumann on ` and
Dirichlet elsewhere):
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Proposition 4.2.29. The quantity








is independent of the choice of a neutral collection of normalized metrics (g, g`, g
′, g′`).
From the definition of M, we get the following cocycle property.
Proposition 4.2.30 (Cocycle property). Suppose we have three Riemann surfaces
Σ1 ⊂ Σ2 ⊂ Σ3, and a loop ` ⊂ Σ1. Then M(Σ3,Σ2; `) + M(Σ2,Σ1; `) = M(Σ3,Σ1; `).
Note that, from the Polyakov-Alvarez anomaly formula, other choices of boundary
conditions in Definition 4.2.29 would produce a cocycle M̃ differing from M by a coboundary
f : M̃(Σ,Σ′; `) = M(Σ,Σ′; `) + f(Σ; `)− f(Σ′; `).
We can now finish the proof of Proposition 4.2.27.
Proof. The cocycle property 4.2.30 shows that the composition of canonical isomor-
phisms φ between the lines |det |`,Σi is itself a canonical isomorphism. As a consequence,
the line | det |`,Σ depends only on the loop ` and on an arbitrarily thin tubular neigh-
borhood of it. In particular, any embedding ξ : Σ′ ↪→ Σ extends to the bundle map
|Det |Σ′ ↪→ |Det |Σ in a way consistent with composition of maps. 
We will later see that the quantity e−M(A,A
′;`) correspond to the Radon-Nikodym deriv-
ative of our continuous SLE2 loop measure under restriction to a smaller annulus A
′ ⊂ A
(Proposition 4.5.4).
Remark 4.2.31. Comparing the definition of M to Lemma 4.2.23, we can think of
M as a regularization of a certain mass of Brownian loops, namely µloopΣ {l|l ∩ (Σ \ Σ′) 6=
∅} − µloopΣ\` {l|l ∩ (Σ \ Σ′) 6= ∅}.
Remark 4.2.32. The ζ-regularized determinants of a smooth family of Laplacians is a
smooth function ([17], Proposition 9.38). Hence the quantity M(Σ,Σ′; `) is regular in its
parameters. In particular, it is measurable in ` (for the Borel σ-algebra associated to the
topology T).
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4.2.6. Uniform spanning trees.
4.2.6.1. Definitions. Let G be a connected graph, possibly with a boundary (i.e. a
distinguished subset of vertices). Fix some boundary conditions on G, by declaring some
of the boundary vertices wired and the others free. We can build from G a graph G̃ that
encodes these boundary conditions, by contracting all the wired boundary vertices of G
into one distinguished vertex and by deleting all free vertices, as well as edges having a
free vertex as one of their endpoints.
Definition 4.2.33. The uniform spanning tree (UST) on G is the uniform measure on
the set of subgraphs of G̃ that contain all vertices of G̃ (i.e. are spanning), and that are
connected and cycle-free (i.e. are trees). It is seen as a measure on subgraphs of G.
Suppose now that G is a connected and finite subgraph of Z2, and consider one of its




intersect edges of G \ T .
Definition 4.2.34. The exploration process e of the spanning tree T is a path drawn





2. It consists of all edges neighboring G, that do not intersect
T ∪ T †.
The curve e is the interface between the spanning tree T and its dual graph T †, it
is a simple curve that follows the contour of the tree T as closely as possible. One can






2) of the planar graph G, and move forward in G, by choosing the rightmost





2 that does not cross any edge of T . This will draw some connected
component of the exploration process of T .
If we know the first steps of the exploration process e, we get local information on the
tree T : the edges of G sitting to the right of e are in T , whereas dual edges to its left are
in the dual tree T †.





Figure 4.4. A spanning tree T with mixed boundary conditions, its dual
tree, and the first steps of its exploration process e.
Proposition 4.2.35. Conditioned on the initial steps of the exploration process e, the
law of T in the unexplored domain has the law of a UST with free boundary conditions on
the left side of e, and wired boundary condition on its right side.
Wilson gave in [90] an algorithm to sample from the UST measure, by generating
branches as loop-erased random walks. Boundary conditions are enforced by having the
random walks be reflected (resp. stopped) upon hitting the free (resp. wired) boundary.
This relates USTs to simple random walks, and hence to discrete harmonic analysis. In
particular, wired and Dirichlet boundary conditions should correspond to each other, and
similarly for free and Neumann boundary conditions.
This connection between USTs and harmonic analysis will allow us to rewrite the
Radon-Nikodym derivative of exploration processes. Let #T (G) be the number of spanning
trees on a graph G. It is related to the discrete Laplacian on G.
Theorem 4.2.36 (Matrix-tree theorem). Suppose the wired boundary of G is non-
empty. Then #T (G) = det(∆G).
We refer the interested reader to e.g. Theorem 1.19 in [40] for the proof of another
version of this theorem.
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4.2.6.2. Radon-Nikodym derivatives of USTs. Let us get back to our annular set-up:
consider a discrete annulus Aδ, a cut cδ, and two cuts dδ1 and d
δ
2 that disconnect c
δ from
points of Aδ that are at distance more than ε from cδ.
Lemma 4.2.37. The exploration process eδ
Aδ
is absolutely continuous with respect to
the process eδ
Aδ\cδ , until the first hitting time T
ε
cδ
of the ε-neighborhood of the cut cδ.
Explicitly, letting γδ be a curve defined until it first hits the ε-neighborhood of the cut






















Proof. The Radon-Nikodym derivative is a ratio of numbers of trees, that can be
















Cutting along dδ1 and d
δ
2 disconnects c





We can thus multiply the above Radon-Nikodym derivative by (14), to get an expression



















4.2.7. A brief word on SLE. Chordal Schramm-Loewner evolutions (SLEs) form a
one parameter family of conformally invariant random curves defined in simply-connected
domains of the complex plane, with prescribed starting point and endpoint on the bound-
ary. They are not simple curves, but will not cross their past paths (when touching their
past, they will bounce off it).
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Let us first give the definition of SLEκ in the upper half-plane (H, 0,∞). It is a random
curve γ : R+ → H, growing from the boundary point 0 to ∞.
Suppose that such a curve γ is given to us. Let Hs be the unbounded connected
component of H \ γ([0, s]), and consider the uniformizing map gs : Hs → H, normalized at
∞ such that gs(z) = z+2as/z+o(1/z). The quantity as is the so-called half-plane capacity
of the compact hull Ks = H \Hs generated by γ([0, s]). Under additional assumptions14,
the half-plane capacity as is an increasing bijection of R+, and so we can reparametrize
our curve by t = as.
With this parametrization, the family of functions gt solves the Loewner differential
equation:  g0(z) = z∂tgt(z) = 2gt(z)−Wt ,
where Wt = gt(γt) is the (real-valued) driving function.
Conversely, starting from a continuous real-valued driving function, it is always possible
to solve the Loewner equation, and hence to recover a family of compact sets Kt in H,
growing from 0 to ∞, namely Kt is the set of initial conditions z that yield a solution
gu(z) blowing up before time t. It may happen that the compact sets Kt coincides with
the set of hulls generated by the trace of a curve γ, which can in this case be recovered as
γt = limε→0 g
−1
t (Wt + iε).
Proposition 4.2.38. The process SLEHκ (0→∞) is the curve obtained from the solu-
tion of the Loewner equation with driving function Wt =
√
κBt, where Bt is a standard
Brownian motion.
The law of SLEHκ (0 → ∞) is invariant by scaling. Hence, given a simply-connected
domain (Ω, a, b) with two marked points on its boundary, we can define SLEΩκ (a → b) to
be the image of an SLEHκ (0→∞) by any conformal bijection (H, 0,∞)→ (Ω, a, b).
14The curve γ needs to be instantaneously reflected off its past and the boundary in the following
sense: the set of times s larger than some time s0 that γ spends outside of the domain Hs0 should be of
empty interior.
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SLE curves have a spatial Markov property built into them similar to the one satisfied
by the exploration process of the UST (Proposition 4.2.35):
Proposition 4.2.39. The law of SLEHκ (0 → ∞) after a stopping time τ conditioned
on its past has the law of an SLEHτκ (γτ →∞).
Certain SLEs arise as the scaling limits of discrete curves coming from statistical me-
chanics. In particular, SLE8 appears in the scaling limit of USTs. Let (Ω, x0, a, b) be a
simply-connected domain of the plane, with two points a, b marked on its boundary. Let us
consider its natural approximation Ωδ at mesh size δ, and look at the UST T δ on Ωδ, with
wired boundary conditions on the counterclockwise arc aδbδ, and free boundary conditions
on bδaδ. Let eδ be the exploration process of T δ going from aδ to bδ.
Theorem 4.2.40 ([58], Theorem 4.4). The discrete curve eδ converges15 towards SLEΩ8 (a→
b), when the mesh size δ goes to 0, uniformly on Carathéodory-compact sets of decorated
domains (Ω, x0, a, b).
Some geometric properties of SLE8 can be easily deduced from this convergence, in
particular that it has to be a reversible space-filling curve.
We will need a loop version of SLE8, where the starting and end points are the same.
Proposition 4.2.41. Consider a Jordan domain (Ω, a, b), and let the counterclockwise
arc ba shrink to a. SLEΩ8 (a → b) then converges (weakly for the topology of uniform
convergence up to reparametrization) towards a random counterclockwise loop, that we
call counterclockwise SLE8(2).
Proof. Let us fix a spectator point o ∈ ∂Ω distinct from a, as well as a uniformizing
map φo : (Ω, a, o) → (H, 0,∞). Stop SLEΩ8 (a → b) at the first time τo when its trace
disconnects o from b, and push it by φo to obtain a random curve γ growing in the upper
half-plane. The driving function Wt of γ can be seen to be an explicit functional Ft(X)
15In the sense of convergence of Loewner driving functions (after uniformization to H), for the topology
of uniform convergence on compact sets of times. Convergence of the curve itself follows when the boundary
of Ω is smooth enough, e.g. piecewise C1.
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ds (see e.g. [81]).
Now, when the arc ba shrinks to the point a, the process X converges to a 2-dimensional





ds being a.s. finite (even when X0 = 0
+),





up to time τo, which in turn gives convergence of the curve SLE
Ω
8 (a→ b)
up to time τo. If we now let the counterclockwise arc oa shrink to a, we get convergence
of the whole curve SLEΩ8 (a→ b). 
The random curve SLE8(2) also fits into a two-parameter family of solutions to Loewner
SDEs (see e.g. [55]), and the notation refers to the values of the parameters κ and ρ.
4.3. Tightness
The goal of this section is to establish the tightness of the UST exploration process.
Wilson proved in [90] that the branches of the UST can be constructed as loop-erased
random walks. As a consequence, one can use simple random walk estimates - or equiva-
lently discrete harmonic analysis - to get a priori estimates on the UST and its exploration
process, which in particular imply that the exploration process of the UST (in the bulk or
close to a piecewise-C1 boundary) form tight families.
We are going to follow very closely Schramm’s argument in [79], where he considered
the simply-connected setting. There, Schramm used the fact that the graph dual to the
uniform spanning tree is itself a uniform spanning tree, and hence can also be generated via
Wilson’s algorithm. However, in a non-simply-connected domain, graphs dual to a spanning
tree are not trees, and cannot be generated by Wilson’s algorithm (it is however possible to
modify the original algorithm to generate these dual graphs, see [46]). Consequently, some
of the proofs in [79] will not exactly work as is. However, the use of stochastic comparison
will easily allow us to transfer these estimates - or at least their proofs - to our setting.
First of all, let us state the stochastic comparison lemma, which is a consequence of
negative correlation for the UST on a general graph G.
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Lemma 4.3.1 (Stochastic comparison). Let I be a collection of edges of G, and let
I1 ⊂ I2 be two subsets of I that can be completed in spanning trees of G by adding edges
of Ic.
Let T1 (resp. T2), be the uniform spanning tree T on G, conditioned on T ∩ I = I1
(resp. on T ∩ I = I2).
Then, there exists a coupling of T1 and T2 such that T2 ∩ Ic ⊂ T1 ∩ Ic almost surely.
Proof. There is a discussion of this fact following Remark 5.7 in [7]. For a nice
overview of the Strassen domination theorem, we refer to [65]. 
Let us now investigate the geometry of the wired UST on discrete approximations of a
conformal annulus, and in particular the occurrence of certain n-arm events16.
Lemma 4.3.2 (4-arm estimate). For all ε > 0, there is a radius r ∈ (0, ε) such that for
all small enough mesh size δ, the following holds: the probability that there is a point p
ε-inside the domain such that there are 4 disjoint branches of the uniform spanning tree
crossing the circular annulus A(p, r, ε) is less than ε.
Proof. The equivalent statement in the simply-connected case is proved as Corollary
10.11 in [79].
We can use stochastic comparison to transfer Schramm’s 4-arm estimate in simply-
connected domains to an annulus Aδ. Indeed, it is possible to cover Aδ by finitely many
simply-connected domains Bδi such that any ball of radius ε in A
δ is included in one of the
Bδi . The trace on a subdomain B
δ
i of the UST in A
δ is itself a UST, with certain random
boundary conditions given by the connections in the UST outside of Bδi . Whatever they are,
these random boundary conditions are always more wired than free boundary conditions.
Hence the trace on Bδi of the UST in A
δ has no more edges (Lemma 4.3.1) than the UST
in Bδi with free boundary conditions.
In other words, any 4-arm event in the annulus Aδ gives a 4-arm event in one of the
simply-connected domains Bδi , and this is very unlikely. 
16An n-arm event at a point x is the existence of n disjoint branches of the tree - the so-called arms -
connecting an infinitesimal neighborhood of x to some points at positive distance. The different arms may
or may not be connected to each other at x.
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We just proved that no 4-arm events happen in the scaling limit. Can we say something
on 3-arm events ? 3-arm events around a point x are of three different kinds. One possibility
is that all three arms are connected at the point x. This corresponds to a branching
point of the spanning tree, and such events happen almost surely (and densely). Another
possibility (dual to the first one) is that no two arms are connected at the central point:
this corresponds to a branching point of the dual graph, and, similarly, there are many such
points. The last possible configuration would be a path escaping from the neighborhood
of a branch: 2 of the arms are connected together at the point x, the last one is not. This
last kind of 3-arm does not exist in the scaling limit.
Figure 4.5. The different kinds of 3-arm events.
Lemma 4.3.3. For all ε > 0, there is a radius r ∈ (0, ε) such that for all small enough
mesh size δ, with probability larger than 1 − ε, if there are three disjoint branches of
the uniform spanning tree crossing any circular annulus A(p, r, ε) where p is ε-inside the
domain, either the three branches are all connected to each other in the ball of radius r
around p, or they are all connected to each other outside of the ball of radius ε around p.
Proof. We refer to the proof of Theorem 10.7 in [79]. We cannot directly use sto-
chastic domination to transfer the result, as the event we are trying to control is preserved
neither by adding nor by erasing edges. But we can readily transfer its proof, using our
4-arm estimate in the doubly-connected setting (Lemma 4.3.2) whenever Schramm calls
for his Corollary 10.6 or Lemma 10.8. 
Close to a piecewise C1 boundary (assuming full wired boundary conditions), we have
similar arm estimates.
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Lemma 4.3.4 (Boundary 2-arm estimate). For all ε > 0, there is a radius r ∈ (0, ε)
such that for all small enough mesh size δ, the following holds: the probability that there
exists a boundary point p such that there are 2 disjoint branches of the uniform spanning
tree crossing the circular annulus A(p, r, ε) is less than ε.
Proof. In the simply-connected case, this is a consequence of [79], Theorem 11.1, (i)
and (ii). We can use stochastic domination to transfer this result to an annular domain. 
Lemma 4.3.5. For all ε > 0, there is a radius r ∈ (0, ε) such that for all small enough
mesh size δ, with probability at least 1−ε, all points r-close to the boundary are connected
to it in the tree within a ball of radius ε.
Proof. This is a companion statement to Lemma 4.3.3 on the boundary, and the proof
is similar. 
The 4-arm and boundary 2-arm estimates (Lemmas 4.3.2 and 4.3.4) are enough to give
tightness on the exploration process of the UST.
Proposition 4.3.6. The exploration processes eδ
Aδ
and eδ
Aδ\cδ in natural approxima-
tions of A and A \ c are tight for the topology T.
Proof. To any integer sequence (Ni)i∈N, we can associate a subset of paths in A that
is compact for the topology T of uniform convergence up to reparametrization: the set of
paths γ such that for any integer i, γ makes fewer than Ni steps
17 of size 2−i. Indeed,
these sets of paths satisfy the Bolzano-Weierstrass property, as one can iteratively extract
subsequences so that the number of steps of size 2−i, as well as their endpoints, converge.
Let us now show that, independently of the mesh size δ, with an arbitrarily high proba-
bility, the exploration process is in one of these compact sets of paths. From Lemmas 4.3.2
and 4.3.4 we know that for any ε, we can find some small r(ε) such that with probability
bigger than 1 − ε, there is no circular annulus A(p, r(ε), ε) crossed by more than three
17Any reasonable definition would work here. For example, one can count steps of size ε inductively:
given pn the endpoint of the n-th ε-step, one can let the (n+ 1)-th step end when the path γ exits the ball
of radius ε around pn.
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disjoint branches of the UST, and so the exploration process crosses no annulus of radius
A(p, r(ε), ε) more than 3 × 2 = 6 times18. Hence, with probability bigger than 1 − ε, the
curve makes a number of steps of size ε that is bounded by 6 times the number N(r(ε)) of
balls of radius r(ε) needed to cover the annulus A. Tightness follows. 
The arm estimates give information on the regularity of any limiting curve of the
exploration process. Let us call e a subsequential limit of the UST in some domain D,
and let τ be a stopping time of e. Notice that for topological reasons19, the connected




Figure 4.6. A bad event for the exploration process e, and the 3-arm
events it forces.
Proposition 4.3.7. Almost surely, there is a connected component Ω of D \ e([0, τ ])
carrying e(τ) on its boundary such that (et)t≥τ stays in Ω. Moreover, the sets of time when
e is inside Ω contains τ in its closure.
Proof. Any contradiction of the preceding statement would allow us to see, on the
discrete tree, the type of 3-arm events which is prevented by Lemmas 4.3.3 and 4.3.5. 
Note that we can apply Proposition 4.3.7 at the countable family of stopping times τnN
corresponding to the endpoint of the N -th 2−n-step. This yields an almost sure control on
the entire behavior of the curve e at once.
18Note that a crossing of the annulus by the exploration process gives a crossing by the spanning tree
on its right-hand side.
19The same statement would hold if we replaced e([0, τ ]) by any closed subset of D.
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4.4. The exploration process of the UST in an annulus
4.4.1. Convergence of the reference process eδ
Aδ\cδ to SLE8(2). We are now
going to discuss the convergence of the exploration processes of a wired UST on the natural
approximations of a simply-connected piecewise C1 domain D (e.g. A\c) towards SLE8(2),
which is a minor degeneration of a well-known result by Lawler, Schramm and Werner
(Theorem 4.2.40). The idea of the proof is straightforward. We have tightness of the laws
under consideration, hence we only need to characterize uniquely any subsequential limit
in order to show convergence. To do so, we let the exploration process evolve for a very
short amount of time in order to produce free boundary conditions in the domain yet to
be explored. The continuous exploration process in this remaining domain is seen to be
an SLE8 (using the convergence result of [58]). This is enough to characterize as SLE8(2)
any subsequential limit of our exploration processes.
Theorem 4.4.1. The exploration process eδ
Dδ
converges in law (for the topology T)
towards counterclockwise SLE8(2).
Proof. The exploration processes of the UST in natural approximations of a domain
(D,x0) starting from a boundary point a form a tight family for the topology T (Proposition
4.3.6), so we can consider some subsequential limit eD (in the almost sure sense, thanks to
Skorokhod’s representation theorem).
Let τ δε be the exit time of the ball of radius ε centered at a, that we may assume (up
to further extracting) to converge to a time τ̃ε (that may a priori be larger than the first
exit time τε).
Call Dε the connected component of D \ eD([0, τ̃ε]) containing a on its boundary,
which is a simply-connected domain with distinct boundary points a and eD(τ̃ε) (follows
from Proposition 4.3.7). Notice that, in particular, the domain Dε carry non-trivial free
boundary conditions. Let us now consider the evolution of the exploration process after
time τ̃ε. The subsequential limit γε of (e
δ
Dδ
(t))t≥τδε has the law of an SLE
Dε
8 (eD(τ̃ε) → a)
(see Lemma 4.4.2).
Let us fix an observation point o on the boundary ∂D, and let τo be the first hitting
time of o by γε. We push our curve to the upper half-plane H using the conformal map
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φ : (D, a, o)→ (H, 0,∞), that moreover satisfies |φ(x0)| = 1. By SLE change of coordinates
(see e.g. [81]), the curve φ(eD) from the time τ̃ε until time τo is driven by a certain
functional cε + Ft(X








ds. Moreover, the random variables cε and aε can be
bounded by a quantity going to 0 as ε goes to 0. Indeed, aε and cε can be controled by
the size of the ball Bε(a) in the domain D seen from the point o, where we measure size
using the image of the Lebesgue measure (seen as a measure on ∂H \ {∞}) by a fixed
uniformizing map. For example, the quantity aε is by definition exactly the size of the
arc aδ, γδε(0) in the domain Dε. Hence, aε is less than the size of the boundary of the
ball Bε(a) in the domain D \Bε(a), as conformal images of the Lebesgue measure enjoy a
monotonicity property (conformal images of the Lebesgue measure can also be seen as the
exit measure of Brownian excursions starting at o). This gives a bound on aε that does
not depend on the exploration process.
Hence, the process eD until time τo is driven by Ft(X
0+), and so has the law of an
SLE8(2). 
Lemma 4.4.2. For any subsequence of mesh sizes for which the process eδ
Dδ
converges,
conditionally on (Dε, eD(τ̃ε)), the limit γε of (e
δ
Dδ




Proof. Let us denote by γδε the exploration process e
δ
Dδ
after its exit time τ δε of the
ball of radius ε centered at a. Thanks to the Markovian property of the UST (Proposition
4.2.35), we know that γδε has the law of the exploration process of an independent UST
in the remaining domain Dδε , with wired boundary conditions on the counterclockwise
boundary arc γδε(0), a
δ and free boundary conditions on the arc aδ, γδε(0).
Hence the Loewner driving function W δε of the curve γ
δ
ε converges in law (for the
topology of locally uniform convergence) towards the driving function Wt = B8t of an
SLE8 (Theorem 4.2.40). To conclude, we need to show that any subsequential limit γε for
the topology T is driven by W .
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Consider the uniformizing map φε : (Dε, eD(τ̃ε), a)→ (H, 0,∞) that moreover satisfies
|φε(x0)| = 1. We will call capacity the half-plane capacity of objects in Dε pushed by the
map φε.
The curve γε can be parametrized by capacity. Indeed, if capacity were not to give a
parametrization of γε, we could find a time interval [t1, t2] on which γε does not grow in
capacity. Which is equivalent to say that, during the time interval [t1, t2], γε would have
to stay away from the interior of the connected component of Dε \ γε([0, t1]) containing a
on its boundary. This would contradict Proposition 4.3.7.
Because capacity of the hull is a continuous function for the topology of uniform con-
vergence, we see that, when parametrizing all curves by capacity, γδε converges uniformly
towards γε.
It is now easy to conclude that the curve γε is driven by W (see e.g. [58], Proposition
3.14). 
Remark 4.4.3. As a consequence of Theorem 4.4.1, we see that the loop traced by
SLE8(2) is independent of the starting point a.
4.4.2. Convergence of the Radon-Nikodym derivatives. Let us consider an an-
nulus A, and let K be a nice20 compact subset of A with a marked point on its boundary,
so that its boundary is split in a Dirichlet subarc AK , and a Neumann subarc BK . Let c
be a cut disjoint from K, such that A\ c is simply-connected, and consider two cuts d1 and
d2 that disconnect c from the compact K (see Figure 4.1). Moreover, we fix an interior
point x0 between c and d1. For any mesh size δ, we consider natural approximations of
this set-up.
We are interested in the discrete harmonic operators, from the space of functions on dδ










Proposition 4.4.4. The determinants of Id + Tδ and Id + Tδ
Kδ
converge uniformly on
compact sets of decorated domains towards the Fredholm determinants of their continuous
counterparts.
20We assume as before that A \K is (simply-)connected, and that a ∈ ∂(A \K).
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Proof. The determinant of Id + Tδ can be expanded in the following way:























The function Tδ is locally uniformly bounded21 (a consequence of Lemma 4.2.15), so
the series expansion of the determinant is locally uniformly absolutely convergent22.
We thus only need to prove that each term of the sum converges locally uniformly. Let

































This integral splits as a product of integrals over the cycles of the permutation σ, and we












We similarly reduce the convergence of the determinant det(Id + Tδ
Kδ
) to the local











These convergences follow from Lemma 4.4.5. 











21i.e. uniformly bounded on Carathéodory-compact sets of decorated domains.
22Consider a square matrix T of size n, which coefficients are bounded by M . Then Hadamard’s













converge uniformly on Carathéodory-compact sets of decorated domains.
Proof. We only discuss the case l = 1 for the first integral, the general case being
handled similarly.





















Fix some small enough ε > 0. We split the cut c in n consecutive intervals c1, · · · , cn,
each coming with a marked point xi. We choose this partition such that the intervals ci
are of diameter less than ε3 for 1 < i < n, such that µ
A\d
x0 (c1 ∪ cn) < ε and such that, for
all y ∈ d, the continuous Poisson kernels PA\dx0 (y, x) varies by less than ε on each ci. Let
us also assume that the distance between ci and ∂A is more than ε
2 for any 1 < i < n.
Note that on a Carathéodory-compact set of decorated domain (A, x0, c, d), we can
always find such a decomposition in a number of intervals uniformly bounded by some
integer n(ε) independent of the domain. Moreover there is a uniform bound M on the
values taken by the continuous and discrete Poisson kernels P
A\c
x0 (x, y) and P
A\d
x0 (y, x)
when (x, y) runs over c× d (by Carathéodory continuity of the continuous Poisson kernel,
respectively by Lemma 4.2.15 in the discrete case). There also is a uniform lower bound
on the distance between the cuts c and d, that we can assume to be bigger than ε2.
We similarly split d in consecutive intervals d1, · · · , dm, and consider points yj in each
of these intervals.











































For a fixed ε, the integers n and m are uniformly bounded on Carathéodory-compact
sets of decorated domains. We can thus conclude by uniform convergence of harmonic
measure of intervals (Lemma 4.2.16 and Remark 4.2.17). 










































Proof. Let us first discuss the discrete statement. We will use the following relation-



























































































∣∣∣∣∣ ≤ 2M2µA\cxδ0 (cδ1) ≤ 4M2ε,





x0 (c1) ≤ ε
(Lemma 4.2.16).
Summing inequalities of this type yields the claim.
The continuous statement is easier, since uniform continuity of the Poisson kernel gives,








Lemma 4.4.7. The determinants detF (Id + T) and detF (Id + TK) are positive and
continuous as functions of decorated domains for the Carathéodory topology.
Proof. The operator T being a strict contraction of the space of functions on d
equipped with the supremum norm, it is possible to build explicitly an inverse for the
operator Id + T - namely (Id + T)−1 =
∑
(−1)nTn - and Fredholm determinants of in-
vertible operators are non-zero (Theorem 3.5 b) in [85]). Continuity of the determinants
follows from the Carathéodory-continuity of harmonic measures and Poisson kernels. 
4.4.3. Convergence of the exploration process eδ
Aδ
. We are now ready to prove
the convergence of the exploration process eδ
Aδ
.
Recall that the processes eδ
Aδ
form a tight family (Proposition 4.3.6). It is hence suffi-
cient to uniquely characterize the law of any subsequential limit eA. We may assume (via
Skorokhod’s representation theorem) that the convergence is almost sure. Let us consider
the first time T (resp. T δ) when the trace of eA([0, T ]) (resp. e
δ
Aδ
([0, T δ])) disconnects the






Figure 4.7. The time T .
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Lemma 4.4.8. After time T, eA behaves as chordal SLE8 aimed at a in the remaining
domain.
Proof. The time T is the the limit of the times T δ, and moreover is the first time when
the complement of eA([0, T ]) is disconnected (both facts follow from Proposition 4.3.7).
The complement of eA([0, T ]) then almost surely consists of two connected components.
One of this connected components has the inner boundary of A as part of its boundary.
The exploration process eA is never going to visit this domain
23. The other connected
component is a simply-connected open set with two marked boundary points eA(T ) and a on
its boundary, with natural wired (resp. free) boundary conditions on the counterclockwise
boundary arc eA(T ), a (resp. a, eA(T )).
As in the proof of Theorem 4.4.1, we can use Proposition 4.2.40 to show that after time
T , eA has the law of SLE8 aimed at a in this remaining domain. 
We thus only have to characterize the behavior of eA up to time T . In order to do this,
let us consider the hitting time T εc of the ε-neighborhood of a cut c.
Lemma 4.4.9. The law of eA stopped at all of the times T
ε
c is enough to characterize
the law of eA until the disconnection time T of the point a from the inner boundary of the
annulus.
Proof. Let us fix a countable family of cuts C, that is dense in the set of C1 cuts
equipped with the topology of uniform convergence up to reparametrization, and consider
an enumeration n 7→ (cn, εn) of the set of couples C× 2−N. We call T̃n = T εncn the stopping
time corresponding to the n-th couple.
Let us consider the family of stopping times TN = supn≤N T̃n ↗ supn T̃n = T . Indeed,
it is equivalent to have a curve γ disconnect the inner boundary and the outer boundary
(time T ) or to have γ touch any curve that connects the two boundaries (which is time
supn T̃n).
If the law of eA until the times TN and T̃N+1 is known, we can deduce its law until the
time TN+1. Indeed, the event E = {T̃N+1 > TN} is FTN ∩ FT̃N+1-measurable, and the law
23This region would be covered by an exploration process started at a point on the inner boundary.
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of eA until time TN+1 is given on E by the law of eA until time T̃N+1 conditioned on E,
and on Ec by the law of eA until time TN conditioned on E
c. 
We are now ready to prove Theorem 4.4.10.
Theorem 4.4.10. The exploration process eδ
Aδ
converges in law (for the topology T),
as δ goes to 0, towards a continuous process eA characterized by the following property.
Until the first hitting time T εc of the ε-neighborhood of a cut c, eA is absolutely continuous
with respect to counterclockwise SLE8(2) started at a in the domain A \ c, with a Radon-
Nikodym derivative given by:
detF (Id−Hc→dA\K ◦Hd→cA\K)
detF (Id−Hc→dA ◦Hd→cA )
,
where K is the trace of the exploration process eA([0, T
ε
c ]), and boundary conditions are
Neumann on the counterclockwise boundary arc a, eA(T εc ) and Dirichlet elsewhere.
Proof. Before time T ε
cδ
, the discrete exploration process eδ
Aδ
in the annulus is abso-
lutely continuous with respect to the process eδ
Aδ\cδ , and the Radon-Nikodym derivative
is known (Lemma 4.2.37). We proved convergence of the reference exploration process
eδ
Aδ\cδ (Theorem 4.4.1) and uniform convergence on Carathéodory-compact sets of the
Radon-Nikodym derivative (Proposition 4.4.4 and Lemma 4.4.7). Hence the law of any
subsequential limit eA until time T
ε
c is uniquely characterized. Lemmas 4.4.9 and 4.4.8
allow us to conclude. 
4.5. An SLE2 loop measure
4.5.1. On the loop measure µ#A . We may now discuss the loop measure we are
interested in. Let `δ
Aδ
be the boundary of the discrete exploration process eδ
Aδ
.
Theorem 4.1.2. The random loop `δ
Aδ
converges in law (for the topology T of uniform
convergence up to reparametrization) towards a simple curve `A whose range is almost
surely the boundary of the continuous exploration process eA, which is also the interface
between the inner and outer component of the wired UST in Aδ.
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Proof. The family of curves `δ
Aδ
is tight (as in the proof of Proposition 4.3.6). Any
subsequential limit `A has to contain the boundary of eA in its range. By Proposition 4.3.7,
the loop `A is almost surely simple. This gives the reverse inclusion: the range of `A is the
boundary of eA. 
Remark 4.5.1. Working with the inner tree and its exploration process, one can recover
`A as the boundary of the inner exploration process.
Proposition 4.5.2. The law µ#A of the random loop `A is supported on loops that do
not touch the boundary ∂A.
Proof. This follow directly from the arm estimate Lemma 4.3.5. 
Remark 4.5.3. The measure µ#A is locally (absolutely continuous with respect to) the
boundary of an SLE8 process, and hence a version of SLE2 ([26]).
Let us now investigate the conformal covariance of the family of measures µ#A , i.e. how
these measures behave under conformal mappings.
Proposition 4.5.4. Let φ be an injective holomorphic map from an annulus A′ to
another annulus A (where φ(A′) is a retract of A).








Proof. We prove this statement below when φ is an isomorphism (Lemma 4.5.5) and
for subdomains A′ ⊂ A (Lemma 4.5.6) sharing their outer boundaries with A. The general
case follows from the cocycle property of M. 
Lemma 4.5.5. The collection of loop measures µ#· has the following conformal invari-
ance: given any conformal isomorphism φ : A
∼−→ A′, we have that φ∗µ#A = µ
#
A′ .
Proof. The law of the exploration process eA is characterized by its law stopped at
the times T εc . In turn, these are absolutely continuous with respect to the conformally
invariant process SLE8(2), with a Radon-Nikodym derivative that can be expressed using
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integrals of harmonic quantities, so that is also conformally invariant. Hence, the law of
the outer exploration process is invariant by any conformal map that sends outer boundary
to outer boundary.
Moreover, the outer exploration process is sent to the inner exploration process by an
inversion. Remark 4.5.1 allows us to conclude that the measures µ#. are preserved by such
maps. 
In particular, the family of measures µ#A can be naturally extended to any annular
subdomain of the plane, without any regularity assumption.
Let us now state how the family µ#A behaves under restriction to a subdomain.
Lemma 4.5.6. Let A′ = A \H where H is a compact subset of A intersecting its inner









Figure 4.8. The set-up of Lemma 4.5.6.
Proof. Let us first assume that A′ is a smooth subdomain of A. The proof then
follows those of Lemma 4.2.37 and Proposition 4.4.4.
The corresponding Radon-Nikodym derivative in the discrete setting can be explicitly
computed as a ratio of the total number of spanning trees on different graphs, which can
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Under µ#A′ , the loop ` almost surely does not touch the boundary (Proposition 4.5.2),
so we can choose a smooth simple curve d that disconnects H from ` in the annulus A. We
















The convergence of these determinants then follows from the work in Section 4.4.2 (Lemma
4.2.15 and Remark 4.2.18 allow us to work in the doubly-connected domains that appear
here).





detF (Id−H∂H→dA ◦Hd→∂HA )
detF (Id−H∂H→dA\` ◦Hd→∂HA\` )
= e−M(A,A\H;`).
Now, a general subdomain A′ can always be approximated (in Carathéodory topology)
by a sequence of smooth subdomains A′n of same modulus. Combining the invariance of the
loop measure under conformal isomorphisms (Lemma 4.5.5) with the fact that the cocycle
M(A,A′; `) is continuous in ` and A′ (Remark 4.2.32) allows us to conclude. 
4.5.2. From annuli to Riemann surfaces. Let us now explain how to get, from
the family of measures µ#A , a family of measures µΣ on loops on any Riemann surface
satisfying a nice conformal covariance property. We will then recall how this covariance
can be absorbed by an algebraic structure (namely the determinant line bundle): we will
describe how to build from µΣ a (formally) conformally invariant family of measures taking
values in (some power of) the determinant line bundle.
4.5.2.1. Building an SLE2 loop measure.
Proposition 4.5.7. For any Riemann surface Σ, we can define a measure µΣ on the




for any loop ` that is topologically non-trivial in the conformal annulus A ⊂ Σ.
Proof. The conformal covariance of the family µ#A (Proposition 4.5.4), as well as the
cocycle property 4.2.30 of the quantity M ensure this definition is consistent. 







4.5.2.2. Kontsevich-Suhov loop measures. Let us now recall the set-up of Kontsevich
and Suhov ([50]).
Definition 4.5.8. A c-locally conformally covariant (c-lcc) loop measure is a collection
(λΣ)Σ indexed by all Riemann surfaces Σ, such that λΣ is a |Det |⊗cΣ -valued measure on
L(Σ) and such that for any embedding ξ : Σ′ ↪→ Σ,
ξ∗λΣ = λΣ′ .
For our purposes, we canonically write the fiber of the determinant line bundle
|det |Σ,` ' |det |Σ ⊗ | det |−1Σ\`,
and then pick the element sΣ(`) = (ψΣ ⊗ ψ−1Σ\`)⊗−
1
2 in the RHS, where the element ψ of
|det |−2 is the area-corrected Laplacian ζ-determinant with boundary conditions Dirichlet
on ∂Σ and Neumann on ` (see (11) and (12)). In other words, we trivialize the line
bundle |Det |⊗cΣ using the functional given on normalized (and well-behaved) metrics by
scΣ(`) = (detζ(∆Σ\`)/ detζ(∆Σ))
c/2. Indeed, recall that ζ-determinants are positive by
definition, and so scΣ is a well-defined non-vanishing section of the line bundle |Det |⊗cΣ .
If we set µΣ = s
−c
Σ λΣ, we obtain a (scalar) measure on L(Σ). The c-lcc property of the

















where the ratio of determinants is evaluated on a neutral collection of normalized metrics.
122
Moreover, remark that the space of simple loops L(Σ) can be covered by the sets L×(A)
(that consists of simple loops that generate π1(A)), where A is an embedded annulus in
Σ. Hence, by general constructive measure theory, a c-lcc loop measure is completely
characterized by the data, for any annulus A of the restriction λ×A of λA to the set of
loops L×(A). Conversely, a c-lcc loop measure can be constructed given any collection of
measures λ×A that satisfies the restriction for inclusion of annuli A
′ ↪→ A (where A′ is a
retract of A).
This is nothing more but a more abstract phrasing of the procedure we followed in
Section 4.5.2.1 to build, from a family of measures µ#A satisfying a conformal covariance
property, a family of loop measures on all Riemann surfaces. In this abstract language, the
SLE2 loop measure we built corresponds to a c-lcc family of measures λΣ with parameter
c = −2.
Theorem 4.1.1. There exists a −2-lcc loop measure.
Proof. By the procedure described above, the existence of a −2-lcc loop measure λΣ
is a direct consequence of Proposition 4.5.4. Note that we directly constructed the family of
scalar measures µΣ corresponding to λΣ via the trivializations sΣ in Proposition 4.5.7. 
The family of scalar measures µΣ that can be obtained from a given c-lcc loop measure
λΣ is in no way unique. The trivializations sΣ we used have a nice property: for any annulus
A, the measure 1`∈L×(A)dµA(`) is a probability measure. However, such a requirement is
far from characterizing µΣ uniquely (or even the measures µ
#
A for that matter). Other
choices of trivializations of the determinant line bundle would yield a family of scalar
measures satisfying a restriction covariance property with a cocycle M̃ differing from M by
a coboundary.
In particular, we could have built other natural families of scalar measures µΣ with a
restriction property given by a cocycle M̃ corresponding to some other regularization of
masses of Brownian loops (recall Remark 4.2.31). For example, Wendelin Werner’s SLE8/3
loop measure ([88]) provides a probabilistic regularization of the Brownian loop measure.
Another regularization was introduced by Field and Lawler in [32]; their method would
add a tensorial dependency at a marked interior point.
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CHAPTER 5
On the Kontsevich-Suhov cohomology of loops
5.1. Motivation
We are interested in certain families of measures µΣ indexed by Riemann surfaces,
where µΣ is a measure on the set of simple loops ` on Σ. We ask for such a family to be
independent of a choice of coordinates on the Riemann surface, and to satisfy a restriction
property of the following kind: if Σ1 ⊂ Σ2 are two Riemann surfaces, then
µΣ1 = µΣ2e
fµ(`,Σ1,Σ2)1`⊂Σ1 ,
where fµ(`,Σ1,Σ2) is a priori an arbitrary function (see e.g. [50]). We are interested in
classifying all possible functions fµ than can appear in this way.
Note that given a family of measures µ and a coordinate-invariant function g(`,Σ)
(defined on the set of loops ` included in the surface Σ), we can define another family of
measures ν by ν = egµ. We then have fν(`,Σ1,Σ2) = fµ(`,Σ1,Σ2) + g(`,Σ1)− g(`,Σ2).
We are then led to consider the following problem.
5.2. Cohomology of loops
We consider triplets (`,Σ1,Σ2) with ` ⊂ Σ1 ⊂ Σ2, where ` is a simple loop i.e. the image
of a circle by an injective continuous map considered up to reparametrization (including
rerooting and orientation switching) and Σ1 and Σ2 are (not necessarily compact) Riemann
surfaces of finite topological type.
We call a function f(`,Σ1,Σ2) a cocycle if:
• f is an additive cocycle
• f is conformally invariant (coordinate-independent)
• f is continuous in ` for the topology of uniform convergence up to reparametriza-
tion
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We call a function f(`,Σ1,Σ2) a coboundary if there exist a function g(`,Σ) on config-
urations ` ⊂ Σ such that:
• f(`,Σ1,Σ2) = g(`,Σ1)− g(`,Σ2)
• g is conformally invariant (coordinate-independent)
• g is continuous in ` for the topology of uniform convergence up to reparametriza-
tion
The question is then, given a cocycle f , whether it is a couboundary g(`,Σ1)−g(`,Σ2).
Note that whenever such a g exists, it is unique up to a global additive constant, and thus
we can always assume that g(S1,CP1) = 0.
Conjecture 5.2.1. The cohomology space of cocycles quotiented by the space of
coboundaries is one-dimensional.
In the following, we prove that this cohomology space is at least one-dimensional
(Proposition 5.2.6), and that the obstruction lies in the regularity of g (Proposition 5.2.5).
Definition 5.2.2. We call a configuration f(`, A1, A2) essential if A1 A2 are conformal
annuli, and if ` is homotopically non-trivial in both annuli.
We will moreover say that a loop ` (living on a surface Σ) is analytic, if we can find an
annular neighborhood A of ` in Σ such that (`, A) is conformally equivalent to (S1, φ(A))
by some conformal isomorphism φ. This definition coincides with the usual definition
of analytic curves. We call a configuration (`,Σ1,Σ2) analytic if ` is, regardless of the
roughness of the embedding ∂Σ1 ⊂ Σ2.
Proposition 5.2.3. If f is a coboundary for essential configurations, then f is a
coboundary.
Proof. By assumption, we have functions g(`, A) defined for essential configurations
` ⊂ A.
We do not have a choice in the definition of g(`,Σ): given ` ⊂ Σ, we pick an annulus
A around ` and we need that g(`,Σ) = g(`, A)− f(`, A,Σ).
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• The function g thus defined does not depend on the choice of the annulus A : for
a configuration ` ⊂ A′ ⊂ A, we have that
g(`, A′)− f(`, A′,Σ)− g(`, A) + f(`, A,Σ) = g(`, A′)− g(`, A) + f(`, A,Σ)− f(`, A′,Σ)
= f(`, A′, A)− f(`, A′, A) = 0.
• g is continuous in `
• f and g are related by the coboundary formula

Lemma 5.2.4. If f is a cocycle, the function f(S1, A,CP1) (for configurations where S1
winds non-trivially around the annulus A) only depends on the conformal type of (S1, A).
Proof. We use f to define a one-dimensional real representation (equivalently a mor-
phism to (R,+)) of the group D of analytic diffeomorphisms of the circle.
Pick ψ ∈ D and consider a small enough annular neighborhood A of S1 such that ψ
extends to A as an injective holomorphic map. We then consider the map ρ : D→ R given
by ρ(ψ) = f(S1, ψ(A),CP1)− f(S1, A,CP1).
• the map ρ thus defined does not depend on the choice of A : take an annulus
S1 ⊂ A′ ⊂ A. Then
f(S1, ψ(A′),CP1)− f(S1, A′,CP1)− f(S1, ψ(A),CP1) + f(S1, A,CP1)
= f(S1, ψ(A′),CP1)− f(S1, ψ(A),CP1) + f(S1, A,CP1)− f(S1, A′,CP1)
= f(ψ(S1), ψ(A′), ψ(A))− f(S1, A′, A) = 0.
• the map ρ is a group morphism (this follows from the conformal invariance and
the cocycle property of f).
However, the group D is (algebraically) generated by commutators, and thus does not
admit non-trivial morphisms to abelian groups such as (R,+).
Hence the map ρ is trivial, and the claim follows. 
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Proposition 5.2.5. If f is a cocycle, there exists a (not necessarily continuous) func-
tion g such that f(`,Σ1,Σ2) = g(`,Σ1)− g(`,Σ2) on essential analytic configuration.
Essential configurations being dense, only the continuity of g is missing to imply that
the cohomology space is trivial (and we show later that it is not trivial).
Proof. We fix g(S1,CP1) = 0. We hence need to have g(S1, A) = f(S1, A,CP1) for
all configurations (S1, A) where A is a subset of the Riemann sphere. This is well-defined
thanks to Lemma 5.2.4.
More generally, for an analytic ` ⊂ A, we have to define g(`, A) in the following way:
let us cut a small enough annular neighborhood A′ of ` in A such that (`, A′) is conformally
equivalent (by a conformal isomorphism φ) to a configuration (S1, φ(A′)) where φ(A′) is a
subset of the Riemann sphere. We then need to have g(`, A) = g(S1, φ(A′))− f(`, A′, A)
• The function g thus defined does not depend on the choice of A′ : take an annulus
` ⊂ A′′ ⊂ A′. Then
g(S1, φ(A′))− f(`, A′, A)− g(S1, φ(A′′)) + f(`, A′′, A)
= g(S1, φ(A′))− g(S1, φ(A′′)) + f(`, A′′, A)− f(`, A′, A)
= f(φ(`), φ(A′′), φ(A′))− f(`, A′′, A′) = 0.
• f and g are related by the coboundary formula.

Proposition 5.2.6. The cohomology is non-trivial
Proof. Consider the point in cohomology fSLE2 that is associated to the SLE2 loop
measure µ2 built in [12]. We argue that fSLE2 cannot be a coboundary. Indeed, if it were,





for all Riemann surfaces Σ1 ⊂ Σ2.
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However, the only loop measure (up to global scaling) satisfying the exact restriction
property is the SLE8/3 loop measure µ
8/3 [88], and so ν2 = Cµ8/3. However, the measure
µ8/3 certainly does not belong to the absolute continuity class of µ2, a contradiction. 
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CHAPTER 6
Notes on Sheffield’s quantum zipper
6.1. Introduction
In [83], Sheffield studies quantum surfaces (Riemann surfaces carrying a random met-
ric) that are progressively cut by independent SLE curves. More precisely, on the upper-half
plane, consider the Liouville metric : eγh : dz where h is a Gaussian free field, and draw
on it an independent SLEκ curve η, with κ = γ
2. One can then progressively cut the half-
plane alongside η, and study the law of the domain equipped with a random metric that
one obtains. The initial conditions we started with turn out to give a stationary measure
for this cutting dynamics.
The result of [83] we focus on in these notes states that the reverse time process evolves
deterministically, or in other words, that no information is lost in the (forward) cutting
dynamics. Indeed, one expects that the field h as observed from the left and the right side
of the curve η should be the same on the curve η itself, and it turns out that this is enough
information to recover the original curve after unzipping. However, the free field is a very
irregular object, and formalizing the intuition that its values match up on both sides of
η is not straightforward. This is done by building a measure on η - that Sheffield calls a
quantum time - somehow carrying the information of the values taken by h on η. A key
step in the proof is then to understand the quantum time, which can be seen as a natural
time scale for the cutting procedure.
We will recall the definitions and some basic properties of SLE and the free field in
Section 6.2, before defining the zipper coupling in Section 6.3. We then procede to prove
the main theorem (Theorem 6.3.2) in Section 6.4. Let us point out that a technically
non-trivial step of this result is to control the constant part of the free field during certain
operations. In these note, we partially avoid this work (in the proof of Lemma 6.4.7, which
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is used to deduce Lemma 6.4.6 from Lemma 6.4.5) by assuming a non-trivial statement on
SLE and its natural parametrization.
6.2. Background
6.2.1. Schramm-Loewner evolutions (SLE). For the reader’s convenience and to
fix notation, we recall the definition of SLE.
Chordal Schramm-Loewner evolutions (SLEs) are a one parameter family of confor-
mally invariant random curves defined in simply-connected domains of the complex plane,
with prescribed starting point and endpoint on the boundary.
Let us first give the definition of (forward) SLEκ in the upper half-plane (H, 0,∞). It
is a random curve η : R+ → H, growing from the boundary point 0 to ∞.
Suppose that such a curve η is given to us. Let Hs be the unbounded connected
component of H \ η([0, s]), and consider the uniformizing map gs : Hs → H, normalized at
∞ such that
gs(z) = z + 2as/z + o(1/z).
The quantity as is the so-called half-plane capacity of the compact hull Ks = H \ Hs
generated by η([0, s]). Under additional assumptions1, the half-plane capacity as is an
increasing bijection of R+, and so we can reparametrize our curve by t = as.
With this parametrization, the family of functions gt solves the Loewner differential
equation:  g0(z) = z∂tgt(z) = 2gt(z)−Wt ,
where Wt = gt (η(t)) is the (real-valued) driving function.
Conversely, starting from a continuous real-valued driving function, it is always possible
to solve the Loewner equation, and hence to recover a family of compact sets Kt in H,
growing from 0 to ∞, namely Kt is the set of initial conditions z that yield a solution
gu(z) blowing up before time t. It may happen that the compact sets Kt coincides with
1The curve η needs to be instantaneously reflected off its past and the boundary in the following sense:
the set of times s larger than some time s0 that η spends outside of the domain Hs0 should be of empty
interior.
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the set of hulls generated by the trace of a curve γ, which can in this case be recovered as
η(t) = limε→0 g
−1
t (Wt + iε).
Definition 6.2.1. The process SLEHκ (0→∞) is the curve obtained from the solution of
the Loewner equation with driving function Wt =
√
κBt, where Bt is a standard Brownian
motion.
The law of SLEHκ (0 → ∞) is invariant by scaling. Hence, given a simply-connected
domain (D, a, b) with two marked points on its boundary, we can define SLEDκ (a → b) to
be the image of an SLEHκ (0→∞) by any conformal bijection (H, 0,∞)→ (D, a, b).
We now restrict to values of the parameter κ ≤ 4. The SLE curves almost surely are
simple curves of dimension d = 1 + κ8 [4], and they carry a non-degenerate parametrization
morally given by the Hausdorff measure of dimension d.
Definition 6.2.2 ([59],[57]). The Minkowski content µ of dimension d = 1 + κ8 of the
SLE is called its natural parametrization.
Remark 6.2.3. Given a conformal isomorphism φ : D → φ(D), the Minkowski content
of the SLE transforms as a d-dimensional measure:
µφ(D) = |φ′|dφ?µD.
Let us finally note that SLE curves with their natural parametrizations have the fol-
lowing spatial Markov property:
Proposition 6.2.4. The law of (SLEHκ (0→∞), µH) after a stopping time τ conditioned
on its past has the law of an (SLEHτκ (ητ →∞), µHτ ).
6.2.2. The Neumann free field. We start by recalling general facts before defining
the Neumann free field as the Gaussian on a certain function space.
6.2.2.1. Gaussians. Gaussians are usually associated to vector spaces carrying a non-
degenerate scalar product. However, it is natural to extend this definition in the degenerate
case, by saying that a Gaussian of variance 0 is deterministically 0.
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Definition 6.2.5. The Gaussian on a vector space V equipped with a symmetric
positive semi-definite bilinear form (·, ·) is the joint data, for every vector v ∈ V , of a
centered Gaussian random variable Γv, such that v 7→ Γv is linear, and such that for any
couple v, w ∈ V, Cov(Γv,Γw) = (v, w).
Heuristically, one should think of Γv as being the scalar product (h, v) of v with a
random vector h drawn according to the Gaussian law e−
1
2
(h,h)dh. However, the linear
form v → Γv is (in truly infinite-dimensional examples) a.s. not continuous, and so there
does not exist a vector h ∈ V such that Γv = (h, v) for all v ∈ V . One can nonetheless
try to find such a random object h in a superspace of V : this is the question of finding a
continuous version of Brownian motion, or of seeing the Gaussian free field as a distribution.
Before moving on to defining the Neumann free field, let us recall a useful property.
Proposition 6.2.6 (Cameron-Martin formula). Let us fix a vector m ∈ V and sample
(Γ̃v)v∈V according to the Gaussian law Γ, biased by eΓm .
Then Γ̃ has the law of (Γv + (m, v))v∈V .
In other words, under the biased law, h̃ has the law of h+m.
6.2.2.2. Definition of the Neumann free field. We now fix a smooth simply-connected











of continuous functions f on D that are smooth on D and such that
the Dirichlet norm ||f ||∇ := (f, f)1/2∇ is finite. We denote by H(D) the completion of this
space with respect to the (non-degenerate) metric ||f ||∇ + |f(x0)|, where x0 ∈ D is an
arbitrary point.
Definition 6.2.7. The Gaussian free field with Neumann boundary conditions on D
(or Neumann free field) is the Gaussian on the space H(D) equipped with the Dirichlet
scalar product (·, ·)∇. It is the joint data, for any function f ∈ H(D), of a random variable
Γf .
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Remark 6.2.8. The Dirichlet product being conformally invariant, so is the Neumann
free field.
6.2.2.3. The Neumann free field as a random distribution. In order to see the Neumann
free field Γ as a random distribution h, i.e. to be able to write Γf = (h, f)∇, we are looking





for every test function (i.e. smooth and compactly supported function) g. Let ∆ = ∂2x+∂
2
y
be the Laplacian, and ∂n denotes the outward normal derivative on the boundary. If H is
a regular enough distribution, and f is a smooth enough function, then Green’s formula
holds:




If we can solve the Poisson problem with Neumann boundary conditions for a fixed smooth
function g, i.e. if we can find a function f so that ∂nf = 0 on ∂D∆f = g on D,
we can then tentatively define (h, g) in formal agreement with Green’s formula (15) by
(h, g) := −Γf .
Proposition 6.2.9. The Poisson problem with Neumann boundary conditions admits
solutions if and only if the function g satisfies the integral condition
∫
D g = 0. The solution
is then unique up to an additive constant.
Proof. Assuming a solution f for the Poisson problem exists, applying Green’s for-
mula (15) with H being the constant function 1 yields the integral condition
∫
D g = 0.
We now show that solutions exist provided the integral condition holds. By conformal
covariance, it is enough to solve the Poisson problem in the upper half-plane H. This can
be achieved by using the fundamental solution









is a solution of the Poisson problem, as, in particular the normal derivative ∂nf on the
boundary is a Dirac mass at ∞, of total mass
∫
H g.
Let us now consider f1 and f2 two solutions for the same Poisson problem. Then, for
any function H ∈ H(D), Green’s formula yields (H, f1 − f2)∇ = 0. In particular f1 − f2 is
of zero Dirichlet norm, so is a constant. 
In terms of finding a distributional representation h of the Neumann free field Γ, Propo-
sition 6.2.9 implies that we only have a natural way to define the pairing (h, g) for test
functions g such that
∫
D g = 0. In other words, the distribution h is canonically defined
only in the space of distributions modulo constants. On the other hand, with h is defined
in this way, we can a posteriori check consistency with Green’s formula (15).
Remark 6.2.10. The (up to constant) distribution h is almost surely regular enough
so that for a smooth function f , the integral
∫
∂D h∂nf is well-defined, and vanishes when
∂nf is identically zero on the boundary ∂D. This can be seen by considering the trace of
the field on the boundary, as in [27, Section 4.3].
6.2.2.4. Choice of constant for the field. Even though there is no canonical choice of
a distribution h representing the Neumann free field, we can still make some choice for h
and thus fix the constant. This is done by picking a function g0 of non-zero mean, and
by deciding that (h, g0) should have a certain joint distribution with the set of random
variables (h, g) where g runs over all test functions. However, none of these choices will
preserve the conformal invariance of the field.
In the following, unless otherwise noted, we will always assume that some choice of
constant for the Neumann free field has been made.
6.2.2.5. Covariance.
Definition 6.2.11. The pointwise covariance of the field is a choice of generalized
function K(x, y) that represents the bilinear form (g, g̃) 7→ E[(h, g)(h, g̃)], where g and g̃
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are mean-zero test functions:∫
z,w∈D
g(z)K(z, w)g̃(w)dzdw := E[(h, g)(h, g̃)].
In the upper-half plane H, the covariance is given by Green’s function (16).
6.2.3. Liouville quantum gravity (LQG).
6.2.3.1. Quantum surfaces. The goal of Liouville quantum gravity (LQG) is to study
quantum surfaces, i.e. complex domains carrying a natural random metric - the Liouville
metric. This Liouville metric is of the form eγhg where g is some metric compatible with
the complex structure, and h is a field related to the Neumann free field. However, the
exponential eγh of the free field is ill-defined and building the Liouville metric is not yet
understood in general. We can however build as chaos measures (see Section 6.2.5) certain
Hausdorff volume measures associated with the Liouville metric.
The field h only appears as a tool to construct the Liouville metric and objects related to
it in fixed coordinates, and hence should change appropriately when we change coordinates,
so that the geometric objects are left unchanged.
Definition 6.2.12. Given a conformal isomorphism φ : D → φ(D) between complex
domains, the Liouville coordinate change formula is given by:
hφ(D) = hD ◦ φ−1 +Q log |φ−1
′|,
where Q = γ2 +
2
γ .
Natural volume measures are then invariant under this change of coordinates (Propo-
sition 6.3.3). We call quantum surface a class of field-carrying complex domains (D,h)
modulo Liouville changes of coordinates. A particular representative (D,h) of a given
quantum surface is called a parametrization.
6.2.3.2. The circle-average coordinates. Let us consider a quantum surface (H, h, 0,∞)
with two marked points. It will be sometimes convenient to work in fixed coordinates,
independent of a normalization at∞. In order to do so, let us note that the Dirichlet space
H(H) admits an orthogonal decomposition Hr⊕Hm for the Dirichlet product, where Hr is
the closure of radially symmetric functions f(| · |), and Hm is the closure of functions that
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are of mean zero on every half-circle CR = {z ∈ H, |z| = R}. Any field h correspondingly
split as a sum hr + hm.
Note that the Liouville change of coordinates corresponding to a rescaling of the half-
plane by a factor eC is given by
hC(·) = h(e−C ·)−QC.
In particular, the average of the rescaled field hC on the unit half-circle is given by
hrC(0) = h
r(e−C)−QC.
Definition 6.2.13. The circle-average coordinates of a quantum surface (H, h, 0,∞)
is its unique parametrization (H, ĥ, 0,∞) such that
inf{C ∈ R|ĥr(e−C)−QC ≤ 0} = 0.
Note that this is well-defined as soon as the function C 7→ hr(e−C) − QC diverges to
+∞ (resp. −∞) when C goes to −∞ (resp. +∞).
6.2.4. Wedge fields.
6.2.4.1. The radial part of the free field. Before defining the wedge field, we make some
observations about the Neumann free field. Recall that a Neumann free field h splits as
the sum hr + hm of its radial component with a mean-zero component on each half-circle.
If one fixes the constant of the field by requiring that hr(1) = 0, the components hr and
hm are independent. Moreover, the law of the radial component hr(e−
t
2 ) can be explicitly
computed (see the related [30, Proposition 3.3]): it is a double-sided Brownian motion














are independent standard Brownian
motions. Indeed, with mR being the uniform measure on the upper half-circle of radius R
around 0, and radii 0 < R1 < R2, we see that




(mR1 −m1)(dz)G(z, w)(mR2 −m1)(dw)
= 2 log |R2/R1| .
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Moreover, note that adding a drift at to hr(e−t) corresponds to adding the function−a log |·|
to the field.
6.2.4.2. Definition of the wedge field. We now define, in the upper half plane H, an
object closely related to the Neumann free field: the wedge field. Let us fix some real
number α < Q = γ2 +
2
γ .
Definition 6.2.14. The α-wedge field is a random distribution that splits in Hr⊕Hm
as an independent sum hW = h
r
W + h
m, where hm is as for the Neumann free field, and
hrW (e
−t) has the law of At, as defined below.
For t > 0, At = B2t + αt, where B is a standard Brownian motion started from 0. For
t < 0, At = B̂−2t+αt, where B̂ is a standard Brownian motion started from 0 independent
of B and conditioned on the singular event
At −Qt = B̂−2t + (α−Q)t > 0
for all negative times t.
Proposition 6.2.15. Let (Bt)t∈R be a double-sided standard Brownian motion, and




inf{t ∈ R|B2t + (α−Q)t+M ≤ 0}.
Then the process
(B2TM+2t + αt+M)t∈R
converges in law towards (At)t∈R as M tends to +∞
Proof. Note that, for large M , the time TM equals with high probability the first




inf{t ≥ 0|B2t + (α−Q)t = −M}.
The claim follows. 
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Proposition 6.2.16. Let h = h̃ + a log | · | where h̃ is a Neumann free field with an
arbitrary choice of constant, and let hW be an α-wedge field in H. Let K be a compact
subset of the punctured half-disk {z ∈ H, 0 < |z| ≤ 1}. There exists a random constant c
such that h and hW + c are absolutely continuous on K.
Proof. Without loss of generality, we can fix the constant of the Neumann free field
h̃ as we see fit: we ask that its radial component satisfies hr(1) = h̃r(1) = 0. Let us also
define a field ĥ := hW + c, where hW is a wedge field, and where the random constant c is
chosen such that ĥr(2b) = 0.
The two fields ĥ and h are absolutely continuous on K: their Hm components have
same law, and their independent Hr components ĥr(e−
t
2 ) and hr(e−
t
2 ) for positive times
have the law of drifted Brownian motions started from 0, with possibly different drifts. 
6.2.4.3. The wedge field as a scaling limit.
Lemma 6.2.17. Consider the field h = h̃ − α log | · |, where h̃ is a Neumann free field
with an arbitrary choice of constant and α < Q. Then h + M converges in law towards
the α-wedge field hW as M goes to ∞, in the sense of convergence on compact sets in
circle-average coordinates.
Proof. We first assume that the constant of the Neumann free field is fixed such
that hr(0) = 0. Going to circle-average coordinates after adding a constant M to the
field h amounts to zooming in towards 0, with a random scaling factor depending on hr
alone, that almost surely goes to ∞ as M goes to ∞. The space Hm equipped with the
Dirichlet scalar product is invariant by scaling, and so the law of the Hm component is
left unchanged by this operation and is independent of the Hr component. The rescaling
operation acts explicitly on the space Hr, and under this operation, double-sided Brownian
motion converges towards the process A (see Proposition 6.2.15).
We go back to the general case. A general choice of constant for h̃ can be written
as the previous choice plus some random variable c depending on hr and hm. However,
the σ-algebra generated by the information contained in an arbitrary neighborhood of the
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origin is trivial, and so c tends to be independent of the picture we look at in the scaling
limit M →∞. 
Corollary 6.2.18. The law of an α-wedge field is invariant as a quantum surface (i.e.
up to a Liouville change of coordinates) when one adds a deterministic constant to the
wedge field.
6.2.5. Chaos measures. We now explain how to associate natural measures to a
field h.
6.2.5.1. Definition. Given a field h and a reference measure σ, one can build interesting
random measures : eγ̃h : σ called chaos measures, that were first studied for their multi-
plicative structure. The field h is usually too irregular for its exponential to make sense,
and so defining chaos requires some renormalization.
Let σ be a Radon measure whose support has Hausdorff dimension at least d, and let
h be a Gaussian field with covariance K blowing up like − log, meaning that we have, for
any point z in the support of σ,
K(z, z + δ) = − log |δ|+O|δ|→0(1).
We can then build non-trivial chaos measures σ[γ̃, h] for values of the parameter 0 < γ̃ <
√
2d (see [16] and references therein).
Let us first define these chaos measures in the upper half-plane H, when the field h is
of the form h̃+m, where h̃ is a Neumann free field, and m is a smooth function.
Definition 6.2.19. The γ̃-chaos of a Radon measure σ with respect to the field h is
defined in the following way. For a measure σ supported in the bulk H, and γ̃ <
√
2d:







and for a measure σ supported on the boundary R and γ̃ <
√
d (the covariance of h blows
up like −2 log on the boundary):








where (θεz, h) is some ε-regularization of the field h by a smooth test function θ
ε
z(·) of total
mass one and of fixed shape, and supported on the ball (in the bulk case) or on the half-ball
(in the boundary case) of radius ε around z.
For example, one can fix a radially-symmetric smooth function θ1i of total mass 1









Remark 6.2.20. Note that, if m is a smooth function, then
σ[γ̃, h+m](dz) = eγ̃mσ[γ̃, h](dz).
As the chaos measures defined above are non-atomic, we can extend the previous definition
when the mean m of the field is singular, for example when m = a log | · |.
Remark 6.2.21. The theory of chaos measure was developed in the context of Gaussian
fields. However, chaos are also well-defined for the Neumann free field with a non-Gaussian
choice of constant: indeed such a field can be written as the sum of a Gaussian field and
a random constant. Moreover, one can build chaos measures for wedge fields, by local
absolute continuity (Proposition 6.2.16).
6.2.5.2. The Cameron-Martin formula for chaos measures. In this section, we want to
describe the law of a Neumann free field biased by the total mass σ[γ̃, h](H) of a certain
chaos measure. In order for the choice of constant for the field to not matter, we introduce
a compensation that takes the form of an additional bias of the form e−γ̃(ρ,h) for a non-
negative test function ρ of total mass 1, i.e. such that
∫
H ρ = 1.
Let σ be a bulk-supported finite measure on H and γ̃ > 0 be, such that the chaos σ[γ̃, h]
is non-trivial for h a Neumann free field. Let dh denote the law of the Neumann free field
on H with some arbitrary choice of constant. Let us also consider the probability measure
M(dz) := Z−1E[e−γ̃(ρ,h)σ[γ̃, h](dz)],
where Z is a normalization constant.
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Lemma 6.2.22. A couple (h, z) sampled according to
Z−1dh(h)e−γ̃(ρ,h)σ[γ̃, h](dz)
can also be described in the following way. First, one samples z according to the measure





where h̃ is a Neumann free field (with a complicated choice of constant that can depend
on z), and G is the Green’s function (16).
Proof. Let us consider the ε-approximation of the chaos measure:














(which tends to M(dz) as ε goes to 0), and conditionally on z, sampling a field according
to eγ̃(θ
ε
z−ρ,h)dh. This last step can be understood by Cameron-Martin as sampling a field
according to dh and then adding to it the function∫
H
γ̃(θεz(w)− ρ(w))G(w, ·)dw,






6.3. The zipper coupling of LQG and SLE
From now on, we work in the upper half plane (H, 0,∞), and we tune LQG and SLE













φt0(z) = z +Oz→∞(1)
h0
ht = h0 ◦ φ0t +Q log |φ0t
′|
Figure 6.1. The capacity zipper
6.3.1. The capacity zipper. The capacity zipper (ht, ηt)t≥0 is a process of pairs
consisting of a distribution and a curve. The curve η0 is an SLEκ (parametrized by half-
plane capacity) sampled independently of a field h0 which has the law of h̃ + 2γ log | · |,
where h̃ is a Neumann free field (with some arbitrary choice of constant). The process
evolves by deterministically unzipping the SLE (see Figure 6.1): for a time t > 0, call
φt0 : H\η0([0, t])→ H the uniformizing map normalized at∞ so that φt0(z) = z+Oz→∞(1)
and φt0(η
0(t)) = 0, and let φ0t be its inverse. The curve η
t is then the simple curve









and the field ht is given by the Liouville change of coordinates
ht := h0 ◦ φ0t +Q log |φ0t
′|.




Proposition 6.3.1 ([83, Theorem 1.2]). The capacity zipper (ht, ηt)t≥0 has stationary
law, when the fields ht are seen as distributions up to a constant.
In particular, we can naturally extend the capacity zipper by stationarity to a (station-
ary up to constant) process (ht, ηt)t∈R, as the choice of constant for h0 can be propagated
to negative times.
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Proof. We only sketch the proof here, and refer to [83] for details.
Let us fix a time t > 0. The curve ηt is an SLE independent of h0 and η0([0, t]), so in
particular of ht = h0 ◦ φ0t + Q log |φ0t
′|. We thus only need to show that the field ht is a
Neumann free field.




log |φt−st (z)|+Q log |(φt−st )′(z)|,
whose quadratic covariations are explicit:
(17) d 〈Ms(z),Ms(w)〉 = −dGs(z, w),
where Gs is Green’s function in the domain H \ ηs([0, t− s]) = φt−st (H), i.e.





Now, note that we can rewrite the field ht as
ht = h0 ◦ φ0t +Q log |φ0t
′| = Mt + (h0 −M0) ◦ φ0t ,
which is the sum of the log singularity M0 plus an η
0-measurable centered random variable
B = Mt −M0 plus a random variable N = (h0 −M0) ◦ φ0t .
We now prove that (the up to constant part of) the field ht−M0 is a centered Gaussian
field of covariance given by Green’s function G. In other words, we now show that, for any











From the covariation computation (17), we see that (B, ρ) = Mρt −Mρ0 has the law of an




ρ(z) (G(z, w)−Gt(z, w)) ρ(w)dzdw.
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Moreover, conditionally on the curve η0, the up to constant part of the field N = (h0 −
M0) ◦φ0t is a centered Gaussian of covariance Gt. In particular, the random variable (N, ρ)





Now, note that if BT is the value taken by Brownian motion at a stopping time T ≤ 1, and
N is conditionally on B a centered Gaussian of variance 1−T , then (BT , N,BT +N) has the
law of (BT , B1−BT , B1). In particular, the random variable (ht−M0, ρ) = (B, ρ) + (N, ρ)
is a centered Gaussian of variance given by (18)=(19)+(20). 
The main result of [83] is the following. We postpone its proof to Section 6.4.
Theorem 6.3.2 ([83, Theorem 1.4]). The zipping up dynamics (h−t, η−t)t∈R on the
capacity zipper almost surely evolves deterministically.
6.3.2. Some volume measures for the zipper. We can build several natural chaos
measures (Figure 6.2) from a fixed time frame (ht, ηt) of the capacity zipper.





, a chaos on the Lebesgue measure λ on
R.





on the natural parametrization µt of the SLE ηt.
Note that these measures depend on the normalization of the free field: adding a random




Proposition 6.3.3. The boundary Liouville measure and the γ/2-chaos on the natural
parametrization are invariant by Liouville change of coordinates This includes invariance

























Proof. We only prove (ii). The other claims are proved similarly. Recall that the
dimension of SLE is given by d = 1 + γ
2











Figure 6.2. Under the unzipping operation, the natural volume measures
on the curve and on the boundary are preserved: Proposition 6.3.3 (i) and
(ii) respectively claim that the red (resp. blue) regions carry the same
measure. On the purple regions, the natural measures on the curve and on
the boundary coincide (Proposition 6.4.1) .





















































































s ◦ φst )
is a Gaussian of variance o(1) as ε goes to 0. This is seen in the following way: with












and G being Green’s function, one has that∫
H2
Fε(w)G(w, y)Fε(w)dwdy = oε(1).

6.4. The zipping operation is deterministic
6.4.1. Proof of the main theorem (Theorem 6.3.2). The main theorem will be
a consequence of the following result, which is in the line of ideas from [8] (see Figure 6.2).
Proposition 6.4.1. Let (ht, ηt)t∈R be a capacity zipper. The following identity holds














where C is a universal constant2.
By symmetry, we deduce the following.
Corollary 6.4.2 ([83, Theorem 1.3]). The push-forwards on the SLE curve of the














We can now prove that the zipping up process (h−t, η−t)t∈R evolves deterministically
(Figure 6.3).
Proof of Theorem 6.3.2. Let us fix a time t > 0. Let η̃ denote the range of a simple
curve in H starting from 0, of half-plane capacity t. Consider the conformal map φ̃ from
the upper half-plane H to H \ η̃ normalized so that φ̃(z) = z + Oz→∞(1) and φ̃(0) is the
























Figure 6.3. From the field ht, we can construct a bijection between the
negative and positive half-lines, by associating to each boundary point x− ∈




of these couples (x−, x+) should be mapped to a same point η0(s) by the
zipping map φ0t . It turns out that the data of this bijection is enough to
completely recover the map φ0t and the curve η
0([0, t]).
By Corollary 6.4.2, the map φ0t satisfies this property, and we only need to show that any
map φ̃ satisfying the above property has to be equal to φ0t . Indeed, this would imply that
the map φ0t is determined by h
t. The couple (h0, η0) can then be easily recovered from the
data of (ht, ηt, φ0t ).
Let us then consider the map f = φ̃ ◦ φts where the time s ∈ (−∞, t) is such that
f(0−) = 0−. We see by (21) that the map f is a continuous bijection of H. The map
f is moreover conformal off the SLE curve ηs([0, t − s]). However, SLE is removable
[45, 78], which implies that the map f is conformal on the whole of H, hence a Moebius
transformation. From the behavior of f at ∞ and 0, we see that f is the identity. In
particular, ηs([0, t− s]) = η̃. By comparing the half-plane capacities of the two curves, we
see that t− s = t, i.e. s = 0. 
We still need to prove Proposition 6.4.1. In order to be able to make use of the
stationarity of the unzipping dynamics, one has to modify the zipper coupling so that the
volume measures `[γ2 , h] and µ[
γ
2 , h] are stationary, and not only up to a scaling constant.
One can achieve this by considering a quantum zipper on a (γ − 2γ )-wedge field hW .
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6.4.2. Unzipping wedges: the quantum zipper. The quantum zipper (htW , η
t)t≥0
is a process of pairs consisting of a distribution and a curve. The initial conditions are
given by a (γ − 2γ )-wedge field h0W , and an independent SLEκ curve η0, that we choose to
parametrize by the chaos µ0[γ2 , h
0









The quantum zipper evolves by deterministically unzipping the curve η0 according to the
time clock µ0[γ2 , h
0
W ], and applying the Liouville change of coordinates to transform the












W ◦ φ0t +Q log |φ0t
′|.
Proposition 6.4.3 ([83, Theorem 1.8]). The quantum zipper (htW , η
t)t≥0 has station-
ary law, when the fields are considered up to Liouville changes of coordinates.
Remark 6.4.4. We built two stationary processes. In the capacity setting (Proposition
6.3.1), we fix coordinates on H through a normalization at∞, and the field up to a constant
is invariant in law. In the quantum setting (Proposition 6.4.3), we keep track of the constant
of the field. The time-parametrization of the zipper is coordinate-invariant, in particular
invariant by scaling (Proposition 6.3.3). The law of the field as a quantum surface (i.e. up
to change of coordinates) is invariant in law .
We will deduce Proposition 6.4.3 from its analog for the capacity zipper, Proposition








on the law of the capacity zipper, and sampling a point z on the curve η0 according to
the chaos measure µ0[γ2 , h
0]|η0([0,1])(dz). The quantum zipper can then be recovered by
unzipping the curve η0 all the way to the marked point z, and subsequently zooming in at
0. We need to introduce a second bias of the form e−
γ
2
(ρ,h) for technical reasons, namely
so that the choice of constant of the field h0 has no effect. We hence choose a non-negative
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test function ρ of total mass 1, that is supported on a compact set at distance say at least
10 from the real line, so that it is almost surely disjoint from η0([0, 1]). For any real β ≥ 1,
we also define the rescaled test function ρβ(w) = β
−2ρ(wβ ).













where Z is a normalization constant. We also sample a point z on η0 proportionally to
µ0[γ2 , h
0]|η0([0,1])(dz), and let Tz be the time such that φ
Tz
0 (z) = 0.
Lemma 6.4.5. As the parameter β goes to ∞ alongside a well-chosen subsequence, the





log | · |,
where the up to constant part of h̃ is a Neumann free field independent from the curve.
In the rest if this section, ĥ will exclusively stand for a Neumann free field defined up
to a constant. We first prove the following:
Lemma 6.4.6. The couple (hTz , ηTz) (with hTz seen as a distribution up to constant)
converges in law when β goes to ∞ towards an SLEκ curve together with an independent





log | · |.
Proof. Let us first note that the Markov property of SLE implies that the curve
ηTz is an SLEκ independent from the field h
Tz . Indeed, note that under the biased law,
conditionally on h0, the time Tz is a stopping time for the filtration generated by η
0. Hence,
the claim will follow if we understand the law of the field hTz as β goes to ∞.
Let us now fix an integer n, and let us cut the interval [0, 1) into n consecutive intervals
In,l := [l/n, (l+1)/n). We call k the integer in {0, 1, · · · , n−1} such that the point z belongs
to η0(In,k), and let Tn := k/n. The (biased) law of (h
Tn , ηTn , z) can be sampled as follows:
let k be uniformly chosen integer between 0 and n − 1, and unzip an (unbiased) couple
(h0, η0) until time Tn. Then, bias the resulting couple (h















The point y = φTn0 (z) can finally be picked according to µ
Tn [γ2 , h
Tn ]|ηTn ([0,1/n])(dy).


















Let us first bias by αn only. By Lemma 6.2.22, the (up to constant) field h
Tn biased by αn











where the point y belongs to ηTn([0, 1/n]). We now let n go to ∞ so that the time Tn goes
to Tz. Note that, the diameter of η
Tn([0, 1/n]) almost surely goes to 0 as n goes to ∞.










As for any almost sure property, it also holds under any biased law. As a consequence,
the point y almost surely goes to 0. The (up to constant) law of hTn biased by αn hence

















ρβ(w) (G(w, x)−G(w, 0)) dw
∣∣∣∣ = oβ→∞(1).
In other words, the term −γ2
∫
H ρβ(w)G(w, ·)dw is negligible (up to a constant) in the limit
β →∞.
We prove in Lemma 6.4.7 below that, under the law of (hTn , ηTn) biased by αn, the
additional bias α̃n is uniformly integrable and converges almost surely towards 1 as first n
then β go to ∞, and this concludes the proof. 
Lemma 6.4.7. With the notations of the proof of Lemma 6.4.6, under the law of the
quantum zipper biased by αn, the random variable α̃n is uniformly integrable in n, β and
almost surely converges to 1, uniformly in n as β goes to ∞.
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Proof. We only show uniform integrability, as the convergence to 1 is slightly easier
and follows from similar estimates. This proof assumes that a non-trivial statement about
SLE and natural parametrization holds.












(ρβ ,Q log |φ0Tn
′|).
The second term of the product in the right-hand side is a geometric term which can be
deterministically bounded.
The goal is then to show uniform integrability of the quantity
N(n, β) = (|φTn0
′|2ρβ ◦ φTn0 − ρβ, h0)
under the law of the capacity zipper biased by an ε-approximation of the chaos:


















under the biased law by























8 cancels out with the normalization factor, and the quantity (ρβ, Q log |φ0Tn
′|)
can be deterministically bounded.





N′(n, β, ε, z) = (θεz − |φTn0
′|2ρβ ◦ φTn0 , h0).
We now condition on η0. The random variables N(n, β) and N
′(n, β, ε, z) are jointly Gaus-
sians. By Cameron-Martin, N(n, β) has the law of
Ñ(n, β, ε, z) = (|φTn0













(y)|2ρβ ◦ φTn0 (y)− ρβ(y)
)
dwdy,
where h0 is a Neumann free field.
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Note that in the second term of (22), the two functions we integrate against G are of
mean zero. Moreover, G(βw, βy) = −2 log β+G(w, y). Hence, the second term of (22) can























Let d be the diameter of η0([0, 1]). We will bound (23) by a quantity depending on d
only. On the complementary of this event, and we have that |x| and |z| are of order at
most d, where x is the real number (depending on n and on the SLE) such that φTn0 (w) =
w + x+ o∞(1).
Let D be twice the maximum distance to 0 of points in the support of ρ. We can find
a deterministic compact subset K ⊂ H such that, on the event d ≤ D, the supports of the
functions ρnβ(·) and θ
ε/β
z/β for ε ≤ 1 are included in K.
Moreover, note that by choosing ρ with support at distance 10 from the real line, we
ensured that points in the support of one of the ρnβ are at a distance no less than 5 than
points in the support of one of the θ
ε/β
z/β , as long as ε ≤ 1. This allows to look only at the
off-diagonal (i.e. negative) part of G when trying to bound terms of the form
∫
θGρ.
We hence see that when d ≤ D, the quantity (23) can be bounded by:
M := 2 sup
K×K
(−G ∨ 0) + sup
K







∣∣∣ρnβ∣∣∣ can be bounded by a constant depending on sup |ρ| only. When d ≥ D′,
we can bound (23) by M + 10 log d.
We assume that the probability that the diameter d of η0([0, 1]) is larger than some





















decreases faster than any polynomial in D.
Together with the estimate on the tail of the law d, we get the wanted uniform inte-
grability of the exponential of the second term of (22).
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The first term of (22), (|φTn0








This variance can be controlled as above in a way such that (|φTn0
′|2ρβ ◦ φTn0 − ρβ, h0) is
seen to be uniformly integrable. This concludes the proof. 
Proof of Lemma 6.4.5. The claim follows from tightness in β of hTz under the law
of the biased capacity zipper. By Lemma 6.4.6, the law of hTz up to a constant is tight.
However, the law of hTz can be seen as a coupling of hTz up to a constant with (hTz , ρ1).
As the set of all couplings of tight random variables is itself tight, it is enough to show
that (hTn , ρ1) is tight in (n, β). This follows from the proof of Lemma 6.4.7, which shows
tightness of the random variable (hTn , ρ1) − (h0, ρ1) under the law of the capacity zipper
biased by αn, together with uniform integrability of the additional bias α̃n. 
Proof of Proposition 6.4.3. Let us consider a (γ− 2γ )-wedge field and an indepen-
dent SLE (h0W , η̂
0). We want to show that for any fixed a > 0, the couple (haW , η̂
a) obtained
by unzipping the picture by a units of µ0[γ2 , h
0




In the setup and with the notations of Lemma 6.4.5, consider ε = e−
γ
2
Ma where M is









By Lemmas 6.2.17 and 6.4.5, (hTz +M,ηTz) converges in law to (h0W , η̂
0) when β first goes
to ∞ along a well-chosen subsequence, and we then let M go to ∞. As a consequence, the
couple (hTz +M,ηTz , hTzε +M,ηTzε ) converges in law to (h0W , η̂
0, haW , η̂
a).
On the other hand, the laws of (h0, η0, z) and (h0, η0, zε) are at a total variation distance
of order ε, that goes to 0 when M goes to ∞. Hence, (hTz +M,ηTz) and (hTzε +M,ηTzε )
have the same limit in law as M goes to ∞. In other words, (haW , η̂a) has the law of
(h0W , η̂
0). 
6.4.3. The push-forward of the Liouville boundary measure is a chaos on the
natural parametrization (Proof of Proposition 6.4.1). We first prove the analog of
Proposition 6.4.1 for the quantum zipper.
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Proposition 6.4.8. Let us consider the quantum zipper (htW , η
t)t∈R. Then, for any














where C is a universal constant.





+)]) be the right-hand side Liouville boundary
mass of the part of the SLE path that has been unzipped between times 0 and t. Note














On the other hand, by stationarity of the quantum zipper up to Liouville change of co-
ordinates (Proposition 6.4.3), and by invariance of volume measures under such changes





+)]) has stationary law. By the Birkhoff
ergodic theorem, the quantity m(n)n almost surely converges towards a random variable
C(ω), for integer times n going to∞. The function m(t) being monotone, this implies that
m(t)
t converges towards C(ω) as the time t goes to ∞.
Let us spell out the previous statement: there is a random variable C(ω) such that for






Let us now add a constant 2γ log
τ
T to the field h
0
W , where τ > 0 is an arbitrary small time.
The law of the quantum zipper is preserved (Corollary 6.2.18), but the time scale t and
the quantity m(t) are both scaled by τT . Hence, for any ε > 0, for any time τ > 0, with





In other words, m(t) = C(ω)t for all positive times. The random constant C(ω) is then
measurable with respect to the curve and the field in any neighborhood of 0. However, the
corresponding σ-algebra is trivial, and the constant C(ω) is hence deterministic. 
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Remark 6.4.9. Chaos measures are only defined almost surely. However, the fields
htW at different times are related through the Liouville change of coordinates formula, and
so it is almost surely possible to define simultaneously all chaos `[γ2 , h
t




in such a way that the statements of Proposition 6.3.3 (i) and (ii) hold for all couples of
times s < t. As a consequence, we can assume that Proposition 6.4.8 almost surely holds
simultaneously for any couple of times s < t.
Proof of Proposition 6.4.1. We now consider the capacity zipper, and show that
the chaos on the natural parametrization and the push-forward of the right-sided Liouville














where ε is a small parameter, and T is the first time such that η0 exits the ball of radius
1 around the origin:
This is enough, as we can rescale the initial conditions of the capacity zipper to make
any fixed interval of η0 appears before the exit time of the ball of radius 1 (at the cost of
changing the law of the constant of the field h0).
Let us consider a quantum zipper (htW , η̂
t)t≥0 such that h0W is in circle-average coor-
dinates, and η̂0 = η0, i.e. such that η̂t is a time-reparametrization of ηt. Let τ be the
random time such that η̂τ = ηT . We unzip η0 by φ̂τ0 = φ
T
0 . By Remark 6.4.9, even though














We now condition on η0([0, T ]). The unzipping operation is deterministic given the
curve η0, and so whether (24) holds is determined by the sample of the field at time 0 in
any neighborhood of η0([ε, T ]). By Proposition 6.2.16, there exists a random constant c
such that h0 and h̃ := h0W + c are absolutely continuous on a neighborhood of η
0([ε, T ]).
The identity (25) also holds for h̃, as adding a constant c amounts to multiplying both
sides of the equality by e
γ
2
c. By absolute continuity of h0 and h̃, we thus see that (25)
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Boston, MA, 1999.
[7] Itai Benjamini, Russell Lyons, Yuval Peres, and Oded Schramm. Uniform spanning forests. Ann.
Probab., 29(1):1–65, 2001.
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[36] Christophe Garban, Gábor Pete, and Oded Schramm. The scaling limits of near-critical and dynamical
percolation. ArXiv e-prints, 2013.
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