Given an ordinary differential equation on a homogeneous manifold, one can construct a "geometric integrator" by determining a compatible ordinary differential equation on the associated Lie group, using a Lie group integration scheme to construct a discrete time approximation of the solution curves in the group, and then mapping the discrete trajectories onto the homogeneous manifold using the group action. If the points of the manifold have continuous isotropy, a vector field on the manifold determines a continuous family of vector fields on the group, typically with distinct discretizations. If sufficient isotropy is present, an appropriate choice of vector field can yield improved capture of key features of the original system. In particular, if the algebra of the group is "full", then the order of accuracy of orbit capture (i.e. approximation of trajectories modulo time reparametrization) within a specified family of integration schemes can be increased by an appropriate choice of isotropy element. We illustrate the approach developed here with comparisons of several integration schemes for the reduced rigid body equations on the sphere.
Introduction.
Geometric integration techniques have become increasingly popular in the modern approach to numerical analysis. In the broad sense, "geometric integration" refers to numerical solution techniques for differential equations that preserve inherent geometric structures. Geometric integrators include symplectic and multisymplectic integrators that preserve the Hamiltonian or Poisson structure, [10, 12, 21, 35, 46, 9, 45, 2, 3, 29, 6] , variational integrators that utilize the variational character of Lagrangian and canonical Hamiltonian systems, [4, 5, 31, 29] , conservative integrators that preserve first integrals or conservation laws, [19, 20, 27, 42, 38, 39, 40, 25, 1] , and symmetric integrators that preserve symmetries of the system, [7, 11, 17, 36] . A geometric integrator will track solutions over short time intervals as well as a standard scheme of the same order, e.g. a Runge-Kutta algorithm, while the extra expense required to construct and implement it will often be rewarded by significantly better performance in capturing the long term behavior and preserving geometric properties of the solutions.
In the more narrow sense, "geometric integration" refers to a family of Lie group integrators for ordinary differential equations and discretizations of partial differential equations. The rotation group ¢ Mathematics Department, University of California, Santa Cruz, Santa Cruz, CA 95064 email: lewis@math.ucsc.edu Supported in part by NSF Grant DMS 98-02378 and by the UCSC Academic Senate Committee on Research plays a crucial role in many formulations of elasticity and plasticity and the advantages of exact rotations in numerical simulations of such materials, implemented via either the Rodriguez formula for the true exponential or the Cayley transform, have been amply demonstrated [41, 42, 40, 37] . Discretizations of specific dynamical systems on Lie groups that preserve not only the group structure, but additional geometric structures, have been used in the study of integrable systems; see, e.g. Moser and Veselov [31] , Lewis and Simo [25] , and McLaughlin and Scovel [28] , for schemes preserving the group structure, the symplectic structure, and all point invariants of the generalized rigid body. Geometric integration schemes for general Lie groups and their associated bundles have been developed by Lewis and Simo [25, 26] and Munthe-Kaas, Iserles, Nørsett and their collaborators, [32, 15] . In particular, Munthe-Kaas [32] extended the classical Runge-Kutta algorithms to arbitrary Lie groups, creating a large, versatile family of geometric integrators. In general, if a Lie group ¤ allows one to apply an appropriate Lie group integrators. The advantages of this approach over traditional integrators, e.g., a Runge-Kutta scheme, are discussed at length in the previously cited references.
If the action is transitive, but some points have continuous isotropy, then this construction is no longer unique -a given flow on ¥ will correspond to continuous families of flows on the Lie group ¤ . The purpose of this paper is to exploit this nonuniqueness in the design of geometric integration schemes that capture key features of the true dynamical system more accurately than other algorithms within a given class. We also show how to use isotropy to maintain the validity of conservation laws during the numerical approximation procedure. We illustrate our approach using flows on spheres, such as those arising in rigid body mechanics and micromagnetics, [24] . We have extensively tested several geometric integrators of various orders for the reduced free rigid body equations on the sphere. Further applications will be discussed elsewhere.
Our approach is reminiscent of the methods of Krupa, [18] , who, in the compact group setting, applied an equivariant splitting of the dynamics into tangential and normal (isotropy) components to analyze stability and bifurcations of equilibria. The emphasis on isotropy and the utilization of any available freedom in generator selection is motivated in part by the first author's stability and bifurcation analyses of symmetric relative equilibria, [22, 23] . Our methods were originally inspired by the new equivariant approach to moving frames developed by the second author and Mark Fels, [13, 33] . In future work, we intend to apply the moving frame-based invariant numerical algorithms proposed in [34] to the systems under consideration in this paper. 
is arbitrary, and reflects the isotropy ambiguity in the flow. Formula (4.2) implies that
for all p Q . The reduced free rigid body is a conservative system on a two dimensional manifold; in the case of a triaxial body, when the eigenvalues
are distinct, the level sets of the Hamiltonian (4.1) exactly determine the orbits of the system. Thus in this situation it is possible to specify orbit-preserving schemes without direct reference to the exact flow; it suffices to require that the scheme preserve the total energy to the desired order. If . The upper row is computed using the inertia tensor of a triaxial rigid body, while the lower row is computed for an axisymmetric rigid body.
As the numerical results given below demonstrate, use of the isotropy correction èî yields an efficient, accurate version of the forward Euler scheme for the reduced free rigid body. While the scheme only captures orbits (and hence the energy) to second order for asymmetric bodies, the leading constants are quite small, yielding very good approximations even for very large time steps. èî given by the geodesic curvature improvement (4.3) of , yielding second order orbit capture. As noted above, the separatrix is exactly captured if the infinitesimal updates
, which coincide on the separatrix, are used. On the other hand, when the 'basic' infinitesimal update k ¹ Ú g Û e Ü & was used to integrate ten sample trajectories with initial conditions at random points on the separatrices of rigid bodies with randomly generated inertia tensors, the average errors over the integration interval [0, 500] were: In table 3 we give some data generated using these choices of updates for ten randomly generated initial conditions and inertia tensors. We provide the errors in the energy for time steps q , , , and . Finally, we consider an axisymmetric rigid body, with two randomly generated eigenvalues; recall that in this situation the choice
, combined with the use of the true exponential as the algorithmic exponential, yields the exact solution.
If the rigid body is axisymmetric, then all true trajectories consist either of equilibria (the 'poles' and the 'equator') or of steady rotations about the axis of symmetry. In this situation the forward Euler method with the infinitesimal update table 4 shows, some of these algorithms appear to have better global energy capture than the single step discretization energy error analysis (which we carried out symbolically using Mathematica) would suggest. Plots of the energy errors in the sample integrations, with randomly generated initial conditions and inertia tensors, show that the energy oscillates about a slow drift away from the correct value.
s q k : Average maximum energy errors over ten sample runs with randomly generated initial conditions and inertia tensors, integrated over the interval [0, 100] using several fourth order methods.
We consider six fourth order geometric methods. Four utilize a series expansion for the generator along a solution curve, while the other two use the RKMK4 algorithm of Munthe-Kaas, [32, 15] , (with the Cayley transform as the algorithmic exponential). Using the Cayley transform, the map The efficiency comparisons given in the last column of table 6 and in figure 7 suggest some interesting directions of future investigation. These comparisons show that, for the rigid body system, the most dramatic gains in efficiency of orbit capture with the use of an improvement term occur for low order methods. This suggests that such improvements may be of particular value in situations, e.g. stiff systems, in which low order implicit methods are the methods of choice. Note that the improved Euler method is actually the most efficient method for low orbit accuracy simulations, while the (unimproved) symbolically computed fourth order update using the orthogonal generator is the most efficient of the methods tested for high accuracy simulations. The affine approximations of the CPU time/orbit accuracy graphs for these two methods intersect at a global orbit error of approximately ) ¤ À Ì . The significant differences in run times between the different fourth order methods illustrate some of the design issues involved in geometric integration. The RKMK4 methods, like their conventional counterparts, have the advantage of great versatility, but the algorithmic exponential evaluations and pullback corrections required at each stage result in relatively high computation costs. (Note that the Heun methods tested here do not require pullback corrections to achieve overall second order accuracy; the Heun infinitesimal updates are simply the averages of the generator evaluations at the current point and an Euler update of the current point.) The infinitesimal updates k p t q¥ are significantly faster, with equal or superior rates of convergence, but have the disadvantage that these updates are specific to the rigid body system; analogous generator expansions and isotropy improvement terms must derived for any new dynamical system.
Our results do not suggest any clear reason to favor the basic generator over the orthogonal generator, or vice versa. In some algorithms, the basic generator yields the more efficient update; in others, the orthogonal generator gives the more efficient scheme. Note, for example, that the run times for 
Higher Order Approximation of Orbits.
Using our experience with the rotation group acting on the sphere as a guide, we now turn to the general case of interest here, in which a Lie group 
The algorithm V 
Conservation Laws.
A structure-preserving algorithm is one that exactly captures one or more features of the exact flow V
. In this section we consider the role of isotropy in designing algorithms that preserve integrals or conservation laws of the flow. For simplicity, we will assume that the conserved quantity depends only upon the coordinates of our trajectory, and not on any derivative. In contrast to the treatment given in Section 5, we do not require any explicit information about the Taylor expansion of the true flow. Rather, we use the Implicit Function Theorem to show that under appropriate nondegeneracy conditions an isotropy element can be found that yields a structure-preserving scheme.
Proposition 10 Suppose that the first integral
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Corollary 11 If there exists a compact set 8 Discussion.
In this paper, we have shown how to improve geometric integration algorithms through the application of isotropy subgroups. While the addition of isotropy terms does not affect the original dynamics, it can have nontrivial effects on the numerical approximation algorithms. We have seen that, under certain nondegeneracy hypotheses, the order of an algorithm can be increased, and conservative properties maintained by an isotropy modification of the naïve version of the original algorithm. In this introductory treatment, our results have been illustrated by algorithms on the sphere, particularly algorithms for reduced rigid body dynamics of interest in geometric mechanics. More substantial applications in micromagnetics can be found in [24] . While the examples treated so far indicate the desirability of such isotropy-enhanced geometric algorithms, the final verdict on the significance of our results in practical applications must await more substantial testing on complicated "real-world" problems. Several further points are suggested by our results.
F
If isotropy is used to improve a stable algorithm, will the resulting algorithm also be stable? For instance, can an order t | T implicit method be combined with an explicit improvement to yield a stable order t method?
If the group does not act transitively, the isotropy subalgebras may be non-conjugate and even of varying dimension. In such situations, it may not be possible to satisfy any condition to higher order than that of the original algorithm on the entire manifold, but conditions such as those described above can be used to determine a unique choice of generator at points with additional isotropy. For example, if there is a submanifold Can the conservative and symmetry-preserving properties of the algorithms be further improved by application of the moving frame based numerical approximations introduced in [34] ?
