efficient than a number of existing methods are. We show that estimating the residual variance-covariance matrix in the GLS models without SNP effects does not lead to an appreciable bias in the p values as long as the SNP effect is small (i.e. accounting for no more than 1% of trait variance).
Introduction
Genome-wide association studies (GWAS) have been offering increased opportunities for detecting susceptibility genes for complex traits and disease [1] [2] [3] . These studies are performed on a genomic scale involving hundreds of thousands of single-nucleotide polymorphisms (SNPs), and bring new statistical challenges for conducting association analyses using family-based designs. Recently, several family-based GWAS [1, [4] [5] [6] [7] [8] have been conducted and many more are currently being genotyped [9] . Hence there is an increasing need for developing computationally efficient and powerful approaches for conducting association tests on a large group of SNPs using a set of nuclear or large pedigrees.
In family-based designs, a range of association analysis methods are available which fall into 2 major categories: (1) traditional family-based association analyses that use the transmission of alleles within informative fami-lies [10] , and (2) population-based analysis methods that have been adapted to family data [11] [12] [13] [14] [15] . Traditional family-based association analyses, such as the quantitative trait transmission disequilibrium test (QTDT) [16] and the family-based association test [17] , analyze within-family variation and focus on the transmission of alleles from heterozygous parents to their offspring. They are robust to the presence of population stratification in the dataset, at the cost of a loss in power on a per-genotype basis [18, 19] . On the other hand, population-based association analyses [11, 12] provide an overall test of within-and between-family variations, and tend to be more powerful than the family-based association tests [20] . However, they are susceptible to population stratification and are computationally intensive to apply on a genome-wide scale.
The major impediment to rapid computation in population-based approaches adapted to family-based designs involves the need to jointly estimate the fixed SNP effect and the family variance-covariance matrix separately for each SNP. Recently, several approaches have been proposed that aim to maintain the high power of the population-based approaches while substantially reducing computation time. Aulchenko et al. [15] proposed a rapid association analysis (GRAMMAR) for quantitative trait loci (QTL) using a linear mixed model. In their method, familial similarities were modeled by a random polygenic effect. This random effect is assumed multivariate normally distributed with the correlation matrix equal to the kinship matrix. To conduct a rapid genomewide scan, they proposed to perform a linear regression accommodating this polygenic random effect and fixed effects for covariates using the complete pedigree but ignoring marker data. Regression residuals were then used as a quantitative trait to do single SNP association analyses using a simple linear regression for unrelated individuals. Thus with GRAMMAR, the family variance-covariance matrix is estimated once, as a function of the polygenic effect, and used to residualize the observed quantitative phenotype data for an analysis of the individual SNP effects. p values from the GRAMMAR method were reported to be conservative and a permutation test was suggested [15] .
Chen and Yang [14] developed a package for genomewide association analyses with family data (GWAF) using a method similar to GRAMMAR, but involving joint estimation of the variance of the random polygenic effect and the fixed SNP effect when doing the single SNP analysis. It thus takes much longer for a genome-wide scan than GRAMMAR. Chen and Abecasis [13] proposed another rapid scan scheme using a generalized linear model to conduct variance components analysis. In their method, the quantitative trait is modeled by a multivariate normal distribution where the variance-covariance matrix has 3 variance components: a linked major gene effect, background polygenic effects, and environmental effects. Taking the derivatives of the likelihood function, they constructed a score test for the fixed major gene effect. Like GRAMMAR, they proposed a rapid test by estimating the variance-covariance matrix of the quantitative trait without taking the individual SNP effect into account, i.e. without the linked major gene effect in the variance components and in the fixed effects. This base matrix is then plugged into the score test for computation of the single SNP association analysis.
These rapid methods have provided new opportunities for genome-wide association analyses of family-based design, as the number of typed markers can easily go above a million with advances in genotyping technology. However, approaches like GRAMMAR and that proposed by Chen and Abecasis [13] only model familial resemblance as a function of genetic relatedness. Yet there is a growing list of GWAS that include familial relationships (e.g. between spouses) [1] where phenotypic similarity is likely due to shared environmental rather than genetic factors, and behavioral phenotypes (e.g. personality, obesity) [6, 21] where there are likely environmental as well as genetic contributions to phenotypic similarity amongst relatives. Although these rapid methods provide an efficient way for GWAS analysis when the shared environmental factors are negligible as in some studies of large extended families, they cannot fully express familial similarities when environmental factors are clearly present as in studies of nuclear families [9] . Bravo et al. [22] have demonstrated in their study that it is advantageous to model familial relatedness by including unrelated subjects, such as a spousal relationship, to capture some shared environmental factors.
In this study, we propose an alternative approach: 2 generalized least squares (GLS) models for the rapid association analysis of GWAF data. Like the many population-based approaches discussed above, our methods are linear-regression-based single SNP analyses, model within-and between-family variation to find an efficient estimator of the SNP effect, and achieve computational efficiency by estimating the family variance-covariance matrix once and then using this estimate in every SNP regression. Unlike the methods discussed above, our methods accommodate both genetic and environmental contributions to familial resemblance.
Our first proposed method is a rapid feasible generalized least squares model with unstructured family covariance matrices (RFGLS-UN), and our second proposed method is a rapid feasible generalized least squares model with family covariance matrices modeled as a function of 3 variance components (RFGLS-VC): genetic, shared environmental and non-shared environmental. Because RFGLS-UN places no structure on the family variancecovariance matrix, it can accommodate patterns of familial resemblance due to both genetic and environmental mechanisms. RFGLS-VC also allows for both genetic and environmental contributions to familial resemblance, although it does so in a structured manner separating the genetic and environmental components. Both RFGLS-UN and RFGLS-VC achieve computational efficiency by estimating the family variance-covariance matrix once and then using this estimate in every SNP regression. Conditioning each regression on the same estimated variance-covariance matrix could disturb the distribution of the test statistics, especially if the SNP effect is large. Consequently, we examine the type I error rates and power for these methods for a range of simulated data.
Specifically, we compare these 2 methods with 5 others: an ordinary least squares (OLS) regression model that ignores within-family correlations, a feasible generalized least squares regression model (FGLS) that involves estimating the residual family variance-covariance matrix conditional on each SNP in a genome-wide scan, the GWAF method [14] , the QTDT method [16] , and a generalized estimating equation (GEE) method. Although our methods can be easily extended to large pedigrees, we focus on their performance in studies of nuclear families and simulates accordingly. Our simulations show that the rapid methods result in appropriate type I error rates and achieve power that approximates that achieved when the real familial similarities were known (i.e. the GLS method). An R package rfgls (http://www.tc.umn.edu/ ϳ lixxx554/rfgls_0.0.tar.gz) was developed to implement the RFGLS-UN/VC and FGLS methods in studies of nuclear families.
Methods

Models
For a set of pedigrees each including one or more related individuals, let y ij denote the measured phenotype of individual j in pedigree i ( i = 1, ..., m , j = 1, ..., n i , and ⌺ i n i = n ). Let g ij denote the additive genotype score of a SNP with alleles 'A' and 'a' of individual j in pedigree i , and g ij can take values of 0, 1, or 2 depending on the number of minor allele 'A' individual i has. Let vectors Y i = { y i 1 , ..., y in i }, and G i = { g i 1 , ..., g in i } contain the phenotype and genotype of individuals from pedigree i , respectively. Let C i be a n i ! p matrix that contains p covariates of pedigree i . For a continuous phenotype, we can do a single SNP association test using the following linear regression model:
where ␣ is the population mean, ␤ g is the additive effect of the SNP, ␤ c is a size p vector of the covariate effects, and i is the random residual term which is modeled as
assuming independent pedigrees. The n i ! n i matrix V i is the variance-covariance matrix of pedigree i . 
where ˆ 2 can be easily estimated by
The equality of OLS estimators (equ. 8) and FGLS estimators (equ. 6) modeling within-family correlations has been shown to be satisfied under certain conditions [25] , and the efficiency of the 2 estimators depends on their variances. In an FGLS method estimating V i by its MLE, the jointly estimated SNP effect asymptotically gains efficiency (i.e. the SNP effect estimator achieves smaller variance) over that of an OLS estimator [23, 26, 27] . However, the estimation of the V i s can slow down the analysis and be too computationally demanding on a genomic scale. We hence propose a RFGLS method to increase the computational efficiency and conduct a rapid genome-wide scan. The RFGLS method includes the following steps:
(1) Perform a single FGLS analysis using the complete pedigree but ignoring marker data. Suppose there are m families of l different pedigree types in the data. Let Y ij contain the phenotype of individuals from family j in pedigree type i ( i = 1, ..., l , j = 1, ..., m i , and ⌺ i m i = m ). So equ. 1 becomes
where ij ϳ ind MVN (0, V i ). A MLE of V i by V ˆi RF is obtained for each type of pedigree (see the following descriptions).
(2) Do a single SNP analysis using the V ˆi RF s as the variancecovariance matrices for each pedigree. Let V be the block-diagonal matrix with V ˆi RF s on its diagonal blocks. First, a Cholesky decomposition of V is taken as V = SS T . Then a simple linear regression for unrelated observations is carried out using the Cholesky-factor-transformed data:
where X is the n ! ( p + 2) matrix containing predictor values of all m pedigrees, Y is the size n vector of phenotypes, ␤ = ( ␣ , ␤ g , ␤ c ) as defined in equ. 2, and the residual term g is distributed as N (0, 2 I ). (3) Make association calls based on the F test statistics from the simple linear regressions in step 2. Here we want to test the null hypothesis H 0 : ␤ g = 0. The F test statistics follows an F (1, s ) distribution, where s = n -rank( S -1 X ).
Here we propose 2 ways to estimate V ˆi RF in step 1: (i) the RFGLS-UN method estimating unstructured family blocks. If different pedigree types are present in the data, for example, families with monozygotic (MZ) twins and families with non-twin biological offspring, etc., our model allows separate estimations of the variance-covariance blocks for different pedigree types and models the heteroscedasticity accordingly. Thus if there are l different pedigree types with each of pedigree size k i ( i = 1, ..., l ), there are ⌺ l i = 1 k i ( k i + 1)/2 parameters in the variance-covariance matrix to estimate. (ii) The RFGLS-VC method estimating familial similarities by a combination of 'genetic relatedness' and 'environmental relatedness'. We add a random additive polygenic effect a ij in equ. 10:
We let a ij follow a multivariate normal distribution N (0, 2 a ⌽ i ), where ⌽ i is the relationship matrix of each pedigree in pedigree type i , i.e. twice the kinship matrix, and 2 a is the genetic variance. We also let ij follow a multivariate normal distribution MVN (0, 2 e R i ), where 2 e is the environmental variance and R i is a compound symmetric matrix taking the form (1 -i ) I + i J , where i is the within-family correlation coefficient for each pedigree in pedigree type i , I is the identity matrix and J is the 1's matrix. Hence we have
Our proposed methods address 2 factors that should be considered when evaluating alternative approaches to the analysis of family-based data on a genome-wide scale. The first is computational efficiency, which has been achieved primarily by estimating the family variance-covariance matrix a single time rather than separately for each individual SNP regression. The second concerns modeling familial resemblance, which is modeled in our methods as a function of both genetic and environmental factors. In the following sections, we study the performances of these 2 approaches through simulation studies and compare type I error and power with other (FGLS, OLS, GLS, GWAF, GEE, and QTDT) approaches through a range of simulation studies. We also study the impact of ignoring environmental similarity within each pedigree and show how our method can gain power over the existing population-based approaches. In addition, we compare the computational time to implement these methods to perform a single SNP association analysis.
Simulations
Simulations of 1,800 Families Simulation I: Single Causal SNP In order to explore the performance of the alternative approaches to detect association in pedigrees with diverse familial relationships, we modeled our simulations after the family structures that exist within the Minnesota Center for Twin and Family Research (MCTFR), which, in the process of GWAS, is genotyping research participants from families that include MZ twins, dizygotic twins, non-twin biological offspring, and adopted offspring. We considered these types of pedigrees because they justify the need of proposing the RFGLS approach. Each pedigree type showed a very different variance-covariance structure for a set of behavioral phenotypes [9] . There is evidence that the huge variation of phenotypes among these different pedigree types strongly depends on environmental as well as genetic factors [9] . Hence to achieve greater power, it is essential to model the environmental component of the phenotypic variation along with the genetic component.
We simulated 1,800 4-member pedigrees for this simulation study. Each pedigree consisted of 2 parents and 2 siblings. Among the 1,800 pedigrees, there were 600 in which both offspring were MZ twins, 600 in which both offspring were full biological siblings, and 600 in which both offspring were adopted (i.e. not genetically related to each other or their rearing parents). Our RFGLS approach allows us to include all members in twin families and thus would be more powerful compared to approaches that drop one member of each twin pair. Further, we recognize that inclusion of adoptive families in GWAS will never become a common occurrence even if these families are part of the MCTFR GWAS. Nonetheless, inclusion of adoptive families allows us to investigate the performance of the alternative methods with samples that include culturally defined clusters (e.g. classrooms, neighborhoods), where phenotypic similarity owes to shared experiences rather than common genetics. Such culturally defined samples will, arguably, become more common in future GWAS.
The total genotyped population consisted of 7,200 individuals. No ethnic stratification was included. One trait locus was simulated using an additive genetic model, which explained 0.6% of the total trait variation. This was then repeated 1,000 times to get 1,000 quantitative traits and 1,000 corresponding trait loci. The minor allele frequency (MAF) of the 1,000 trait loci varied uniformly from 0.2 to 0.5. To study type I error rates of the different methods in a large-scale analysis, we simulated 10,000 independent SNPs that did not contribute to the phenotype.
In order to span a diverse set of familial phenotypic similarities, family variance-covariance structures were modeled using a quantitative behavioral trait, substance use and abuse, which shows both genetic and environmental contributions to familial resemblance [9] . Specifically, we considered the following 3 variance-covariance models when generating the continuous traits from multivariate normal distributions. The first model (HomoG) is homoscedastic with a polygenic component of 40% additive heritability, and no environmental contribution to familial resemblance. The first model adheres to the assumptions that underlie the GWAF approach. The second model (HomoGE) adds an environmental component to the first model with a withinfamily correlation of 0.2 that is constant for all family members. The inclusion of an environmental contribution to familial resemblance violates the assumptions of the GWAF method, while it adheres to the assumptions that underlie the RFGLS-VC method. The third model (HetGE) introduces heteroscedasticity by varying phenotypic variance for fathers, mothers and offspring. The phenotypic variance was chosen such that the trait locus explained 0.6% of the total variance for offspring, 0.5% for mothers, and 0.4% for fathers. The environmental correlations were set to be 0.2 within a generation (i.e. between father and mother or between offspring) but 0 between generations (i.e. between parent and offspring). The third model, which closely parallels what is found with substance abuse [9] as well as other behavioral traits, sought to investigate the added effect of phenotypic variance heterogeneity and unequal environmental correlation.
Simulation II: Single Causal SNP -RFGLS-UN versus FGLS(-UN)
We further sought to determine if it is valid to estimate the variance-covariance matrix through a single regression without adjusting for the SNP effect. Specifically, we varied the size of the major gene effect and compared the p values from the RFGLS-UN method and the FGLS method. Let r 2 represent the proportion of the total variance explained by the trait locus. We randomly picked 10 trait loci out of the 1,000 trait loci simulated, and varied the r 2 of each locus to be at 5 values under the HomoGE scenario, i.e. r 2 = 0.1, 0.5, 1, 3 and 5%. Thus there were in total 50 sets of continuous traits simulated, each a composite of a QTL effect, and a polygenic and environmental variance component following the specification used in Simulation I.
Simulation III: Multiple Causal SNPs To study the performance of our rapid methods when there are multiple trait loci, we simulated a trait with 10 causal SNPs each explaining 0.6% of the total variance (with MAF ranging from 0.2 to 0.5). The trait was simulated using the same family structures (HomoG, HomoGE, and HetGE) as those used in Simulation I. The simulation was repeated 1,000 times.
Simulations of 180 Families
To study the performance of our proposed method at a much smaller sample size, we randomly selected 60 families from each of the 3 pedigree types as described in 'Simulations of 1,800 Families' above. Our study consisted of 180 4-member pedigrees. Single causal SNP analysis was carried out with the causal SNP, nonassociated SNPs, and the 3 phenotype models simulated as described in 'Simulations of 1,800 Families' above.
The MCTFR GWAS
As a complement to the simulation studies presented above, we analyzed the MCTFR GWAS data for height. Height was measured while participants were standing with their backs straight against a wall and their shoes off. Height results are reported here for 4,711 individuals in 1,817 2-generation pedigrees. This represents the first approximately 60% of MCTFR participants to be genotyped. Genotyping on more than 500,000 SNP markers was completed using Illumina's 660W Quad array. Markers underwent standard quality control filters before being analyzed, resulting in the final set of 527,469 markers used here.
Analysis
Besides the proposed 2 rapid generalized least squares approaches, RFGLS-UN and RFGLS-VC, the data was also analyzed using the following methods:
(1) FGLS(-UN): This is similar to the proposed RFGLS-UN method. Instead of fixing the variance-covariance matrix as in RFGLS-UN, the variance-covariance matrix was jointly estimated with each marker effect by a block-diagonal matrix, using unstructured blocks. As discussed in the Models section, the FGLS method gives a consistent estimator of the SNP effect, and is reported to be more efficient than OLS estimators. Our rapid method RFGLS-UN is a simplification of the FGLS method, and a comparison between the two will be illustrated in the Results section.
(2) OLS: A single SNP association analysis was carried out ignoring family structure. Thus the individuals in all pedigrees were analyzed as independent observations. This is the fastest approach conducting simple linear regressions, and gives consistent estimators.
(3) GLS: The variance-covariance matrix used to simulate the phenotype data was plugged into the association analysis as the known variance-covariance matrix (equ. 4 and 5). The GLS method gives the most efficient estimator of the SNP effect among the unbiased estimators [23] , and achieves the Cramer-Rao lower bound asymptotically. This method was used as our 'gold standard' in the model comparisons.
(4) GWAF [14] : This method uses the linear mixed effects model implemented in the R package GWAF (http://cran.r-project.org/web/packages/GWAF/index.html). Familial similarity was modeled through a polygenic random effect.
(5) GEE [28] : A GEE model with an exchangeable within-family correlation structure was fit. This method was implemented using the geeglm function in the R package geepack [29] [30] [31] .
(6) QTDT: The orthogonal association test under an allelic transmission scoring model in extended pedigrees by Abecasis et al. [16] was carried out using the QTDT software.
In the rest of the paper, we will refer to QTDT as the familybased association analysis, and methods 1-5 as population-based association analyses. The family-based methods analyze withinfamily variation, while the population-based approaches analyze both within-and between-family variation. The RFGLS-UN/VC, FGLS, OLS, and GLS methods were implemented in our R package rfgls .
Results
Simulations of 1,800 Families
Simulation I To evaluate the performance of our proposed RFGLS methods and several other available methods, we first checked the type I error rates (obtained by calculating the empirical probability of the SNP effect p values exceeding the prespecified significance level ␣ from the 1,000 replicates of the 10,000 nonassociated SNPs). Table 1 summarizes the type I error rates for each method under the 3 variance-covariance models at ␣ = 1 ! 10 -4 and ␣ = 5 ! 10 -6 , respectively, with the latter being the Bonferroni adjusted nominal type I error rate. The 4 GLS methods along with the GWAF, GEE, and QTDT methods gave type I error rates at the prespecified ␣ level. When within-family correlations were ignored, as in the OLS method, the type I error rate was clearly inflated due to the underestimation of standard errors. We calculated the genomic inflation factor by computing the ratio between the median of the observed test statistics of the simulated independent SNPs and the median of the expected values from the same distribution ( table 2 ) . Lambda was close to 1 for all the implemented methods except for OLS which gave inflated s at 1.2, 1.4 and 1.2 for the HomoG, HomoGE and HetGE simulations, respectively. Therefore, there was no evidence of additional inflation of the test statistic from the methods accounting for familial correlations.
We computed the power for each method under the 3 variance-covariance models at ␣ = 1 ! 10 -6 and ␣ = 5 ! 10 -8 (obtained by counting the proportion of times the trait SNP was called significant out of the 1,000 simulations). The latter significance level is often recommended as the genome-wide significance level [32, 33] . Table 3 summarizes the empirical power for the methods implemented corrected for any inflation in type I error. Overall, the population-based analysis methods adapted to family data outperformed the family-based association method. Under the first scenario where only genetic factors contributed to familial resemblance (HomoG), the 3 GLS methods (RFGLS-UN, RFGLS-VC, and FGLS) and the mixed model approach (GWAF) gave power comparable to our gold standard, the GLS method. We observed a minor loss of power (4% less than with the GLS method) using the GEE method at the more stringent ␣ level of 1 ! 10 -6 . The power of the OLS method correcting for inflated type I error was lower than that of the ones accounting for within-family correlations. This can be due to the loss of efficiency when familial similarities are ig- nored. The family-based analysis, the QTDT method, demonstrated very low power. When we introduced an environmental contribution to familial resemblance (HomoGE), the 3 least squares methods (RFGLS-UN, RFGLS-VC and FGLS) continue to approximate the GLS gold standard, although now we observe some loss of power with the mixed model GWAF method, which assumes familial resemblance is due entirely to genetic factors. In addition, a minor loss of power using the GEE method is also observed here. Finally, under the third scenario, which is most realistic for behavioral data, only the RFGLS-UN and FGLS methods provide levels of power comparable to that seen with GLS. When we plot the p values from the GLS method versus those from the others ( fig. 1 ) , we see that the RFGLS-UN approach generally gave good alignment ( fig. 1 a-c) .
The variance components approaches, especially GWAF, suffer most when model assumptions are not correct ( fig. 1 k, l) . The OLS method had generally lower p values ( fig. 1 m-o) .
Simulation II From Simulation I, we plotted the p values ( fig. 2 ) from the rapid method (RFGLS-UN) versus those from the method where variance and fixed genetic effects were jointly estimated (FGLS). The rapid method was shown to be almost perfectly correlated with the latter. In Simulation II, we further sought to determine the effect of different SNP effect sizes on the performance of the RFGLS-UN method. Specifically, we varied the size of the major gene effect and compared the p values from the RFGLS-UN method and the FGLS method. In our simulations, no inflation/deflation of the p values was observed when the variance explained by the trait locus was less than 1% ( fig. 3 ). This shows that estimating the variance-covariance matrix in the GLS models under the null hypothesis (i.e. without conditioning on the SNP effect) does not lead to appreciable bias in the association p values as long as the major gene effect is small. When the SNP effect size gets bigger (i.e. the 3 and 5% levels), some inflated p values were observed in our rapid method which gave larger p values than the FGLS approach. At such a big effect size (greater than 1% of the total variance), however, the p values obtained from both methods have already passed even the most stringent significance level (5 ! 10 -8
), and the minor inflation of the p values in our rapid method will not affect the detection of the SNP.
Simulation III In our proposed rapid methods, the variance-covariance matrix is estimated without adjusting for the SNP effect. Although one causal SNP may explain only a small proportion of the total variance, a group of causal SNPs may exist that jointly account for a larger proportion of the total variance. In Simulation III, we sought to compare the rapid method with the standard FGLS and GLS methods when there are multiple causal SNPs. In our 10 causal SNP simulations, we computed the power for detecting each SNP at ␣ = 5 ! 10 -8 , and illustrated the 10 power rates (obtained by counting the proportion of times the causal SNP was called significant out of the 1,000 simulations) in a box plot ( fig. 4 ) for each of the method under the 3 scenarios. When familial resemblance is entirely due to genetic factors (HomoG), the 3 GLS methods (RFGLS-UN, RFGLS-VC, and FGLS) and the mixed model approach (GWAF) have similar power, which approximated that for GLS, the gold standard. When there are both genetic and environmental contributions to familial resemblance (HomoGE), there is a notable loss of power with the GWAF method relative to the other methods. Finally, when we introduce heteroscedasticity and a more complex pattern of environmental contributions to familial resemblance (HetGE), relative loss of power is observed with both the GWAF and RFGLS-VC methods. The GEE method suffers some loss of power as compared to the gold standard under all 3 variance- covariance models. It trails all the other methods in the HomoG scenario, and slightly outperforms GWAF in the HomoGE and HetGE scenarios. The minor allele frequency showed no effect on the detecting of the SNPs.
Simulations of 180 Families
The performance of the proposed methods and several other methods were also evaluated through type I error rate and power using a much smaller sample size of 180 families. Table 4 summarizes the type I error rates (obtained by calculating the empirical probability of the SNP effect p values exceeding the prespecified significance level ␣ from the 1,000 replicates of the 10,000 nonassociated SNPs) for each method under the 3 variance-covariance models at ␣ = 5 ! 10 -2 and ␣ = 5 ! 10 -3
, respectively. The 2 proposed GLS methods (RFGLS-UN/VC) along with the GLS and QTDT methods gave type I error rates at the prespecified ␣ level. Similar to the large sample size case presented above, we observed the most inflated type I error rate using the OLS method where within-family correlations were ignored. Under the small sample size, however, we also observed some inflation using the FGLS methods, the GEE method, and the GWAF method. The inflation of the type I error rate was more obvious when a relatively large number of parameters were estimated, as with the FGLS method. There was only a minor inflation in the type I error rate with the GWAF method. The inflation of type I error rate for small sample sizes due to the underestimation of the variance by the FGLS method and the GEE method has also been reported in previous studies [34] . The genomic inflation factors for this small sample size study are listed in table 5 . Lambda was close to 1 for all implemented methods except for OLS and FGLS. We computed the power for each method under the 3 variance-covariance models at ␣ = 5 ! 10 -2 and ␣ = 5 ! 10 -3 (obtained by counting the proportion of times the trait SNP was called significant out of the 1,000 simulations). Table 6 summarizes the empirical power for the methods implemented in this small sample size study corrected for any inflation in type I error. Similar to the large sample case, the population-based analysis methods adapted to family data outperformed the familybased association method. The power of the OLS method correcting for inflated type I error was lower than the w as calculated using the test statistics from the independent SNPs of the 1,000 simulations each with 10,000 nonassociated SNPs. Table 6 . P ower a at a given threshold (180 families): proportion of times out of 1,000 simulations that the reported p value was more significant than the listed significance level (in percentages) Americans made up about 94% of the MCTFR height data. The rest were mostly Asian Americans (3% of the whole sample). To account for ethnic stratification, we used EIGENSOFT [35] and computed the principal components using the genotype data of the founders of the pedigrees. The top ten principal components were used as covariates in the methods implemented. Height was also adjusted for sex and generation.
There were 3 types of pedigrees in the data analyzed, which include MZ twin families, non-twin biological-offspring families, and adopted-offspring families. Individuals in the adopted-offspring families (342 out of 4,711) were treated as independent observations in RFGLS-UN and FGLS. Pedigree kinship coefficients for the 3 types of families were used in RFGLS-VC and GWAF. An exchangeable correlation structure was estimated in GEE. Table 7 presents the genomic inflation factors . The from the OLS method at 2.94 is much larger than 1. The s from the other 5 methods correcting for family structures are close to 1. The OLS result is therefore excluded in the following discussions. Figure 5 summarizes the genome scan results. In general, all 5 methods give similar results showing the most significant association with trait at the 3 closely located SNPs rs17034592, rs972583, and rs10516510 on chromosome 4. Two lower peaks on chromosome 3 and chromosome 2 also appear at the same place in the 5 outputs. The Q-Q plots ( fig. 6 a, c) show that the p values of the 2 proposed methods are distributed uniformly between 0 and 1. The Q-Q plots on a log-scale ( fig. 6 b, d) Table 8 lists all associations reaching the Bonferroni corrected significance level (nominal p value = 1.9 ! 10 -6 , using an overall ␣ = 0.05) in the 5 methods. RFGLS-VC reported 11 hits, RFGLS-UN reported 10 hits, FGLS and GWAF reported 9 hits, and GEE reported 6 hits. All 5 methods reported the same 3 closely located SNPs on chromosome 4 exceeding the genomewide significance level at 5 ! 10 -8 , which is more stringent than the Bonferroni corrected one. The genome scan of the MCTFR height data provides additional support that our proposed methods behave correctly. Table 9 shows the relative computation time of all implemented methods. We set the computation time for the OLS method to be 1. It takes around 8 min to run an analysis of 7, 200 observations and 10,000 SNPs using a single core on a Dell M605 compute node which has 2 AMD Opteron 431 six-core processors (2.4 GHz with 6 ! 512 KB cache), 16 GB RAM and one 146 GB 10,000 RPM SAS drive. Our proposed RFGLS approach was the fastest among all other methods. It is about 50 times faster than the FGLS method, and 10 times faster than the GWAF method. It will take about 20 days for the QTDT or GWAF method to scan the whole genome on a single core, and 2 days for the RFGLS method. -6 . p values in brackets are those not reaching the Bonferroni corrected significance level using the method presented, but reaching the threshold using any other method on the list.
Computation Time
Discussion
We proposed 2 rapid methods (RFGLS-UN and RFGLS-VC) for a genome-wide association analysis of QTL in family-based designs. These methods take advantage of the fact that the genetic variance associated with any particular marker in a GWAS usually accounts for a small proportion of the total variance [36] . Consequently, the rapid methods involve first estimating the variancecovariance matrix for the family data ignoring the effects of individual markers, and then carrying out single SNP analyses using this estimated matrix. This proposed rapid method is a simplification of the FGLS estimator, where the variance and the fixed effects are jointly estimated for each marker. In the RFGLS-VC method, family covariance matrices are modeled as a function of 3 variance components: an additive genetic effect (estimated assuming known genetic relationships among family members), a family environmental effect (estimated assuming compound symmetric structure), and a residual effect (estimated assuming common variance across family members). In the RFGLS-UN method, family variance-covariance matrices are estimated assuming no structure and phenotypic variances are allowed to vary. Our simulations showed that the rapid methods resulted in appropriate type I error rates and power that approximated that for the gold standard estimator where the real familial similarities were known (the GLS method).
In the study of a large sample size of 1,800 nuclear families, when we simulated family data in which familial resemblance owed to additive genetic effects only, we found that RFGLS-UN and RFGLS-VC performed similarly to the GWAF method, which assumes that familial resemblance is due to additive genetic factors only, and the FGLS method, in which the residual variance-covariance matrix is estimated for each individual marker. When we simulated family data in which familial resemblance owed to both additive genetic and environmental factors, both RFGLS-UN and RFGLS-VC showed power that was greater than the one in GWAF and comparable to the one in FGLS. Finally, when we simulated family data in which there were both additive genetic and familial environmental effects as well as heterogeneity of phenotypic variance, the RFGLS-UN method had power that exceeded that for the other methods and approximated that for the GLS gold standard. The GEE method that gave robust estimation of the effect size suffered a minor loss of power in all simulated cases. The QTDT showed low power in all simulated cases, no doubt a reflection of the family clusters we considered, in which fully twothirds of the families (the MZ twin and adoptive families) The computation time for the OLS method is set to be 1.
were not informative for the within-family QTDT test. In the study of a small sample size of 180 nuclear families, we found that RFGLS-UN was slightly underpowered compared to the GLS gold standard due to the many parameters required to be estimated. The performance of RFGLS-VC continued to approximate that of the GLS gold standard. Both RFGLS-UN and RFGLS-VC maintained the correct type I error rate, while FGLS showed inflated type I error rate in this small sample size. The rapid methods were computationally much more efficient than all alternatives other than OLS, whose speed is achieved by making the invalid assumption of no familial correlation. This dramatic reduction in the computation time for our proposed methods means that these methods could be used to carry out permutation tests, find the null distribution of the F test implemented in this study or any other test to be developed, and get the empirical p values. This can be especially valuable when dealing with no normality in data. Our rapid method also allows to extensively expand the genotyped marker set by imputation, usually by employing HapMap data as a reference. Our method can also be used as the first stage in a 2-stage design where the first stage genome-wide scan is used to select noteworthy SNPs, and a second stage analysis can then be carried out, e.g. with FGLS, so that computation time is a lesser concern.
In general, large genetic association studies are primarily interested in the detection of SNPs associated with a trait, and our approaches have provided a rapid and powerful way to detect an association. In the proposed rapid methods, along with those available such as GRAMMAR, there is bias in the estimation of a genetic effect and it increases with increased effect size. However, the rapid methods are powerful in detecting an association.
Our proposed population-based association analysis was shown to be much more powerful than the familybased association analysis QTDT when ethnic stratification is not present. If there is ethnic stratification, we can use EIGENSOFT and compute the principal components using the founders of the pedigree [35] , then select the top principal components and use them as covariates in our RFGLS approach. This was efficiently demonstrated in our analysis of the MCTFR height data. We can also estimate a genomic kinship matrix, instead of the pedigree kinship matrix used in this study, to be used in the RFGLS-VC method. The use of a genomic kinship matrix has been advocated by Aulchenko et al. [15] to get a better estimation of the 'true' covariance between individual genomes. The impact of estimating the kinship matrix on the power of the RFGLS-VC method is a topic for future study.
In our study, we compared our proposed approaches with others using simulated nuclear family data. It is worth noting that our methods can also be applied to extended families. In our RFGLS-UN method, within-generation or within-household constrains can be put in the estimation of the family variance-covariance matrix. In our RFGLS-VC method, the relationship matrix of an extended family instead of a nuclear family can be easily applied and an environmental correlation of the extended family can be estimated. The performance of our proposed method applied to extended families is a topic for further study.
We used an F test in our proposed method. GWAF and GRAMMAR use a score test. Different tests may have different effects on the p values, although they are asymptotically equivalent at a large sample size. Future study should include the likelihood ratio test and the score test by Chen and Abecasis [13] to measure the depth of the effect. We did not compare the performance of the GRAMMAR approach in our study since the package does not support sparse matrix computation, and is too computationally demanding for the sample size we used. However, we did find that in methods where environmental similarity was not modeled explicitly (e.g. GWAF) this resulted in loss of power when such similarity existed in the data.
To summarize, we developed a fast and powerful approach for family-based GWAS of quantitative traits. Currently available approaches like GWAF and GRAM-MAR estimate familial similarities through kinship relationships. Because environmental factors are likely to contribute to familial resemblance for many phenotypes, and especially for behavioral phenotypes, we combined kinship relationships and 'environmental relatedness' in our estimation of the familial correlation structures in 2 rapid methods, RFGLS-UN and RFGLS-VC, and achieved comparable power to those from the GLS analysis when the real variance-covariance matrix is known. Among all the alternatives implemented that did not show inflated type I error, our methods were computationally most efficient. Further study will aim at extending our rapid approach to categorical trait analyses using a GEE method.
