Maximal vectors in some Hilbert spaces  by Fang, Li
Linear Algebra and its Applications 437 (2012) 1102–1108
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
Maximal vectors in some Hilbert spaces<
Li Fang
Department of Mathematics, Northwest University, Xi’an 710127, PR China
A R T I C L E I N F O A B S T R A C T
Article history:
Received 10 March 2011
Accepted 22 March 2012
Available online 9 May 2012
Submitted by C.-K. Li
Keywords:
Maximally entangled vectors
Tensor product
The inner radius
Let V be a norm closed subset of the unit sphere of a Hilbert space
H that is stable under multiplication by scalars of absolute value 1.
The inner radius r(V) of V is the largest r  0 such that
{ξ ∈ H : ‖ξ‖  r} is contained in the closed convex hull of V . In
multipartite tensor productsH = H1⊗· · ·⊗HN which are arranged
such that the dimensions nk = dimHk weakly increase with k and
nN−1 < ∞, Arveson calculated the inner radius r(V) for the case
nN  n1n2 · · · nN−1 and gave the form of maximal vectors in [1]. In
this paper, we consider the inner radius r(V) and describe the set of
maximal vectors in the remaining cases forwhichnN  n1 · · · nN−1.
© 2012 Published by Elsevier Inc.
1. Introduction
Let H = H1 ⊗ · · · ⊗ HN be a finite tensor product of separable Hilbert spaces. In the literature
of physics and quantum information theory, a normal state ρ of B(H1 ⊗ · · · ⊗ HN) called separable
if it belongs to the norm closed convex set generated by product states σ1 ⊗ σ2 ⊗ · · · ⊗ σN, where
σk denotes the normal state of B(Hk). Normal states that are not separable are said to be entangled.
In the so-called bipartite case in which N = 2, several numerical measures of entanglement have
been proposed to distinguish entangled mixed states and separable mixed states (see [2,4–6]). For
higher order tensor products, Arveson proposed “maximally entangled" vector in [1] and introduced
two numerical invariants that faithfully detect entanglement. Arveson considered a separable Hilbert
space H and a distinguished set
V ⊆ {ξ ∈ H : ‖ξ‖ = 1}
satisfying the following two conditions:
V1 : λV ⊆ V for every λ ∈ C and |λ| = 1,
V2 : For every ξ ∈ H,< ξ, V >= {0} ⇒ ξ = 0.
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By replacing V with its closure if necessary, V is assumed to be closed in the norm topology of H.
The motivating example is the set of decomposable unit vectors
V = {ξ1 ⊗ · · · ⊗ ξN : ξk ∈ Hk, ‖ξ1‖ = · · · = ‖ξN‖ = 1, k = 1, 2, · · · ,N}
in an N-fold tensor productH = H1 ⊗ · · ·⊗HN of Hilbert spaceHk. In [1, Part 1], Arveson introduced
a new norm ‖ξ‖V = supη∈V | < ξ, η > | on H with the property ‖ξ‖V  ‖ξ‖ for every ξ ∈ H and
considered a function ‖ · ‖V : H → [0,+∞] defined by
‖ξ‖V = sup
‖η‖V1
| < ξ, η > | (∀ξ ∈ H).
Moreover, Arveson [1, Theorem 8.2] proved the vector norm ‖ · ‖V that measures entanglement as the
greatest cross norm on the projective tensor product of Hilbert spaces H1⊗ˆH2⊗ˆ · · · ⊗ˆHN in general.
Generally, given such a set V ⊆ H, a maximal vector is defined as a unit vector ξ ∈ H whose
distance to V is maximum
d(ξ, V) = sup
‖η‖=1
d(η, V)
d(η, V) denoting the distance from η to V .
In an N-fold tensor product H = H1 ⊗ · · · ⊗ HN, they are arranged such that the dimensions
nk = dimHk weakly increasing with k. Arveson [1, Part 3] introduced a numerical invariant r(V) of
V where r(V) = max{r  0 : {ξ ∈ H : ‖ξ‖  r} ⊆ coV} with that coV refers to the closed convex
hull of V , and proved that when r(V) > 0, there is a uniquely determined “entanglement measuring
norm” ‖ · ‖V on Hwith the property that ξ ∈ V if and only if ‖ξ‖V = 1 and ξ is maximal if and only
if ‖ξ‖V = r(V)−1 (see [1, Proposition 2.1 and Theorem 4.2]). Moreover, Arveson [1, Theorem 12.1]
identified the maximal vectors and showed that the set of maximal vectors does not depend on the
finer structure when nN  n1 · · · nN−1.
This work was undertaken in order to calculate the inner radius r(V) and identify the maximal
vectors in the remaining cases nN  n1n2 · · · nN−1. The solution of that problem is presented in
Theorem 2.3 and Theorem 3.3.
2. Calculation of the inner radius
For N-fold tensor products H = H1 ⊗ · · · ⊗ HN which are arranged such that the dimensions
nk = dimHk weakly increase with k and nN−1 < ∞. In this section, we establish the value of r(V) in
a tensor product Hilbert space and we exhibit maximal vectors for the case nN  n1n2 · · · nN−1.
Arveson in [1, Theorem 10.1] established a universal lower bound on r(V). For the convenience of
the readers, we give the theorem in the following.
Theorem 2.1 [1]. Let V be the set of all decomposable unit vectors in a tensor productH = H1⊗· · ·⊗HN
which are arranged the dimensions nk = dimHk weakly increase with k and nN−1 < ∞. Then the inner
radius satisfies
r(V)  1√
n1 · · · nN .
Before the value of r(V) is established when nN  n1n2 · · · nN−1,we give some primary results.
Definition2.1 [3]. Anorthonormal subset of aHilbert spaceH is a setE having the followingproperties:
(a) ‖e‖ = 1 for every for e ∈ E,
(b) if e1, e2 ∈ E and e1 = e2, then e1⊥e2.
An orthonormal basis for H is a maximal orthonormal set.
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Lemma 2.1 [5]. Let v ∈ Hn ⊗ Hm (m  n). Then there exists k  m and orthonormal sets of vectors{u1, · · · , uk} ⊂ Hn and {v1, · · · , vk} ⊂ Hm such that v = ∑kj=1 αkuk ⊗ vk for some non-negative real
constants {αj : 1  j  k}.
Now, we established the value of r(V)when nN  n1n2 · · · nN−1.
Theorem2.2. LetV be the set of all decomposableunit vectors ina tensorproductH = H1⊗· · ·⊗HN which
are arranged the dimensions nk = dimHk weakly increase with k and nN < ∞. If nN  n1n2 · · · nN−1,
then the inner radius satisfies
r(V) = 1√
nN
and vectors of the form
ξ = 1√
nN
nN∑
iN=1
fiN ⊗ eNiN (1)
are maximal vectors, where {fiN }nNiN=1 is an orthonormal set in H1 ⊗ · · · ⊗ HN−1 and {eiN }nNiN=1 is an
orthonormal basis of HN .
Proof. Let nN  n1n2 · · · nN−1, then by Lemma 2.1 we get that every unit vector ξ ∈ H1 ⊗ · · · ⊗ HN
can be decomposed uniquely into a sum
ξ =
k∑
i=1
αiui ⊗ vi (2)
where k  nN,
∑k
i=1 |αi|2 = 1, {ui}ki=1 and {vi}ki=1 are orthonormal sets in H1 ⊗ · · · ⊗ HN−1 and HN
respectively.
Theorem 8.2 in [1] implies ‖ · ‖V is a cross norm on the projective tensor product of H1⊗ˆH2⊗ˆ · · ·
⊗ˆHN−1⊗ˆHN, so from (2) and the Schwarz inequality, we conclude that
‖ξ‖V 
k∑
i=1
‖αiui ⊗ vi‖V 
k∑
i=1
|αi|‖ui ⊗ vi‖V 
⎛
⎝ k∑
i=1
1
⎞
⎠
1
2
⎛
⎝ k∑
i=1
|αi|2
⎞
⎠
1
2
= k 12  n
1
2
N .
It follows that r(V) = 1
sup‖ξ‖=1 ‖ξ‖V  n
− 1
2
N .
On the other hand, we choose an orthonormal set {fiN }nNiN=1 in H1 ⊗ · · · ⊗ HN−1 and let {eNiN }nNiN=1
be an orthonormal basis of HN .We consider the unit vector ξ = 1√nN
∑nN
iN=1 fiN ⊗ eNiN .
Note that ‖ξ‖V  1
r(V)
 n
1
2
N . For the opposite inequality, it suffices to exhibit a linear functional
F of norm 1 on the projective tensor product of (H1⊗ˆH2⊗ˆ · · · ⊗ˆHN−1)⊗ˆHN such that
F(ξ) = √nN .
For that, we consider the vector
η = √nNξ =
nN∑
iN=1
fiN ⊗ eNiN ,
and define F on (H1⊗ˆH2⊗ˆ · · · ⊗ˆHN−1)⊗ˆHN by F(ζ ) =< ζ, η > . By the universal property of the
projective tensor product, the norm of F is
‖F‖ = sup{|F(v1 ⊗ v2 ⊗ · · · ⊗ vN)| : vk ∈ Hk; ‖vk‖  1}.
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Choose v0 ∈ H1 ⊗ · · ·HN−1 and vN ∈ HN,we have
F(v0 ⊗ vN) = 〈v0 ⊗ vN, η〉 =
nN∑
i=1
〈v0, fiN 〉〈vN, eNiN 〉 =
〈
vN,
nN∑
i=1
〈v0, fiN 〉eNiN
〉
.
Since {eNiN }nNiN=1 is an orthonormal basis in HN,we can get that
sup
‖vN‖=1
|F(v0 ⊗ vN)|2 = ‖
nN∑
i=1
〈v0, fiN 〉eNiN‖2 =
nN∑
i=1
|〈v0, fiN 〉|2  ‖v0‖2.
So that ‖F‖ = sup{‖v0‖ : ‖v0‖  1} = 1. Applying F to unit vector ξ = 1√nN
∑nN
i=1 fiN ⊗ eNiN ,we find
that
F(ξ) = 〈ξ, η〉 = 1√
nN
〈
nN∑
i=1
fiN ⊗ eNiN ,
nN∑
i=1
fiN ⊗ eNiN
〉
= 1√
nN
nN∑
i=1
nN∑
j=1
〈fiN , fjN 〉〈eNiN , eNjN 〉 =
√
nN,
and the desired inequality ‖ξ‖V = ‖ξ‖γ  √nN is proved. The proof is completed.
Before we characterize the tracial state of B(HN) can be extended to a pure state of B(H1 ⊗ · · · ⊗
HN−1)⊗ B(HN),we give the following lemma. We would like to stress that the proof of Lemma 2.2 is
similar to the discussion in the proof of Lemma 11.2 in [1] and we omit the proof of Lemma 2.2. 
Lemma 2.2. LetH and K be finite-dimensional Hilbert spaces and letω be a faithful state of B(K). If there
is a vector ξ ∈ H ⊗ K such that
ω(A) = 〈(IH ⊗ A)ξ, ξ 〉 (∀A ∈ B(K))
then dimK  dimH.
Theorem 2.3. Let V be the set of all decomposable unit vectors in a tensor product of finite-dimensional
Hilbert spaces H = H1 ⊗ · · · ⊗ HN which are arranged nk = dimHk weakly increase with k and
nN  n1n2 · · · nN−1 < ∞, consider the sub-factor A = B(HN), and let τ be the tracial state of A. Then
the following assertions are equivalent:
(i) Value of the inner radius:
r(V) = 1√
nN
.
(ii) Existence of purifications: there is a maximal vector ξ ∈ H1 ⊗ · · · ⊗ HN such that
τ(A) =< (1H1⊗···⊗HN−1 ⊗ A)ξ, ξ > (∀A ∈ A). (3)
(iii) Upper limit on dimHN : nN  n1n2 · · · nN−1.
Proof. The implication (ii) ⇒ (iii) follows after applying Lemma2.2 to the caseH = H1⊗· · ·⊗HN−1
and H = HN, and (iii) ⇒ (i) is an immediate consequence of Theorem 2.2.
(i) ⇒ (ii). Since H1 ⊗ · · · ⊗ HN is finite-dimensional, maximal vectors exist. Let ξ be any fixed
maximal vector and Ek be a rank-one projection in B(Hk). Choose unit vectors ek ∈ EkHk (k =
1, 2, · · · ,N) and consider the operator U : H1 ⊗ · · · ⊗ HN−1 → H1 ⊗ · · · ⊗ HN defined by
Uζ = ζ ⊗ eN .
Obviously, U is a partial isometry whose range projection is E1 ⊗ · · · ⊗ EN . For every unit vector
ζ ∈ H1 ⊗ · · · ⊗ HN−1,we have
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| < U∗ξ, ζ > | = | < ξ,Uζ > | = | < ξ, ζ ⊗ eN > |
 sup
‖η1‖=‖η2‖=···=‖ηN‖=1
|〈ξ, η1 ⊗ η2 ⊗ · · · ⊗ ηN〉|
= ‖ξ‖V = r(V) = n−
1
2
N ,
where ‖ξ‖V = r(V) follows from the characterization of maximal vectors in [1, Theorem 4.2]. Hence,
‖U∗ξ‖  1√
nN
.
Let {eNiN }nNiN=1 be an orthonormal basis in HN .We consider the operator
Ui : ζ ∈ H1 ⊗ · · · ⊗ HN−1 → ζ ⊗ eNiN ∈ H1 ⊗ · · · ⊗ HN .
According to the above argument, we have that ‖U∗i ξ‖2  n−1N for each i. It follows that∑nN
i=1 ‖U∗i ξ‖2 
∑nN
i=1 n
−1
N = 1.Moreover,
‖U∗i ξ‖2 =< UiU∗i ξ, ξ >
= 〈(1H1⊗···⊗HN−1 ⊗ ENiN )ξ, ξ 〉.
Since the projections occurring the right-hand side are mutually orthonormal and sum to the identity
operator in B(H1 ⊗ · · · ⊗ HN),we get that
nN∑
i=1
‖U∗i ξ‖2 =
nN∑
i=1
〈(1H1⊗···⊗HN−1 ⊗ ENiN )ξ, ξ 〉 = ‖ξ‖2 = 1.
So, for each i (1  i  nN), we have ‖U∗i ξ‖2 = n−1N and < (1H1⊗···⊗HN−1 ⊗ ENiN )ξ, ξ >= n−1N
Thus, for any fixed maximal vector ξ we have
〈(1H1⊗···⊗HN−1 ⊗ EN)ξ, ξ 〉 =
1
nN
where EN is a rank-one projection in B(HN).
Let S be the set of all operators A ∈ A for which (3) holds. Obviously, S is a linear space and every
rank-one projection EN ∈ B(HN) belongs to S. Moreover, the rank one projections in B(HN) span
B(HN). Therefore, S = B(HN) by linearity and Theorem 2.3 follows. 
3. Homogeneity
Continuing under the hypotheses n1  · · ·  nN−1 < ∞, we show in this section that the set of
maximal vectors in H1 ⊗ · · · ⊗ HN is acted upon transitively by the unitary group.
Firstly, we give the set ofmaximal vectors inH1⊗· · ·⊗HN is acted upon transitively by the unitary
group of HN when nN  n1n2 · · · nN−1,which was proved by Arveson in [1, Theorem 12.1].
Theorem 3.1 [1]. Assume that nN  n1n2 · · · nN−1 and let ξ1, ξ2 be two maximal vectors inH1 ⊗· · ·⊗
HN . Then there is a unitary operator U in B(HN) such that
ξ2 = (1H1⊗···⊗HN−1 ⊗ U)ξ1.
Maximal vectors are characterized as the unit vectors ξ ∈ H1 ⊗ · · · ⊗HN that purify the tracial state τ of
A = B(H1 ⊗ · · · ⊗ HN−1) as τ(A) =< (A ⊗ 1HN )ξ, ξ > (∀A ∈ A).
The maximal vectors for H1 ⊗ · · · ⊗ HN are simply those of the form
ξ = 1√
n1n2 · · · nN−1 (e1 ⊗ f1 + · · · + en1···nN−1 ⊗ fn1···nN−1)
where {ek : 1  k  n1 · · · nN−1} is an orthonormal basis for in H1 ⊗ · · · ⊗ HN−1 and {fk : 1  k 
n1 · · · nN−1} is an orthonormal set in HN .
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We require the following elementary consequence of familiar methods associated with the GNS
construction, we sketch the proof for completeness.
Lemma 3.1. Let ξ1, ξ2 be vectors in H1 ⊗ · · · ⊗ HN such that
〈(1H1⊗···⊗HN−1 ⊗ A)ξ1, ξ1〉 = 〈(1H1⊗···⊗HN−1 ⊗ A)ξ2, ξ2〉
for all A ∈ B(HN). Then there is a unitary operator U ∈ B(H1 ⊗ · · · ⊗ HN−1) such that
(U ⊗ 1HN )ξ1 = ξ2. (4)
Proof. Consider the following subalgebra B of B(H1 ⊗ · · · ⊗ HnN )where
B = 1H1⊗···⊗HnN−1 ⊗ B(HnN ).
Clearly, B is a finite dimensional factor isomorphic to B(HnN ) whose commutator is
B(H1 ⊗ · · · ⊗ HnN−1) ⊗ 1HnN .
For k = 1, 2,we consider the finite dimensional subspace Lk of the tensor productH1 ⊗· · ·⊗HnN
defined by Lk = {Bξk : B ∈ B}. Since
‖Bξk‖2 = 〈B∗Bξk, ξk〉 = 〈B∗Bξ2, ξ2〉 = ‖Bξ2‖2, k = 1, 2, B ∈ B,
there is a unique partial isometry V in the commutant of B having initial space L1 and final space
L2 such that VBξ1 = Bξ2, B ∈ B. In particular, partial isometry V satisfies Vξ1 = ξ2. Since both
spaces Lk are invariant under B, they are the ranges of projections in the commutant of B. Therefore,
Lk (k = 1, 2)must have the form Lk = Kk ⊗HN, k = 1, 2,where Kk is a finite dimensional subspace
of H1 ⊗ · · · ⊗ HnN−1 .
Moreover, V belongs to the commutant of B. We have that V has the form V = U0 ⊗ 1HnN , where
U0 is a partial isometry in B(H1 ⊗ · · · ⊗ HnN−1) having initial and final spaces L1 and L2 respectively.
Further, a finite rank partial isometry U0 ∈ B(H1 ⊗ · · · ⊗ HnN−1) can always be extended to a unitary
operator U ∈ B(H1 ⊗ · · · ⊗ HnN−1).We obtain a unitary operator U ∈ B(H1 ⊗ · · · ⊗ HnN−1)with the
property asserted in (4). The proof is complete. 
Theorem 3.2. Assume that nN  n1n2 · · · nN−1 and let ξ1, ξ2 be twomaximal vectors inH1 ⊗· · ·⊗HN
which are arranged nk = dimHk weakly increase with k. Then there is a unitary operator U in B(H1 ⊗· · · ⊗ HN−1) such that
ξ2 = (U ⊗ 1HN )ξ1.
Maximal vectors are characterized as the unit vectors ξ ∈ H1 ⊗ H2 ⊗ · · · ⊗ HN that purify the tracial
state of B(HN) as in (3).
The maximal vectors for H1 ⊗ · · · ⊗ HN are simply those of the form
ξ = 1√
nN
nN∑
i=1
fiN ⊗ eNiN (5)
where {fiN }nNi=1 is an orthonormal set in H1 ⊗ · · · ⊗ HN−1 and {eiN }nNi=1 is an orthonormal basis of HN .
Proof. Let ξ be the vector of the form (1). Theorem 2.2 implies that ξ is a maximal vector. Let ξ ′ be
another maximal vector. The proof of Theorem 2.3 implies that
τ(A) =< (1H1⊗···⊗HN−1 ⊗ A)ξ, ξ >=< (1H1⊗···⊗HN−1 ⊗ A)ξ ′, ξ ′ > (A ∈ B(HN),
where τ is the tracial state on B(HN). Lemma 3.1 implies that there is a unitary operator U ∈ B(H1 ⊗· · · ⊗ HN−1) such that (U ⊗ 1HN )ξ = ξ ′. So, ξ ′ also has the form (1) in which {fiN : 1  iN  nN} is
replaced with {UfiN : 1  iN  nN}. Hence, every maximal vector purifies the tracial state τ.
On the other hand, Lemma 3.1 implies that every vector η in the tensor product H1 ⊗ · · · ⊗ HN
that purifies the tracial state τ above must have the form η = (U ⊗ 1HN )ξ where ξ is the mentioned
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maximal vector. Therefore, η is also a maximal vector of the form (5). Finally, every vector of form (5)
is maximal vector by Theorem 2.2. The proof is completed. 
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