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Fakulteta za racˇunalniˇstvo in informatiko izdaja naslednjo nalogo:
Tematika naloge: Globoke nevronske mrezˇe v medicinski diagnostiki
Preucˇite podrocˇje uporabe strojnega ucˇenja v medicinski diagnostiki s
poudarkom na nevronskih mrezˇah. Oglejte si klasicˇne primere uporabe in
v zadnjih letih izjemno populare globoke nevronske mrezˇe, predvsem na sli-
kovnih preiskavah. Osredotocˇite se na uporabo globokih nevronskih mrezˇ na
s posplosˇenimi atributi opisanih problemih in implementirajte vecˇ razlicˇic v
programskem okolju Python. Implementirane metode ovrednotite na zahtev-
nem velikem
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V zadnjih letih kolicˇina medicinskih podatkov ter preiskav strmo narasˇcˇa.
S tem se podrocˇju strojnega ucˇenja odpira sˇe vecˇ mozˇnosti za raziskovalno
delo, ki je v medicini prisotno zˇe dlje cˇasa. Tradicionalni pristopi k analizi
podatkov so se izkazali za ucˇinkovite, zadnje cˇase pa lahko opazimo porast v
uporabi globokih nevronskih in natancˇneje konvolucijskih nevronskih mrezˇ.
Te so uporabne predvsem za slikovne podatke, zacˇenjajo pa se uporabljati
tudi na klasicˇnih atributnih podatkih. V nasˇem primeru skusˇamo zgraditi
napovedni model s pomocˇjo konvolucijskih nevronskih mrezˇ, ki bi za vhod
prejel navadne atributne podatke. Uporabimo podatkovni set, ki ima veliko
razlicˇnih atributov (rezultati preiskav), veliko razredov (razlicˇne bolezni) in
mnogo nedefiniranih vrednosti (na razlicˇnih bolnikih se opravijo razlicˇne pre-
iskave, zato je v podatkih mnogo praznih mest). Na teh realnih podatkih
preizkusimo razlicˇne zgradbe plitkih in globokih nevronskih mrezˇ. Izkazˇe se,
da so dobljeni rezultati primerljivi z najboljˇsimi doslej pridobljenimi na istih
podatkih.





Umetna inteligenca je del racˇunalniˇstva, ki poskusˇa narediti racˇunalnike (vsaj
na videz) bolj inteligentne. Ena izmed osnovnih zahtev za inteligenco je
ucˇenje. Vecˇina raziskovalcev se strinja, da ni inteligence brez ucˇenja. Tako
lahko sklepamo, da je strojno ucˇenje eno izmed najpomembnejˇsih podrocˇij
umetne inteligence - ki se tudi najhitreje razvija. Zˇe od zacˇetka se uporablja
algoritme strojnega ucˇenja za analizo medicinskih podatkov. Zdravstvene
ustanove hranijo vedno vecˇje kolicˇine podatkov in z njimi se razvija vedno
vecˇ naprednih metod strojnega ucˇenja [15]. Eden izmed pristopov, ki je
v zadnjih letih v ospredju, so nevronske mrezˇe. Najpreprostejˇso definicijo
je podal izumitelj enega izmed prvih racˇunalnikov za delo z nevronskimi
mrezˇami, Dr. Robert Hecht-Nielsen [5].
Nevronske mrezˇe so racˇunski sistem, ki jih sestavlja veliko preprostih, visoko
prepletenih elementov za procesiranje, katerih stanje je dinamicˇno odvisno od
njihovega odziva na zunanji vhod.
Elementi so prepleteni s pomocˇjo utezˇenih povezav. Vsak izmed prepro-
stih elementov izracˇuna utezˇeno vsoto vseh vhodov vanj ter priˇsteje pristran-




(utezi× vhodi) + pristranskost (1.1)
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Nevron se nato glede na aktivacijsko funkcijo odlocˇi, ali se aktivira in po-
sreduje informacijo naslednji plasti. Poznamo mnogo razlicˇnih aktivacijskih
funkcij. Za ilustracijo (Slika 1.1) si lahko zamislimo taksˇno, ki aktivira ne-
vron, ko ima vrednost vecˇjo od neke arbitrarne vrednosti, npr. 0. Nasprotno
se element ne aktivira, cˇe je njegova vrednost manjˇsa od 0.
Slika 1.1: Primer preproste aktivacijske funkcije.
Taksˇno aktivacijsko funkcijo, ki vracˇa le 1 ali 0, imenujemo binarna ak-
tivacijska funkcija. Primerne so za probleme, kjer imamo le dve mozˇnosti.
V tem diplomskem delu problem ne bo binarne narave. Zato se srecˇamo z
aktivacijskimi funkcijami, ki lahko vrnejo vecˇ kot dve razlicˇni vrednosti. Upo-
rabljali bomo softmax (posplosˇitev logisticˇne funkcije) ter relu [2] (Enacˇba
1.2). Slednja vrne 0, cˇe je vrednost nevrona Y manjˇsa od 0. V tem oziru je
enaka ilustrativni, binarni, funkciji. V nasprotnem primeru vrne kar njegovo
vrednost, ki je lahko karkoli vecˇjega od 0.
F (x) = max(x, 0) (1.2)
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Povezave med elementi nevronske mrezˇe niso nakljucˇne. Organizirane so
hierarhicˇno tako, da nevroni tvorijo plasti. Poznamo tri vecˇje tipe plasti.
Vhodna plast, ki se ji poda osnovna informacija (npr. atributi problema).
Sledi poljubno sˇtevilo skritih plasti, povezanih z utezˇenimi povezavami, ki
nazadnje posredujejo informacijo vse do zadnje, izhodne plasti.
Izpostavili smo, da je ena izmed osnovnih zahtev za inteligenco ucˇenje.
Velik del ucˇenja pa predstavlja ponavljanje, kot tudi iterativno popravlja-
nje napak. Nevronske mrezˇe ga implementirajo s t.i. procesom vzratnega
razsˇirjanja napak. Ko informacija pripotuje do izhodne plasti, to omogocˇa
utezˇem, da se za nazaj nekoliko spremenijo (popravijo) tako, da bo v na-
slednji iteraciji izhod nekoliko blizˇje dejanski resˇitvi problema. Za boljˇso
predstavo nevronske mrezˇe je spodaj shema nevronov ter njihovih povezav
(Slika 1.2).
Slika 1.2: Shema nevronov ter povezav med njimi.
3
4 POGLAVJE 1. UVOD
Poznamo vecˇ vrst nevronskih mrezˇ. Poseben primer nevronske mrezˇe je
tudi konvolucijska nevronska mrezˇa (CNN). Glavna sprememba je ta, da so
plasti v taksˇni mrezˇi sestavljene predvsem iz kombinacije konvolucijskih plasti
(opravijo konvolucijo na prejetih podatkih), ter plasti, ki zmanjˇsajo dimenzije
vhoda (maksimalno zdruzˇevanje). Konvolucijske plasti (po katerih dobi ime
tudi mrezˇa) opravljajo matematicˇno operacijo konvolucije. To je operacija
dveh funkcij, ki vrne tretjo, nekoliko modificirano verzijo prve, originalne
funkcije. Na naslednji strani predstavimo preprost primer konvolucije.
Na sliki 1.3 je primer konvolucije v dveh dimenzijah. Najprej pomnozˇimo
vsako sˇtevilo znotraj originalne matrike (leva matrika) s pripadajocˇim sˇtevilom
v filtru (sredinska matrika). Nato ta sˇtevila sesˇtejemo. Izhod (desna matrika)
je originalna matrika spremenjena za element v centru filtra, ki je opisan
sesˇtevek in zmnozˇek tekom konvolucije. Opisali smo le en korak celotnega
procesa konvolucije. Filter se premika po celotni matriki, dokler ga nismo
postavili na vsa mozˇna mesta.
Slika 1.3: Shema konvolucije na eni poziciji.
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Konvolucijske nevronske mrezˇe omenjamo, ker so zadnja leta prodrla na
vsa podrocˇja znanosti. Med drugim tudi v medicino. Izkazale so se za pose-
bej uporabne pri analizi slikovnega materiala, ki ga je tukaj ogromno. Zadnja
leta se analizira slike magnetne resonance (Bhattacharyya [3], Demirhan [9],
Desmukh [17]), slike dojk za prepoznavanje rakavih metastaz (Wang [22],
Cire [10], Cruz-Roa [11]), racˇunalniˇske tomografije za pomocˇ pri npr. detek-
ciji pljucˇnih obolenj (Xingjian [23], Ginneken [21]) ipd.
Vse omenjene raziskave imajo dobre rezultate, napovedni modeli dosegajo
tocˇnosti tudi nad 90%. Za te specificˇne primere bi lahko izboljˇsali preventivno
oskrbo. Problem pa je, da imajo omenjene raziskave relativno majhno sˇtevilo
razredov ter malo nedefiniran vrednostih v podatkih. V medicinski diagnosti
pa je stvari, v katere smo prepricˇani, zelo malo.
Ob obisku zdravstvene ordinacije zdravnik zapiˇse le nekaj simptomov.
Standardne preiskave ravno tako pregledajo le omejen spekter atributov. Pre-
prosto ni pragmaticˇno, da bi v vsakem primeru opravili na stotine specificˇnih
analiz. V mnogih tudi ni potrebno, saj zˇe osnovne preiskave pokazˇejo na bole-
zen. Cˇe bi zˇeleli, tako kot zdravnik, diagnosticirati s pomocˇjo racˇunalnika, bi
se morali torej boriti z velikim sˇtevilom nedefiniranih vrednosti v podatkih.
Tudi sˇtevilo mozˇnih bolezni (in s tem razredov) je veliko vecˇje, kot pri npr.
prepoznavanju rakavih metastaz (so/niso). Taksˇni podatki niso slikovni, ki
so pisani na kozˇo CNN, ampak so preprosti vektorji, s po vecˇ sto atributi, ki
pripadajo vecˇ sto razredom.
Taksˇni so podatki, s katerimi delamo v tej diplomi in jih tudi natancˇno
predstavimo v naslednjem poglavju. Zaradi mocˇi in popularnosti konvolucij-
skih nevronskih mrezˇ bomo preizkusili njihovo delovanje tudi na podatkih,
ki niso tipicˇno primerni zanje. Preizkusili bomo tudi nevronske mrezˇe in pri-
merjali njihovo ucˇinkovitost. Ker je podatkov veliko in imajo mnogo nede-
finiranih vrednosti, bomo posamezne primere, vektorje, pretvorili v matrike.
Tako se ohrani vecˇ informacije o lokalnosti in se celo izpostavi. Dolocˇene
sorodne preiskave so v podatkih blizu skupaj in zˇelimo si, da bi pretvorba
te otocˇke informacij izpostavila, zaradi cˇesar bi se jih mrezˇa bolje naucˇila.
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Uporabimo lahko iste algoritme, kot se uporabljajo pri analizi slik. Pri tem si
pomagamo z visokonivojskim APIjem Keras. Njegovo namestitev in osnovne
zakonitosti predstavimo v tretjem poglavju. Temu sledi poglavje metodolo-
gij, kjer opiˇsemo strukturo mrezˇ, ki smo jih sestavili, predstavimo pa tudi
opravljene transformacije vektorjev v matrike. Temu sledi predstavitev re-
zultatov. Poglavje predstavi in primerja uspesˇnost razlicˇnih mrezˇ, jih postavi
ob bok rezultatom kaksˇne bolj klasicˇnih metod strojnega ucˇenja ter primerja
cˇasovne zahtevnosti razlicˇnih pristopov. Sledi sˇe sklep, v katerem se vrnemo
na zacˇetek in ugotovimo ali so konvolucijske nevronske mrezˇe primerne za




Podatki, ki smo jih uporabljali za testiranje, so bili pridobljeni od ene izmed
vecˇjih evropskih bolniˇsnic pod strogo izjavo o nerazkritju (NDA). Podatki so
popolnoma anonimizirani, tudi imena preiskav in diagnoz so predstavljena
sˇifrirano. Vse vrednosti so skalirane na interval [-1,+1], kjer -1 predstavlja
minimalno, +1 pa maksimalno vrednost v podatkih.
Podatkovni set ima 163.953 primerov (vektorjev). Vsebujejo 400 razlicˇnih
razredov, med katerimi imajo nekateri le po dva razlicˇna primera. To bi se
lahko izkazalo za problematicˇno, saj tako malo sˇtevilo primerov potencialno
ni dovolj za kakrsˇnokoli posplosˇevanje. Vsak primer ima 337 atributov (re-
zultati preiskav, simptomi,...). Vsebujejo tudi sˇifrirane oznake po podrocˇjih,
ki omogocˇajo razbitje na vecˇje podmnozˇice. Izberemo lahko dolocˇeno pod-
mnozˇico ter zanjo zgradimo napovedni model, kar pomaga z ocenjevanjem
cˇasovne zahtevnosti grajenja modela na vseh podatkih. Nad njimi smo izvedli
razlicˇne metode predprocesiranja podatkov, kot so normalizacija, standardi-
zacija,... Najboljˇse rezultate smo dobili le z uporabo normalizacije.
Podatke smo razdelili na dva dela - na atribute in razrede, ki predstavljata
vhod in izhod. Pri predprocesiranju podatkov smo poleg delitve na dve
mnozˇici ter normalizacije tudi zapolnili prazna oziroma nedefinirana mesta v
podatkih s povprecˇjem v celotnem setu podatkov. Kot alternativo bi lahko
uporabil npr. konstanto.
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Pred vhodom podatkov v ucˇni model smo izhode (Y) kodirali z nacˇinom
ena naenkrat (bolje poznan kot one-hot encoding). Ta metoda vsakem izhodu
priredi unikaten vektor, ki ima dolzˇino enako sˇtevilu vseh razredov. Vsebuje
same nicˇle z izjemo enice na n-tem mestu za n-ti razred. Ta pristop je bil
potreben, saj gre za klasifikacijo vecˇ razredov. Tako je zadnja plast nevronske
mrezˇe sestavljena iz 400 nevronov (en nevron predstavlja en razred). Vsak
izmed teh nevronov vrne vrednost med 0 in 1, ki predstavlja verjetnost, da
je posamezen razred tisti, ki pripada vhodnim atributom.
Kot smo omenili zˇe v uvodu delamo s podatkovnim setom, ki ima veliko
nedefiniranih vrednosti. Za boljˇso predstavo problematike je na naslednji
strani prikazan graf (Slika 2.1) vseh atributov v odvisnosti s sˇtevilom vseh
nedefiniranih vrednosti. Atributi so urejeni po padajocˇi frekvenci nedefini-
ranih vrednosti. Jasno se vidi, da je velik del atributov v vecˇini primerov
nedefiniran. To ima velik vpliv na zahtevnost problema, saj ima nevronska
mrezˇa toliko manj specificˇnih podatkov in variacij, iz katerih se lahko ucˇi.
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Slika 2.1: Sˇtevilo neznanih vrednosti po atributih.
Druga posebnost teh podatkov v primerjavi z zgoraj omenjenimi raziska-
vami, ki so uporabile CNN, je sˇtevilo razredov. Tukaj ne gre za klasifikacijo
ali prepoznavanje specificˇnega obolenja, ampak poskusˇamo povezati sˇirok na-
bor atributov s pripadajocˇimi razredi. Na naslednji strani je graf (Slika 2.2),
ki povezuje razrede z njihoviim frekvencami. Opazimo lahko veliko sˇtevilo
razredov, ki niso dobro zastopani. Tudi zaradi tega je pravilno klasificiranje
razredov otezˇeno.
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Za gradnjo nevronskih mrezˇ uporabimo orodje, ki je namenjeno ravno temu
- Keras. Ta visokonivojski API za nevronske mrezˇe je spisan v Pythonu.
Omogocˇa preprosto delo z razlicˇnimi variacijami nevronskih mrezˇ. Ponuja
preprosto implementacjo razlicˇnih topologij - ena vrstica kode za eno plast v
nevronski mrezˇi. Zato, da lahko ustvarjene nevronske mrezˇe ucˇimo in z njimi
napovedujemo, se naslanja na knjizˇnice, ki so za to posebej specializirane. V
zaledju zato uporablja TensorFlow, CNTK [19] ali Theano. Te knjizˇnice za
delo z nevronskimi mrezˇami izdajajo in vzdrzˇujejo razlicˇne institucije.
Keras omogocˇa uporabo CPUja ter GPUja. Zaenkrat podpira verzije
Pythona med 2.7-3.5. Zanasˇa na knizˇnice numpy, scipy, yaml, HDF5 ter
NVIDAin cuDNN (v primeru uporabe CNN). Omogocˇa postavitev okolja s
pomocˇjo ukaza pip kot tudi insˇtalacijo iz izvorne datoteke. Za vzpostavitev
zalednih knjizˇnic je potrebna locˇena insˇtalacija le teh. Naslednji dve podpo-
glavji opisujeta postavitev TensorFlowa in Theana. Med njima menjujemo
tako, da popravimo spremenljivko backend v datoteki keras.json na zˇeleno
knjizˇnico.
{
” image data format ” : ” c h ann e l s l a s t ” ,
” e p s i l o n ” : 1e−07,
” f l o a t x ” : ” f l o a t 3 2 ” ,
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”backend ” : ” theano”
}
Keras omogocˇa tudi simultano uporabo obeh knjizˇnic, a se v okviru te
diplome s tem ne ukvarjamo.
3.1 Namestitev potrebnih orodij
Namestitev Kerasa je relativno preprosta. S pomocˇjo enega ukaza pip name-
stimo celotno knjizˇnico.
sudo pip i n s t a l l ke ras
V naslednjih dveh podpoglavjih opiˇsemo namestitev zalednih knjizˇnic za delo
z nevronskimi mrezˇami Theano in TensorFlow.
3.1.1 TensorFlow
Prvi korak pri namestitvi TensorFlowa je izbira verzije. Na voljo sta dve.
Prva podpira le operacije na CPU, medtem ko ima druga podporo tudi za
delo na GPU. Slednja je boljˇsa, saj je graficˇna procesna enota zelo primerna
za delo z nevronskimi mrezˇami in pospesˇi racˇunanje. Ukaza za namestitev
se razlikujeta le v koncˇnici ’-gpu’.
pip3 i n s t a l l −−upgrade t en so r f l ow
ali
pip3 i n s t a l l −−upgrade tensor f l ow−gpu
Namestimo ga lahko tudi s pomocˇjo Anaconde, a za ta paket ne skrbi
ekipa TensorFlowa, zato ga spremlja opozorilo, da se uporablja na lastno
odgovornost. Seveda ne zadosˇcˇajo vsi racˇunalniki minimalnim zahtevam -
ki vkljucˇujejo NVIDIA graficˇno kartico, na katero se lahko nalozˇi potrebna
programska oprema. Na uradni spletni strani so povezave na strani, kjer




V primeru nevsˇecˇnosti v cˇasu namesˇcˇanja je na uradni spletni strani tudi
seznam pogostih napak.
Za uporabo GPU ni potrebno specificirati nobenih zastavic - vkolikor je
zaznan se ga avtomatsko uporabi (cˇe je namestitev podpirala uporabo GPU).
Pri uporabi je potrebno paziti, da imamo na voljo dovolj spomina (na GPU).
Cˇe ga ob zagonu programa ni dovolj, se izvajanje avtomatsko ustavi. Samo
sporocˇilo napake ne kazˇe naravnost na primanjkljaj prostora, kar bi lahko
povzrocˇalo manjˇse preglavice pri razhrosˇcˇevanju. Z alokacijo spomina ni
imel nobenih tezˇav Theano.
3.1.2 Theano
Predpogoj za namestitev in uporabo Theana je poleg vsega, kar potrebuje
Keras, tudi BLAS [4]. Ta omogocˇa dobro optimizirano delo z osnovnimi
vektorskimi ter matricˇnimi operacijami. Theano ima na uradni spletni strani
kar predlogo za namestitev vseh potrebnih (pa tudi nekaj dodatnih) knjizˇnic.
conda i n s t a l l
numpy sc ipy mkl−s e r v i c e l ibpython <m2w64−too l cha in>
<nose> <nose−parameter ized> <sphinx> <pydot−ng>
Predlagan nacˇin insˇtalacije je s pomocˇjo Anaconde, podpira pa tudi pip.
Tudi tukaj sta na voljo dva tipa namestitve (CPU in CPU+GPU).
conda i n s t a l l theano pygpu
Uporaba GPU tukaj ni avtomatska - cˇetudi je namesˇcˇena GPU verzija
Theana. Uporabljajo se tri metode. Prva je s pomocˇjo zastavice ’THEANO
FLAGS’, kjer se specificira indeks naprave GPU (gpu0, gpu1,...).
import os
os . env i ron [ ’THEANO FLAGS’ ] = ” dev i ce=gpu , f l oatX=f l o a t 3 2 ”
Druga mozˇnost omogocˇa spremembe v datoteki theanorc.txt - tudi tukaj
se podobno kot pri zastavicah nastavi indeks naprave. Lahko pa tudi nasta-
vimo napravo na zacˇetku kode (theano.config.device, theano.config.floatX).
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Preden smo sestavili konvolucijsko nevronsko mrezˇo, smo preizkusili na-
tancˇnost napovedi nevronskih mrezˇ. Sˇe pred zacˇetkom dela smo poskrbeli,
da smo ne glede na topologijo vedno imeli dovolj nevronov po posameznih
plasteh. Problem je relativno velik (za tak tip podatkov) in sˇirina mrezˇe bi
lahko igrala pomembno vlogo pri prepoznavanju majhnih razlik med razredi.
Vedno smo uporabili neko kombinacijo plasti Dense ter Dropout. Preizkusili
smo mnogo kombinacij teh plasti - tako globoke, kot tudi sˇiroke arhitekture.
Sledili smo vzgledu cˇlankov kot je npr. Deep ’Big Multilayer Perceptrons
for Digit Recognition’ [7], ki opisujejo uspesˇnost arhitektur ki vsebujejo ve-
liko skritih plasti. Podoben trend je viden med konvolucijskimi nevronskimi
mrezˇami, a se jih bomo podrobneje dotaknili v poglavju o konvoluciji. Za
nasˇ primer se je izkazalo, da niso optimalne ne globoke ne pretirano sˇiroke
kombinacije plasti. Presenetljivo se je najbolje odrezala relativno majhna
arhitektura s sˇtirimi skritimi plastmi (Slika 4.1).
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Slika 4.1: Shema arhitekture nevronske mrezˇe.
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Napovedna tocˇnost na validacijskem setu podatkov je bila izracˇunana po
tem, ko je bila gradnja modela zakljucˇena. Ustavila se je, ko se rezultat
na majhnem validacijskem setu ni izboljˇsal 15-krat. Temu pravimo ustavi-
tveni pogoj in Keras omogocˇa preprosto implementacijo s pomocˇjo funkcije
EarlyStopping.
c a l l b a c k s = [ keras . c a l l b a ck s . Ear lyStopping (
monitor=’ v a l l o s s ’ ,
min de l ta= 0 ,
pa t i ence =15,
verbose=0,
mode=’auto ’ ) ]
Do te tocˇke smo opisali definicijo modela ter ustavitvenega pogoja. Iz-
brati moramo tudi optimizacijsko funkcijo in odlocˇili smo se za categorical
crossentropy (Enacˇba 4.1).




Parametra p in q predstavljata dejansko distribucijo razredov ter predvideno,
izracˇunano distribucijo, ki je izhod softmax funkcije. Izhod predstavlja na-
pako, ki jo je algoritem napravil pri gradnji modela. Manjˇsa kot je napaka,
bolj tocˇni bodo rezultati. Algoritem, ki poskusˇa zmanjˇsati to napako imenu-
jemo optimizator. Izbrali smo verzijo gradientnega spusta imenovano Adam
[14]. Empiricˇni rezultati naj bi potrjevali njegovo primernost pri problemih,
kjer je treba klasificirati vecˇ razredov [18].
Na zacˇetku tega poglavja smo omenili dva primera plasti - Dense in Dro-
pout. Terminologija je Kerasova, v naslednjih dveh poglavjih pa predstavimo
uporabo in namen teh plasti.
4.1.1 Dense plast
KlicDense predstavlja klasicˇno gosto povezano plast nevronske mrezˇe. Sprejme
10 argumentov, za nas pa so bili relevantni le activation, units ter input dim.
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Slednji se uporabi le v prvi, vhodni plasti in predstavlja dimenzije vhoda.
Units predstavlja dimenzijo izhoda, activation pa predstavlja nasˇo izbiro ak-
tivacijske funkcije.
Uporabili smo relu ter posplosˇitev logisticˇne funkcije softmax na zadnji pla-
sti. Slednji omogocˇa klasificiranje po razredih.
Dense (450 , input dim=dim , a c t i v a t i o n=’ re lu ’ )
4.1.2 Dropout plast
Dropout [20] je patentirana metoda internetnega velikana Google Inc., ki pre-
precˇuje preveliko prileganje. Pri Kerasu jo klicˇemo za vsako dense plastjo.
Deluje tako, da preprosto izpusti nakljucˇne nevrone (vrednosti) ter njihove
povezave.
Dropout smo uporabili za vsako plastjo (razen zadnjo). Preizkusˇali smo vre-
dnosti med 10 ter 40%. Razlicˇne vrednosti so bile optimalne pri razlicˇnih
arhitekturah v nasˇem primeru pa se je najbolje obnesla vrednost 30%, kjer
smo uporabili plitko ter relativno ozko arhitekturo.
Dropout ( 0 . 2 )
18
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4.2 Konvolucijska nevronska mrezˇa
Drug tip nevronske mrezˇe, ki smo jo zgradili, je konvolucijska. Pri oblikovanju
topologije smo se zgledovali po predhodnih uspesˇnih raziskavah in implemen-
tacijah. Tipicˇno je izmenjujevanje plasti konvolucije (Conv2D) ter maksimal-
nega zdruzˇevanja (MaxPool2D), cˇemur sledi majhno sˇtevilno polno povezanih
plasti(Dense) (Jarret in sodelavci [13], Krizhevsky in sodelavci [16], Ciresan
in sodelavci [8]). Tudi mi smo uporabili enak pristop, za preprecˇevanje pre-
velikega prileganja ucˇni mnozˇici pa uporabimo plast izpusˇcˇanja nevronov
(Dropout). K temu pripomore tudi maksimalno zdruzˇevanje (MaxPool2D).
Poleg plasti, ki so specificˇne za konvolucijo na koncu uporabimo tudi stan-
dardne Dense plasti, ki vrnejo koncˇni izhod, klasifikacijo po razredih. Na
manjˇsem delu podatkov (da prihranimo na cˇasu) smo preizkusˇali razlicˇne
kombinacije skritih plasti. Na koncu se je kot najboljˇsa izkazala kombinacija
treh zaporedij Conv2D, Dropout ter MaxPool2D plasti (Slika 4.2).
19
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Slika 4.2: Shema enega dela arhitekture konvolucijske nevronske mrezˇe.
20
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V tem delu bomo natancˇneje predstavili pomembnejˇse plasti in njihovo
uporabo v Kerasu.
4.2.1 Conv2D plast
Conv2D omogocˇa preprosto implementacijo konvolucijske plasti v Kerasu.
Uporaba konvolucije na vhodni plasti zahteva specifikacijo oblike vhodne ma-
trike. Funkcija zahteva parameter input shape. Ker so konvolucijske mrezˇe
primerne predvsem za analizo slik, pricˇakuje 2D konvolucija za vhod 3D ma-
triko. Tretja dimenzija je namenjena RGB delu slike, v nasˇem primeru pa
jo zapolnimo kar s konstantami in pri gradnji modela ne doprinese dodatnih
informacij.
V ostalih plasteh je prvi parameter, ki ga uporabimo, filters. Prejme
celosˇtevilski vhod, ki vpliva na dimenzionalnost izhodnega prostora (sˇtevilo
izhodnih filtrov iz konvolucije). Kernel size specificira velikost filtra, velikost
koraka pa nastavimo s strides. Aktivacijska funkcija se dolocˇi s pomocˇjo pa-
rametra activation. Uporabljamo tudi padding, ki vrne dimenzije izhoda na
velikost vhoda (po konvoluciji se dimenzionalnost zmanjˇsa).
Conv2D(64 , (3 , 3 ) , a c t i v a t i o n=’ re lu ’ , padding=’same ’ )
4.2.2 MaxPool2D plast
Maksimalno zdruzˇevanje ima podoben namen kot plast Dropout in je pogo-
sto uporabljena takoj pred ali za njo. Uporaba v Kerasu je dokaj preprosta.
Posluzˇimo se le dveh parametrov. Prvi je velikost okna pool size, ki izbira
maksimalne vrednosti, drugi pa je korak strides.
MaxPool2D( p o o l s i z e =(2 , 2 ) , s t r i d e s =2)
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4.2.3 Flatten
Ta plast sluzˇi le temu, da spremeni dimenzije izhoda prejˇsnje plasti v vektor,
ki ga lahko prejme Dense plast.
F lat ten ( )
4.3 Transformacija vektorja v matriko
Opisali smo topologijo nasˇih konvolucijskih nevronskih mrezˇ, manjka nam
le sˇe pretvorba podatkov v obliko, ki bi jo lahko Kerasova Conv2D upora-
bila. Nasˇi primeri so v vektorski obliki, zato jih je treba oblikovati, kot da so
slike. Raziskave oblikujemo tako, da dobijo matricˇno obliko. To lahko sto-





Najpreprostejˇsi nacˇin za prenos vektorja 1xN v matriko je, da razkosamo
vektor na enake dele, ki jih polozˇimo enega nad drugega (Slika 4.3). Cˇe
bi zˇeleli iz vektorja [1x400] ustvariti matriko bi tako dobil velikosti [20x20].
Mi delamo z vektorjem [1x337], najblizˇja enakostranicˇna matrika je veliko-
sti [19x19]. Vrednosti, ki niso definirane od 337. zaporednega mesta naprej
zapolnimo enako kot nedefinirane vrednosti znotraj vektorja - s povprecˇjem.
Ista velikost matrike se uporablja pri sledecˇih transformacijah, spremeni se
le nacˇin prenosa elementov.
Slika 4.3: Zaporedje transformacije Zaporedna transformacija.
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4.3.2 Spiralna transformacija
Drug nacˇin transformacije, ki smo ga preizkusili, je spirala (Slika 4.4). Zacˇnem
v centru ter se krozˇno oddaljujem od centra, da polnim od srediˇscˇa vedno
bolj oddaljene krozˇnice (oziroma natancˇneje kvadrate). Zdi se, da bi tak
nacˇin pretvorbe ustvaril zelo specificˇne vzorce in ’sliko’ podatkov, ki ohrani
veliko lokalnosti elementov v centru ter vedno manj, ko se od centra odda-
ljuje. Zadnja iteracija bi ustvarila lokalno popolnoma dislocirane elemente,
ki pa lahko tvorijo posamezen vzorec z elementi, ki so blizˇje centru.




Ta pretvorba vektorja v matriko ohrani najvecˇ informacije o lokalnosti (Slika
4.5). Vsak naslednji element se postavi najvecˇ za eno polje stran od prejˇsnjega.
Najprej se premakne N-krat navzdol. Ko pride N elementov nizˇje, se prestavi
en stolpec v desno ter iterativno nadaljuje za N mest navzgor. Ko pride do
vrha (N mest gor) se postopek ponovi. Ko pride do konca matrike (hori-
zontalno 19 mest), se celoten proces ponovi v nasprotni smeri - s tem, da
zacˇne N mest nizˇje ter da se premika v nasprotni smeri kot prej, torej v levo.
Celoten proces se ponavlja, dokler ne pride do konca mej matrike - do 19.
vrstice. Glavna spremenljivka v tej metodi je N. Spreminjali smo ga vse od
2 do 5.
Slika 4.5: Zaporedje transformacije Transformacija kacˇa.
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Vsi rezultati za nevronske ter konvolucijske nevronske mrezˇe so bili prido-
bljeni na racˇunalniku s 4-jedrnim procesorjem Intel i7 (7700), graficˇno kar-
tico GeForce GTX 1060 6GB ter 16GB RAM. Pri konvolucijskih nevronskih
mrezˇah smo za vhod uporabili le najbolj uspesˇno transformacijo - spiralno.
Med testiranjem se je namrecˇ izkazalo, da zaporedna transformacija kon-
sistentno proizvaja med 1% in 3% slabsˇe napovedi. Podbno se je obnesla
transformacija kacˇa.
Za preverjanje napovedne tocˇnosti smo uporabili K-kratno precˇno prever-
janje oz. Stratified K-fold, kjer smo K nastavili na 10. Deluje tako, da razdeli
podatke na K delov. Izbrani so tako, da imajo priblizˇno enako porazdelitev
razredov, kot jih ima celoten set podatkov. Enega izbere za testno mnozˇico,
preostali pa sluzˇijo kot ucˇna. Zgradi se napovedni model nakar se na testni
mnozˇici preveri napovedna tocˇnost. Ta postopek se ponovi K-krat. Koncˇna
tocˇnost je povprecˇje tocˇnosti vseh napovedi.
Rezultate smo primerjali s predhodnimi rezultati, ki so bili pridobljeni
z uporabo metode gradient boosting [12], implementirane v knjizˇnici xgbo-
ost [6]. Cˇas za izvedbo 10-kratnega precˇnega preverjanje je znasˇal priblizˇno
70 ur na strezˇniku z 12-jedernim Xeon procesorjem in 64GB RAM.
Rezultate predstavimo v vrstnem redu pridobivanja. Najprej pogledamo,
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kako so se obnesle nevronske mrezˇe, nakar predstavimo sˇe uspesˇnost konvo-
lucijskih nevronskih mrezˇ.
5.1 Nevronske mrezˇe
Pri interpretaciji rezultatov nevronskih mrezˇ se sklicujemo na tabelo 5.1
(NN).
Najprej se bomo posvetili cˇasu izvajanja. Arhitektura GPU je zelo primerna
za delo z nevronskimi mrezˇami, kar se kazˇe v vecˇ kot 4-kratni pohitritvi v
primerjavi s CPU. S Theanom v zaledju je namrecˇ algoritem na CPU potre-
boval kar 6h in 45 min, da je zakljucˇil ucˇenje. Na GPU mu je isto uspelo le
v 1h 47min. Delo na GPU smo preizkusili tudi s TensorFlowom. Bil je sˇe
nekoliko hitrejˇsi kot Theano z 1h 38min. 9 min pohitritve med zaledji tukaj
ne predstavlja prevelike razlike.
S tem se razlike med rezultati zaledij tudi pocˇasi koncˇajo.
Napovedna tocˇnost je namrecˇ pri vseh evalvacijah algoritma prakticˇno enaka
(med 39.67% ter 39.84%). Nevronske mrezˇe so se odrezale slabsˇe kot gradient
boosting, ki je imel povprecˇno napovedno tocˇnost pri 42%. Cˇe je pomembna
hitrost, je vsekakor bolje uporabiti nevronske mrezˇe, saj potrebujejo na GPU
z nekoliko manj kot dvema urama vecˇ kot 35-krat manj kot pa gradient
boosting (70h).
5.2 Konvolucijske nevronske mrezˇe
Pri interpretaciji rezultatov nevronskih mrezˇ se sklicujemo na tabeli 5.1
(CNN) in 5.2 (CNN).
Majhna razlika med cˇasom izvajanja pri nevronskih mrezˇah se ni prenesla
tudi na konvolucijske. TensorFlow je potreboval 17h 47min. Pricˇakovan cˇas
izvajanja za Theano bi bil sodecˇ po prejˇsnjem poglavju okoli 19h. Potrebo-
val pa je kar 78h in 42 min. Tezˇko je recˇi cˇemu botruje tako velika razlika v
cˇasu izvajanja, saj je pricˇakovana razlika (v korist TensorFlowa) med 10% in
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25% [1]. Theano je tako poteboval celo vecˇ cˇasa kot gradient boosting, ki je
zakljucˇil delovanje po 70h.
Napovedna tocˇnost je za Theano je 41.87%, TensorFlow pa je dosegel
41.78%. Razlika v tocˇnosti med zaledji je zanemarljivo majhna in jo lahko
pripiˇsemo razlicˇni zacˇetni inicializaciji utezˇi. Ko primerjamo tocˇnosti konvo-
lucijskih nevronskih mrezˇ ter gradient boostinga, vidimo, da so zelo blizu.
Ocenili smo tudi napovedno tocˇnost za najboljˇsih 5 in 10 rezultatov. To
pomeni, da smo napoved razreda sˇteli za pravilno, cˇe se je nahajala med
najboljˇsimi 5 oz. 10 napovedmi. Rezultati so tukaj veliko bolj vzpodbudni,
cˇetudi so prakticˇno enaki med obemi zaledji kot tudi gradient boostingom.
Ko vzamemo najboljˇsih 5 predvidevanj, se je pravilen razred znasˇel med njimi
v 72%, cˇe pa pogledamo najboljˇsih 10 se napovedna tocˇnost dvigne na kar
82%.
5.3 Tabele
Zalednje Procesiranje Algoritem Tocˇnost [%] Cˇas izvajanja [h:m:s]
Theano CPU NN 39.847 6:45:52
Theano GPU NN 39.782 1:47:33
TensorFlow GPU NN 39.674 1:38:51
Theano GPU CNN 41.877 78:42:11
TensorFlow GPU CNN 41.783 17:47:47
/ CPU GRAD. BOOST 42 70:00:00
Tabela 5.1: Tocˇnost in cˇas izvajanja algoritmov
TOP 5 in TOP 10 v tabeli 5.2 predstavljata tocˇnost napovednega modela,
cˇe vzamemo za pravilno napoved vsako, kjer je pravilna klasifikacija razreda
med prvimi petimi in desetimi napovedmi.
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Zalednje Procesiranje Algoritem TOP 5 [%] TOP 10 [%]
Theano GPU CNN 71.892 82.184
TensorFlow GPU CNN 72.094 82.233
/ CPU GRAD. BOOST 72 82
Tabela 5.2: Tocˇnost za TOP 5 in TOP 10
Preizkusili smo tudi pristop, kjer je ustavitveni pogoj sˇtevilo iteracij.
Zacˇeli smo pri 200 in koncˇali s 1000 iteracijami s korakom 100. Pri tako viso-
kem sˇtevilu epoh je napovedna tocˇnost zgrajenega modela padla veliko nizˇje
kot nasˇa najboljˇsa tocˇnost. Izkazalo se je, da je optimalno sˇtevilo iteracij
pridobljeno na tak nacˇin med 200 in 300. Prilagamo rezultate za 280 itera-
cij (Tabela 5.3). Cˇas, ki je potreben za gradnjo modela z velikim sˇtevilom
epoh je neprimerno viˇsji, kot tisti, pri avtomatskem ustavljanju algoritma
(ustavitev se je zgodila pri priblizˇno 40 iteracijah). Natancˇnost pri fiksnem
sˇtevilu iteracij (280) je bila v povprecˇju viˇsja za 1%. Izkazalo se je, da tak
pristop zahteva prevecˇ cˇasa, da bi bil uporaben (v primerjavi z avtomatsko
ustavitvijo).
Cˇas izvajanja je med zaledji tako na GPU kot tudi pri avtomatskem ustavlja-
nju, primerljiv. Podobno je CPU potreboval veliko dlje kot GPU, da zakljucˇi
z vsemi operacijami.
Zalednje Procesiranje Algoritem Tocˇnost [%] Cˇas izvajanja [h:m:s]
Theano CPU NN (280) 40.658 60:09:18
Theano GPU NN (280) 40.673 14:42:53
TensorFlow GPU NN (280) 40.66 12:17:47




Keras se je izkazal za odlicˇen API. Sestavljanje topologije mrezˇe je intuitivno
in preprosto, obenem pa imamo dovolj svobode, da organiziramo algoritem
tocˇno tako, kot zˇelimo. Menjavanje med zaledji je ravno tako preprosto.
API zaenkrat redno posodabljajo, spletna skupnost pa je dovolj aktivna, da
v primeru tezˇav hitro najdemo resˇitve.
Zaledji Theano in TensorFlow sta primerljivi in tezˇko bi rekli, da lahko
popularnost slednjega pripiˇsemo veliko boljˇsi implementaciji. Velika razlika
je bila pri izvajalnem cˇasu CNN, za kar nimamo dobre razlage.
Rezultati so pokazali, da lahko uporabimo konvolucijske nevronske mrezˇe
tudi na podatkih, ki niso tipicˇni zanje. Veliko sˇtevilo atributov in razredov,
ki so vsakdan v sˇirsˇi medicinski diagnostiki, predstavlja problem, s katerim
se konvolucijske nevronske mrezˇe, kot tudi nevronske mrezˇe ne spopadajo
bolje kot bolj klasicˇne metode strojnega ucˇenja (rezultati so, kar se tocˇnosti
ticˇe, primerljivi).
Izkazalo se je, da lahko vplivamo na napovedno tocˇnost z razlicˇnimi trans-
formacijami vektorjev v matrike - razlika se je gibala med 1% in 3%. Verjetno
je, da posamezna transformacija ni boljˇsa kot neka druga in da je razlika v
tocˇnosti posledica posameznega podatkovnega seta. To pomeni, da bi bilo
vedno potrebno uporabiti vecˇ razlicˇnih transformacij, saj se ne izkazˇe vedno
ista za najboljˇso.
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V prihodnje bi lahko preizkusili vecˇ razlicˇnih transformacij matrik (npr.
diagonalizacijo), kot tudi izboljˇsane topologije nevronskih mrezˇ. Verjetnost,
da smo izbrali optimalno kombinacijo plasti za ta problem je zelo majhna.
Izboljˇsali bi lahko tudi podatkovni set. Sˇtevilo nedefiniranih vrednosti bo
seveda ostalo veliko, kot bo tudi sˇtevilo razredov. Vplivamo pa lahko na
sˇtevilo primerov razredov. Cˇe bi lahko povecˇali sˇtevilo primerov, kjer je
trenutno skopo, bi algoritmi strojnega ucˇenja lazˇje prepoznali znacˇilnosti
njihovih razredov in jih tako bolj tocˇno klasificirali.
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