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Abstract
Additive bijections Φ :A→ B, which compress the spectrum between two unital, standard op-
erator algebras, are characterized. Applications to local approximate (anti)multiplications are also
given.
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1. Introduction and preliminaries
A (linear) mapping Φ between unital Banach algebras A and B compresses the spec-
trum if SpB(Φ(a)) ⊆ SpA(a) holds for every a ∈ A, and preserves the spectrum if the
equality holds. The study of such mappings is closely related to the problem of character-
izing (linear) surjections that preserve invertibility, and has received the attention of quite
a few authors in recent years [1,3,4,6,16]. The problem remains far from being solved in
general, and more or less the only results we are aware of demand a very special form of
algebra A, like having many idempotents (i.e., a von-Neumann algebra), or having many
minimal left ideals, like a unital standard operator algebra. We recall that the latter is a
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14 B. Kuzma / J. Math. Anal. Appl. 304 (2005) 13–21closed unital subalgebra of B(X ), which contains the ideal F(X ) of finite-rank, bounded
operators. Here and throughout, X will be an infinite-dimensional, complex Banach space.
Perhaps surprisingly, linearity can be, at least in some cases, weakened to additiv-
ity [14]. Exploring this further, the authors in [8] have characterized additive surjections on
standard operator algebras which preserve various parts of the spectrum. We are presently
able to extend their result and characterize additive bijections Φ :A→ B between unital
standard operator algebras A and B, which compress or expand the spectrum.
We proceed by fixing the terminology: Given x ∈X and f ∈X ∗—a dual space of X—
the rank-one (or zero) operator z → 〈z, f 〉x is denoted by x ⊗ f ; here, 〈z, f 〉 denotes the
value of f at z. A mapping A :X → Y between complex Banach spaces X ,Y is called
(conjugate) linear if there is a continuous ring homomorphism (i.e., an identity or a com-
plex conjugation) c :C → C such that A(λx+µz) = λcAx+µcAz holds for every λ,µ ∈ C
and every x, z ∈ X (we have used the abbreviation λc := c(λ)). Thus, A is linear if c = Id.
The adjoint of (conjugate) linear, continuous A :X → Y is a mapping A′ : Y∗ →X ∗, de-
fined by (A′f ) : z → (〈Az, f 〉)c. We recall that (x ⊗ f )′ = f ⊗ κx, where κ :X ↪→X ∗∗ is
a natural embedding. Throughout, A⊆ B(X ), B ⊆ B(Y), and C ⊆ B(Z) will be unital,
standard operator algebras (possibly dimC < ∞), while SpA(S) and ρA(S) will stand for
the spectrum and the spectral radius of S ∈A, respectively. Also, S := U ⊕ V will denote
the sum of orthogonal elements U,V (i.e., S = U + V , with UV = 0 = VU ). Moreover,
given a subset Ω ⊆ C and a number λ ∈ C, we let λ + Ω := {λ + ω; ω ∈ Ω}. Finally, we
state three results that are basic for our subsequent arguments; the first one is from [9].
Lemma 1. Let S ∈ C and |λ| > ρC(S). Then, λ ∈ SpC(x ⊗ f + S) is equivalent to
1 = 〈(λ − S)−1x, f 〉=
∞∑
k=0
〈Skx, f 〉
λk+1
.
In addition, the sum on the right is convergent for |λ| > ρC(S).
Sketch of the proof. λ− (S + x ⊗ f ) = (λ− S)(Id − (λ− S)−1x ⊗ f ) is noninvertible iff
the second factor is noninvertible, i.e., iff (λ − S)−1x ⊗ f is a rank-one idempotent, i.e.,
iff its trace, Tr((λ − S)−1x ⊗ f ) := 〈(λ − S)−1x, f 〉 = 1. 
The next result was proven in [11, Theorem 2.7 and Corollary 2.11].
Theorem 2. Suppose that an additive Φ :F(X ) → B ⊆ B(Y) maps rank-one idempotents
to idempotents of rank at most one. Then Φ takes one of the following forms:
Φ(x ⊗ f ) = Ax ⊗ Bf + T(Tr(x ⊗ f )), (i)
Φ(x ⊗ f ) = Af ⊗ Bx + T(Tr(x ⊗ f )), (ii)
Φ(x ⊗ f ) = y0 ⊗ A(x ⊗ f ) + T
(
Tr(x ⊗ f )), (iii)
Φ(x ⊗ f ) = C(x ⊗ f ) ⊗ g0 + T
(
Tr(x ⊗ f )), (iv)( )Φ(x ⊗ f ) = 0 + T Tr(x ⊗ f ) . (v)
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and B :X ∗ → Y∗ (respectively, in case (ii), A :X ∗ → Y and B :X → Y∗) are (conjugate)
linear, injective mappings, with A−1 : ImA → X (respectively, A−1 : ImA →X ∗) contin-
uous, and (Bf )|ImA = (A−1)′f (respectively, (Bx)|ImA = (A−1)′(κx)). Lastly, in cases
(iii)–(iv), A :F(X ) → Y∗ and C :F(X ) → Y are additive mappings which can annihilate
no rank-one idempotent, and y0 = 0 = g0.
Consequently, in case (i), φ : x ⊗f → Ax ⊗Bf is a (conjugate) linear homomorphism,
while in case (ii), τ : x ⊗ f → Af ⊗ Bx is a (conjugate) linear antihomomorphism.
Lastly, we will require a deep result [10] from complex analysis, a (version of the)
theorem due to Schottky that is commonly used in the proof of ‘Big Piccard’ (see also [7]).
It states that any analytic function f (t) = C + c1t + c2t2 + · · · , which does not take the
values 0,1 inside |t | 1, is bounded inside |t | r (0 r < 1) by a number
max
|t |r
∣∣f (t)∣∣ 1
16
(
16|C| + 8)(1+r)/(1−r) + 1.
When f is an entire function, we may apply this to fR(t) := f (Rt) and to r := 1/3;
consequently, if f does not take 0,1 inside |t |R, we have
max
|t |R/3
∣∣f (t)∣∣ 5 + 16|C| · (1 + |C|). (1)
Lemma 3. Let f (t) := t3 + c4t4 + · · · be an entire function. Then, there exists a sequence
of integers αn and a sequence of solutions t = tn of f (t) = αn such that lim |tn| = ∞ and
lim(|tn|/αn) = 0.
Proof. The Liouville theorem and the maximum modulus principle for the entire function
f (t)/t3 implies that
max|t |=R
∣∣f (t)∣∣ 1
2
R3
for all sufficiently large R (case f (t) = t3 needs no Liouville). Therefore, given large n ∈ N
and R := n7/9, we have
max
|t |R/3
∣∣f (t) − n∣∣= max
|t |=R/3
∣∣f (t) − n∣∣ max
|t |=R/3
∣∣f (t)∣∣− |n|
 1
2
(R/3)3 − n = n
2n1/3
54
− n. (2)
If f (t) − n would not take the values 0,1 inside the disc |t |  R, Schottky’s theorem—
Eq. (1) would imply that |f (t)− n| 5 + 16n(1 + n) for |t |R/3, which contradicts (2)
if n is large. Consequently, for large n, either f (tn) = n or f (tn) = n + 1, for some tn
with |tn|  R = n7/9. We let αn := n or αn := n + 1 accordingly. Since f is bounded on
compact subsets, the solutions tn of f (t) = αn satisfy lim |tn| = ∞. The rest is clear. 
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Actually, we will prove more than promised in the title. We say that an additive map-
ping Φ :A → B compresses and locally mirrors the spectrum, CLM for short, if for
every S ∈ A there exists a continuous ring homomorphism hS :C → C (i.e., hS is either
identity or complex conjugation) such that
SpB
(
Φ(S)
)⊆ (SpA(S))hS . (3)
We say that a mapping Φ :A→ B expands and locally mirrors the spectrum, if the reverse
set-inclusion holds in (3). It will be shown in the next three lemmas that a CLM surjection
does not increase rank-one. We acknowledge that the ideas were inspired by [16].
Lemma 4. Let Q ∈ C be a nonzero quasinilpotent. Then we can find a rank-one nilpotent q
and integers αn ∈ N such that there exists an unbounded sequence λn ∈ SpC(q + αnQ) of
spectral points, with limλn/αn = 0.
Proof. Assume first that x,Qx,Q2x are linearly independent for some vector x. Pick
a functional f with 〈x, f 〉 = 0 = 〈Qx, f 〉, and 〈Q2x, f 〉 = 1, to form q := x ⊗ f .
By Lemma 1, λ ∈ SpC(q + αQ), and |λ| > ρC(αQ), and α = 0 is equivalent to 1 =∑∞
k=0
〈αkQkx, f 〉
λk+1 which, in turn, is equivalent to
α =
∞∑
k=0
tk+1〈Qkx, f 〉 = t3 + c4t4 + c5t5 + · · ·
(
t := α
λ
, ci := 〈Qi−1x, f 〉
)
.
Since SpC(αQ) = {0}, the sum converges for all λ = 0 (i.e., all t), so Lemma 3 gives us
the desired sequence αn ∈ N.
Assume lastly that x,Qx,Q2x are dependent for every x. Pick x such that Qx = 0.
Since SpC(Q) = {0}, a simple argument gives that x,Qx are independent, and Q2x = 0
(alternatively, we could use Kaplansky’s result on locally algebraic operators [2]). Pick a
functional f such that 〈x, f 〉 = 0 and 〈Qx, f 〉 = 1. With q := x ⊗ f and αn := n2 ∈ N we
have that λn := n is an eigenvalue to (q +αnQ)—having (nQx+x) as its eigenvector—so
αn = n2 and λn = n ∈ SpC(q + αnQ) finish the proof. 
We get a sharp contrast when (a scalar multiple of) a rank-one idempotent is perturbed
instead of quasinilpotent Q. Then, precisely one spectral point is unbounded, and it grows
faster than o(αn):
Lemma 5. Let p ∈ C be a rank-one idempotent, ξ ∈ C\{0}, and let S ∈ C be an arbitrary
operator. Then we can find a disc K(0,R) such that precisely one spectral point satisfies
λ = λ(α) ∈ SpC(S+α ·ξp)\K(0,R) when α → ∞. Moreover, limα→∞ λ(α)−ξα always
exists in C, so that limα→∞ λ(α)/α = ξ = 0.
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equivalent to 1 =∑∞k=0 αξ〈Skx,f 〉λk+1 . Since 〈x, f 〉 = Tr(p) = 1, this can be rewritten into
1
ξα
=
∞∑
k=0
〈Skx, f 〉
λk+1
= 1
λ
+ c2
λ2
+ c3
λ3
+ · · · =: H(λ) (ci := 〈Si−1x, f 〉). (4)
The function H is analytic near λ = ∞, so H˜ (t) := H(1/t) = t + t2c2 + t3c3 + · · · is
analytic near t = 1/λ = 0 and has a simple zero at t = 0. Consequently, it maps some open
disc K(0, r) bijectively onto an open neighborhood of 1/(ξα) = 0. Thus, for α large, there
exists one and only one solution of H(λ) = 1/(ξα) outside K(0,1/r), which proves the
first part.
To deduce the rest, let t = G(τ) be the inverse of H˜ (t) from the first part. Since G is also
analytic, and G(0) = 0, and G′(0) = 1/H˜ ′(G(0)) = 1/H˜ ′(0) = 1, the function 1/G(τ) has
a simple pole at τ = 0 with residue 1. Therefore, 1/G(τ) = 1/τ + β0 + β1τ + · · · , so that
λ(α) = 1
G(1/(ξα))
= ξα + β0 + β1
ξα
+ β2
(ξα)2
+ · · · ,
wherefrom the claim follows easily. 
Lemma 6. If Φ :A→ B is a CLM surjection, it maps rank-one idempotents (or their scalar
multiples) to idempotents (or operators) of rank at most one, respectively.
Proof. Let s := ξp be a scalar multiple of rank-one idempotent p. It suffices to consider
ξ = 0. Since SpB(Φ(ξp)) ⊆ (SpA(ξp))hs = {0, ζ } (with ζ := ξ or ζ := ξ¯ ), the holo-
morphic calculus gives Φ(ξp) = (ζP + Q1) ⊕ Q2, where P := 1/(2πi)
∮
|τ−ζ |=|ζ |/2(τ −
Φ(ξp))−1 dτ is a (possibly zero) Riesz idempotent, Q1 := PΦ(ξp)−ζP = Φ(ξp)P −ζP
a quasinilpotent, and Q2 := Φ(ξp) − (ζP + Q1) = (Id − P)Φ(ξp) a quasinilpotent, or-
thogonal to P and Q1.
Suppose Q1 = 0. Consider it as a quasinilpotent operator in standard operator algebra
B′ := PBP ⊆ B(PY), having P as identity, and pick a rank-one nilpotent q ∈ B′ with the
properties from Lemma 4. Obviously, q ∈ B, so q = Φ(S), by surjectivity. Since αn from
Lemma 4 are integers, and Φ is additive, we have
ζαn + SpB′(q + αnQ1) = SpB′
(
q + αn(ζP + Q1)
)
⊆ SpB
((
q + αn(ζP + Q1)
)⊕ αnQ2)
= SpB
(
Φ(S + αnξp)
)⊆ (SpA(S + αnξp))hn
(hn := hS+αns).
However, SpB′(q + αnQ1) contains an unbounded sequence that grows like o(αn), so
λ(αn) := (ζαn + o(αn))h−1n ∈ SpA(S + αnξp) is unbounded. Plainly, λ(αn) − ξαn =
(ζh
−1
n − ξ)αn + o(αn)h−1n is still unbounded, contradicting Lemma 5. Therefore, Q1 = 0.
Similarly we can show that Q2 = 0.
Consequently, either Φ(ξp) = 0 or else Φ(ξp) = ζP is a multiple of idempotent. Inthe former case we are done. In the latter, if rank(P ) > 1, the subspace Y1 := PY is
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{1,2}, and commuting with P . Again, r ∈ B, so r = Φ(S), by surjectivity. Then, however,
given n ∈ N, we have {1+nζ,2+nζ } ⊆ SpB(r +nζP ) ⊆ (SpA(S+nξp))hn , which again
contradicts Lemma 5. Indeed: rank(Φ(ξp)) = rank(P ) 1. 
We can now prove the main theorem of the paper.
Theorem 7. Let A ⊆ B(X ) and B ⊆ B(Y) be unital standard operator algebras,
with dimA= ∞, and let Φ :A→ B be an additive surjection, which does not annihilate
all rank-one idempotents. If for each S ∈ A there exists a continuous ring homomor-
phism hS :C → C such that
SpB
(
Φ(S)
)⊆ (SpA(S))hS ,
then Φ takes one of the following two forms:
Φ(S) = ASA−1 (S ∈A), (i)
Φ(S) = AS′A−1 (S ∈A), (ii)
where A :X → Y and A :X ∗ → Y are bounded (conjugate) linear bijections, respectively.
In the latter case, X and Y are reflexive.
Proof. By Lemma 6, Φ maps rank-one idempotents to themselves, or to zero. Therefore,
the restriction Φ|F(X ) to the ideal of finite-rank operators takes the form (i)–(v) from
Theorem 2. Since Φ does not annihilate some rank-one idempotent, it can annihilate no
rank-one idempotent. We will now proceed in several consecutive steps.
Step 1. Φ|F(X ) cannot take (iii) or (iv). Namely, assuming (iii), we could pick orthogo-
nal rank-one idempotents p1,p2, and, given an integer n, end up in contradiction:
{1 + n} ⊆ SpB(y0 ⊗ f1 + ny0 ⊗ f2) = SpB
(
Φ(p1) + nΦ(p2)
)
⊆ (SpA(p1 ⊕ np2))hn = {1, n,0}.
We argue similarly under (iv).
Step 2. Consequently, Φ|F(X ) takes the form (i) or (ii). We claim it is (conjugate)
linear. Plainly, it suffices to show that the singular part, T(ξ) ≡ 0. To do this, pick pair-
wise orthogonal, rank-one idempotents p1,p2,p3 ∈ A, and note that, by the last claim
of Theorem 2, the forms (i)–(ii) preserve their orthogonality, and rank. By Lemma 6,
Φ(ξpi) = ξ c Φ(pi) + T(ξ) are of rank at most one, which is, with orthogonal, rank-
one Φ(pi), possible only when T(ξ) = 0, as claimed.
Step 3. If q0 := Φ(S) is a rank-one idempotent then S itself has rank-one. This will be
demonstrated under the case (ii) of Theorem 2 only; i.e., when Φ|F(X ) : x⊗f → Af ⊗Bx.
Assume, to reach a contradiction, that rank(S) ≡ rank(S′)  2 and let S′f1, S′f2 be
linearly independent. If necessary we exchange f1 and f2 to achieve that q0(Af1 +βcAf2)
= 0 for some β ∈ C. Let f := f1 + βf2; then we can always find x ∈ X with 〈x, f 〉 = 1
and 〈x, S′f 〉 = 0. Consequently,q := Φ(x ⊗ f ) = Af ⊗ Bx = (Af1 + βcAf2) ⊗ Bx
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SpB(q0 + αq) for every α ∈ C. Therefore, given a sequence αn of all rational numbers
greater than ‖S‖, we have
αn ≡ αh
−1
n
n ∈ SpB
(
Φ(S) + αnΦ(x ⊗ f )
)h−1n
∈ SpB
(
Φ(S + αnx ⊗ f )
)h−1n ⊆ SpA(S + αnx ⊗ f ).
Putting this into an equivalent form derived in Eq. (4), we get 1
αn
≡ 1
αn
+ c2
α2n
+ c3
α3n
+ · · · ,
which is impossible since c2 := 〈Sx, f 〉 = 〈x, S′f 〉 = 0. Therefore, rank(S) = 1.
Step 4. Since ImΦ contains all rank-one idempotents on Y , the previous two steps imply
that the (conjugate) linear mapping A is surjective. Therefore, we have either
Φ(a) = AaA−1 (a ∈ F(X )), (5)
or
Φ(a) = Aa′A−1 (a ∈ F(X )), (6)
where A :X → Y or A : X ∗ → Y , respectively. Moreover, A−1 is continuous, hence so
is A. It remains to show that Eq. (5) or Eq. (6) remains valid for any S ∈A. This can be
proven by arguments similar to those in [5,9]. We sketch them, assuming slightly more
involved (6), for convenience:
Let S ∈ A be arbitrary. Fix nonzero f ∈ X ∗ and let x ∈ X be such that 〈f,κx〉 :=
〈x, f 〉 = 1, where κ :X ↪→ X ∗∗ is a natural embedding. Since A−1 is continuous and
(conjugate) linear,
Hf (λ) :=
〈
A−1
(
λ − Φ(S))−1Af,κx〉=
∞∑
k=0
〈A−1Φ(S)kAf,κx〉
λk+1
is a nonconstant, real-analytic function for λ > max{‖S‖,‖Φ(S)‖}, and thus the set Ωf of
its zeros is discrete. If λ ∈ Ωf we may divide by Hf (λ), and by Lemma 1,
λ ∈ SpB
(
Φ(S) +
(
A
f
H(λ)
)
⊗ (A−1)′κx
)
≡ SpB
(
Φ(S) + Φ
(
x ⊗ f
H(λ)
))
⊆
(
SpA
(
S + x ⊗ f
H(λ)
))hλ
.
As λ ∈ R, we have
λ = λh−1λ ∈ SpA
(
S + x ⊗ f
H(λ)
)
.
Consequently, by Lemma 1 again,
∞∑
k=0
〈A−1Φ(S)kAf,κx〉
λk+1
= Hf (λ) =
∞∑
k=0
〈Skx, f 〉
λk+1
=
∞∑
k=0
〈S′kf, κx〉
λk+1
.
Comparing the second coefficient on both sides gives〈( ) 〉
A−1Φ(S)A − S′ f,κx = 0
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Finally, the reflexivity of X and Y follow by standard arguments (see [5, Proposi-
tion 3.1]). 
Corollary 8. Suppose an additive surjection Φ :A→ B expands and locally mirrors the
spectrum. Then it takes one of the two forms from Theorem 7.
Proof. By reversing the implications and set-inclusions in Lemma 6 we see that the
only elements which are mapped into rank-one idempotents are themselves of rank-one.
Plainly, such a spectrum expander can annihilate only nilpotents of rank at most one.
However, if q ∈ KerΦ is a rank-one nilpotent, we can find another rank-one nilpotent q˜
such that n ∈ SpA(n2q + q˜) for every n ∈ N. Then, n = nhn ∈ SpB(0 + Φ(q˜)), contra-
dicting the compactness of SpB(Φ(q˜)). Therefore, Φ must be bijective. In addition, the
algebra A, hence also B = Φ(A), contain operators with arbitrarily many spectral points.
This shows that dimB = ∞. The inverse, Φ−1 :B →A then satisfies the assumptions of
Theorem 7. 
Remark 9. As a byproduct: If Φ :A→ B is a unital linear surjection which preserves non-
invertibility in one direction only, then it takes one of the two forms from Theorem 7. Note
that an analogous problem of characterizing linear surjections that preserve invertibility
was solved in [16] under the additional hypothesis that Φ|F(X ) = 0.
We call a mapping Φ :A → B a local approximate (anti)multiplication, if for every
S ∈A there exists a sequence of (anti)multiplicative bijections ΨS,n :A → B (i.e., ΨS,n
is a bijection, with either ΨS,n(UV ) = ΨS,n(U)ΨS,n(V ) ∀U,V or else ΨS,n(UV ) =
ΨS,n(V )ΨS,n(U) ∀U,V ), such that Φ(S) = limn→∞ ΨS,n(S). It was shown recently [12]
(extending the classical result of [13]) that any such ΨS,n is an additive (anti)isomorphism.
Now, since rank-one idempotents are the only nonzero indecomposable idempotents, and
are also the only nonzero idempotents with pAp = Cp, any such ΨS,n preserves rank-
one idempotents and their linear spans. Since dimA= ∞, ΨS,n is (conjugate) linear
[15, Main Theorem], [5, Proposition 3.1]. Therefore, SpB(ΨS,n(S)) ≡ (SpA(S))hS,n for
each n. Passing to a subsequence we may assume that the continuous ring homomorphisms
hS,n :C → C are independent of n. In the limit, the upper semicontinuity of spectrum
[2, p. 50] gives (SpA(S))hS ⊆ SpB(Φ(S)). Together with Corollary 8, this proves the fol-
lowing:
Corollary 10. Any surjective, additive mapping Φ :A→ B, which is also a local approxi-
mate (anti)multiplication takes one of the two forms from Theorem 7.
Remark 11. Instead of a ‘symmetrized’ version, we may assume each ΨS,n to be, say,
multiplicative. Can Φ take the form (ii)?
When A contains a left invertible, but noninvertible element S, then the answer is
negative. Namely, if T S = Id, then ST is idempotent, so T is noninjective. As a limit
of noninjective ΨT,n(T ), Φ(T ) has approximate eigenvectors to 0 ∈ Sp(Φ(T )). Conse-′ −1 ′ −1quently, Φ(T ) = AT A cannot hold since AT A is left invertible.
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