Movie and TV subtitles contain large amounts of conversational material, but lack an explicit tum structure. This paper present a data-driven approach to the segmentation of subtitles into dialogue turns. Training data is first extracted by aligning subtitles with transcripts in order to obtain speaker labels. This data is then used to build a classifier whose task is to determine whether two consecutive sentences are part of the same dialogue tum. The approach relies on linguistic, visual and timing features extracted from the subtitles themselves and does not require access to the audiovisual material-although speaker diarization can be exploited when audio data is available. The approach also exploits alignments with related subtitles in other languages to further improve the classification performance. The classifier achieves an accuracy of 78 % on a held-out test set. A follow-up annotation experiment demonstrates that this task is also difficult for human annotators.
INTRODUCTION
Movie and TV subtitles constitute interesting resources for dialogue modelling. Although they transcribe scripted interactions, subtitles do cover a large variety of dialogue phenomena, including e.g. the widespread use of colloquial language, multiple speaker styles, and the presence of complex conversational structures. Furthermore, large corpora of subtitles are now available online: the latest release of the OpenSubtitles corpus [1] contains more than 2.8 million subtitles in over 60 languages, complete with detailed timing information and meta-data about the corresponding source material, typically a movie or TV episode. These resources can be useful in multiple areas of spoken language technology, such as statistical language modelling, conversational 978-1-5090-4903-5/16/$3l.00 ©2016 IEEE 245
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KTH Royal Institute of Technology Stockholm, Sweden modelling [2] , machine translation of dialogues [3, 4] , and even spoken dialogue systems [5] . However, one important information is missing from these subtitles from a dialogue modelling perspective: the tum structure. Subtitles are of course meant to be displayed together with its associated video and not read in isolation. As a consequence, they do not provide any indication about who is speaking at a given time, since this information is superfluous for the viewers. Previous work has mostly focused on exploiting the audiovisual material to identify the speakers associated with each sentence of the subtitle [6, 7, 8, 9, 10] . However, this approach is difficult to scale, as it necessitates access to a large number of copyrighted material. This paper presents a novel approach to turn segmentation based on a combination of linguistic, visual and timing features extracted from the subtitles themselves. The approach is decomposed in two processing steps. The subtitles are first aligned with a collection of movie and TV scripts to associate with speaker labels. This dataset is then used to train a classifier that, given a pair of two consecutive sentences, determines whether they are part of the same tum or not.
The next section describes the alignment of subtitles with movie & TV scripts. Section 3 describes the data, features and training regime of the classifier. Section 4 then presents the evaluation results, and Section 5 provides a short discussion of the approach.
ALIGNMENT PROCEDURE

Data
The source material for our approach is the collection of movie & TV subtitles from the OpenSubtitles2016 release [1] . The subtitles in this collection are segmented into sentences, which are themselves segmented into tokens (one per line). The sentences are also annotated GlobalSIP 2016 with start and times which are derived from the timestamps of the original subtitle. The result is encoded in a simple XML format, as illustrated in Listing 1.
< s id="799"> < time id="T600S" value="OO :43 :58 ,262" I> < w id="799.1"> You </w> < w id="799.2">'re < /w > < w id="799 .3"> a</w > < w id="799.4"> dead </w > < w id="799 .5"> man </w > < w id="799 .6">.</w > < time id="T600E" value="OO :43 :59 ,722" I> <Is> < s id="800"> < time id="T601 S" value="OO :43 :59 ,847" I> < w id="800.1"> Bala-Tik</w> < w id="800 .2">.</w > <Is> < s id="801 "> < w id="801 .1 "> What< /w > < w id="801 .2">'s</w> < w id="801 .3"> the < /w > < w id="801.4',>problem < /w > < w id="801 .5"> ? < /w > < time id="T601 E" value="OO:44 :02 ,558" I> < Is> Listing 1. Excerpt of three tokenised sentences from the OpenSubtitles2016 corpus. The last two sentences were extracted from the same subtitle block, shown between 00:43:59,847 and 00:44:02,558.
As previously noted, subtitles do not provide any information about who is speaking at a given time. But scripts (also called screenplays) do provide such details, through rich annotations including scene descriptions, filming instructions and dialogue transcripts. However, they typically blend the actual dialogue lines with scenerelated instructions, as illustrated in Figure 1 . In addition, movie scripts available online are often first drafts (written before any actual filming has taken place). As a consequence, their transcripts are often somewhat different from the dialogues in the final movie.
We crawled the IMSDB and Forever Dreaming websites 1 to obtain a collection of movie and TV scripts. Each script was parsed to extract its sequence of dialogue turns, based on simple layout heuristics (to distinguish e.g. speaker names from scene descriptions). This results in a set of 7,467 dialogue transcripts (one per script), among which 1,069 movies and 6,398 TV episodes. The movie scripts had an average of 756 turns (1383 sentences) per transcript, while the TV scripts had an average of 275 turns (482 sentences). The definition of "turn" employed in this paper is directly derived from the script: two consecutive sentences are assumed to be from the same turn if they are part of the same visual "block" in the transcript (for instance, "Bala-Tik." and "What's the problem?" in Figure 1 are part of the same turn). In the vast majority of cases, we found that this operational definition follows quite well the traditional linguistic criteria for turn boundaries [11] .
Sentence alignment
The dialogue transcripts are aligned to their corresponding English subtitles from OpenSubtitles using standard sentence alignment techniques. Two state-of-the-art sentence aligners were employed: hunalign [12] and bleualign [13] . Based on the alignments generated by these tools, we can then project the speaker names from the dialogue transcripts onto their corresponding subtitles. A total of 5,413 English-language subtitles were automatically annotated in this manner, amounting to 3,864,058 sentences with speaker information. This corresponds to 34 % of the total number of sentences for the movies and 60 % for the TV episodes. This relatively low annotation ratio is mainly due to the structural differences between the transcripts and the subtitles, as explained in the previous section. In addition, we relied on strict thresholds (i.e. favouring precision over recall) for the sentence aligners to ensure that the speaker labels projected onto the subtitles were of sufficiently high quality. The two sentence aligners were quite consistent, with only 0.3 % of conflicting alignments.
A small-scale evaluation was conducted to assess the quality of the projected speaker labels compared to gold standard annotations. We extracted 5 episodes from a manually annotated corpus of TV series (see [14] ) and compared their labels to the ones derived from the alignments with the transcripts. 97.6 % of the projected speaker labels matched the manually annotated ones on this dataset, thus confirming the high accuracy of the alignment procedure.
Projection to other languages
Contrary to movie and TV transcripts (which are only available in the original language of the audiovisual material, usually English), subtitles are available in many languages. Furthermore, parallel corpora such as OpenSubtitles provide sentence alignments to all language pairs for which subtitles exist. This allows us to project the speaker annotations extracted using the procedure outlined above to other, non-English subtitles.
We performed this projection of speaker labels onto six other languages, namely Arabic, Chinese, Czech, French, German and Turkish. Based on this annotated dataset of subtitles, we train a classifier that determines the likelihood of two consecutive sentences being part of the same turn. We extracted from the subtitles all consecutive sentences pairs where both sentences were annotated with a speaker name (1,521,382 pairs), and divided this collection into training (60%), development (20%) and test (20%) sets.
The following two-class scheme was adopted: If the speaker names are identical for the two consecutive sentences and those sentences were part of the same dialogue turn in their corresponding transcript, the pair is marked as "same turn". Otherwise, the sentence pair is marked as "new turn". The resulting dataset is quite balanced, with 52.3 % of "new turn" pairs.
Features
Various linguistic markers can contribute to the detection of turn boundaries. For instance, adjacency pairs such as question/answer or statement/clarification request are indicative of a turn change. On the other hand, sentences that share an identical pronoun as subject often denote a continuation from the same speaker.
The following features (reflecting the semantic/pragmatic content of the two sentences as well as their relation with one another) are used by the classifier:
Timing features : Time gaps (continuous and discretised) between the end of the first sentence and start of the second; duration of each sentence; time gaps for the preceding and next sentence pairs.
Punctuation features: Occurrences of punctuation marks at the start and end of each sentence (most importantly, sentence-initial dashes).
Lexical features : Bag-of-words and bigram features for the two sentences; first and final tokens, first and final bigrams ; occurrence of a negation word, a first or second-person pronoun, or a question word.
Part-of-speech features : First and final POS tag of each sentence (using the NLTK perceptron tagger with a pretrained model), together with a feature to capture imperative sentences (VB tag occurring before any NN or PRP tag, and not ending with a question mark).
Visual features : Binary features indicating whether the sentence is starting/completing a subtitle "block" in the original subtitle (a subtitle block may indeed contain more than one sentence). This feature is determined through the presence/absence of timestamps in the XML entity for the sentence (see Listing 1).
Length features : Number of characters and tokens in each of the two sentences.
Adjacency features : Occurrence of specific patterns between the two sentences, such as a likely polar answer (first sentence starting with an auxiliary followed by a yes/no response), clarification request (second sentence contained in the first and followed by a question mark) or a person inversion (sentence with second-person pronouns followed by a sentence with first-person pronouns, or vice versa).
Edit distance features : Features capturing the (tokenlevel) edit distance between the two sentences. If the edit distance is equal to 1, we also add a lexical feature with the token being inserted/deleted/replaced.
Global features : Features capturing whether the sentences contains a likely character name (uppercase token repeated many times in the subtitle); the genre of the movie, its sentence/token density (total number of sentences/tokens divided by movie duration), and the position of the sentence in the subtitle.
Alignment features : Finally, we exploit the sentence alignments from [1] , and add features capturing the proportion of inter-and intra-lingual alignments 2 where the two sentences are mapped into one single sentence in another subtitle. Alignments of type 2: 1 are indeed much more likely to occur if the two sentences are from the same speaker.
The above list of features were extracted from the training set and fed into the Vowpal Wabbit machine learning library [15] . Vowpal Wabbit is an efficient online learner that can be applied to various regression and classification tasks. The classification relied on a discriminative linear model. To account for interacting features, we also added the cross-product of the most important features to the model. Stochastic gradient descent is used for the parameter optimisation. Section 4 details the empirical evaluation of this classifier.
2Interlingual alignments are sentence alignments between subtitles in different languages, whereas intra-lingual alignments connect alternative subtitles in the same language. 248 
Multilingual classification
The alignments from Section 2 enabled the projection of speaker labels not only on English-language subtitles, but also on corresponding subtitles in other languages. As these subtitles are aligned with one another at the sentence level in the OpenSubtitles collection, we can exploit these alignments to further improve the segmentation performance. Indeed, useful (linguistic or nonlinguistic) markers of tum change might be absent in a particular language but present in another one.
To this end, we trained separate classifiers for each language in Table 1 . The results of all classifiers are then combined in a weighted sum. Formally, let (Si-l, Si)L denote a pair of consecutive sentences for language L , and let PL(turnlsi_l, Si) denote the posterior distribution for turn = {new, same} according to the classifier for L. Now, if the pair (Si-l, Si) is aligned with some sentence pairs {( Sj-l, Sj)u} in some otherlanguages L', we can define the multilingual classifier as:
where:
• (Sj-l , Sj) denotes the sentence pair in language L' which is aligned with the (Si-l, Si) pair.
• a is a normalisation factor to ensure the probabilities for the two values of turn sum up to 1.
• W u is the (tunable) weight of the classifier for L'.
Speaker diarization
The classifier outlined so far is designed to operate on the basis of the subtitles themselves, without requiring access to the audiovisual material. However, in case audiovisual data is available, the tum segmentation can be augmented in order to take advantage of speaker diarization [16] . To this end, we integrated the LIUM speaker diarization toolkit [17] into the processing pipeline of the classifier. The toolkit performs speech activity detection, BIe segmentation and hierarchical clustering. A Gaussian Mixture Model is then estimated for each resulting cluster via Expectation-Maximisation, after which the signal is re-segmented through Viterbi decoding. Finally, the final clustering is produced based on the English-language subtitles. To reduce the risk of incorrect annotations, only sentence pairs for which the two aligners (hunalign and bleualign) agreed on the speaker labels were included in the development and test sets. The weights for the multilingual classifiers and the diarization were manually set to a value of 0.5. The baseline for the evaluation is defined through the following procedure:
1. If the second sentence starts with a "-" dash, classify the pair as "new turn".
2. Otherwise, if the two sentences are part of the same subtitle block, classify them as "same tum".
3. Otherwise, classify the pair as "new tum" (which is the majority class in this context).
To evaluate the use of speaker diarization, we also extracted the audio data of one season (21 episodes of about 40 minutes each) of the "One Tree Hill" TV series, and applied the LIUM diarization toolkit on this data.
Results
The accuracy, precision, recall and Fl scores are given in Table 2 . We can observe that the classifier improves the classification performance by reaching an accuracy of 78 % on the test set compared to 67 % for the baseline. Table 3 . Compared accuracies for the baseline and classifier for 6 non-English languages (test set).
The most informative features for this segmentation task are the alignment features, the time gaps between the two sentences, the occurrence of a starting dash, the final punctuation of the first sentence, and whether the two sentences were part of the same subtitle block. Some lexical features such as the occurrence of "well, ... " or "you mean" are useful as well.
We can observe the somewhat disappointing results of the diarization. This seems to be partly caused to a poor synchronization between the subtitle and the audio data. Furthermore, speaker diarization of movies and TV series is known to be an inherently difficult task, notably due to the presence of many short speech segments with few pauses between them [10, 18].
DISCUSSION AND RELATED WORK
Although the evaluation results show a clear improvement relative to the baseline, they remain prone to various segmentation errors. But is this relatively low accuracy the result of a bad classification model, or of the inherent complexity of the task? In order to shed some light on this question, we performed a small-scale experiment with 3 human annotators. The annotators were asked to label sentence pairs as to whether the second sentence is from the same speaker as the first sentence, or from a different speaker. The annotators were shown both the two sentences as well as their associated start and end times. A sample of 100 sentence pairs were randomly selected from the training set. The Fleiss' kappa among the three annotators and the gold standard annotations was 0.35, which is typically interpreted as expressing only a fair agreement [19] . This suggests that given the provided context, the task is perceived as difficult for human annotators. This is further evidenced by the Fleisse's kappa of 0.33 among the three annotators. 250 We also analysed the accuracy of the annotators against the gold standard. The accuracy scores for the three annotators were 68%, 72% and 65%, respectively. Surprisingly, these scores are lower than the baseline model performance. A closer look at the samples indicated that the human annotators made little use of the timing information, which is often an important element in the segmentation (in particular, the absence of a time gap means that the two sentences are part of the same visual block, which often indicates a continued tum).
To the best of our knowledge, this paper is the first to investigate the problem of segmenting movie and TV subtitles in dialogue turns without access to audiovisual data. The idea of aligning movie scripts with subtitles has, however, been investigated in previous work [7] . Other related works include the dialogue corpus extracted from movie scripts of [20] , and the approach of [21] on using movie scripts to learn character models for generating expressive dialogue. [10] presents a recent approach on speaker diarization of TV series exploiting both audio and video data.
CONCLUSION
The contributions of this paper are twofold. We first presented a new multilingual dataset (freely available under an open-source license) of subtitles annotated with speaker information. These annotations are automatically extracted from alignments with movie and TV transcripts. Second, we reported on a data-driven approach to the segmentation of movie & TV subtitles into dialogue turns. The classifier relies on a wide spectrum of features (including cross-lingual alignments) extracted from the subtitles. The approach does not require access to the actual movie or TV episode, although speaker diarization can be employed when audiovisual data is available. The evaluation results highlight the importance of linguistic and timing features for the detection of tum boundaries. Although the present paper focused on subtitles, the approach can be adapted to other types of dialogue transcripts.
In future work, we will consider the use of more advanced speaker diarization methods, such as the estimation of a-priori speaker models or the simultaneous processing of video and audio streams [10] . We also wish to investigate whether the subtitles can be used to provide an initial segmentation to the diarization tool.
