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Abstract
We propose an accelerated-gradient-based MCMC method. It relies on a modifica-
tion of the Nesterov’s accelerated gradient method for strongly convex functions
(NAG-SC): We first reformulate NAG-SC as a Hessian-Free High-Resolution ODE,
then release the high-resolution coefficient as a free hyperparameter, and finally
inject appropriate noise and discretize the diffusion process. Accelerated sampling
enabled by this new hyperparameter is not only experimentally demonstrated on
several learning tasks, but also theoretically quantified, both at the continuous level
and after discretization. For (not-necessarily-strongly-) convex and L-smooth po-
tentials, exponential convergence in χ2 divergence is proved, with a rate analogous
to state-of-the-art results of underdamped Langevin dynamics, plus an additional
acceleration. At the same time, the method also works for nonconvex potentials, for
which we also establish exponential convergence as long as the potential satisfies a
Poincaré inequality.
1 Introduction
Optimization methods have been a major algorithmic machinery that drives both the theory and
practice of machine learning in recent years. Since the seminal work of Nesterov [36], acceleration
has played a key role in gradient-based optimization methods. One of the most notable examples is the
Nesterov’s Accelerated Gradient (NAG) method, an instance of a more general family of “momentum
methods". NAG in fact consists of multiple methods, including NAG-C for convex functions, and
NAG-SC for strongly convex functions, both of which have provably faster convergences than the
vanilla gradient descent (GD) method in their corresponding setups [36, 37]. Although they are
classical methods, significant new perspectives of acceleration have recently been studied, e.g.,
[46, 54, 55, 26, 1, 45]. This work will be based on NAG-SC, and ‘NAG’ from hereon will refer to
NAG-SC unless confusion arises.
Sampling-based approaches, in particular, gradient-based Markov Chain Monte Carlo (MCMC)
methods, also remain of great importance in machine learning, primarily due to its link to statistical
inference and the ability to capture uncertainty which is lacking in optimization-based methods. There
is interesting interplay between optimization and sampling. For example, the perspective of viewing
sampling as optimization in probability space dates back to late 90s [27], and is gaining increasing
attention in machine learning commmunity [32, 53, 56, 25, 13, 10]. Discretized overdamped Langevin
dynamics (OLD) [40] is commonly considered as the analog of GD in sampling, the convergence
properties of its continuous dynamics and non-asymptotic analysis of discretization error are also
widely studied [40, 49, 38, 14, 20, 21, 48, 11].
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However, the notion of acceleration is less quantified in sampling compared to that in optimization,
although attention has been rapidly building up. Along this direction, one line of research is based
on diffusion processes, usually derived from the close connection between OLD and underdamped
Langevin dynamics (ULD). For example, the convergence and nonasymptotics of discretized ULD
have been studied in [12, 15, 33], and were demonstrated provably faster than discretized OLD in
suitable setups. These are not only great progresses but also forming perspectives complementary
to the extensive studies of the convergence of continuous ULD in the mathematical community
[23, 34, 8, 17, 18, 50, 24, 3]. Another equally important line amounts to accelerating particle-based
approaches for optimization in probability spaces [31, 47, 52], although we note there is no clear
boundary between these two lines (e.g., [30]).
In this paper, we proposed an accelerated gradient-based MCMC algorithm termed HFHR, that
is based on diffusion process and inspired by a simple yet natural motivation: how to appropri-
ately inject noise to NAG algorithm in discrete time, so that it is turned into an algorithm for
momentum-accelerated sampling? To this end, we take the following roadmap: first view NAG as the
discretization of an ordinary differential equation (ODE), then convert it to a stochastic differential
equation (SDE) by injecting noise appropriately, and finally discretize the SDE to obtain the HFHR
algorithm. The key to our approach is the formulation of an ODE that suitably describes the NAG
algorithm. As pointed out in [45], a low-resolution limiting ODE [46], albeit being a milestone
leading to a new venue of research (e.g, [54]), does not fully capture the acceleration enabled by
NAG — for example, it can’t distinguish between NAG and other momentum methods such as heavy
ball [39]. The main reason is, the low-resolution ODE describes the h → 0 limit of NAG, but in
practice NAG uses a finite (nonzero) h. High-resolution ODE was thus proposed to include additional
O(h) terms to account for the finite h effect [45], which led to a better characterization of NAG.
However, the original high-resolution ODE [45] involves the Hessian of the objective function, which
is computationally expensive to evaluate and store for high-dimensional problems. Our first step
of the roadmap is thus the derivation of a high-resolution, but Hessian-free limiting ODE for NAG.
Besides, our noise and discretization are both new too. As the SDE and its discretization originate
from this Hessian-free high-resolution (abbreviated as HFHR) ODE, we respectively name them as
HFHR dynamics and HFHR algorithm.
After elaborating on the motivation of HFHR, we show that HFHR dynamics does have the target
distribution as its invariant distribution (Theorem 4.1) and converges exponentially fast to it, as long
as the target distribution satisfies a Poincaré’s inequality (Theorem 5.1). Then we move on to a
more specific setup of log-concave / log-strongly-concave target distributions, which is commonly
considered in the literature [28, 7, 14, 15, 22, 44, 22], and demonstrate explicitly an additional
acceleration of HFHR when compared to ULD (Theorem 5.4 / 5.5). For discretized HFHR algorithm,
a non-asymptotic error bound is obtained (Theorem 6.1), which manifests that the acceleration of
HFHR over ULD in continuous time carries through to the discrete territory, at least for log-strongly-
concave target distributions. Finally, the theoretical analysis is complemented with experiment results,
demonstrating the performance of HFHR on a series of simple yet representative target distributions
as well as Bayesian logistic regression learning tasks.
2 Langevin Dynamics for Sampling
Consider sampling from the Gibbs measure µ whose density is
dµ =
1∫
e−f(y)dy
e−f(x)dx w.r.t. Lebesgue measure in Rd (1)
where f : Rd 7→ R will be called the potential function. At the continuous level, two diffusion
processes are commonly considered: overdamped Langevin dynamics (OLD) and kinetic Langevin
dynamics (abbreviated as ULD to comply with a convention of calling it underdamped Langevin)
(OLD) dqt = −∇f(qt)dt+
√
2dW t (2)
(ULD)
{
dqt = ptdt
dpt = −γptdt−∇f(qt)dt+
√
2γdBt
(3)
where qt,pt ∈ Rd,W t,Bt are i.i.d. Wiener processes in Rd, and γ > 0 is the friction coefficient.
Under mild conditions [38] , OLD converges to the target distribution µ and ULD converges to
dpi(q,p) = µ(q)ν(p)dqdp, where ν(p) = (2pi)−
d
2 e−‖p‖
2/2 (4)
2
so the q marginal is the target distribution.
Many approaches exist for establishing the exponential convergence (a.k.a. geometric ergodicity) of
OLD, including the seminal work of [40], the ones using spectral gap [14, Lemma 1], synchronous
coupling [49, p33-35][21, Proposition 1], functional inequalities such as Poincaré’s inequality (PI)
[38, Thm. 4.4] and logarithmic Sobolev inequality (LSI) [48, Thm. 1][33, Section 3.1]. There are also
fruitful exponential convergence results for ULD, including the ones leveraging Lyapunov function
[34, Thm. 3.2], hypocoercivity [50, 17, 18, 42], coupling [12, Thm. 5][15, Thm. 1][23, Thm. 2.3],
modified Poincaré’s inequality [8, Thm. 1] and spectral analysis [29, 24]. Generally speaking, due to
technical difficulty related to lack of uniform ellipticity, the exponential convergence of ULD takes
more effort to establish than OLD, particularly when the potential f is not strongly convex.
The study of asymptotic convergence of discretized OLD dates back to at least 1990s [35, 40]. The
first non-asymptotic convergence of dicretized OLD is provided in [14] and it shows discretized OLD
achieves  error, in total variation distance, in O˜(d/2) steps. Following this, iteration complexity
of discretized ULD were also quantified in different metrics, O˜(d/2) in 2-Wasserstein distance
[20] and O˜(d/) in KL divergence [11]. For discretized ULD, one has improved O˜(√d/) iteration
complexity in 2-Wasserstein distance [12, 15] and O˜(√d/√) in KL divergence [33]. Roughly
speaking, discretized ULD requires only square root of the steps needed for OLD to achieve  error.
3 Assumption and Notation
A 1. Assume the potential function f : Rd 7→ R is twice continuously differentiable, convex and
L-smooth, i.e, there exists a constant L > 0 such that ∀x,y ∈ Rd, we have
f(y) ≥ f(x) + 〈∇f(x),y − x〉 and ‖∇f(y)−∇f(x)‖ ≤ L‖y − x‖.
It is easy to see that the above assumptions are equivalent to 0  ∇2f  LI . Assumptions
f ∈ C2(Rd) and L-smoothness are standard. Unlike the strong convexity assumption in some recent
frontier progress in ‘log-concave sampling’ (e.g., [14, 15, 22, 44]), we only require (not-necessarily-
strongly) log-concave assumption.
Two metric/divergence we use to quantify convergence are χ2 divergence and 2-Wasserstein distance
(χ2 divergence) χ2(µ1‖µ2) =
∫ (
dµ1
dµ2
− 1
)2
dµ2 (5)
(2-Wasserstein distance ) W2(µ1, µ2) =
(
inf
pi∈Π(µ1,µ2)
E(X,Y )∼pi[‖X − Y ‖2]
) 1
2
(6)
where Π(µ1, µ2) is all couplings of µ1 and µ2.
4 HFHR and its Motivation
Consider the following stochastic differential equation{
dqt = pt − α∇f(qt) +
√
2αdW t
dpt = −γpt −∇f(qt) +
√
2γdBt
(7)
where α ≥ 0, γ > 0 andW t,Bt are independent standard Brownian motion in Rd. For reasons that
will become clear shortly, we name the proposed process Hessian-Free High-Resolution(HFHR)
dynamics, and will write it as HFHR(α, γ) to emphasize the dependence on α and γ when needed.
Note that HFHR can be decomposed as the sum of an ULD and a rescaled OLD{
d
dtqt = pt
d
dtpt = −γpt −∇f(qt) +
√
2γdBt︸ ︷︷ ︸
ULD
,
{
d
dtqt = −α∇f(qt) +
√
2αdW t
d
dtpt = 0︸ ︷︷ ︸
OLD
(8)
As both OLD and ULD have pi as invariant distribution (consider the q marginal only for ULD), it is
not surprising that the invariant distribution of HFHR is also pi as shown in the following theorem.
3
Theorem 4.1. pi is the invariant distribution of HFHR described in Equation (7).
HFHR is motivated by Nesterov accelerated gradient descent algorithm for strongly convex function
(NAG-SC) in optimization [6, Section 3.7.1], and can be obtained by formulating NAG-SC as a
high-resolution ODE which is however Hessian free (c.f., the seminal work of [45]), lifting the
high-resolution correction’s coefficient as a free parameter, and adding appropriate Gaussian noises.
More precisely, let’s start with NAG-SC algorithm:
xk+1 = yk − s∇f(yk) (9)
yk+1 = xk+1 + c(xk+1 − xk) (10)
where s is the learning rate/step size, 0 ≤ c < 1 is a constant often chosen according to the strong
convexity coefficient of f , although the method also works for non-strongly-convex f .
A high-resolution ODE description of Eq. (9) and (10) can be obtained from [45, Section 2]
y¨ +
√
s
(
2(1− c)
s(1 + c)
+∇2f(y)
)
y˙ +
2
1 + c
∇f(y) = 0 (11)
Note that Eq. (11) involves Hessian of f , which is usually prohibitively expensive to compute and
may not even be possible for high-dimensional problems.
To obtain a Hessian-free high-resolution ODE description of Eq. (9) and (10), we first turn the
iteration into a ‘mechanical’ version by introducing position variable qk = yk and momentum
variable pk = (yk−xk)/h. Replacing xk+1 in (9) and the first xk+1 in (10) by qk+1 and pk+1, the
second xk+1 in (10) by qk − h∇f(qk), and the xk in (10) by qk and pk, we obtain{
qk+1 = yk + hpk − s∇f(qk)
pk+1 = cpk − c sh∇f(qk)
Now, choose γ, α and h as h =
√
cs, γ = 1−ch , α =
s
h . It is easy to see that γ > 0, α > 0, then
NAG-SC exactly rewrites as {
qk+1 = qk + hpk − hα∇f(qk)
pk+1 = pk − hγpk − h∇f(qk)
(12)
and that (12) is the forward-Euler discretization (with step size h) of the dynamics{
q˙ = p− α∇f(q)
p˙ = −γp−∇f(q) (13)
Just as OLD can be obtained by adding noise to gradient flow, we inject appropriate Gaussian noise
to Eq.(13) to turn it into a Markov process which serves the purpose of sampling and finally arrive
at the process described in Eq.(7). Note that in a low-resolution ODE α = O(h) will be discarded,
which would eventually lead to ULD rather than HFHR. While the specific choice of α =
√
s/c
corresponds to the original NAG-SC as demonstrated above, we allow it to be a free parameter.
5 Theoretical Analysis
In this section, we establish exponential convergence guarantees of HFHR in several different setups.
We show the most general result in Theorem 5.1 which only requires target measures satisfying
Poincaré’s inequality (PI). Both Theorem 5.4 and 5.5 demonstrate additional acceleration to ULD
respectively under log-concavity and log-strong-concavity assumption on target measures.
We first show HFHR converges exponentially fast as long as µ satisfies a Poincaré’s inequality.
Theorem 5.1. Suppose α > 0 and the target measure µ satisfies a Poincaré’s inequality∫
(g −
∫
gdµ)2 ≤ 1
λPI(µ)
∫
‖∇g‖2dµ (14)
for any g ∈ C2(Rd) ∩ L2(Rd, µ) with some positive constant λPI(µ) > 0. Then we have
χ2(ρt, pi) ≤ χ2(ρ0, pi)e−2 min{λPI(µ),1}min{α,γ}t
where ρt is the joint law of (qt,pt) in HFHR
4
Table 1: Comparison of convergence rate of HFHR and ULD with known dependence on parameters
of dynamics. In log-strongly-concave setup, we write m = λ due to Bakry-Émery condition [2] and
denote condition number κ = L/m. ρ > 0 is the logarithmic Soblev inequality constant assmued in
[33]. The column of γ contains the values of γ corresponding to the best rate.
Dynamics Setup γ Metric
log-concave log-strongly-concave
ULD [15, Thm. 1] N/A
√
m√
κ+
√
κ−1 2
√
L W2
ULD [8, Thm. 1] O(√λ) O(√m) √λ χ2
ULD [33, Thm. 1] ρ10
ρ
10 2 KL
HFHR (Theorem 5.4)
√
λ
2
√
L+2λ
+
√
λ
16 α
1
2
√
κ+2
+
√
m
16 α
√
L+ 2λ χ2
HFHR (Theorem 5.5) N/A
√
m
2
√
κ
+mα 2
√
L W2
Remark. One always has χ2(µ1‖µ2) ≥ KL(µ1‖µ2) ≥ 12‖µ1 − µ2‖2TV, due to the relation to KL
divergence (see e.g. [43]) and Pinsker’s inequality, hence exponential convergence in χ2 divergence
also implies that in KL divergence and total variation distance.
The PI assumption holds for a large family of measures, including log-concave ones as shown in the
next two propositions. Therefore, Theorem 5.1 has broad applicability beyond log-concave measures.
Proposition 5.2. [50, Thm.A.19] If lim‖x‖→∞
(
‖∇f(x)‖2
2 −∆f(x)
)
= +∞, then µ satisfies PI.
Proposition 5.3. [9, 4] Every log-concave measure µ ∝ e−f(x) satisfies PI.
We now focus on convex and L-smooth f (i.e., Assumption 1) for which we will obtain much tighter
bounds. Proposition 5.3 ensures log-concave target distribution µ ∝ e−f(q) satisfies PI with some
positive constant λPI(µ) , λ > 0. Then:
Theorem 5.4. Under Assumption 1 and suppose γ2 ≥ max{2λ, L} and α ≤ γλ − 2γ . Then we have
χ2(ρt‖pi) ≤ e−(
√
λ
2γ +
√
λ
16 α)tC
whereC =
{
χ2(ρ0‖pi) + Epi
[
〈∇x ρ0
pi
, S∇x ρ0
pi
〉
]}
is a constant determined by the initial condition,
ρt is the law of (qt,pt), ∇x = (∇q,∇p) and S = 1γ
[
( 2γ + α)I I
I γI
]
is a positive definite matrix.
Remark. Assumptions on the lower bound of γ such as γ2 > max{2λ, L} are also made in some
existing works [15, 23]. Assumption α ≤ γ/λ− 2/γ is to ensure additional linear acceleration, i.e. a
coefficient
√
λ/16 independent of α. For large α, there still is additional acceleration, however it may
not be necessarily linear in α.
When f is not only convex but also m-strongly convex, i.e. there exists m > 0 such that f(y) −
f(x)−∇f(x)T (y − x) ≥ m2 ‖x− y‖2, we have the following result:
Theorem 5.5. Under Assumption 1 and further suppose f is m-strongly convex, γ2 > L+m and
α ≤ γ2−L−mmγ , denote the law of qt by µt, we then have
W2(µt, µ) ≤ γ
√
γ2 + αγ + 2
2
e−(
m
γ +mα)tW2(µ0, µ)
Respectively, Theorem 5.4 and 5.5 state that HFHR converges to the target distribution exponentially
fast in log-concave and log-strongly-concave setup. Before demonstrating the advantage of HFHR
over ULD, we will first need to inspect the bound for HFHR when α = 0, i.e. ULD, to ensure it is a
tight bound for ULD. To this end, we compare our bound with several existing convergence results
for ULD with known dependence on the parameters of dynamics in Table 1.
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Algorithm 1 HFHR Algorithm
1: Input: potential function f and its gradient∇f , damping coefficients α and γ, step size h, initial
condition (q0,p0)
2: procedure DISCRETIZED HFHR(f,∇f, α, γ, h, q0,p0)
3: k = 0
4: while not converge do
5: Generate independent standard Gaussian random variables ξ1k+1, ξ
2
k+1 ∈ Rd
6: qk+1 ← qk + pkh− α∇f(qk)h+
√
2αhξ1k+1
7: pk+1 ← e−γhpk − 1γ (1− e−γh)∇f(qk) +
√
1− e−2γhξ2k+1
8: end while
9: end procedure
In the log-concave setup, the O(√λ) rate from [8] is optimal when λ → 0 and can be realized
by isotropic quadratic potential [8, Remark 1.1]. This new result is enabled by assuming growth
condition on the Hessian of f and a compact embedding condition, in additional to PI assumption.
Our result for ULD
√
λ
2
√
L+2λ
= O(√λ) is comparable to the optimal one in the same regime, if
L = O(1). However, for large L, our result for ULD is in general weaker than the optimal one, but
we can nonetheless pick α = O(1) so that the rate of HFHR is still comparable to ULD. Our proof
of Theorem 5.4 is motivated by a powerful machinery proposed in a recent work on ULD [33]. In
[33], it is assumed that µ satisfies logarithmic Soblev inequality (LSI), which is known to be stronger
than PI [16, 51], and does not necessarily hold for generic log-concave measures [4]. The rate O(ρ),
however, is not directly comparable with other results as [33] works with a rescaled ULD 1.
In the log-strongly-concave setup, [15, Thm. 1] obtained exponential convergence result in 2-
Wassersetin distance with rate
√
m√
κ+
√
κ−1 using a simple and elegant coupling approach, and showed
this rate is optimal as it is achieved by the bivariate function f(x, y) = m2 x
2 + L2 y
2. In Theorem 5.5,
we use the same coupling approach to obtain an (asymptotically) equivalent rate
√
m
2
√
κ
.
After showing our convergence rate results for HFHR(0, γ) are comparable with optimal rates for
ULD in many cases, the acceleration of HFHR (beyond to that of ULD) immediately becomes evident.
For example, if we push α to the upper bound specified in Theorem 5.5, we obtain rate O(√L) in
log-strongly-concave setup. Compared with the rate in [15], this is a speedup of order κ.
6 Discretization
We consider in this section the discretization of the proposed HFHR dynamics and work with constant
step size h. In each time interval [kh, (k + 1)h], to simulate the solution of HFHR (qt,pt), t ∈
[kh, (k + 1)h), we approximate HFHR by the following SDE{
dqt = pkhdt− α∇f(qkh)dt+
√
2αdB1t
dpt = −γptdt−∇f(qkh)dt+
√
2γdB2t
(15)
where qt is replaced by the initial value qkh in both equations and pt is replaced by initial value
pkh only in the first equation of Eq. (15). The first equation of Eq. (15) corresponds to one step
Euler-Maruyama integration, and the second is an Ornstein-Unlenbeck process and can be explicitly
integrated. Therefore, Eq. (15) can be easily implemented as depicted in Algorithm 1 and we refer it
as HFHR algorithm. The next theorem characterizes its approximation properties.
Theorem 6.1. Under the same assumption of Theorem 5.5, if we run discretized HFHR described in
Algorithm 1 with step size h < min{h1, h2}, we have
W2(µk, µ) ≤ 2
(
1− 1
2
(
m
γ
+mα)h
)k
W2(µ0, µ)︸ ︷︷ ︸
exponential decay
+
8(
√
α+
√
γ + α
3
2L)
√
hd
m+mαγ︸ ︷︷ ︸
discretization error
(16)
1 Implication of rescaling on convergence rate can be found in [12, Lemma 8] [15, Thm. 1]
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where µk is the law of qk at the k-th step of Algorithm 1, h1 = min{ 12(mγ +mα) ,
m
γ +mα
8(
√
α+
√
γ+α
3
2 L)
}
and h2 = 125(γ2+αγ) min{
2α+2(
√
γ+α
3
2 L)2
L2(1+α)2(1+
√
L)2+[2γ+αL(1+α)(1+
√
L)]2)
,
2α+2(
√
γ+α
3
2 L)2
L2(1+α)2(1+L)2+(γ+2L+1)2 }.
Remark. The bound of the discretization error, in terms of the dependence on dimension d, is of
the same O(√d) order as obtained for ULD in [15, Thm. 2], in terms of the dependence on step
size h, is generally worse than the O(h) result in [15, Thm. 2]. However, we note this bound may
not be tight and this observation will be further complemented in the experiment section. In fact, a
recent work [48] proved an O(h) numerical error instead of O(√h), although the system considered
was OLD instead of ULD. Whether similar techniques can help improve our bound on the numerical
error term will be future investigation.
Inspecting the role of α in Eq. (16), we see that α clearly increases the rate of exponential decay, at
the same time, without necessarily enlarging the discretization error. One may wonder if a larger α
corresponds to a smaller stability limit on h for the discretization, hence compromising the gain. The
former can indeed be true, but the gain will not be compromised, because one can still find α and h
values to improve the performance with α = 0 (i.e., ULD) and optimal h. Appendix F presents a
case study that analytically demonstrates this point, and the same conclusion has been repeatedly
observed in numerical experiments.
7 Experiment Results
In this section we empirically study the performance of the proposed HFHR dynamics and compare it
with ULD. In subsection 7.1, we test both algorithms on a collection of target distributions with simple
but representative functions as potential f and cover strongly convex (low/high dimensional Gaussian,
small/large strongly-convex coefficient m), convex and non-convex cases (bi-modal, perturbed
Gaussian and 2D Rosenbrock’s function [41]). In subsection 7.2, we demonstrate how to apply
HFHR to downstream learning tasks via a Bayesian logistic regression model. In all experiments, we
use the same γ and step size h for ULD and HFHR. All experiments are conducted on a machine
with a 2.20GHz Intel(R) Xeon(R) E5-2630 v4 CPU and an Nvidia GeForce GTX 1080 GPU.
7.1 Simple Target Distributions
In this subsection, we test eight target distributions with simple, yet representative potential functions,
summarized in Table 2. Roughly speaking, they are classified into two groups, Gaussians and non-
Gaussians. For Gaussians, smoothness coefficient L is explicitly available, hence we take γ = 2
√
L
in accordance with Table 1. To be consistent with Theorem 6.1, we measure closeness to the target
distribution using W2 which has closed-form expression for two Gaussians. For non-Gaussians,
we empirically set γ = 2 and measure sample quality by χ2 divergence with density approximated
by histogram. In particular, approximating density by histogram turns out to be inaccurate for 2D
potential f8(x, y), so we report the bias of the x component E[|x−E[x]|] instead. In each experiment,
we sample 10000 independent samples for each algorithm and use them to estimate sampling errors.
Experiment results are shown in Figure 1. For Gaussians, there are clearly two phases, in the first
phase, error decreases smoothly, corresponding to the exponential decay in Eq. (16) and in the second
phase, the curve is noisy since algorithms are saturated by discretization error. Such two-phase
behavior also appears in non-Gaussians. Across all experiments, the additional acceleration of HFHR
over ULD is clearly manifested in the first phase and can be dramatic, for example in Figure 1c and
1d. Note that in these experiments, the acceleration is already significant, so we simply keep the
default choice α = 1 without further tuning, which may potentially lead to even faster convergence.
We empirically observe the discretization error of ULD and HFHR are of the same order.
7.2 Bayesian Logistic Regression
We consider a Bayesian logistic regression learning task and test two algorithms on Parkinson’s
disease data set parkinsons and blood transfusion service center data set tranfusion from
UCI machine learning repository [19]. In both data sets, we observe a set of independent data
{xi, yi}i=1,2,··· ,N where xi is a feature vector, yi is a label and N is the number of data. We
then want to sample from the target distribution e−f(θ) with f(θ) = λ2 ‖θ‖2 + 1N
∑N
i=1 log(1 +
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Table 2: Test functions. We use the shorthand notation Gdm,κ(x) =
m
2 (κx
2
d +
∑d−1
i=1 x
2
i ). Letters ‘S’,
‘C’ and ‘N’ represent strongly convex, convex and non-convex respectively.
f f1 f2 f3 f4 f5 f6 f7 f8
Expresion 12x
2 G20.1,10 G
2
10,10 G
100
1,100
1
4x
4 5x
2+sin(10x)
10 5(x
4 − 2x2) (x−1)2+10(y−x2)22
Convexity S S S S C N N N
0 200 400 600 800 1000 1200 1400
number of iterations
10 3
10 2
10 1
100
W
2(
t,
)
ULD( =2)
HFHR( =1, =2)
(a) 1D Gaussian
0 2500 5000 7500 10000 12500 15000 17500 20000
number of iterations
10 2
10 1
100
101
W
2(
t,
)
ULD( =2)
HFHR( =1, =2)
(b) 2D Gaussian(m = 0.1)
0 2000 4000 6000 8000 10000 12000 14000
number of iterations
10 3
10 2
10 1
100
W
2(
t,
)
ULD( =20)
HFHR( =1, =20)
(c) 2D Gaussian(m = 10)
0 1000 2000 3000 4000 5000
number of iterations
10 1
100
101
102
W
2(
t,
)
ULD( =20)
HFHR( =1, =20)
(d) 100D Gaussian
0 200 400 600 800 1000
number of iterations
10 2
10 1
100
101
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Figure 1: (a) f1 (h = 0.01). (b) f2 (h = 0.01). (c) f3 (h = 0.01). (d)f4 (h = 0.001). (e)
f5 (h = 0.01). (f) f6 (h = 0.0005). (g) f7 (h = 0.001). (h) f8 (h = 0.002). y-axes are in log scale.
exp(−yixTi θ)). We set λ = 0.1, γ = 10, α = 1 and use step size h = 0.05, 0.1 for parkinsons
and transfusion respectively. We use 80% data for training and hold the rest 20% for test. For
each algorithm, we sample 1000 indpendent samples and obtain learning curve of train/test accuracy
and to further smooth out noise, we repeat all experiments 100 times with different random seeds.
The results are shown in Figure 2 where we also include the result of the (non-Bayesian) logistic
regression model for quick reference. For parkinsons, in terms of training accuracy, HFHR
converges around 600 iterations and ULD has not fully converged yet in 1000 iterations. Both
algorithms converge around 600 iterations in test accuracy, with HFHR achieving slightly better
performance. For transfusion, in both train/test plots, HFHR converges within 100 iterations
while it takes at least 400 iterations for ULD.
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Figure 2: Learning curves of train/test accuracy. Shaded areas represent one standard deviation.
8 Conclusion and Discussion
In this paper we propose HFHR dynamics, an accelerated-gradient-based MCMC method for sam-
pling. The exponential convergence of HFHR can be easily established in a similar fashion as that of
OLD under weak assumption, and is provably faster than ULD, which by itself is considered as an
accelerated dynamics compared to OLD. There are a number of interesting directions in which this
work can be extended. For example, is it possible/how to get an improved bound on discretization
error of HFHR? In order to apply HFHR to large-scale learning problems, full gradient may need to
be replaced by stochastic gradient (SG) — how to quantify the performance of SG-HFHR?
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A Proof of Theorem 4.1
Proof. The Fokker-Plank equation of HFHR is given by
∂tρt = −∇x ·
([
p
−∇f(q)
]
ρt
)
+ α
(∇q · (∇f(q)ρt) + ∆qρt)+ γ (∇q · (pρt) + ∆pρt)
where∇x = (∇q,∇p). For pi ∝ e−f(q)− 12‖p‖2 , we have
∇x ·
([
p
−∇f(q)
]
pi
)
= 〈
[
p
−∇f(q)
]
,∇xpi〉 = 0,
∆qpi = −∇q · (pi∇f(q))
∆ppi = −∇q · (pip)
Therefore ∂tpi = 0 and hence pi is the invariant distribution of HFHR.
B Proof of Theorem 5.1
Proof. The Fokker-Planck equation of HFHR is given by
∂tρt +∇ · (ρtJ) = 0, where J =
([
p− α∇f(q)− α∇q log ρt
−γp−∇f(q)− γ∇p log ρt
])
(17)
Since
∇ ·
(
ρt
[−∇p log ρt
∇q log ρt
])
= 0,
we then have
J =
pi
ρt
[−αI I
−I −γI
] [∇q ρtpi∇p ρtpi
]
.
By Lemma E.1, pi satisfies PI with constant λPI(pi) = min{λPI(µ), 1} as it is well known that ν
satisfies Poincaré’s inequality with λPI(ν) = 1 [5, Thm. 3.20]. The time derivative of χ2(ρt, pi) is
d
dt
χ2(ρt, pi) = −
∫
2(
ρt
pi
− 1)∇ · (ρtJ) dx = 2
∫
〈∇ρt
pi
,J〉ρt dx ≤ −2 min{α, γ}
∫
‖∇ρt
pi
‖2dpi
Let g = ρtpi − 1, by Poincaré’s inequality, we have
∫ ‖ρtpi − 1‖2dpi ≤ 1λPI(pi) ∫ ‖∇ρtpi ‖2dpi. Therefore
we have the time derivative of χ2(ρt, pi) is bounded by
d
dt
χ2(ρt, pi) ≤ −2λPI(pi) min{α, γ}χ2(ρt, pi) = −2 min{λPI(µ), 1}min{α, γ}χ2(ρt, pi)
and the desired result follows by Gronwall’s inequality.
C Proof of Theorem 5.4
Proof. Two main tools we use in this proof are
• a carefully-crafted Lyapunov function, motivated by [33] and
• the Poincaré’s inequality of the joint invariant distribution pi.
More specifically, we will consider the following Lypunov function
L(ρt) = χ2(ρt‖pi) + Epi[
〈∇x ρt
pi
, S∇x ρt
pi
〉
] (18)
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where ∇x = (∇q,∇p) and S =
[
aI bI
bI dI
]
∈ R2d×2d is a positive definite matrix to be determined
later. Denote
Lcross(ρt) = Epi[
〈∇x ρt
pi
, S∇x ρt
pi
〉
]. (19)
It is well known that the standard Gaussian measure ν satisfies PI with PI constant λPI(ν) = 1
[5]. Therefore, by Lemma E.1, the joint invariant distribution pi satisfies PI with PI constant
λPI(pi) = min{1, λPI(µ)} = min{1, λ}. This dependence on λ, however, is undesirable when
λ 1 because it does not reflect fast convergence of HFHR.
In order to unify the two cases λ > and λ < 1, we will work with a rescaled version of HFHR. To
this end, we need to introduce a larger class of dynamics parametrized by an inverse temperature
parameter β {
dq =
(
p− α∇f(q)) dt+√2αβ−1dB1t
dp =
(−γp−∇f(q)) dt+√2γβ−1dB2t . (20)
We refer it as tempered HFHR and denote it by tempered-HFHR(α, γ, β). It is easy to see that the
plain HFHR described in Eq. (7) is a tempered HFHR with β = 1, i.e. tempered-HFHR(α, β, 1).
Rescaling Since µ ∝ e−f(q) satisfies PI with PI constant λ, it is easy to see that µ˜ ∝ e−f˜(q) where
f(q) = λf˜(q), satisfies PI with PI constant 1.
With the rescaled potential f˜ , HFHR process rewrites as{
dq = (p− αλ∇f˜(q))dt+√2αdB1t
dp = (−γp− λ∇f˜(q))dt+√2γdB2t
Introduce rescaled velocity p˜ via q(t) =
√
λp˜(t), then the SDE becomes{
dq = (
√
λp˜− αλ∇f˜(q))dt+√2αdB1t
dp˜ = (−γp˜−√λ∇f˜(q))dt+√2γ/λdB2t
Introduce rescaled dissipation parameters α˜, γ˜ via α = α˜
√
λ
−1
, γ = γ˜
√
λ. Then the SDE rewrites asdq = (
√
λp˜− α˜√λ∇f˜(q))dt+
√
2α˜
√
λ
−1
dB1t
dp˜ = (−γ˜√λp˜−√λ∇f˜(q))dt+
√
2γ˜
√
λ
−1
dB2t
Rescale time via τ =
√
λt, then{
dq = (p˜− α˜∇f˜(q))dτ +
√
2α˜λ−1dB1τ
dp˜ = (−γ˜p˜−∇f˜q))dτ +
√
2γ˜λ−1dB2τ
(21)
It is easy to see that the rescaled HFHR in Eq. (21) is a tempered-HFHR(α˜, γ˜, λ).
Apply Lemma E.2 to the Tempered HFHR In Eq. (21), we have that f˜ ∈ C2(Rd) is convex and
L
λ -smooth. Moreover, µ˜ ∝ e−f˜(q) satisfies PI with PI constant 1.
Since
γ˜2 ≥ max{2, L
λ
} ⇐⇒ γ2 ≥ max{2λ, L}
α˜ ≤ γ˜ − 2
γ˜
⇐⇒ α ≤ γ
λ
− 2
γ
,
we can then apply Lemma E.2 to the rescaled HFHR in Eq. (21) and obtain the following result
χ2(ρ˜τ‖p˜i) ≤ e−( 12γ˜+ 116 α˜)τ
{
χ2(ρ˜0‖p˜i) + Ep˜i
[
〈∇x˜ ρ˜0
p˜i
, S˜∇x˜ ρ˜0
p˜i
〉
]}
, (22)
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where ρ˜τ (q, p˜) is the law of (qτ , p˜τ ) at time τ , p˜i ∝ e−λH˜(q,p˜) with H˜(q, p˜) = f˜(q) + 12‖p˜‖2,
∇x˜ = (∇q,∇p˜) and S˜ =
[
a˜I b˜I
b˜I d˜I
]
with a˜ = ( 2γ˜ + α˜)b˜, d˜ = γ˜b˜, b˜ =
1
γ˜λ is a positive definite
matrix.
Substitute Back We first write all measures with respect to the original position and momentum
variables (q,p). Since
[
q
p
]
=
[
I 0
0
√
λI
] [
q
p˜
]
, P
[
q
p˜
]
, by change of variable formula we have
ρτ (q,p) =ρ˜τ (q,
1√
λ
p)λ−
d
2
pi(q,p) =p˜i(q,
1√
λ
p)λ−
d
2 ∝ exp{−λ
[
f˜(q) +
1
2
‖ p√
λ
‖2
]
} = exp{f(q)− 1
2
‖p‖2}
So pi(q,p) is indeed the joint invariant distribution defined in Eq. (4). Therefore,
χ2(ρ˜τ‖p˜i) =
∫
(
ρ˜τ (q, p˜)
p˜i(q, p˜)
− 1)2p˜i(q, p˜)dqdp˜
=
∫
(
ρ˜τ (q,
p√
λ
)
p˜i(q, p√
λ
)
− 1)2p˜i(q, p√
λ
)λ−
d
2 dqdp (p =
√
λp˜)
=
∫
(
ρτ (q,p)
pi(q,p)
− 1)2pi(q,p)dqdp
=χ2(ρτ‖pi)
Similar derivation, combined with chain rule, leads to
Ep˜i
[
〈∇x˜ ρ˜τ
p˜i
, S˜∇x˜ ρ˜τ
p˜i
〉
]
= Epi
[
〈P∇x ρτ
pi
, S˜P∇x ρτ
pi
〉
]
where ∇x = (∇q,∇p).
Next we substitute back the original parameters γ = γ˜
√
λ and α = α˜√
λ
and rewrite the result in Eq.
(22) as
χ2(ρτ‖pi) ≤ e−(
√
λ
2γ +
√
λα
16 )τ
{
χ2(ρ0‖pi) + Epi
[
〈∇xP ρ0
pi
, S˜P∇x ρ0
pi
〉
]}
,
Now write S , PT S˜P = 1γ
[
( 2γ + α)I I
I γI
]
write τ as t we obtain
χ2(ρt‖pi) ≤ e−(
√
λ
2γ +
√
λα
16 )t
{
χ2(ρ0‖pi) + Epi
[
〈∇xP ρ0
pi
, SP∇x ρ0
pi
〉
]}
(23)
C.1 Proof of Themrem 5.5
Proof. Consider two copies of HFHR that are driven by the same Brownian motion{
dqt = (pt − α∇f(qt))dt+
√
2αdB1t
dpt = (−γpt −∇f(qt))dt+
√
2γdB2t
,
{
dq˜t = (p˜t − α∇f(q˜t))dt+
√
2αdB1t
dp˜t = (−γp˜t −∇f(q˜t))dt+
√
2γdB2t
,
where we set (q˜0, p˜0) ∼ pi, p0 = p˜0 and q0 such that
W 22 (µ0, µ) = E
[
‖q0 − q˜0‖22
]
, q0 ∼ µ0
Since pi is the invariant distribution of HFHR, we have (q˜t, p˜t) ∼ pi.
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The difference of two copies satisfies the following equation
d
dt
[
qt − q˜t
pt − p˜t
]
=−
[
αHt −I
Ht γI
] [
qt − q˜t
pt − p˜t
]
, where Ht =
∫ 1
0
∇2f(q˜t + s(q − q˜t))ds.
Denote A =
[
αHt −I
Ht γI
]
and the eigenvalues of Ht by ηi, i = 1, 2, · · · , d. By strong convexity
assumption on f , we have m ≤ ηi ≤ L, i = 1, 2, · · · , d.
Denote
[
φt
ψt
]
= P
[
qt − q˜t
pt − p˜t
]
where
P =
[
γI I
0
√
1 + αγI
]
. (24)
Now consider Lt = 12‖
[
φt
ψt
]
‖22, then we have
d
dt
Lt =−
[
φt
ψt
]T
PAP−1
[
φt
ψt
]
=−
[
φt
ψt
]T
1
2
(PAP−1 + (P−1)TATPT )
[
φt
ψt
]
Denote
B(α) =
1
2
(PAP−1 + (P−1)TATPT ) =
1
γ
[
(1 + αγ)Ht 0
0 γ2I −Ht
]
It is easy to see that
λmin(B(α)) = min
i=1,2,··· ,d
{min{ηi
γ
+ αηi, γ − ηi
γ
}} ≥ min{m
γ
+ αm,
γ2 − L
γ
} = m
γ
+mα , λ? +mα
where λ? = min{mγ , γ
2−L
γ } = mγ .
Therefore we have
d
dt
Lt ≤ −2λminB(α)Lt ≤ −2(λ? +mα)Lt.
By Gronwall’s inequality, we obtain
‖
[
φt
ψt
]
‖22 ≤ e−2(λ
?+mα)t‖
[
φ0
ψ0
]
‖22 (25)
By initial condition and some basic inequalities, we have
‖qt − q˜t‖22 ≤‖
[
qt − q˜t
pt − p˜t
]
‖22
≤‖P−1‖22 ‖
[
φt
ψt
]
‖22
≤‖P−1‖22 e−2(λ
?+mα)t ‖
[
φ0
ψ0
]
‖22
=‖P−1‖22e−2(λ
?+mα)tγ2‖q0 − q˜0‖22
(26)
For ‖P−1‖2, we have ‖P−1‖2 = σmin(P ) =
√
λmin(PTP ) ≤
√
γ2+αγ+2
2 . Take expectation for
Eq. (26), we have
W 22 (µt, µ) ≤ E
[
‖qt − q˜t‖22
]
≤ γ2 γ
2 + αγ + 2
2
e−2(λ
?+mα)tW 22 (µ0, µ)
where qt ∼ µt. Therefore
W2(µt, µ) ≤ γ
√
γ2 + αγ + 2
2
e−(λ
?+mα)tW2(µ0, µ)
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D Proof of Theorem 6.1
Proof. Consider the following three SDEs
Continuous HFHR:
{
dqt = (pt − α∇f(qt))dt+
√
2αdB1t
dpt = (−γpt −∇f(qt))dt+
√
2γdB2t
(27)
with initial condition (q0,p0) ∼ pi. Since pi is the invariant measure of HFHR so (qt,pt) ∼ pi for
any time t ≥ 0.
Discretized HFHR (Algorithm):
{
dq¯t = (p¯kh − α∇f(q¯kh))dt+
√
2αdB1t
dp¯t = (−γp¯t −∇f(q¯kh))dt+
√
2γdB2t
(28)
with initial condition q¯0 ∼ µ0, p¯0 = p0 and satisfying
W 22 (µ0, µ) = E[‖q0 − q¯0‖2].
Over each time interval [kh, (k + 1)h], consider
Auxiliary HFHR:
{
dq˜t = (p˜t − α∇f(q˜t))dt+
√
2αdB1t
dp˜t = (−γp˜t −∇f(q˜t))dt+
√
2γdB2t
, with
{
q˜kh = q¯kh
p˜kh = p¯kh
(29)
It is worth emphasizing that all SDEs are driven by the same Brownian motion (B1t ,B
2
t ).
For a random variable X , denote ‖X‖L2 =
(
E[‖X‖2]) 12 . We borrow the matrix P in Eq. (24) in
the proof of the contraction of continuous dynamics and denote
Ak = ‖P
[
q¯t − qt
p¯t − pt
]
‖L2
and the rest of the proof is dedicated to bound Ak.
By triangle inequality, we have
Ak+1 ≤‖P
[
q¯(k+1)h − q˜(k+1)h
p¯(k+1)h − p˜(k+1)h
]
‖L2 + ‖P
[
q˜(k+1)h − q(k+1)h
p˜(k+1)h − p(k+1)h
]
‖L2
≤‖P
[
q¯(k+1)h − q˜(k+1)h
p¯(k+1)h − p˜(k+1)h
]
‖L2 + e−(
m
γ +mα)hAk
where the last inequality is due to the contraction result in Eq. (25).
To bound ‖P
[
q¯(k+1)h − q˜(k+1)h
p¯(k+1)h − p˜(k+1)h
]
‖L2 , we will need the following two lemmas whose proof are
postponed to Section E.
Lemma D.1. For τ ∈ [kh, (k + 1)h],
‖p˜τ‖L2 ≤
√
d+
1√
1 + αγ
Ak
Lemma D.2. For τ ∈ [kh, (k + 1)h],
‖∇f(q˜τ )‖L2 ≤
√
dL+ LAk
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Since the discretized HFHR and auxiliary HFHR share the same values at time instant t = kh, we
have
‖p¯t − p˜t‖L2
=‖
∫ t
kh
e−γ((k+1)h−s)(∇f(q˜s)−∇f(q˜kh))ds‖L2
≤
∫ t
kh
‖∇f(q˜s)−∇f(q˜kh))‖L2ds
≤L
∫ t
kh
‖q˜s − q˜kh‖L2ds
≤L
∫ t
kh
‖
∫ s
kh
p˜udu− α
∫ s
kh
∇f(q˜u)du+
√
2α
∫ s
kh
dB1u‖L2ds
≤L
∫ t
kh
∫ s
kh
max
τ∈[kh,(k+1)h]
‖p˜τ‖L2du+ α
∫ s
kh
max
τ∈[kh,(k+1)h]
‖∇f(q˜τ )‖L2du+
√
2αd(s− kh)ds
≤L(1 + α) max{ max
τ∈[kh,(k+1)h]
‖p˜τ‖L2 , max
τ∈[kh,(k+1)h]
‖∇f(q˜τ )‖L2}
(t− kh)2
2
+
2
√
2αdL
3
(t− kh) 32
≤L(1 + α) max{
√
d+Ak,
√
dL+ LAk} (t− kh)
2
2
+
2
√
2αdL
3
(t− kh) 32
and
‖q¯(k+1)h − q˜(k+1)h‖L2
=‖
∫ (k+1)h
kh
(p˜s − p˜kh)ds− α
∫ (k+1)h
kh
(∇f(q˜s)−∇f(q˜kh))ds‖L2
≤
∫ (k+1)h
kh
‖p˜s − p˜kh‖L2ds+ α
∫ (k+1)h
kh
‖∇f(q˜s)−∇f(q˜kh)‖L2ds
≤
∫ (k+1)h
kh
‖p˜s − p˜kh‖L2ds
+α
{
L(1 + α) max{
√
d+Ak,
√
dL+ LAk}h
2
2
+
2
√
2αdL
3
h
3
2
}
=
∫ (k+1)h
kh
‖
∫ s
kh
[−γp˜u −∇f(q˜u)]du+
√
2γ
∫ s
kh
dB2u‖L2ds
+α
{
L(1 + α) max{
√
d+Ak,
√
dL+ LAk}h
2
2
+
2
√
2αdL
3
h
3
2
}
≤
∫ (k+1)h
kh
∫ s
kh
γ max
τ∈[kh,(k+1)h]
‖p˜τ‖L2 + max
τ∈[kh,(k+1)h]
‖∇f(q˜u)‖L2du+
√
2γd(s− kh) ds
+α
{
L(1 + α) max{
√
d+Ak,
√
dL+ LAk}h
2
2
+
2
√
2αdL
3
h
3
2
}
≤(γ(
√
d+Ak) +
√
dL+ LAk)
h2
2
+
2
√
2γd
3
h
3
2
+α
{
L(1 + α) max{
√
d+Ak,
√
dL+ LAk}h
2
2
+
2
√
2αdL
3
h
3
2
}
≤
{√
d(γ +
√
L+ αL(1 + α)(1 +
√
L))
} h2
2
+
h2
2
(γ + 2L+ 1)Ak +
2
√
2d
3
(
√
γ + α
3
2L)h
3
2
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Therefore, if we choose h < 125(γ2+αγ) min{
2α+2(
√
γ+α
3
2 L)2
L2(1+α)2(1+
√
L)2+[γ+
√
L+αL(1+α)(1+
√
L)]2)
,
2α+2(
√
γ+α
3
2 L)2
L2(1+α)2(1+L)2+(γ+2L+1)2 },
we then obtain
‖P
[
q¯(k+1)h − q˜(k+1)h
p¯(k+1)h − p˜(k+1)h
]
‖L2
≤‖P‖2‖
[
q¯(k+1)h − q˜(k+1)h
p¯(k+1)h − p˜(k+1)h
]
‖L2
≤(2√α+ 2√γ + 2α 32L)(
√
d+Ak)h
3
2
Denote Θ = 2
√
α+ 2
√
γ + 2α
3
2L and further assume h < min{ 12(mγ +mα) ,
m
γ +mα
4Θ } we now have
Ak+1 ≤Θ(
√
d+Ak)h
3
2 + e−(
m
γ +mα)hAk
(i)
≤Θ
√
dh
3
2 + (1− (m
γ
+mα)h+
1
2
(
m
γ
+mα)2h2 + Θh
3
2 )Ak
≤Θ
√
dh
3
2 + (1− 1
2
(
m
γ
+mα)h)Ak
where Θ = in (i) we use the inequality e−x ≤ 1− x+ 12x2
Unfolding the above recursive inequality we can obtain
Ak ≤
(
1− 1
2
(
m
γ
+mα)h
)k
A0 +
2Θ
√
hd
m
γ +mα
Finally note that A0 = γW2(µ0, µ) and
‖q¯kh − qkh‖L2 ≤ ‖
[
Id 0d
]
P−1‖2 ·Ak ≤ 2
γ
Ak.
Putting all pieces together and we eventually arrive at
W2(µk, µ) ≤‖q¯kh − qkh‖L2
≤ 2
γ
Ak
≤ 2
γ
[
(1− 1
2
(
m
γ
+mα)h)kγW2(µ0, µ) +
2Θ
√
hd
m
γ +mα
]
=2(1− 1
2
(
m
γ
+mα)h)kW2(µ0, µ) +
4Θ
√
hd
m+mαγ
=2(1− 1
2
(
m
γ
+mα)h)kW2(µ0, µ) +
8(
√
α+
√
γ + α
3
2L)
√
hd
m+mαγ
E Auxiliary Theorems/Lemmas and Their Proof
E.1 Poincaré’s Inequalities for Product Measure
Lemma E.1. Suppose X1 = X2 = Rd, and measures µ1 ∈ P(X1), µ2 ∈ P(X2) satisfy Poincaré’s
inequality with constant λPI(µ1), λPI(µ2). Then the product measure µ = µ1 ⊗ µ2 ∈ P(X1 × X2)
satisfies Poincaré’s inequality with constant λPI(µ) = min{λPI(µ1), λPI(µ2)}.
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Proof. For any smooth function f(x1, x2), denote g(x1) =
∫
fdµ2 and it follows that
∫
gdµ1 =∫
fdµ. We have∫
(f −
∫
fdµ)2dµ =
∫
(f − g + g −
∫
fµ)2dµ
=
∫
(f − g)2dµ+ 2
∫
(f − g)(g −
∫
fdµ)dµ+
∫
(g −
∫
fdµ)2dµ
=
∫
(
∫
(f − g)2dµ2)dµ1 +
∫
(g −
∫
fdµ)2dµ1
≤ 1
λPI(µ2)
∫
(
∫
‖∇x2f‖2dµ2)dµ1 +
1
λPI(µ1)
∫
‖∇x1g‖2dµ1
=
1
λPI(µ2)
∫
‖∇x2f‖2dµ+
1
λPI(µ1)
∫
‖
∫
∇x1fdµ2‖2dµ1
(i)
≤ 1
λPI(µ2)
∫
‖∇x2f‖2dµ+
1
λPI(µ1)
(
∫
(
∫
‖∇x1f‖2dµ1)
1
2 dµ2)
2
(ii)
≤ 1
λPI(µ2)
∫
‖∇x2f‖2dµ+
1
λPI(µ1)
∫
‖∇x1f‖2dµ
≤ 1
min{λPI(µ1), λPI(µ2)}
∫
‖∇f‖2dµ
where (i) is due to Minkowski’s inequality and (ii) is due to Holder’s inequality.
E.2 Tempered HFHR with Unit PI Constant
Lemma E.2. Under Assumption 1 and suppose γ2 ≥ max{2, L} and α ≤ γ− 2γ . Then the tempered
HFHR(α, γ, β) in Eq. (20) converges to pi ∝ e−βH(q,p) where H(q,p) = f(q) + 12‖p‖2. Moreover,
if the joint invariant distribution pi satisfies PI with PI constant λPI(pi) = β, we have the following
exponential convergence
χ2(ρt‖pi) ≤ e−( 12γ+ 116α)t
{
χ2(ρ0‖pi) + Epi
[
〈∇x ρ0
pi
, S∇x ρ0
pi
〉
]}
,
where χ2(µ, ν) =
∫
(dµdν − 1)2dν and ρt is the joint law of (qt,pt) of tempered HFHR(α, γ, β) at
time t,∇x = (∇q,∇p) and S ∈ R2d×2d is a symmetric matrix, more specifically,
S =
[
aI bI
bI dI
]
with a = (
2
γ
+ α)b, d = γb, b =
1
γβ
.
Proof. Denote the eigenvalues of ∇2f by ηi, i = 1, 2, · · · , d. By convexity assumption on f and
L-smoothness assumption on∇f , we have 0 ≤ ηi ≤ L, i = 1, 2, · · · , d.
By assumption, κ ∝ e−f(q) satisfies PI with PI constant 1, it is easy to see µ ∝ e−βf(q) satisfies PI
with PI constant β. It is well known that standard Gaussian measure satisfies PI with constant 1, so
ν ∝ e− β2 ‖p‖2 satisfies PI with PI constant β. By Lemma E.1, we know pi satisfies PI with constant
λPI(pi) = min{λPI(µ), λPI(ν)} = β.
Consider the following Lyapunov function, χ2 divergence augmented by the cross term
L(ρt) = χ2(ρt‖pi) + Lcross(ρt)
where Lcross(ρt) is defined in Eq. (19) with
S =
[
aI bI
bI dI
]
with a = (
2
γ
+ α)b, d = γb, b =
1
γβ
(30)
By direct computation and Lemma E.3, we have
d
dt
L(ρt) ≤ −Epi
[〈∇x ρt
pi
, (β−1D +Mcross)∇x ρt
pi
〉]
(31)
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where D ,
[
2αI 0
0 2γI
]
and Mcross is the matrix from Eq. (35) in Lemma E.3.
Denote
A ,β−1D +Mcross
A =β−1
[
2αI 0
0 2γI
]
+
[
2bI + 2aα∇2f(q) −(a− bα)∇2f(q) + bγI + dI
−(a− bα)∇2f(q) + bγI + dI −2b∇2f(q) + 2dγI + 2γI
]
=2β−1
[
αI 0
0 γI
]
+ 2aα
[∇2f(q) 0
0 0
]
+
2
γβ
[
I γI − 1γ∇2f(q)
γI − 1γ∇2f(q) γ2I −∇2f(q)
]
Denote
E =
1
λPI(pi)
I + S =
1
β
I + S =
1
β
I +
1
γβ
[
( 2γ + α)I I
I γI
]
The rest of the proof is dedicated to matrix analysis of A and E. Denote P  Q if P −Q is a positive
semi-definite matrix and we will frequently use the following property of block matrix
det
([
A11 A12
A21 A22
])
= det (A11A22 −A12A21) if A21A22 = A22A21. (32)
First since α ≤ γ − 2γ , we have
E =
1
β
I +
1
γβ
[
(α+ 2γ )I I
I γI
]
 1
β
I +
1
γβ
[
γI I
I γI
]
=
1
β
[
2I 1γ I
1
γ I 2I
]
(33)
Since 2aα
[∇2f(q) 0
0 0
]
 0, we have
A  2β−1
[
αI 0
0 γI
]
+
2
γβ
[
I γI − 1γ∇2f(q)
γI − 1γ∇2f(q) γ2I −∇2f(q)
]
(34)
Now we consider the following difference
A− ( 1
2γ
+
1
16
α)E
 2
γβ
[
I γI − 1γ∇2f(q)
γI − 1γ∇2f(q) 2γ2I −∇2f(q)
]
− 1
γβ
[
I 12γ I
1
2γ I I
]
︸ ︷︷ ︸
B
+2β−1
[
αI 0
0 0
]
−
1
16α
2β
[
I 12γ I
1
2γ I I
]
where the matrix inequality is due to assumption γ2 ≥ L, Eq. (33) and (34).
For B, we have
B =
1
γβ
[
I 2γI − 2γ∇2f(q)− 12γ I
2γI − 2γ∇2f(q)− 12γ I 4γ2I − 2∇2f(q)− I
]
Using Eq. (32) and diagonalization of∇2f(q), we know the eigenvalues of B are the collections of
eigenvalues of the following 2× 2 matrices
Bi =
1
γβ
[
1 2γI − 2ηiγ − 12γ
2γ − 2ηiγ − 12γ I 4γ2 − 2ηi − 1
]
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Notice
det(Bi) =
1
γ2β2
(1− 1
4γ2
+
6ηiγ
2 − 2ηi − 4η2i
γ2
) ≥ 1
γ2β2
(1− 1
4γ2
) > 0
hence each Bi is positive definite and the smaller eigenvalue of each Bi is
λ−(Bi) =
1
2γβ
4γ2 − 2ηi −
√
1− 1
4γ2
+
6ηiγ2 − 2ηi − 4η2i
γ2

=
1
2γβ
4γ2 − 2ηi −
√
(1− 1
4γ2
) +
(2ηiγ2 − 2ηi) + (4ηiγ2 − 4η2i )
γ2

(i)
≥ 1
2γβ
[
2γ2 −
√
1 + 2γ2 − 2 + 4L
]
(ii)
≥ 1
2γβ
(2γ2 −
√
6γ)
≥ γ
8β
where (i), (ii) follow by 0 ≤ ηi ≤ L and the assumption γ2 ≥ max{2, L}.
Therefore, the smallest eigenvalue of B is also lower bounded
λmin(B) = min
i=1,2,··· ,d
λ−(Bi) ≥ γ
8β
.
and this is equivalent to B  8γβ I .
We now obtain
A− ( 1
2γ
+
1
16
α)E 2β−1
[
αI 0
0 0
]
+
γ
8β
I −
1
16α
2β
[
I 12γ I
1
2γ I I
]
=
1
8β
[
(4α− 14α+ γ)I − α8γ I
− α8γ I (γ − α4 )I
]
︸ ︷︷ ︸
F
By Eq. (32), it is easy to see that the eigenvalues of F are identical to the eigenvalues (ignoring
multiplicity) of the following 2× 2 matrix F˜ = 18β
[
4α− 14α+ γ − α8γ
− α8γ γ − α4
]
and we have
det(F˜ ) =
1
(8β)2
(
−15α
2
16
− α
2
64γ2
+
7αγ
2
+ γ2
)
(i)
≥ 1
(8β)2
(
1
16
γ2 − 1
64
+
7αγ
2
)
(ii)
> 0
where (i) and (ii) follow by the assumption α ≤ γ − 2γ < γ and γ2 > 2. Therefore F˜ is a positive
definite matrix and all of its eigenvalues are positive, and hence the eigenvalues of F are also positive,
equivalently F  0.
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We now have established the relation A− ( 12γ + 116α)E  0 and return to the time derivative in Eq.
(31)
d
dt
L(ρt) ≤− Epi
[〈∇x ρt
pi
,A∇x ρt
pi
〉]
≤− ( 1
2γ
+
1
16
α)Epi
[〈∇x ρt
pi
,E∇x ρt
pi
〉]
=− ( 1
2γ
+
1
16
α)
[
1
λPI(pi)
Epi
[
‖∇x ρt
pi
‖2
]
+ Lcross(ρt)
]
(i)
≤ − ( 1
2γ
+
1
16
α)
[
Epi[(
ρt
pi
− 1)2] + Lcross(ρt)
]
=− ( 1
2γ
+
1
16
α)L(ρt)
where (i) is due to Poincaré’s inequality.
By Gronwall’s inequality, L has exponential decay L(ρt) ≤ e−( 12γ+ 116α)tL(ρ0) and since S is
positive definite, we further have
χ2(ρt‖pi) ≤ L(ρt) ≤ e−( 12γ+ 116α)tL(ρ0),
E.3 Time Derivative of Mcross
Lemma E.3.
d
dt
Lcross(ρt) ≤ −β−1
∫ 〈∇x ρt
pi
,Mcross∇x ρt
pi
〉
dpi
where ρt is the law of (qt,pt) of tempered-HFHR(α, γ, β) and
Mcross =
[
2aα∇2f(q) + 2bI −a∇2f(q) + bα∇2f(q) + bγI + dI
−a∇2f(q) + bα∇2f(q) + bγI + dI −2b∇2f(q) + 2dγI
]
(35)
Proof. For better readability, we collect some notations used in the proof here
µ(q) ∝ e−βf(q), ν(p) ∝ e− β2 ‖p‖2 , pi(q,p) ∝ e−βH(q,p)
where H(q,p) = f(q) + 12‖p‖2 and write tempered HFHR again for reference{
dq =
(
p− α∇f(q)) dt+√2αβ−1dB1t
dp =
(−γp−∇f(q)) dt+√2γβ−1dB2t .
The Fokker-Planck equation of tempered HFHR in Eq. (20) is given by
∂tρt +∇ · (ρtJ) = 0, where J =
([
p− α∇f(q)− αβ−1∇q log ρt
−γp−∇f(q)− γβ−1∇p log ρt
])
(36)
Since∇ ·
(
ρt
[−∇p log ρt
∇q log ρt
])
= 0, we can then further simplify J to
J = −β−1 pi
ρt
A
[∇q ρtpi∇p ρtpi
]
, (37)
where A =
[
αI −I
I γI
]
.
The functional derivative w.r.t. ρt is
δLcross(ρt)
δρt
= 2(∇x)?(S∇x ρt
pi
)
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where (∇x)? is the adjoint operator with respect to Epi[
〈·, ·〉] and
(∇x)? = −∇Tx −∇Tx log pi = ((∇q)?, (∇p)?) = (−∇Tq + β(∇f(q))T ,−∇Tp + βpT ).
The time derivative of the Lcross(ρt) is
d
dt
Lcross(ρt)(ρt) =
∫
δLcross(ρt)
δρt
∂tρtdx
=−
∫
δLcross(ρt)
δρt
∇x · (ρtJ)dx
=
∫
〈∇x δLcross(ρt)
δρt
,J〉ρtdx
=− 2β−1
∫
〈∇x(∇x)?(S∇x ρt
pi
),
[
αI −I
I γI
]
∇x ρt
pi
〉dpi
=− 2β−1
∫
〈∇x(∇x)?(S∇xh),
[
αI −I
I γI
]
∇xh〉dpi (h , ρt
pi
) (38)
For the term in Eq. (38), we have
− 2β−1Epi[
〈∇x((∇x)?S∇xh), [αI −II γI
]
∇xh
〉
]
=− 2aβ−1Epi[
〈∇x(∇q)?∇qh, [αI −II γI
]
∇xh
〉
] (39)
− 2bβ−1Epi[
〈∇x((∇q)?∇ph+ (∇p)?∇qh), [αI −II γI
]
∇xh
〉
] (40)
− 2dβ−1Epi[
〈∇x(∇p)?∇ph, [αI −II γI
]
∇xh
〉
] (41)
For the cross term in Eq. (40), we have
− 2bβ−1Epi[
〈∇x((∇q)?∇ph+ (∇p)?∇qh), [αI −II γI
]
∇xh
〉
]
=− 2bβ−1Epi[
〈∇x((∇q)?∇ph+ (∇p)?∇qh), [αI 00 γI
]
∇xh
〉
]
− 2bβ−1Epi[
〈∇x((∇q)?∇ph+ (∇p)?∇qh), [0 −II 0
]
∇xh
〉
]
=− 2bαβ−1Epi[
〈∇q((∇q)?∇ph+ (∇p)?∇qh),∇qh〉] (42)
− 2bγβ−1Epi[
〈∇p((∇q)?∇ph+ (∇p)?∇qh),∇ph〉] (43)
− 2bβ−1Epi[
〈∇x((∇q)?∇ph+ (∇p)?∇qh), [0 −II 0
]
∇xh
〉
] (44)
For the term in Eq. (42), we have
− 2bαβ−1Epi[
〈∇q((∇q)?∇ph+ (∇p)?∇qh),∇qh〉]
=− 2bαβ−1Epi[
〈∇q(∇q)?∇ph,∇qh〉+ 〈∇q(∇p)?∇qh,∇qh〉]
=− 2bαβ−1Epi[
〈∇ph,∇q(∇q)?∇qh〉+ 〈(∇q)?∇q∇qh,∇ph〉] (∇p commutes with∇q, (∇q)?)
=− 2bαβ−1Epi[
〈∇ph, ((∇q)?∇q +∇q(∇q)?)∇qh〉]
=− 2bαβ−1Epi[
〈∇ph, (2(∇q)?∇q + [∇q, (∇q)?])∇qh〉]
=− 4bαβ−1Epi[
〈∇q∇ph,∇q∇qh〉F ]− 2bαEpi[〈∇ph,∇2f(q)∇qh〉]
where we make use of the commutator [∇q, (∇q)?] of ∇q and (∇q)?
[∇q, (∇q)?] = ∇q(∇q)? − (∇q)?∇q = β∇2f(q) +∇Tq∇q −∇q∇Tq .
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For the term in Eq. (43), we have
− 2bγβ−1Epi[
〈∇p((∇q)?∇ph+ (∇p)?∇qh),∇ph〉]
=− 2bγβ−1Epi[
〈∇p(∇q)?∇ph,∇ph〉+ 〈∇p(∇p)?∇qh,∇ph〉]
=− 2bγβ−1Epi[
〈∇qh, (∇p)?∇p∇ph〉+ 〈∇qh,∇p(∇p)?∇ph〉] (∇q commutes with∇p, (∇p)?)
=− 2bγβ−1Epi[
〈∇qh, ((∇p)?∇p +∇p(∇p)?)∇ph〉]
=− 2bγβ−1Epi[
〈∇qh, (2(∇p)?∇p + [∇p, (∇p)?])∇ph〉]
=− 4bγβ−1Epi[
〈∇p∇qh,∇p∇ph〉F ]− 2bγEpi[〈∇ph,∇qh〉]
where we make use of the commutator [∇p, (∇p)?] of∇p and (∇p)?
[∇p, (∇p)?] = ∇p(∇p)? − (∇p)?∇p = βI +∇Tp∇p −∇p∇Tp .
For the term in Eq. (44), we have
− 2bβ−1Epi[
〈∇x((∇q)?∇ph+ (∇p)?∇qh), [0 −II 0
]
∇xh
〉
]
=− 2bβ−1Epi[((∇q)?∇ph+ (∇p)?∇qh) · (∇xh)?(
[
0 −I
I 0
]
∇xh)]
=− 2bβ−1Epi[((∇q)?∇ph+ (∇p)?∇qh) · (−(∇q)?∇ph+ (∇p)?∇qh)]
=− 2bβ−1Epi[((∇p)?∇qh)2 − ((∇q)?∇ph)2]
=− 2bβ−1Epi[
〈∇qh,∇p(∇p)?∇qh〉− 〈∇ph,∇q(∇q)?∇ph〉]
=− 2bβ−1Epi[
〈∇qh,∇p(∇p)?∇qh〉− 〈∇qh, (∇p)?∇p∇qh〉+ 〈∇qh, (∇p)?∇p∇qh〉− 〈∇ph,∇q(∇q)?∇ph〉]
=− 2bβ−1Epi[
〈∇qh, [∇p, (∇p)?]∇qh〉+ 〈∇qh, (∇p)?∇p∇qh〉− 〈∇ph,∇q(∇q)?∇ph〉]
=− 2bβ−1Epi[
〈∇qh, [∇p, (∇p)?]∇qh〉+ 〈∇ph, (∇q)?∇q∇ph〉− 〈∇ph,∇q(∇q)?∇ph〉]
=− 2bβ−1Epi[
〈∇qh, [∇p, (∇p)?]∇qh〉− 〈∇ph, [∇q, (∇q)?]∇ph〉]
=− 2bEpi[
〈∇qh,∇qh〉− 〈∇ph,∇2f(q)∇ph〉]
For the quadratic term in Eq. (39), we have
− 2aβ−1Epi[
〈∇x(∇q)?∇qh, [αI −II γI
]
∇xh
〉
]
=− 2aβ−1Epi[(∇q)?∇qh · (∇x)?
[
α∇qh−∇ph
∇qh+ γ∇ph
]
]
=− 2aβ−1Epi[(∇q)?∇qh · (α(∇q)?∇qh− (∇q)?∇ph+ (∇p)?∇qh+ γ(∇p)?∇ph)]
=− 2aαβ−1Epi[
〈∇qh,∇q(∇q)?∇qh〉]− 2aβ−1Epi[−(∇q)?∇qh(∇q)?∇ph+ (∇q)?∇qh(∇p)?∇qh]
− 2aγβ−1Epi[(∇q)?∇q(∇p)?∇ph]
=− 2aαβ−1Epi[
〈∇qh, ((∇q)?∇q + β∇2f(q))∇qh〉] + 2aβ−1Epi[〈∇ph, [∇q, (∇q)?]∇qh〉]
− 2aβ−1Epi[
〈∇p∇qh,∇q∇qh〉F ]
=− 2aαβ−1Epi[
〈∇q∇qh,∇q∇qh〉F ]− 2aαEpi[〈∇qh,∇2f(q)∇qh〉] + 2aEpi[〈∇ph,∇2f(q)∇qh〉]
− 2aγβ−1Epi[
〈∇q∇ph,∇q∇ph〉F ]
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Similarly, for the term in Eq. (41), we have
− 2dβ−1Epi[
〈∇x(∇p)?∇ph, [αI −II γI
]
∇xh
〉
]
=− 2dβ−1Epi[(∇p)?∇ph · (∇x)?
[
α∇qh−∇ph
∇qh+ γ∇ph
]
]
=− 2dβ−1Epi[(∇p)?∇ph · (α(∇q)?∇qh− (∇q)?∇ph+ (∇p)?∇qh+ γ(∇p)?∇ph)]
=− 2dαβ−1Epi[
〈∇ph,∇p(∇q)?∇qh〉]− 2dβ−1Epi[−(∇p)?∇ph(∇q)?∇ph+ (∇p)?∇ph(∇p)?∇qh]
− 2dγβ−1Epi[
〈∇p,∇p(∇p)?∇ph〉]
=− 2dαβ−1Epi[
〈∇q∇ph,∇q∇ph〉F ]− 2dβ−1Epi[〈∇qh, [∇p, (∇p)?]∇ph〉]
− 2dγβ−1Epi[
〈∇p, ((∇p)?∇p + βI)∇ph〉]
=− 2dαβ−1Epi[
〈∇q∇ph,∇q∇ph〉F ]− 2dEpi[〈∇qh,∇ph〉]
− 2dγβ−1Epi[
〈∇p∇ph,∇p∇ph〉F ]− 2dγEpi[〈∇ph,∇ph〉]
We now collect all terms in regular Euclidean inner product, i.e.,
〈
,
〉
, we have

〈∇qh,∇qh〉 : −2aα∇2f(q)− 2b〈∇qh,∇ph〉 : 2a∇2f(q)− 2bα∇2f(q)− 2bγ − 2d〈∇ph,∇ph〉 : 2b∇2f(q)− 2dγ
Therefore, if we denote
Mcross =
[
2aα∇2f(q) + 2bI −a∇2f(q) + bα∇2f(q) + bγI + dI
−a∇2f(q) + bα∇2f(q) + bγI + dI −2b∇2f(q) + 2dγI
]
(45)
then the component containing regular Euclidean inner product can be written in a compact form
−Epi[
〈∇xh,Mcross∇xh〉]
Next, we collect all terms in Frobenius inner product, i.e.,
〈
,
〉
F
, we have
{
−2aαβ−1Epi[
〈∇q∇qh,∇q∇qh〉F ]− 4bαβ−1Epi[〈∇q∇ph,∇q∇qh〉F ]− 2dαβ−1Epi[〈∇q∇ph,∇q∇ph〉F ]}
+
{
−2aγβ−1Epi[
〈∇q∇ph,∇q∇ph〉F ]− 4bγβ−1Epi[〈∇p∇qh,∇p∇ph〉F ]− 2dγβ−1Epi[〈∇p∇ph,∇p∇ph〉F ]}
=− 2αβ−1Epi[
〈∇x∇qh, S∇x∇qh〉F ]− 2γβ−1Epi[〈∇x∇ph, S∇x∇ph〉F ]
Now we sum up all terms and obtain
d
dt
Lcross(ρt)(ρt) =− Epi[
〈∇x ρt
pi
,Mcross∇x ρt
pi
〉
]
− 2αβ−1Epi[
〈∇x∇qh, S∇x∇qh〉F ]− 2γβ−1Epi[〈∇x∇ph, S∇x∇ph〉F ]
≤− Epi[
〈∇x ρt
pi
,Mcross∇x ρt
pi
〉
]
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E.4 Proof of Lemma D.1
Proof.
‖p˜τ‖L2 ≤‖pτ‖L2 + ‖p˜τ − pτ‖L2
=
√
d+ ‖ [0d, Id]P−1P [q˜τ − qτp˜τ − pτ
]
‖L2
≤
√
d+ ‖ [0d, Id]P−1‖2 · ‖P [q˜τ − qτp˜τ − pτ
]
‖L2
≤
√
d+ ‖ [0d, Id]P−1‖2 · ‖P [q˜kh − qkhp˜kh − pkh
]
‖L2
=
√
d+
1√
1 + αγ
Ak
E.5 Proof of Lemma D.2
Proof.
‖∇f(q˜τ )‖L2 ≤‖∇f(qτ )‖L2 + ‖∇f(q˜τ )−∇f(qτ )‖L2
≤‖∇f(qτ )‖L2 + L‖q˜τ − qτ‖L2
=‖∇f(qτ )‖L2 + L‖
[
Id 0d
]
P−1P
[
q˜τ − qτ
p˜τ − pτ
]
‖L2
≤‖∇f(qτ )‖L2 + L‖
[
Id 0d
]
P−1‖2 · ‖P
[
q˜τ − qτ
p˜τ − pτ
]
‖L2
≤‖∇f(qτ )‖L2 + L‖
[
Id 0d
]
P−1‖2 · ‖P
[
q˜kh − qkh
p˜kh − pkh
]
‖L2
≤‖∇f(qτ )‖L2 + L‖
[
Id 0d
]
P−1‖2Ak
≤‖∇f(qτ )‖L2 + LAk
Since qτ ∼ µ ∝ e−f(q), by integration by parts, we have
Eµ
[
‖∇f‖2
]
= Eµ [∆f ] .
As f is L-smooth, we have ∇2f  LI and hence ∆f ≤ Ld. Therefore we obtain ‖∇f(qτ )‖L2 ≤√
dL and
‖∇f(q˜τ )‖L2 ≤
√
dL+ LAk
F α does create acceleration even after discretization
If α → ∞ while γ remains fixed, then dq = −α∇f(q) + √2αdW is the dominant part of the
dynamics, and in this case the role of α could be intuitively understood as to simply rescale the time
of gradient flow, which does not create any algorithmic advantage, as the timestep of discretization
has to scale like 1/α in this case. However, finite α no longer corresponds to solely a time-scaling,
but closely couples with the dynamics and creates acceleration. This is true even after the continuous
dynamics is discretized by an algorithm.
We will analytically illustrate this point by considering quadratic f . In this case, the diffusion process
remains Gaussian, and it suffices to quantify the convergence of its mean and covariance. In fact, it
can be shown that both have the same speed of convergence, and therefore for simplicity we will only
consider the mean process. Two demonstrations (with different focuses) will be provided.
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Demonstration 1 (1D, γ given; infinite acceleration). Consider f(x) = x2/2, γ fixed. The mean
process is {
q˙ = p− αq
p˙ = −q − γp
Consider, for simplicity, an Euler-Maruyama discretization of the HFHR dynamics, which
coressponds to a Forward Euler discretization of the mean process (other numerical methods can be
analyzed analogously): [
qk+1
pk+1
]
= A
[
qk
pk
]
, A =
[
1− αh h
−h 1− γh
]
.
We will show that, unless γ = 2, an appropriately chosen α will converge infinitely faster than the
case with α = 0, if both cases use the optimal h.
To do so, let us compute A’s eigenvalues, which are
1
2
(
2− (α+ γ)h± h
√
−4 + (α− γ)2
)
Consider the case where |α− γ| ≤ 2, then the eigenvalues are a pair of complex conjugates. Their
modulus determines the speed of convergence, and it can be computed to be
1
2
√
(2− (α+ γ)h)2 + h2(4− (α− γ)2) =
√
1− (α+ γ)h+ (1 + αγ)h2
Minimizing the quadratic function gives the optimal h that ensures the fastest speed of convergence,
and the optimal h is
h =
α+ γ
2(1 + αγ)
and the optimal spectral radius is √
1− (α+ γ)
2
4(1 + αγ)
.
When one uses low-resolution ODE, in which α = 0, the optimal rate is 1 − γ2/4 (note it is not
surprising that the critically damped case, i.e., γ = 2, will give the fastest convergence).
If γ 6= 2, the additional introduction of α can accelerate the convergence by reducing the spectral
radius. For instance, if α = γ + 2, upon choosing the optimal h = 11+γ , the optimal spectral radius
is 0 (note in this case A actually has Jordan canonical form of
[
0 1
0 0
]
and thus the discretization
converges in 2 steps instead of 1, irrespective of the initial condition).
Demonstration 2 (multi-dim, γ, α and h all to be chosen; acceleration quantified in terms
of condition number). Consider quadratic f with positive definite Hessian, whose eigenvalues
are 1 = λ1 < · · · < λn = −1 for some 0 <   1. Assume without loss of generality that
f = q21/2 + 
−1q22/2. Similar to Demonstration 1, the forward Euler discretization of the mean
process is
q1,k+1
p1,k+1
q2,k+1
p2,k+1
 = [A1 00 A2
]
q1,k
p1,k
q2,k
p2,k
 , A1 = [1− αh h−h 1− γh
]
, A2 =
[
1− α−1h h
−−1h 1− γh
]
(46)
We will (i) find h and γ that lead to fastest convergence of the ULD discretization, i.e. the above
iteration with α = 0, and then (ii) constructively show the existence of h, γ and α that lead to faster
convergence than the optimal one in (i) — note these may not even be the optimal choices for HFHR,
but they already lead to significant acceleration. More specifically,
(i) In a ULD setup, α = 0. It can be computed that the eigenvalues of A1 and A2 are respectively
1
2
(
2− hγ ± h
√
−4 + γ2
)
and
1
2
(
2− hγ ± h
√
−4−1 + γ2
)
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We now seek γ > 0, h > 0 to minimize the maximum of their norms for obtaining the optimal
convergence rate. This is done in cases.
Case (i1) When γ ≤ 2, both A1 and A2 eigenvalues are complex conjugate pairs. To minimize the
maximum of their norms, let’s first see if their norms could be made equal.
A1 eigenvalue’s norm squared *4 is
(2− hγ)2 − h2(−4 + γ2) = 4(h− γ/2)2 + 4− γ2 (47)
A2 eigenvalue’s norm squared *4 is
(2− hγ)2 − h2(−4−1 + γ2) = 4−1(h− γ/2)2 + 4− γ2 (48)
It can be seen that for (47) is always strictly smaller than (48) for any h > 0. Therefore, the max of
the two is minimized when h = γ/2, and the corresponding max value is 4− γ2. γ that minimizes
this max value is γ = 2. Corresponding rate of convergence is
√
1− .
Case (i2) When γ ≥ 2−1/2, bothA1 andA2 eigenvalues are real. Since  1, we can order them*2
as
2−hγ−h
√
−4 + γ2 < 2−hγ−h
√
−4−1 + γ2 < 2−hγ+h
√
−4−1 + γ2 < 2−hγ+h
√
−4 + γ2 < 2.
To minimize the max of their norms, consider cases in which the smallest of four is negative, in which
case at optimum one should have
−(2− hγ − h
√
−4 + γ2) = 2− hγ + h
√
−4 + γ2.
This gives h = 2/γ (which does verify the assumption that the smallest of four is negative). Corre-
sponding max of their norms is thus
√
1− 4/γ2. γ that minimizes this max value is γ = 2−1/2,
which gives rate of convergence of √
1− .
Case (i3) When 2 ≤ γ ≤ 2−1/2,A1 eigenvalues are real andA2 eigenvalues are complex conjugates.
Again, the max of their norms is minimized if the norms can be made all equal.
Note A1 eigenvalues cannot be of the same sign, because otherwise 2 − hγ − h
√
−4 + γ2 =
2−hγ+h
√
−4 + γ2, which means either h = 0 or γ = 2, but if γ = 2 then 2−hγ+h
√
−4 + γ2
being equal to 2*norm of A2 eigenvalue, which is
√
4−1(h− γ/2)2 + 4− γ2, leads to h = 0
again.
Therefore, the equality of norms of A1, A2 eigenvalues means
−(2− hγ − h
√
−4 + γ2) = 2− hγ + h
√
−4 + γ2 =
√
4−1(h− γ/2)2 + 4− γ2.
The first equality gives hγ = 2, which, together with the second equality, gives h = ±
√
2
1+ .
Selecting the positive value of optimal h, we also obtain optimal γ =
√
2(1 + )−1/2, which
is ≤ 2−1/2 and thus satisfying our assumption (2 ≤ γ ≤ 2−1/2). The corresponding rate of
convergence is thus
1
2
(
2− hγ + h
√
−4 + γ2
)
=
√
1− 
1 + 
.
Summary of (i) Since
√
1−
1+ <
√
1− , the ULD Euler-Maruyama discretization converges the
fastest when
h =
√
2
1 + 
, γ =
√
2(1 + )−1/2,
and the corresponding discount factor of convergence is√
1− 
1 + 
, where  = 1/κ with κ being Hessian’s condition number. (49)
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(ii) Now consider the HFHR setup. Let’s first state a result: when
γ =
√
4c24 + 8c23 + 4c22 + 2 − 2+ 1 + + 3
2c2 + 2c
> 0, (50)
α =
−√4c24 + 8c23 + 4c22 + 2 − 2+ 1 + 3+ 1
2c2 + 2c
> 0, h = c (51)
for any c > 0 independent of , the iteration (46) converges with discount factor
1√
2(1 + )
√
(1− )
(
1− +
√
4c24 + 8c23 + (4c2 + 1) 2 − 2+ 1
)
. (52)
While the exact expression is lengthy, it can proved that the HFHR non-optimal discount factor (52)
is strictly smaller than the ULD optimal discount factor 49 for not only small but also large ’s.
For some quantitative intuition, discount factors Taylor expanded in  are respectively
HFHR non-optimal: 1− 2+
(
c2
2
+ 2
)
2 +O
(
3
)
(53)
ULD optimal: 1− + 
2
2
+O
(
3
)
(54)
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Figure 3: Acceleration of HFHR algorithm over ULD algorithm (despite of an additional constraint
α may place on h) for multi-dimensional quadratic objectives. 1/ is the condition number.
The exact expressions of discount factors are also plotted in Fig.3 (c = 1 was arbitrarily chosen) and
one can see acceleration for any (not necessarily small) .
(ii details) How were values in (51) chosen? Following the idea detailed in (i), we consider a case
where A1 eigenvalues are both real, A2 eigenvalues are complex conjugates, and all their norms are
equal. Note there are 3 more cases, namely real/real, complex/real, and complex/complex, but we do
not optimize over all cases for simplicity — the real/complex case is enough for outperforming the
optimal ULD.
This case leads to at least the following equations{
trA1 = 0
detA1 + detA2 = 0
(55)
One can solve this system of equations to obtain α and γ as functions of h. Following the idea of
choosing h small enough to resolve the stiffness of the ODE{
q˙2 = p2 − α−1q2
p˙2 = −−1q2 − γp2 ,
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pick h = c. Then (55) gives
γ =
√
4c24 + 8c23 + 4c22 + 2 − 2+ 1 + + 3
2c2 + 2c
α =
−√4c24 + 8c23 + 4c22 + 2 − 2+ 1 + 3+ 1
2c2 + 2c
or
γ =
−√4c24 + 8c23 + 4c22 + 2 − 2+ 1 + + 3
2c2 + 2c
α =
√
4c24 + 8c23 + 4c22 + 2 − 2+ 1 + 3+ 1
2c2 + 2c
The former is our choice (51) because it can be checked that the latter leads to detA1 > 0 which
violates the assumption of a pair of plus and minus real eigenvalues.
It is possible to find optimal α, γ, h for HFHR. One has to minimize detA2 under the constraint
detA2 > 0 in addition to (55). And then do similar calculations for the other 3 cases, and then finally
the best among the 4 cases. We chose not to carry out all the details in this paper.
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