The alternating direction method of multipliers (ADMM) is a widely used method for solving many convex minimization models arising in signal and image processing. In this paper, we propose an inertial ADMM for solving a two-block separable convex minimization problem with linear equality constraints. This algorithm is obtained by making use of the inertial Douglas-Rachford splitting algorithm to the corresponding dual of the primal problem. We study the convergence analysis of the proposed algorithm in infinite-dimensional Hilbert spaces. Furthermore, we apply the proposed algorithm on the robust principal component pursuit problem and also compare it with other state-of-the-art algorithms. Numerical results demonstrate the advantage of the proposed algorithm.
Introduction
In this paper, we consider the convex optimization problem of two-block separable objective functions with linear equality constraints: R n , H 2 = R m . Then M ∈ R p×n and N ∈ R p×m . We use the notations of Hilbert spaces for generality. Many problems in signal and image processing, medical image reconstruction, machine learning, and many other areas are special case of (1.1) . When N = −I and b = 0, then (1.1) degenerates into an important special case of it as follows,
which is equivalent to min
The alternating direction method of multipliers (ADMM) is a popular way to solve (1.1) and (1.2) . It has been attracted much attention because of its simplicity and efficiency. The ADMM can be dated back to the work of Glowinski and Marroco [1] , and Gabay and Mercier [2] . The classical formulation of the ADMM for solving (1.1) can be presented below.
where γ > 0. It is well-known that the ADMM can be interpreted as an application of the Douglas-Rachford splitting algorithm to the dual of problem (1.1). See, for instance [3] . It is worth mentioning that the famous split Bregman method [4] is also equivalent to the ADMM. See, e.g., [5] . A comprehensive review of the ADMM with applications in various convex optimization problems can be found in [6] . For the convergence and convergence rate analysis of ADMM for solving (1.1) and (1.3), we refer interested readers to [7] [8] [9] [10] for more details. Also, many efforts have been tried to extend the ADMM for solving multi-block separable convex minimization problem, see for instance [11] [12] [13] . In this paper, we focus on the general case of the two-block separable convex minimization problem (1.1). The generalized ADMM (GADMM) proposed by Eckstein and Bertsekas [3] is an efficient and simple acceleration scheme of the classical ADMM (1.4) for solving (1.3) . It is easy to extend the GADMM to solve (1.1), and the iterative scheme of the GADMM reads as
where γ > 0 and λ k ∈ (0, 2). Let λ k = 1, then the GADMM (1.5) reduces to the classical ADMM (1.4) . There are many works demonstrated that the GADMM (1.5) can numerically accelerate the classical ADMM (1.4) with λ k belongs to (1, 2) . See, for example [9, 14] .
In recent years, the inertial method becomes more and more popular. It can be used to accelerate the first-order method for solving nonsmooth convex optimization problems. It is closely related to the famous Nesterov's accelerate method, which utilizes the current iteration information and the previous iteration information to update the new iteration. Many inertial algorithms have been proposed and studied, such as inertial proximal point algorithm [15, 16] , inertial forward-backward splitting algorithm [17, 18] , inertial forward-backward-forward splitting algorithm [19] , inertial three-operator splitting algorithm [20] , etc. There are also several attempts to introduce the inertial method to the ADMM. In particular, Chen et al. [21] proposed an inertial proximal ADMM by combining the proximal ADMM [22] and the inertial proximal point algorithm [15] . The detail of the inertial proximal ADMM is presented below.
where α k is a sequence of non-negative parameters, which usually called inertial parameters, S and T are symmetric and positive semidefinite matrices, and γ > 0 is a penalty parameter. Let the matrices S = T = 0 and α k = 0, then the inertial proximal ADMM (1.6) recovers the following ADMM type algorithm, which is studied in [14] .
(1.7)
The difference between (1.4) and (1.7) is that the update order of the former is u k+1 → v k+1 → y k+1 , but the update order of the later is u k+1 → y k+1 → v k+1 . In contrast, Boţ and Csetnek [23] proposed an inertial ADMM for solving the convex optimization problem (1.3), which was based on the inertial Douglas-Rachford splitting algorithm [24] . It takes the form
(1.8)
Let α k = 0 and λ k = 1, then (1.8) becomes the classical ADMM for solving the convex optimization problem (1.3). Boţ and Csetnek analyzed the convergence of the sequences generated by the inertial ADMM (1.8) under mild conditions on the parameters α k and λ k . The purpose of this paper is to introduce an inertial ADMM for solving the general twoblock separable convex optimization problem (1.1). We prove the convergence of the sequences generated by the proposed inertial ADMM. Finally, we conduct numerical experiments on robust principal component pursuit (RPCP) problem and compare the proposed algorithm with the classical ADMM (1.4), the GADMM (1.5) and the inertial proximal ADMM (1.6) to demonstrate the advantage of the proposed algorithm.
We would like to highlight the contributions of this paper. (i) An inertial ADMM is developed to solve the convex minimization problem (1.1); (ii) The convergence of the proposed inertial ADMM is studied in infinite-dimensional Hilbert space; (iii) The effectiveness and efficiency of the proposed inertial ADMM is demonstrated by applying to the RPCP problem.
The structure of this paper is as follows. In the next section, we summarize some notations and definitions that will be used in the following sections. We also recall the inertial Douglas-Rachford splitting algorithm. In Section 3, we introduce an inertial ADMM and study its convergence results in detail. In Section 4, some numerical experiments for solving the RPCP problem (4.2) are conducted to demonstrate the efficiency of the proposed algorithm. Finally, we give some conclusions.
Preliminaries
In this section, we recall some concepts of monotone operator theory and convex analysis in Hilbert spaces. Most of them can be found in [25] . Let H 1 and H 2 be real Hilbert spaces with inner product ·, · and associated norm · = ·, · . x k ⇀ x stands for {x k } converging weakly to x, and x k → x stands for {x k } converging strongly to x. Let A : H 1 → H 2 be a linear continuous operator and its adjoint operator be A * : H 2 → H 1 is the unique operator that satisfies A * y, x = y, Ax for all x ∈ H 1 and y ∈ H 2 .
Let A : H → 2 H be a set-valued operator. We denote its set of zeros by zerA = {x ∈ H : 0 ∈ Ax}, by GraA = {(x, u) ∈ H × H : u ∈ Ax} denote its graph and its inverse operator denote by A −1 :
A is said to be maximally monotone if its graph is not contained in the graph of any other monotone operator. Letting γ > 0, the resolvent of γA is defined by
For 
for all x, y ∈ domf, ∀α ∈ (0, 1). If (2.4) holds with φ = β 2 (·) 2 for some β ∈ (0, +∞), then f is β-strongly convex. This also means that ∂f is β-strongly monotone (if f is uniformly convex, then ∂f is uniformly monotone).
At the end of this section, we recall the main results of the inertial Douglas-Rachford splitting algorithm in [24] . Theorem 2.1. ( [24] ) Let A, B : H → 2 H be maximally monotone operators. Assume zer(A+ B) = ∅. For any given w 0 , w 1 ∈ H, define the iterative sequences as follows:
Then there exists x ∈ H such that the following statements are true:
is uniformly monotone, then {y k } k≥1 and {x k } k≥1 converges strongly to unique point in zer(A + B).
Remark 2.1. According to [24] , the condition α 1 = 0 in the above theorem can be replaced by the assumption w 0 = w 1 .
3 Inertial ADMM for solving the two-block separable convex minimization problem
In this section, we present the main results of this paper. Let H, H 1 and H 2 be real Hilbert
where F * and G * are the Fenchel-conjugate functions of F and G, respectively. We consider solving the convex optimization problems (1.1) and its dual problem (3.1). Let v(P ) and v(D) be the optimal objective values of the above two problems respectively, the situation v(P ) ≥ v(D), called in the literature weak duality, always holds. We introduce the Attouch − Brézies condition, that is
For arbitrary convex set C ⊆ H, we define its strong quasi − relative interior as
If (3.2) holds, then we have strong duality, which means that v(P ) = v(D) and (3.1) has an optimal solution. Next, we introduce the main algorithm in this paper.
Algorithm 1 An inertial alternating direction method of multipliers (iADMM)
Stop when a given stopping criterion is met. Output: u k+1 , v k+1 and y k+1 .
In order to analyze the convergence of Algorithm 1, we define the Lagrangian function of problem (1.1) as follows:
where y is a Lagrange multiplier. Assuming (u * , v * ) is a optimal solution of the optimization problem (1.1), there exits a vector y * , according to KKT condition, we have
Moreover, point pairs (u * , v * , y * ) are saddle points of Lagrange function, that is
In order to analyze the convergence of the proposed Algorithm 1 in Hilbert spaces, we show that the iterative sequences generated by Algorithm 1 are instances of the inertial Douglas-Rachford splitting algorithm (2.5) applied to the dual problem (3.1). In detail, we show that Algorithm 1 could be derived from the inertial Douglas-Rachford splitting algorithm (2.5). Then we use Theorem 2.1 to obtain the convergence of the proposed Algorithm 1. Now, we are ready to present the main convergence theorem of Algorithm 1. Assuming (1.1) has an optimal solution and the condition (3.2) is satisfied. Let the bounded linear operators M and N satisfy the condition that ∃θ 1 > 0, θ 2 > 0 such that Mx ≥ θ 1 x and Nx ≥ θ 2 x , for all x ∈ H. Consider the sequence generated by Algorithm 1. Let γ > 0, {α k } k≥1 nondecreasing with 0 ≤ α k ≤ α < 1, {λ k } k≥1 and λ, σ, δ > 0 such that
Then there exists a point pair (u * , v * , y * ), which is the saddle point of Lagrange function, where (u * , v * ) is the optimal solution of (1.1), y * is the optimal solution of (3.1), and v(P ) = v(D).
The following statements are true:
(iii) (y k ) k≥1 converges weakly to y * ; (iv) if F * or G * is uniformly convex, the (y k ) k≥1 converges strongly to unique optimal solution of (D);
(
and (x k ) k≥1 converges weakly to y * .
Proof. Let
From the first step of iteration scheme (2.5), we have
By the first-order optimality condition, we obtain from (3.8) that
We introduce the sequence {v k } k≥1 by v k ∈ ∂G * (−N * y k ), (3.10) then, we have
From the second step of iteration scheme (2.5), we have
According to the first-order optimality condition, there are also
we can get
From the first formula of (3.11) and (3.15), we obtain
Combining the second formula of (3.15) and (3.16), we have
Therefore, it is clear that
This is the first step of Algorithm 1. Let p k = α k (w k − w k−1 ), then the first formula of (3.11) can be rewritten as
furthermore, we have
This is the fourth step of Algorithm 1.
From the third step of iteration scheme (2.5), the first formula of (3.11), (3.16) and (3.19) we get
(3.20)
This is the third step of Algorithm 1.
Combining the second formula of (3.15) and (3.20) , we obtain
(3.21) This is the second step of Algorithm 1.
Therefore, Algorithm 1 is equivalent to the inertial Douglas-Rachford splitting algorithm for the dual problem of the original problem (1.1).
Next, we prove the convergence of Theorem 3. According to (3.31), (3.37) and (3.40), we prove that the existence point pair (u * , v * , y * ) satisfies the optimality condition (3.5). Theorem 3.1 (iv) can be obtained directly from Theorem 2.1 (7) .
(v) We know that F and G are weak lower semi-continuous (since F and G are convex) and therefore, from (i) we have
(3.41)
We deduce from the second formula of (3.11) and (3.15 ) that Again from the second formula of (3.11) and (3.15) we get Remark 3.2. As we can see, when α k ≡ 0, the iterative sequences of Algorithm 1 reduces to the GADMM (1.5). On the other hand, let N = −I and b = 0, the iteration scheme of Algorithm 1 becomes
(3.50) This algorithm (3.50) is simpler than the inertial ADMM (1.8) proposed by Boţ and Csetnek [23] for solving the convex minimization problem (1.3).
Numerical experiments
In this section, we carry out simulation experiments and compare the proposed algorithm (Algorithm 1) with other state-of-the-art algorithms include the classical ADMM [26] , GADMM [3] , the inertial ADMM of Chen et al. [21] (iADMM Chen). All the experiments are conducted on 64-bit Windows 10 operating system with an Inter Core(TM) i5-6500 CPU and 8GB memory. All the codes are tested in MATLAB R2016a.
Robust principal component pursuit (RPCP) problem
The robust principal component analysis (RPCA) problem was first introduced by Candès et al. [27] , which can be formulated as the following optimization model:
The objective function in (4.1) includes the rank of the matrix u and the ℓ 0 -norm of matrix v, and µ > 0 is the penalty parameter balancing the low rank and sparsity. The RPCA (4.1) seeks to decompose a matrix b into two parts: one is low-rank and the other is sparse. It has wide applications in image and video processing and many other fields. We refer interested readers to [28, 29] for a comprehensive review of RPCA and its variants. It is known that the original RPCA (4.1) is NP-hard. By using convex relaxation technique, the rank function of the matrix is usually replaced by the nuclear norm of the matrix, and the ℓ 0 -norm of the matrix is replaced by the ℓ 1 -norm of the matrix. Therefore, we can get the following convex optimization model: min
where u * = n k=1 σ k (u) is the nuclear norm of the matrix and σ k (u) represents the k singular value of the matrix, and v 1 = ij |v ij |. Under certain conditions, problem (4.2) is equivalent to (4.1). See for example [27, 30] . The optimization problem is usually called robust principal component pursuit (RPCP). In fact, let F (u) = u * , G(v) = µ v 1 and M = N = I. Then the RPCP (4.2) is a special case of the general problem (1.1). Therefore, the classical ADMM algorithm, GADMM algorithm and inertial ADMM algorithms (includes iADMM Chen and Algorithm 1) can be used to solve the convex optimization problem (4.2).
We follow [27] to generate the simulation data. In the experiment, a low rank matrix is randomly generated by the following method. Firstly, two long strip matrices L = randn(m, r) and R = randn(m, r) are randomly generated, and then u * = LR T is calculated, where m and r are the order and rank of matrix u * , respectively. At the same time, a sparse matrix v * with uniform distribution of non-zero elements and uniform distribution of values between [−500, 500] is generated. Finally, the target matrix is generated by b = u * + v * .
Parameters setting
In this part, we show how to choose parameters for the studied algorithms. Firstly, for the common parameter γ of classical ADMM, GADMM, iADMM Chen and Algorithm 1, we take the value of 0.01. Secondly, for the private parameters of the Algorithm 1, we fix σ = 0.01, δ and relaxation parameter λ k are
where α takes four different values 0.05, 0.1, 0.2 and 0.3, respectively, and let inertial parameter α k = α. The relaxation parameter λ k of GADMM is constant 1.6 and the inertial parameter α k of iADMM Chen are the same as that of Algorithm 1.
For the convenience of subsequent experiments, we need to find the optimal inertial parameter α k of the two inertial algorithms of iADMM Chen and Algorithm 1. The different selection of inertial parameters are listed in Table 1 . In the experiment, the order of objective matrix b is m = 1000, the rank of low rank matrix u * is r = 0.1m, and the sparsity of sparse matrix v * is v * 0 = 0.05m 2 , respectively. We define the relative error rel u, rel v and rel b as the stopping criterion, i.e., 
where ε is a given small constant. From Table 2 , we can see that when the inertial parameters α k of iADMM Chen and Algorithm 1 are 0.3 and 0.2, respectively, the experimental results are the best. In the following experiments, we fixed the inertial parameters α k of iADMM Chen and Algorithm 1 to 0.3 and 0.2, respectively.
Results and discussions
In the experiment, the order of objective matrix b is m = 500, m = 800 and m = 1000, the rank of low rank matrix u * is r = 0.05m and r = 0.1m, and the sparsity of sparse matrix v * is v * 0 = 0.05m 2 and v * 0 = 0.1m 2 , respectively. Table 3 is a comparison of the numerical experimental results of the classical ADMM, GADMM, iADMM Chen and Algorithm 1. We conclude from Table 3 that the two inertial ADMMs (iADMM Chen and Algorithm 1) and the GADMM are better than the classical ADMM in terms of iteration numbers and accuracy. The iADMM Chen and Algorithm 1 are similar in terms of accuracy. The proposed Algorithm 1 is better than iADMM Chen in the number of iterations in most cases. Besides, the proposed Algorithm 1 is also comparable with the GADMM (1.5). In some cases, the number of iteration of the GADMM is higher than that of Algorithm 1. For example, when m = 800, rank(u * ) = 0.05m and v * 0 = 0.05m 2 , and m = 1000, rank(u * ) = 0.05m and v * 0 = 0.1m 2 . But, in most cases, the number of iteration of the GADMM is less than Algorithm 1.
Conclusions
The ADMM is a popular method for solving many structural convex optimization problems. In this paper, we proposed an inertial ADMM for solving the two-block separable convex optimization problem with linear equality constraints (1.1), which derived from the inertial Douglas-Rachford splitting algorithm applied to the dual of (1.1). The obtained algorithm generalized the inertial ADMM of [23] . Furthermore, we proved the convergence results of the proposed algorithm under mild conditions on the parameters. Numerical experiments for solving the RPCP (4.2) showed that the advantage of the proposed algorithm over existing iterative algorithms including the classical ADMM and the inertial ADMM introduced by Chen et al. [21] . We also found the proposed algorithm is comparable with the GADMM (1.5). 
