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Abstract
It has recently been shown that a minimal reversible nonsymmetric
ring has order 256 answering a questioned original posed in a paper on
a taxonomy of 2-primal rings. Answers to similar questions on minimal
rings relating to this taxonomy were also answered in a related work.
One type of minimal ring that was left out of that report, was a minimal
abelian reflexive nonsemicommutative ring. In this work it is shown that
a minimal abelian reflexive nonsemicommutative ring is of order 256 an
example of which is F2D8. This is a consequence of the other primary
result which is that a finite abelian reflexive ring of order pk for some
prime p and k < 8 is reversible.
1 Introduction
Reflexive rings were introduced by Mason in [13] where he defined a reflexive
ideal I of a ring R to be an ideal such that for a, b ∈ R, if aRb ⊂ I then bRa ⊂ I.
As with other such properties on ideals, he went on to define a reflexive ring to
be a ring where the zero ideal is a reflexive ideal. Reflexive rings were studied
in some detail in [8] where connections to semiprime rings, quasi-Baer rings and
what they call idempotent reflexive rings were established. In [19] extensions
of reflexive rings were studied. A minimal noncommutative reflexive ring was
found to be of order 16 in [7] where they also show that minimal noncommutative
reversible ring is also of order 16.
Minimal examples of various types of rings have become important in ap-
plications as many fields move to the use of finite rings from finite fields. As
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an example, in coding theory, the most general class of rings that are useful are
finite Frobenius rings. This was justified by Wood in [16]. So, it is important to
be aware of small Frobenius rings. It is also instructive to have more tangible
examples for understanding. For instance, an NI ring can be characterized as
a ring whose set of nilpotent elements form an ideal. Commutative rings are
NI. The ring U2(F2) is a ring of order 8 which is a minimal noncommutative
ring. This ring is NI but notice that M2(F2) is not. This is actually a minimal
non-NI ring (see [15]). For information on minimal rings of type duo see [18],
reversible see [7], semicommutative see [17] and Frobenius non-chain see [12].
Many of these minimal rings mentioned turned out to be of order 16. In [4] it
was shown that there are only 13 noncommutative rings of order 16. From their
list and the fact that there is only one noncommutative ring of order 8, with
some effort, the minimal rings mentioned so far could be found by simply sifting
through this handful of rings. Such work becomes difficult when rings of larger
orders are involve. With the classification of rings of order p5 in [2] and [3], it
can be seen that such work becomes cumbersome as the classification of finite
rings is difficult and that even for small orders, there is an abundance of rings.
A taxonomy of rings related to 2-primal rings was given in [11] where the
question was asked whether or not F2Q8 was a minimal reversible nonsymmetric
ring. This was answered positively in [14]. Another such example was also given
there, namely
F2 〈u, v〉
〈u3, v3, u2 + v2 + vu, vu2 + uvu+ vuv, u2vu〉
,
which is non-duo. Since F2Q8 is a duo ring, this shows minimality is independent
of the duo property. The mentioned taxonomy was expanded in [15] where
minimal examples were provided to show the various ring class inclusions are
strict. Many of the examples in [15] are rings that could not be found by simply
observing the known classifications of rings of order up to p5 since they are
larger than 32. An example of a minimal abelian reflexive nonsemicommutative
ring was the only type in the classification which was not given. That is the
main subject of this paper. The main result of the paper is that a finite abelian
reflexive ring of order pk for some prime p and k < 8 is reversible (Theorem
1). With this and the ring F2D8 in hand, which will be shown to be reflexive
nonsemicommutative ring of order 256 (Example 4.1), it can be seen that a
minimal abelian reflexive nonsemicommutative ring is of order 256 (Theorem 2).
It should be pointed out that a minimal reflexive nonabelian ring was provided
in Example 3.14 in [15] which is of order 64 and is minimal amongst all reflexive
nonsemicommutative rings given Proposition 3.3 in [15].
It is interesting that both minimal reversible nonsymmetric rings and min-
imal abelian reflexive nonsemicommutative rings are of order 256. Even more,
F2Q8 and F2D8 are examples of the rings just mentioned which are the only
two noncommutative group algebras over F2. The connection between these two
ring classes will be clear when the proofs to the present results are compared to
the results in [14]. The important connection is that a ring is reversible if and
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only if it is reflexive and semicommutative, a fact which is exploited to obtain
the current results.
Recall that a finite ring is uniquely expressible as direct sum of rings of prime
power order for distinct primes. In light of [14, Proposition 2.3], a reversible ring
(and so reflexive) is local if and only if it is indecomposable. Moreover, since
the direct sum of a collection of reflexive nonsemicommutative rings is reflexive
nonsemicommutative, only finite rings of order pn need to be considered.
In Section 2, definitions of the various ring types discussed are given as well
as the ring class inclusions. It also covers some basic results on these ring types.
Section 3 has the the first of the main results which shows that a finite abelian
reflexive ring of order pk for some prime p and k < 8 is reversible. Section 4
shows that a minimal abelian reflexive nonsemicommutative ring has order 256.
Examples of such minimal rings are also given in Section 4.
2 Preliminaries
In this paper all rings are assumed to be associative with identity 1 6= 0. Given
a ring R, J(R) is the Jacobson radical of R and N(R) is the set of nilpotent
elements of R. In the present paper the following families of rings are considered.
Definition 2.1. A ring R is ...
1. symmetric if for all a, b, c ∈ R, abc = 0 implies bac = 0.
2. reversible if for all a, b ∈ R, ab = 0 implies ba = 0.
3. right (resp. left) duo if for all a, b ∈ R, ba ∈ aR (ba ∈ Rb) (equivalently,
every right (left) ideal of R is 2-sided). A ring that is both right and left
duo is simply a duo ring.
4. semicommutative if for all a, b ∈ R, ab = 0 implies aRb = 0.
5. reflexive if for all a, b ∈ R, aRb = 0 implies bRa = 0.
6. abelian if each idempotent of R is central.
7. NI if N(R)⊳R.
Clearly, any symmetric ring is reversible. Also, in view of [15, Lemma 2.7],
a ring is reversible if and only if it is reflexive and semicommutative. Direct
computations show that one-sided duo rings are semicommutative, and semi-
commutative rings are abelian ([15, Lemma 2.5]). Finally, in the context of
finite rings, both right and left duo rings are duo and abelian rings are NI nei-
ther of which is the case in general. Figure 1 is a diagram taken from [15] of the
various finite ring class inclusions. The class inclusions in Figure 1 are strict as
has been shown in [6, 10, 11, 15]. In particular, in the recent works [14] and
[15] some examples of minimal rings that support the independence between
the families of symmetric, reversible, reflexive, duo and semicommutative rings
were presented. The present article is a further contribution in this direction.
Of course a search of minimal rings need only consider finite rings.
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Figure 1: Finite Rings
For basic facts about local rings, the reader may consult [9]. Here some
important facts for the purposes of this paper are reviewed. When R is finite,
J = J(R) is a nilpotent (two-sided) ideal, so there exists a least integer K such
that JK+1 = 0 but JK 6= 0. The integer K +1 is called the index of nilpotency
of J . The following is a well-known result about finite local rings.
Lemma 2.2. Let R be a finite local ring, K + 1 the index of nilpotency of
J = J(R) and F = R/J . Then F is a finite field and for each 1 ≤ i ≤ K,
J i/J i+1 is a finite dimensional F -vector space.
Using Lemma 2.2, it can be shown that in a local ring R with J = J(R),
K + 1 the index of nilpotency of J and F = R/J , there exists a minimal set of
generators of J(R)i, {ui1, . . . , uidi} ⊂ J
i \ J i+1 for each 1 ≤ i ≤ K, and that
each element of R can be uniquely expressed in the form
α0 +
K∑
i=1
αi1ui1 + · · ·+ αidiuidi ,
where α0, αij ∈ F and di = dimF J
i/J i+1. This fact will be used freely through-
out the work.
Recall that a ring R is called a left (right resp.) chain ring if its lattice of
left (right resp.) ideals form a chain under inclusion. This type of finite ring has
been characterized by E. W. Clark and D. A. Drake in [1, Lemma 1]. Pertinent
facts on finite chain rings are collected in the following lemma.
Lemma 2.3. For a finite ring R with J = J(R), the following are equivalent:
1. R is a left chain ring.
2. R is a local ring and J is principal.
3. there exists u ∈ R such that every proper left or right ideal has the form
J i = 〈ui〉 for some i ∈ N.
4. R is a right chain ring.
Lemma 2.4. Let R be a finite chain ring with J = J(R) 6= 0, σ ∈ Sn,
x1, . . . , xn ∈ J \ {0} and l =
∑n
i=1 αi, where xi ∈ J
αi \ Jαi+1 for 1 ≤ i ≤ n.
Then x1 · · ·xn ∈ J
l if and only if xσ(1) · · ·xσ(n) ∈ J
l.
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Proof. By Lemma 2.3, there exists u ∈ J such that J = 〈u〉. Let K + 1 be the
index of nilpotency of J and x, y ∈ J \ {0}. Then there exist positive integers
1 ≤ α, β ≤ K such that x ∈ Jα \ Jα+1 and y ∈ Jβ \ Jβ+1. Since R is local,
elements not in J are units. Thus, Lemma 2.3 establishes that x = s1u
α = uαs2
and y = t1u
β = uβt2 for some units si, ti, i = 1, 2. Consequently,
xy = (s1u
α)(uβt2) = s1u
α+βt2, and yx = (t1u
β)(uαs2) = t1u
α+βs2.
Then xy and yx are in Jα+β. An inductive argument shows that x1 · · ·xn ∈ J
l
if and only if xσ(1) · · ·xσ(n) ∈ J
l.
Proposition 2.5. A finite chain ring is duo and symmetric.
Proof. A finite chain ring being duo is an immediate consequence of Lemma
2.3. With Lemma 2.4, the fact that a finite chain ring is symmetric can also be
easily established.
To conclude this section, three technical lemmas are given which are needed
in the results of Section 3. Lemma 2.6 establishes the fact that for a finite local
ring R if J(R)i is principal and J(R)i+1 6= 0 for some i, then J(R)j is principal
for j ≥ i and that there is an element of J(R) \ J(R)2 that has the same index
of nilpotency as J(R).
Lemma 2.6. Let R be a finite local ring, J = J(R) and F = R/J . Assume
there is n ≥ 1 such that Jn is principal and Jn+1 6= 0. Then there is u ∈ J \ J2
such that J l = 〈ul〉 for all l ≥ n.
Proof. Let u1, . . . , us ∈ J \ J
2 such that J = 〈u1, . . . , us〉. Since J
n is prin-
cipal, there is x1, . . . , xn ∈ J \ J
2 such that Jn = 〈x1 · · ·xn〉. Hence J
n+1 =
〈u1x1 · · ·xn, . . . , usx1 · · ·xn〉. Also, by the fact that J
n+1 6= 0, then Jn+1 6=
Jn+2, so that there is j such that ujx1 · · ·xn ∈ J
n+1 \ Jn+2. Let u = uj . Using
that Jn/Jn+1 is a 1-dimensional F -vector space, there is α1 ∈ F \{0} such that
ux1 · · ·xn−1 + J
n+1 = α1x1 · · ·xn + J
n+1 6= Jn+1.
Then
u2x1 · · ·xn−1 + J
n+2 = uα1x1 · · ·xn + J
n+2 6= Jn+2.
Since α1 is a unit, uα1x1 · · ·xn ∈ J
n+1 \ Jn+2 by the choice of u. Thus,
u2x1 · · ·xn−1 ∈ J
n+1 \Jn+2, where we conclude that u2x1 · · ·xn−2 ∈ J
n \Jn+1.
Again, there is α2 ∈ F \ {0} where
u2x1 · · ·xn−2 + J
n+1 = α2x1 · · ·xn + J
n+1,
which implies
u3x1 · · ·xn−2 + J
n+2 = uα2x1 · · ·xn + J
n+2.
This leads to the fact u3x1 · · ·xn−3 ∈ J
n\Jn+1. Continuing in the same manner,
it can be shown that un + Jn+1 = αnx1 · · ·xn + J
n+1 for some αn ∈ F \ {0}.
That is, Jn = 〈an〉.
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Now, assume J l = 〈ul〉 for some l ≥ n. Then J l+1 = 〈u1u
l, . . . , usu
l〉. For
each j, uju
l−1 ∈ J l, so there is rj ∈ R such that uju
l−1 = rju
l. Thus,
uju
l = (uju
l−1)u = (rju
l)u = rju
l+1.
It follows that J l+1 = 〈ul+1〉.
Lemma 2.7. Let R be a local ring with J = J(R) and F = R/J . Assume F is
a prime field. Then R is semicommutative if and only if for any a, b ∈ J where
ab = 0, aJb = 0.
Proof. Clearly, if R is semicommutative, the condition holds. Now, assume the
condition holds. Let a, b ∈ R where ab = 0. If a or b is a unit then the other
is 0 and aRb = 0. So, assume a, b ∈ J . Let r ∈ R. Then r = r0 + r1 for some
r0 ∈ F and r1 ∈ J . Since F is prime,
arb = a(r0 + r1)b = ar0b+ ar1b = ar0b = a(1 + · · ·+ 1︸ ︷︷ ︸
r0−times
)b = r0ab = 0.
So, aRb = 0 and R is semicommutative.
Lemma 2.8. Let R be a local reflexive ring with J = J(R) and F = R/J .
Assume that J4 = 0 and F is a prime field. Let a, b, c ∈ J . Then abc = 0 if and
only if bca = 0 if and only if cab = 0.
Proof. Let r ∈ R. Then r = r0 + r1 for some r0 ∈ F and r1 ∈ J . Since J
4 = 0
and F is prime, ar(bc) = ar0(bc) = r0(abc). Therefore, abc = 0 if and only if
aR(bc) = 0. Since the ring is reflexive, then abc = 0 if and only if (bc)Ra = 0,
if and only if bca = 0, if and only if cab = 0.
In Lemma 2.8, the idea is that abc ∈ J(R)3 and the index of nilpotency of
J(R) is at most 4. The result can be generalized to say that if a1 · · ·an ∈ J
K
where a1, . . . , an ∈ R and the index of nilpotency of J(R) is at most K+1, then
a1 · · ·an = 0 if and only if ana1 · · · an−1 = 0.
3 Small Abelian Reflexive Rings
The main result of the paper is that a minimal abelian reflexive nonsemicommu-
tative ring is of order 256. In this section it is shown that a local reflexive ring
of order pk with k < 8 is semicommutative and therefore reversible. This then
implies that a local reflexive ring of an order less than 256 is semicommutative.
To that end, the following five results are given which will ultimately be used
to show the main theorem of this section.
Proposition 3.1. Let R be a finite local ring, J = J(R) and F = R/J where
F is prime. Assume J3 = 0. Then R is semicommutative.
Proof. Let a, b ∈ J . Then aJb = 0. The result follows from Lemma 2.7.
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In Theorem 3.2 of [15] it was shown that
R =
F2 〈u, v〉
〈u3, v2, vu, u2 − uv〉
is a minimal nonreflexive semicommutative nonduo ring. Note that R is a
finite local ring such that R/J(R) is prime and J(R)3 = 0. This shows that
Proposition 3.1 can not be strengthened to conclude the ring is reflexive and
therefore reversible.
Proposition 3.2. Let R be a finite local ring, J = J(R) and F = R/J where
F is prime. Assume dimF (J/J
2) ≤ 3 and dimF (J
2/J3) = 1. Then R is
semicommutative.
Proof. Let K + 1 be the index of nilpotency of J . If J3 = 0, by Proposi-
tion 3.1 R is semicommutative. Assume J3 6= 0. Then by Lemma 2.6, since
dimF (J
2/J3) = 1 there exists u1 ∈ J \J
2 such that for k > 1, Jk = Fuk1+J
k+1.
Furthermore, J = Fu1 + Fu2 + Fu3 + J
2 for some u2, u3 ∈ J \ J
2.
Now, uiu1 =
∑K
j=2 αju
j
1 and u1ui =
∑K
j=2 βju
j
1 for some αj , βj ∈ F . Since
F is a prime field,
K−1∑
j=2
βju
j+1
1 = u1uiu1 =
K−1∑
j=2
αju
j+1
1
So, for 2 ≤ j ≤ K − 1, αj = βj showing uiu1 = u1ui + ti for some ti ∈ J
K .
Now, u2u3 =
∑K
j=2 γju
j
1 for some γj ∈ F . So, uiu2u3 = u2u3ui for any i. This
shows that given any 3-rd degree monomial in u1, u2 and u3, any permutation
of the product is the same.
By Lemma 2.7, it only needs to be shown that for any a, b ∈ J such that
ab = 0, aJb = 0. Let a, r, b ∈ J such that ab = 0. By the property on the
permutation of triple products of u1, u2 and u3 and the fact that F is prime,
arb = rab = 0. Hence, R is semicommutative.
The ring
R =
F2 〈u, v〉
〈u4, v2, vu, u3 − uv〉
is a finite local ring such thatR/J(R) is prime, dimF (J/J
2) ≤ 3 and dimF (J
2/J3) =
1. By Proposition 3.2, R is semicommutative. Since uv 6= 0 and vu = 0, it is
nonreversible and therefore nonreflexive. This shows that Proposition 3.2 can
not be strengthened to include reflexivity in its conclusions.
Proposition 3.3. Let R be a finite local reflexive ring, J = J(R) and F =
R/J where F is prime. Assume dimF (J/J
2) = 2 and J4 = 0. Then R is
semicommutative.
Proof. By Lemma 2.7, it only needs to be shown that for any a, b ∈ J such that
ab = 0, aJb = 0. Let a, r, b ∈ J such that ab = 0. If a, r or b is in J2 then
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arb = 0 since J4 = 0. So, assume a, r, b ∈ J \ J2. If a+ J2 = γr+ J2 for γ ∈ F
then arb = γr2b = rab = 0. So, assume J = 〈a, r〉. Then b = αa+ βr+ t where
α, β ∈ F and t ∈ J2. If α = 0 then arb = βar2 = abr = 0. By Lemma 2.8, since
rab = 0, if β = 0 then arb = αara = bra = rab = 0. Finally, assume α, β 6= 0.
Then, since ab = 0,
0 = abr = αa2r + βar2
0 = a2b = αa3 + βa2r
0 = aba = αa3 + βara.
So, βar2 = −αa2r = −αara and so arb = αara + βar2 = 0. Hence, R is
semicommutative.
In the previous proposition reflexivity was not superfluous as can be seen by
noting the ring
F2 〈u, v〉
〈u2, v2, uvu− vuv〉
.
This ring is a finite local nonsemicommutative nonreflexive ring (see [15]) with
a Jacobson radical that is 2-generated having index of nilpotency of 4. This
example also shows the necessity of reflexivity in the following theorem.
Proposition 3.4. Let R be a finite local reflexive ring, J = J(R) and F =
R/J where F is prime. Assume dimF (J
2/J3) ≤ 2 and J4 = 0. Then R is
semicommutative.
Proof. By Lemma 2.7, it only needs to be shown that for any a, b ∈ J such that
ab = 0, aJb = 0. Note that Lemma 2.8 will be needed frequently throughout
this proof so it will be used freely. Let a, r, b ∈ J such that ab = 0. If a, r or b is
in J2 then arb = 0 since J4 = 0. So, assume a, r, b ∈ J \ J2. If ar ∈ J3, rb ∈ J3
or ba ∈ J3 then it can be shown that arb = 0. Assume, ar, rb, ba ∈ J2 \ J3. If
ar+J3 or rb+J3 is a nonzero scalar multiple of ba+J3 then arb = 0. So, assume
neither is the case. Then dimF (J
2/J3) = 2, there exists α, β ∈ F \ {0} and
γ ∈ F such that αar + βrb + γba ∈ J3. If ra ∈ J3 then 0 = ara = a2r showing
βarb = αa2r + βarb + γaba = a(αar + βrb + γba) = 0. Since β 6= 0, arb = 0 in
this case. So assume ra ∈ J2 \ J3. If ra + J2 = ar + J2 then arb = rab = 0.
Assume J2 = Fra + Far + J3. So, ba + J2 = δ(ra + J2) + ζ(ar + J2) for
δ, ζ ∈ F . Since the case when δ = 0 has already been considered, assume
δ 6= 0. Then 0 = bab = δrab + ζarb = ζarb. If ζ 6= 0 then arb = 0. Finally,
assume ζ = 0. Then ba + J2 = δra + J2. Then 0 = δ−1aba = ara showing
0 = (αar + βrb + γba)a = βrba = βarb. Since β 6= 0, arb = 0 in this case.
Hence, R is semicommutative.
Proposition 3.5. Let R be a finite local reflexive ring, J = J(R) and F = R/J
where F is prime. Assume dimF (J/J
2) = 2, dimF (J
2/J3) = 2, dimF (J
3/J4) =
1, J4 6= 0 and J5 = 0. Then R is semicommutative.
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Proof. By Lemma 2.6, J = Fu+Fv+J2, J2 = Fu2+Fw+J3, J3 = Fu3+J4
and J4 = Fu4 for u, v ∈ J \ J2 and w ∈ {uv, vu, v2}. For some λ ∈ F ,
vu3 = λu4 and so (v − λu)u3 = 0. Replace v with v − λu. Since F is prime
and J5 = 0, vRu3 = 0. Since R is reflexive, u3Rv = 0 and u3v = 0. Using the
reflexivity of R, it can be shown then that any 4-th degree monomial involving
v is 0. Then any 3-rd degree monomial involving v is annihilated by both u
and v on both the right and the left showing these monomials are in J4. Given
αu2 + βuv + γuv + δu2 ∈ J3, u(αu2 + βuv + γuv + δu2) ∈ J4 showing α = 0
since u3 ∈ J3 \ J4. This shows that uv + J3, vu + J3 and v2 + J3 are each
multiples of w + J3.
Now, uvu = αu4 for some α ∈ F . So, u(vu − αu3) = 0. By reflexivity,
(vu − αu3)u = 0 and then vu2 = αu4 = uvu. Similarly, u2v = uvu so, u2v =
uvu = vu2. Also, v2u = βu4 for some β ∈ F . So, (v2 − βu3)u = 0. By
reflexivity, u(v2 − βu3) = 0 and then uv2 = βu4 = v2u. This shows that u
commutes with any element of J2.
If vu ∈ J3 or uv ∈ J3 then vuv = 0 and by reflexivity, uv2 = v2u = vuv = 0.
Alternatively, if it were assumed that v2 ∈ J2\J3, then w = v2. So, uv = δv2+t
for some δ ∈ F and t ∈ J3 and then vuv = δv3 = uv2. Then by reflexivity
again, vuv = uv2 = v2u. If instead u2v 6= 0 then vuv = γu2v for some γ ∈ F ,
so v2u = γvu2 = γu2v = vuv. Hence, v2u = vuv = uv2 in this case as well.
Clearly, if v2 ∈ J4, then v2u = vuv = uv2. In any of these cases, v commutes
with any element of J2. Next, it is shown that if none of these situations arise,
the ring is not reflexive.
Assume uvu = 0, vuv 6= 0, J2 =
〈
u2, uv
〉
, vu = α1uv + α2u
3 + α3u
4 and
v2 = γ1u
3 + γ2u
4 where α1 6= 0 and γ1 6= 0. Then 0 = uvu = α1u
2v + α2u
4 +
α3u
5 = α2u
4, so, α2 = 0. Then vu = α1uv + α3u
4 and vuv = α1uv
2 = α21vuv.
So, α21 = 1. If α1 = 1, then vuv = uv
2 so assume α1 6= 1 as well. It will be
shown in this case that R is not reflexive. Let a = uv + u3 and b = u − γ−11 v.
Let r ∈ R where r = r0 + r1 with r0 ∈ F and r1 ∈ J . Since aJ ⊂ J
4,
arb = ar0b+ ar1b = ar0b = (uv + u
3)r0(u− γ
−1
1 v)
= r0(u
4 − γ−11 uv
2) = r0(u
4 − γ−11 γ1u
4) = r0(u
4 − u4)
= 0
but
ba = (u− γ−11 v)(uv + u
3) = (u4 − γ−11 vuv)(u
4 − γ−11 α1γ1u
4)
= (u4 − α1u
4) = (1 − α1)u
4
6= 0.
Since R is reflexive, this is not true. Therefore, in any case, u and v commute
with the elements of J2. So, any product of three elements from J is equal to any
permutation of the product. Thus, by Lemma 2.8, R is semicommutative.
The five results in the section can be collected in the following way. Let R
be a finite local ring, J = J(R) and F = R/J where F is prime. If any of the
following are true then R is semicommutative.
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• J3 = 0.
• dimF (J/J
2) ≤ 3 and dimF (J
2/J3) = 1.
• R is reflexive, dimF (J/J
2) = 2 and J4 = 0.
• R is reflexive, dimF (J
2/J3) ≤ 2 and J4 = 0.
• R is reflexive, dimF (J/J
2) = 2, dimF (J
2/J3) = 2, dimF (J
3/J4) = 1,
J4 6= 0 and J5 = 0.
Theorem 1. A finite abelian reflexive ring of order pk for some prime p and
k < 8 is reversible.
Proof. Let R be a finite local reflexive nonsemicommutative ring of order pl for
some prime p, J = J(R), K + 1 be the index of nilpotency of J and F = R/J .
Since R is finite and local, by Lemma 2.2, F is a field and |R| = |F |
r
for some
r. Since R is nonsemicommutative it is nonsymmetric. Then by Proposition
2.5, R is not a chain ring. Then r > 2. Now, r 6= 3, because otherwise since
R is not a chain ring, J2 = 0 meaning R is semicommutative which it is not.
So, r ≥ 4. Then |R| ≥ |F |4. If |F | is not prime, l ≥ 8. So, assume |F | is
prime. By Proposition 3.1, J3 6= 0. By Proposition 3.2, if dimF (J/J
2) ≤ 3
then dimF (J
2/J3) > 1. Let di = dimF (J
i/J i+1) and D = (d1, d2, . . . , dK). If
l < 8, then the only possibilities for D are (2, 2, 1), (2, 2, 2), (2, 3, 1), (3, 2, 1),
(4, 1, 1) and (2, 2, 1, 1). By Proposition 3.3, D /∈ {(2, 2, 1), (2, 2, 2), (2, 3, 1)}.
By Proposition 3.4, D /∈ {(3, 2, 1), (4, 1, 1)}. Finally, by Proposition 3.5, D 6=
(2, 2, 1, 1). Hence, l ≥ 8. Since an abelian reflexive semicommutative ring is a
direct sum of local reflexive semicommutative rings, any finite abelian reflexive
ring of order pk for some prime p and k < 8 is semicommutative. Since reflexive
semicommutative rings are reversible, the result follows.
4 Minimal Abelian Reflexive Nonsemicommu-
tative Rings
Example 4.1. Let R = F2D8 where D8 =
〈
r, s|r4 = s2 = (sr)2 = 1
〉
. Let
B = {1 + a|a ∈ D8 \ {1}}. Then {1} ∪ B is an F -basis for R. It can be shown
that 〈B〉 is an ideal of R and that 〈B〉 is nil. Then any element outside 〈B〉 is a
unit showing R is local. Next, notice (1+ rs)(r+s) = 0 but (1+ rs)s(r+s) 6= 0
so R is not semicommutative. It is now shown that R is reflexive.
Let S be the subspace of R with basis {1, r, r2, r3} and define ¯ : S → S
via ¯ : α0 + α1r + α2r
2 + α3r
3 7→ α0 + α3r + α2r
2 + α1r
3 which is clearly an
automorphism on S. Let a = a1 + a2s, b = b1 + b2s ∈ S + Ss = R. Assume
aRb = 0. So,
0 = ab = (a1 + a2s)(b1 + b2s) = (a1b1 + a2b¯2) + (a1b2 + a2b¯1)s
and
0 = arb = (a1 + a2s)r(b1 + b2s) = (a1rb1 + a2r
3b¯2) + (a1rb2 + a2r
3b¯1)s.
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Then a1b1+a2b¯2 = 0 and a1b1+a2r
2b¯2 = 0. So, a1b1 = a2b¯2 and a1b1 = r
2a1b1.
From the last result we can deduce that a1b1 = a1b1. So, a¯2b2 = a1b1 and
a1b1 annihilates 1 + r
2. Similarly, it can be shown that a¯2b1 = a1b2 and a1b2
annihilates 1 + r2. Using that asb = 0 and arsb = 0 it can be deduced that
a¯1b2 = a2b1, a¯1b1 = a2b2, and both a2b1 and a2b2 annihilate 1 + r
2. Before
proceeding note that for y ∈ S, y + y¯ ∈
〈
1 + r2
〉
. To finish, let x = x1 + x2s ∈
S + Ss = R. Then
bxa = (b1 + b2s)(x1 + x2s)(a1 + a2s)
= b1x1a1 + b1x2a¯2 + b2x¯1a¯2 + b2x¯2a1
+(b1x1a2 + b1x2a¯1 + b2x¯1a¯1 + b2x¯2a2)s
= b1a1(x1 + x¯1) + b2a1(x2 + x¯2)
+(b1a2(x1 + x¯1) + b2a2(x2 + x¯2))s
= 0.
Hence, R is a local reflexive nonsemicommutative ring of order 256.
By Theorem 1, any abelian reflexive ring of order less than 256 is semi-
commutative. So, the ring F2D8 of Example 4.1 is a minimal abelian reflexive
nonsemicommutative ring providing the following theorem.
Theorem 2. A minimal abelian reflexive nonsemicommutative ring has order
256 an example of which is F2D8.
Next, an example of a minimal abelian reflexive nonsemicommutative ring
where the index of nilpotency of the Jacobson radical is 4 is provided. One can
see that dimF (J/J
2) = 3, dimF (J
2/J3) = 2 and dimF (J
3/J4) = 1. This ring
in some sense is just outside the rings described in Propositions 3.3 and 3.4.
Furthermore, in Example 4.1, the nilpotency of the Jacobson radical is greater
than 4 (in F2D8, (1 + r), (1 + s) ∈ J(F2D8) but (1 + r)
3(1 + s) 6= 0) so, the two
rings are non-isomorphic.
Example 4.2. Let
R =
F2 〈u, v, w〉〈
〈u〉
2
, 〈v〉
2
, 〈w〉
2
, uv, vw,wu, uwv + vuw, uwv + wvu
〉 ,
x0 = 1, x1 = u, x2 = v, x3 = w, x4 = uw, x5 = vu, x6 = wv, x7 = uwv. Then
R is an F2 algebra with basis {x0, . . . , x7}. Clearly R is local. Since uv = 0 but
uwv 6= 0, R is nonsemicommutative. We now show R is reflexive.
Let a, b ∈ R and assume aRb = 0. Since ab = 0, if a or b is a unit, the
other is 0 and bRa = 0. So, assume a, b ∈ J(R). Then a =
∑7
i=1 aixi and
b =
∑7
i=1 bixi for some ai, bi ∈ F2. Since ab = 0, aub = 0, avb = 0 and awb = 0
it can be shown that a1b2 = 0, a1b3 = 0, a2b1 = 0, a2b3 = 0, a3b1 = 0, a3b2 = 0
and
a1b6 + a4b2 + a2b4 + a5b3 + a3b5 + a6b1 = 0.
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Let r ∈ R with r =
∑7
i=0 rixi. Then
bra = r0(b1a3uw + b2a1vu+ b3a2wv) +
r0(b1a6 + b2a4 + b3a5 + b4a2 + b5a3 + b6a1)uwv +
(b1r3a2 + b3r2a1 + b2r1a3)uwv
= 0.
Hence, R is reflexive.
In the previous two examples the residue fields are prime. Next, two ex-
amples of minimal abelian reflexive nonsemicommutative rings with non-prime
residue fields will be presented.
Example 4.3. Let σ be the Frobenius automorphism on F4 and
R =
F4[v;σ][u]
〈u2 + v2, uv〉
.
It will shown that this is a local reflexive nonsemicommutative ring. Let α ∈
F4 \ {0, 1}. First, R is an 4-dimensional algebra over F4 with basis {1, u, v, u
2}
showing |R| = 256. Furthermore, J(R) = 〈u, v〉 and R/J(R) ∼= F4, so R is local.
Next, since (u + v)2 = 0 but (u + v)α(u + v) 6= 0, R is not semicommutative.
Finally, to show R is reflexive, let a, b ∈ R and assume aRb = 0. If a or b is a
unit, clearly bRa = 0. Assume a, b ∈ J(R). Then a = a2u + a3v + a4u
2 and
b = b2u+ b3v + b4u
2 for ai, bi ∈ F4. Now, aRb = 0, so 0 = ab = (a2b2 + a3b
2
3)u
2
and 0 = aαb = (a2αb2 + a3α
2b23)u
2. So, a2b2 = a3b
2
3 = 0. Let r = r1 + r2u +
r3v + r4u
2 ∈ R. Since J(R)3 = 0, bra = (b2r1a2 + b3r
2
1a
2
3)u
2 = 0. Hence, R is
reflexive.
Example 4.4. Let α ∈ F4 \ {0, 1}. Let ψ : F4[u]→ F4[u] be the automorphism
that maps u to αu and α to α2 and
R =
F4[u][v;ψ]
〈u2, v2〉
.
Using analog arguments to those in Example 4.3, it can be shown that R is a
local reflexive ring which is also a 4-dimensional algebra over F4, so |R| = 256.
Since (α2u+ v)2 = 0 but (α2u+ v)α(α2u+ v) 6= 0, R is nonsemicommutative.
To see that R is not isomorphic to Example 4.3, the orders of the units are
explored. Let r = a+ bv ∈ U(R) where a = a1 + a2u, b ∈
F4[u]
〈u2〉 with a1, a2 ∈ F4.
Note a2 = a21, ψ(a
2) = a1 and a1 6= 0. Then
r4 = (a+ bv)4 = a4 + (a3 + a2ψ(a) + aψ(a2) + ψ(a3))bv
= a41 + (a
2
1a+ a1ψ(a) + a1a+ a1ψ(a))bv
r6 = (a+ bv)6 = a6 + (a5 + a4ψ(a) + a3ψ(a2) + a2ψ(a3) + aψ(a4) + ψ(a5))bv
= a31 + (a1a+ a1ψ(a) + a
3
1a+ a
3
1ψ(a) + a
2
1a+ a
2
1ψ(a))bv
= a31 + (a+ ψ(a))(a1 + a
2
1 + a
3
1)bv.
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From this it can bee seen that if a1 = 1 then r
4 = 1 and if a1 6= 1 then r
6 = 1
since a1 + a
2
1 + a
3
1 = 0 in this case. So, the order of any unit is at most 6. In
Example 4.3, the order of α + u is 12. Therefore, R is not isomorphic to the
ring in Example 4.3.
In [10], the ring
F2 〈u, v, w〉〈
〈u〉
2
, 〈v〉
2
, 〈w〉
2
, uvw, vwu,wuv
〉 ,
was shown to be a 13 dimensional F2-algebra which is reversible and nonsym-
metric. If we take this ring and factor out the ideal generated by uv we obtain
the following example which is reflexive and nonsemicommutative.
Example 4.5. Let
R =
F2 〈u, v, w〉〈
〈u〉2 , 〈v〉2 , 〈w〉2 , uv, vwu
〉 ,
x0 = 1, x1 = u, x2 = v, x3 = w, x4 = uw, x5 = vw, x6 = vu, x7 = wu,
x8 = wv, x9 = uwv, x10 = wvu, x11 = vuw. Then R is F2 algebra with
basis {x0, . . . , x11}. Clearly R is local. Since uv = 0 but uwv 6= 0, R is
nonsemicommutative. We now show R is reflexive.
Let a, b ∈ R and assume aRb = 0. Since ab = 0 if a or b is a unit, the other
is 0. So assume a, b ∈ J(R) and a =
∑11
i=1 aixi and b =
∑11
i=1 bixi for some
ai, bi ∈ F2. Since ab = 0,
a1b3 = 0, a2b3 = 0, a2b1 = 0, a3b1 = 0, a3b2 = 0
a1b8 + a4b2 = 0, a3b6 + a8b1 = 0, a2b4 + a6b3 = 0.
and since awb = 0, a1b2 = 0. Let r ∈ R with r =
∑11
i=0 rixi. Then
b
(
11∑
i=1
rixi
)
a = b1r3a2uwv + b3r2a1wvu + b2r1a3vuw = 0.
Lastly, we show br0a = 0 which is true if r0 = 0, so assume r0 = 1. Then
br0a = ba = (b1a8 + b4a2)uwv + (b3a6 + b8a1)wvu + (b2a4 + b6a3)vuw
If a2 = b1 = 0 then b1a8 + b4a2 = 0. If a2 6= 0 then b1 = b3 = b4 = 0 from
the above equations showing b1a8 + b4a2 = 0. If b1 6= 0 then a2 = a3 = a8 = 0
from the above equations showing b1a8 + b4a2 = 0. A similar analysis shows
that b3a6 + b8a1 = 0 and b2a4 + b6a3 = 0, so, bra = 0. Hence, R is reflexive.
13
5 Conclusion
There are interesting connections between abelian reflexive nonsemicommuta-
tive rings studied here and reversible nonsymmetric rings (which are always
abelian) studied previously in [10] and [14]. This can be seen in the meth-
ods used here and those used in [14] to find the order of a minimal reversible
nonsymmetric ring. Alongside the structural details pertaining to finite local
rings, another intimate connection that was found here is that the two noncom-
mutative group rings of order 256, namely F2D8 and F2Q8, are examples of a
minimal abelian reflexive nonsemicommutative ring and a minimal reversible
nonsymmetric ring, respectively. In [5], reversible group rings were studied.
There it was shown that F2Q8 is a minimal reversible nonsymmetric group ring.
That is of course a consequence of the main result in [14]. It seems natural then
to consider the connections between reflexive group rings and reversible group
rings and find out what results in [14] may pass to abelian reflexive rings.
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