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GROMOV HYPERBOLICITY AND THE KOBAYASHI METRIC
ON CONVEX DOMAINS OF FINITE TYPE
ANDREW M. ZIMMER
Abstract. In this paper we prove necessary and sufficient conditions for the
Kobayashi metric on a convex domain to be Gromov hyperbolic. In particu-
lar we show that for convex domains with C∞ boundary being of finite type
in the sense of D’Angelo is equivalent to the Gromov hyperbolicity of the
Kobayashi metric. We also show that bounded domains which are locally
convexifiable and have finite type in the sense of D’Angelo have Gromov hy-
perbolic Kobayashi metric. The proofs use ideas from the theory of the Hilbert
metric.
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1. Introduction
In this paper we investigate the asymptotic geometry of the Kobasyashi metric on
convex domains. Following Balogh and Bonk [BB00] we are particularly interested
in when the Kobayashi metric is Gromov hyperbolic. For convex domains with
smooth boundary we will show that Gromov hyperbolicity of the Kobayashi metric
is equivalent to having finite type in the sense of D’Angelo. Our main strategy for
this investigation is to consider the action of affine transformation group on the
space of convex sets endowed with the local Hausdorff topology. This approach is
motivated by Benoist’s recent work on the Hilbert metric [Ben03]. It is also related
to the scaling methods of Pinchuk [Pin91] and Frankel [Fra89a, Fra89b, Fra91] (for
an overview see [KK08]).
More precisely, we call an open convex set C-proper if it does not contain any
complex affine lines. These are exactly the convex sets for which the Kobayashi
metric is complete [Bar80]. Let Xd be the space of C-proper convex open sets in C
d
endowed with the local Hausdorff topology. Let Aff(Cd) denote group of complex
affine transformations of Cd. By studying the closure of Aff(Cd)-orbits in Xd we
will establish necessary and sufficient conditions for the Gromov hyperbolicity of
the Kobayashi metric. The main application of these results is the following:
Theorem 1.1. Suppose Ω is a bounded convex set with C∞ boundary. Then (Ω, dΩ)
is Gromov hyperbolic if and only if Ω has finite type in the sense of D’Angelo.
This answers a conjecture of Gaussier and Seshadri [GS13]. This also provides
a partial answer to a question of Balogh and Bonk [BB00, Section 6] who asked if
the Kobayashi metric is Gromov hyperbolic for a general domain with finite type
in the sense of D’Angelo.
We will also show that the Gromov boundary Ω(∞) can be identified with the
topological boundary ∂Ω:
Proposition 1.2. Suppose Ω is a bounded convex set of finite type in the sense of
D’Angelo. Then the identity map Ω→ Ω extends to a homeomorphism Ω∪Ω(∞)→
Ω ∪ ∂Ω.
Although the necessary and sufficient conditions developed in this paper are
for convex domains, the techniques can be applied to domains which are locally
convexifiable:
Theorem 1.3. Suppose Ω is locally convexifiable and has finite type in the sense of
D’Angelo. Then (Ω, dΩ) is Gromov hyperbolic. Moreover, the identity map Ω→ Ω
extends to a homeomorphism Ω ∪ Ω(∞)→ Ω ∪ ∂Ω.
We actually only require that the boundary ∂Ω is a CL hypersurface and near
each ξ ∈ ∂Ω there exists holomorphic coordinates where ∂Ω is a convex hypersurface
and has line type at most L near ξ. Since every strongly pseudo-convex domain
with C2 boundary satisfies this hypothesis with L = 2, we obtain a result of Balogh
and Bonk as a corollary:
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Corollary 1.4. [BB00, Theorem 1.4] Suppose Ω is a bounded strongly pseudo con-
vex domain with C2 boundary. Then (Ω, dΩ) is Gromov hyperbolic. Moreover, the
identity map Ω→ Ω extends to a homeomorphism Ω ∪ ∂Ω→ Ω ∪ Ω(∞).
Remark 1.5. Balogh and Bonk also show that the Carnot-Carathe´odory metric dH
on ∂Ω lies in the canonical class of snowflake equivalent metrics on Ω(∞). It is
unclear if our approach can be used to prove this.
We now describe the necessary and sufficient conditions for Gromov hyperbolicity
established in this paper. Our first necessary condition is:
Theorem 1.6. Suppose Ω ⊂ Cd is a C-proper convex open set. If (Ω, dΩ) is
Gromov hyperbolic then ∂Ω does not contain any non-trivial holomorphic disks.
Remark 1.7. When Ω is convex, ∂Ω contains a non-trivial homolmorphic disk if and
only if it contains a non-trivial complex affine disk (see [FS98]). Moreover special
cases of the above theorem are already known:
(1) Gaussier and Seshadri [GS13, Theorem 1.1] gave an argument when Ω is a
bounded convex set with C∞ boundary.
(2) Nikolov, Thomas, and Trybula [NTT, Theorem 1] gave an argument when
d = 2 and Ω has C1,1 boundary.
In our proof we use the elementary estimates on the infinitesimal Kobayashi metric
‖v‖
2δΩ(p; v)
≤ KΩ(p; v) ≤ ‖v‖
δΩ(p; v)
(valid for any convex set Ω, point p ∈ Ω, and vector v ∈ Cd) to give a general
condition on when a line segment in Ω can be parametrized to be a quasi-geodesic.
We then use these quasi-geodesics to construct “fat” triangles near any complex
affine disk in the boundary.
Theorem 1.6 becomes an useful tool for demonstrating non-hyperbolicity when
combined with the second necessary condition we establish:
Theorem 1.8. Suppose Ω ⊂ Cd is a C-proper convex open set and (Ω, dΩ) is
Gromov hyperbolic. If Ω̂ ∈ Aff(Cd)Ω ∩Xd then (Ω̂, dΩ̂) is Gromov hyperbolic.
Remark 1.9.
(1) Here we taking the closure of Aff(Cd)Ω in the space of open convex sets
endowed with the local Hausdorff topology.
(2) Clearly one can blow up any open convex set by affine transformations to
be all of Cd. Thus it is important to only consider limits in Xd.
(3) The main step in the proof is showing that the Kobayashi metric is contin-
uous in the local Hausdorff topology. Then Theorem 1.8 follows from the
Gromov product formulation of hyperbolicity.
Using Theorem 1.6 and Theorem 1.8 we will demonstrate:
Proposition 1.10. Suppose Ω ⊂ Cd is a C-proper convex open set with 0 ∈ ∂Ω
and
Ω ∩ O = {(z1, . . . , zd) ∈ Cd : Im(z1) > f(Re(z1), z2, . . . , zd)}
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where O is a neighborhood of the origin and f : R×Cd−1 → R is a convex non-
negative function. If
lim
z→0
f(0, z, 0, . . . , 0)
|z|n = 0
for all n > 0 then (Ω, dΩ) is not Gromov hyperbolic.
Remark 1.11.
(1) If Ω ⊂ Cd is a bounded convex open set with C∞ boundary and a point
of infinite linear type then, up to an affine transformation, Ω satisfies the
hypothesis of Proposition 1.10.
(2) In the proof we will show that it possible to find affine maps An ∈ Aff(Cd)
such that AnΩ converges in the local Hausdorff topology to a C-proper
convex open set whose boundary contains a non-trivial complex affine disk.
Theorem 1.6 and Theorem 1.8 then imply that (Ω, dΩ) is not Gromov hyper-
bolic. Using this approach, we avoid the need to develop precise estimates
for the Kobayashi metric near the point of infinite linear type.
(3) Nikolov, Thomas, and Trybula [NTT, Theorem 2] gave an argument for the
above proposition when d = 2 and f satisfies some additional conditions
(including being C1,1).
Delaying the definition of locally m-convex sequences to Section 7 and the def-
inition of well behaved geodesics to Section 8, our sufficient condition for the
Kobasyashi metric to be Gromov hyperbolic is:
Theorem 1.12. Suppose Ω ⊂ Cd is a C-proper convex open set. If for every
sequence un ∈ Ω there exists nk → ∞, affine maps Ak ∈ Aff(Cd), and a C-proper
convex open set Ω̂ such that
(1) AkΩ→ Ω̂ in the local Hausdorff topology,
(2) Akunk → u∞ ∈ Ω̂,
(3) (AkΩ)k∈N is a locally m-convex sequence, and
(4) geodesics in Ω̂ are well behaved,
then (Ω, dΩ) is Gromov hyperbolic.
Remark 1.13.
(1) Using language of Frankel [Fra89a, Fra89b, Fra91], Theorem 1.12 says that
(Ω, dΩ) is Gromov hyperbolic given some conditions on every “affine blow
up” of Ω.
(2) The idea of the proof is to assume that (Ω, dΩ) is not Gromov hyperbolic.
Then for each n there exists a geodesic triangle T n with vertices xn, yn, zn,
edges σxnyn , σynzn , σznxn joining them, and a point un ∈ σxnyn such that
dΩ(un, σynzn ∪ σznxn) > n.
Now assume nk → ∞ and Ak ∈ Aff(Cd) are as in the statement of the
theorem. The goal will be to show that the geodesic triangle Ak T nk in
AkΩ converges to a geodesic triangle T ∞ in Ω̂. Once this is established, the
continuity of the Kobayashi metric in the local Hausdorff topology implies
that
lim inf
n→∞
dΩ(un, σynzn ∪ σznxn) <∞.
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which is a contradiction.
To show that a bounded convex domain Ω of finite type is Gromov hyperbolic
we will first use an argument of Gaussier [Gau97] to deduce that for any sequence
un ∈ Ω there exists nk → ∞, affine maps Ak ∈ Aff(Cd), and a C-proper convex
open set Ω̂ such that
(1) AkΩ→ Ω̂ in the local Hausdorff topology,
(2) Akunk → u∞ ∈ Ω̂,
(3) (AkΩ)k∈N is a locally m-convex sequence.
Moreover, Ω̂ has the form
Ω̂ = {(z1 . . . , zd) ∈ Cd : Re(z1) > P (z2, z3, . . . , zd)}
where P is a non-negative non-degenerate convex polynomial with P (0) = 0. In
Section 11 and Section 12 we will show that geodesics in such a domain are well
behaved. Thus, by Theorem 1.12, (Ω, dΩ) is Gromov hyperbolic.
1.1. Motivation from Hilbert geometry. Every proper open convex set Ω ⊂
P(Rd+1) has a projectively invariant metric HΩ called the Hilbert metric. This
metric is usually defined using cross ratios, but it has an equivalent formulation
which makes it a real projective analogue of the Kobayashi metric (see for in-
stance [Kob77], [Lem87], or [Gol09]). Thus results about the Hilbert metric can
serve as guide to understanding the Kobayashi metric.
The convex domains for which the Hilbert metric is Gromov hyperbolic are
completely understood: Karlsson and Noskov [KN02] showed that if (Ω, HΩ) is
Gromov hyperbolic then ∂Ω is a C1 hypersurface and Benoist [Ben03] characterized
the convex domains for which the Hilbert metric is Gromov hyperbolic in terms of
the first derivatives of local defining functions for ∂Ω.
A key step in Benoist’s characterization is the following:
Theorem 1.14. [Ben03, Proposition 1.6] Suppose Ω ⊂ P(Rd+1) is a proper open
convex set. Let HΩ be the Hilbert metric on Ω. Then (Ω, HΩ) is Gromov hyperbolic
if and only if every proper convex open set in PGL(Rd+1)Ω is strictly convex.
This paper can be seen as an attempt to find analogues of Benoist’s results for
the Kobayashi metric. In particular, Theorem 1.6, Theorem 1.8, and Theorem 1.12
can be seen as an analogue of the above theorem.
We should observe that the Hilbert metric has several important features that the
Kobayashi metric lacks. First there is an explicit formula for the Hilbert distance
between two points. Second straight lines are geodesics and so the behavior of
some geodesics is easy to understand. Finally, convexity is invariant under real
projective transformations. This implies that every proper convex set in P(Rd+1)
can be realized as a bounded convex set in some affine chart. Convexity is not
invariant under complex projective transformations and this creates many problems.
In particular, one is forced to consider unbounded convex sets in many of the
arguments in this paper.
Finally, motivated by Benoist’s characterization of Gromov hyperbolicity for the
Hilbert metric we ask the following question:
Question 1.15. Suppose Ω is a bounded convex open set with C1 boundary. If ∂Ω
is quasi-symmetric in the sense of Benoist [Ben03] is the Kobayashi metric Gromov
hyperbolic?
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2. Preliminaries
2.1. Some Notation.
• Let ∆ := {z ∈ C : |z| < 1} and H = {z ∈ C : Im(z) > 0}.
• For z ∈ Cd let ‖z‖ denote the standard Euclidean norm of z.
• For z0 ∈ Cd and R > 0 let BR(z0) := {z ∈ Cd : ‖z − z0‖ < R}.
• Given a open set Ω ⊂ Cd and p ∈ Ω let
δΩ(p) := inf
{
‖q − p‖ : q ∈ Cd \Ω
}
.
• Given a open set Ω ⊂ Cd, p ∈ Ω, and v ∈ Cd nonzero let
δΩ(p; v) := inf
{
‖q − p‖ : q ∈ (p+ C ·v) ∩ (Cd \Ω)
}
.
2.2. The Kobayashi Metric. In this section we will review some basic properties
of the Kobayashi metric. A nice introduction to the Kobayashi metric and its
properties can be found in [Kob05] or [Aba89].
Given a domain Ω ⊂ Cd the (infinitesimal) Kobayashi metric is the pseudo-
Finsler metric
KΩ(x; v) = inf {|ξ| : f ∈ Hol(∆,Ω), f(0) = x, df(ξ) = v}
and the Kobayashi pseudo-distance is
dΩ(x, y) = inf
{∫ 1
0
KΩ(γ(t); γ
′(t))dt : γ ∈ C∞([0, 1],Ω), γ(0) = x, and γ(1) = y
}
.
Directly from the definitions one obtains that:
Proposition 2.1.
(1) Suppose Ω ⊂ Cd is an open domain then
KΩ(p; v) ≤ ‖v‖
δΩ(p; v)
.
(2) Suppose f : Ω1 → Ω2 is a holomorphic map then
KΩ2 (f(p); df(v)) ≤ KΩ1 (p; v)
and
dΩ2 (f(p1), f(p2)) ≤ dΩ1 (p1, p2) .
Using the Kobayashi pseudo-metric one can establish the following compactness
result for holomorphic maps of ∆ into Ω.
Proposition 2.2. Suppose Ω ⊂ Cd is open and dΩ is a complete metric on Ω. If
ϕn : ∆→ Ω is a sequence of holomorphic maps then either
(1) there exists a subsequence which converges uniformly on compact sets to a
holomorphic function ϕ : ∆→ Ω or
(2) for all x ∈ ∆ and all compact subsets K ⊂ Ω there exists N > 0 such that
ϕn(x) /∈ K for all n > N .
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For a proof see [Aba89, Theorem 2.3.18].
2.3. The disk and the upper half plane. Let ∆ = {z ∈ C : |z| < 1}. Then
K∆(ζ; v) =
|v|
1− |ζ|2
and
d∆(ζ1, ζ2) = tanh
-1
∣∣∣∣ ζ1 − ζ21− ζ1ζ2
∣∣∣∣ .
Next let H = {z ∈ C : Im(z) > 0}. Then
KH(ζ; v) =
|v|
2 Im(ζ)
and
dH(ζ1, ζ2) =
1
2
arcosh
(
1 +
|ζ1 − ζ2|2
2 Im(ζ1) Im(ζ2)
)
.
2.4. Convex sets. For convex sets there is a nice characterization of when dΩ is
a complete metric on Ω.
Definition 2.3. An open convex set Ω ⊂ Cd is called C-proper if Ω does not
contain any complex affine lines.
The term “proper” is motivated by its use in the study of convex sets in real
vector spaces (see for instance [Ben08]). Other authors have used other language,
for instance Frankel calls such sets affine hyperbolic [Fra89b] but we use the word
C-proper to avoid confusion with the other meaning of hyperbolic.
Proposition 2.4. [Bar80] For an open convex set Ω, the following are equivalent:
(1) dΩ is a complete metric on Ω,
(2) Ω is a C-proper convex set.
We also have a well known estimate of the Kobayashi metric on convex domains
(see for instance [BP94, Theorem 4.1], [Gra91, Theorem 5], or [Fra91, Theorem
2.2]):
Lemma 2.5. Suppose Ω ⊂ Cd is an open convex set. If p ∈ Ω and v ∈ Cd is
nonzero then
‖v‖
2δΩ(p; v)
≤ KΩ(p; v).
Since the proof is short we include it:
Proof. Let L := p+C v and ξ ∈ L \Ω∩L such that ‖ξ − p‖ = δΩ(p; v). Let H be a
real hyperplane through ξ which does not intersect Ω. By rotating and translating
we may assume ξ = 0, p = (p1, 0, . . . , 0), H = {(z1, . . . , zd) ∈ Cd : Im(z1) = 0},
and Ω ⊂ {(z1, . . . , zd) ∈ Cd : Im(z1) > 0}. With this choice of normalization
v = (v1, 0, . . . , 0) for some v1 ∈ C.
Then if P : Cd → C is the projection onto the first component we have
KΩ(p; v) ≥ KP (Ω)(p1; v1) ≥ KH(p1; v1) = |v1|
2 Im(p1)
≥ |v1|
2 |p1| .
Since |p1| = ‖ξ − p‖ = δΩ(p; v) and |v1| = ‖v‖ this completes the proof. 
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We also have a global version of the above lemma:
Lemma 2.6. Suppose Ω ⊂ Cd is an open convex set and p, q ∈ Ω. If L is the
complex line containing p, q and ξ ∈ L \ L ∩Ω then
1
2
log
(‖p− ξ‖
‖q − ξ‖
)
≤ dΩ(p, q).
Remark 2.7. For our purposes the above estimate suffices, but the more precise
estimate
1
2
log
(
1 +
‖p− q‖
min{δΩ(p; q − p), δΩ(q; p− q)}
)
≤ dΩ(p, q)
follows from the proof of Proposition 2 part (ii) in [NT15].
Proof. Since p, q, ξ are all co-linear both sides of the desired inequality are invariant
under affine transformations, in particular we can replace Ω by AΩ for some affine
map A. Now letH be a real hyperplane through ξ which does not intersect Ω. Using
an affine transformation we may assume ξ = 0, p = (p1, 0, . . . , 0), q = (q1, 0, . . . , 0),
H = {(z1, . . . , zd) ∈ Cd : Im(z1) = 0}, and Ω ⊂ {(z1, . . . , zd) ∈ Cd : Im(z1) > 0}.
Then if P : Cd → C is the projection onto the first coordinate then we have
dΩ(p, q) ≥ dP (Ω)(p1, q1) ≥ dH(p1, q1) = 1
2
arcosh
(
1 +
|p1 − q1|2
2 Im(p1) Im(q1)
)
≥ 1
2
arcosh
(
1 +
(|p1| − |q1|)2
2 |p1| |q1|
)
=
1
2
arcosh
( |p1|
2 |q1| +
|q1|
2 |p1|
)
=
1
2
∣∣∣∣log( |p1||q1|
)∣∣∣∣ .
Since ‖p− ξ‖ = |p1| and ‖q − ξ‖ = |q1| the lemma follows. 
2.5. Complex Geodesics.
Definition 2.8. Suppose Ω ⊂ Cd and ϕ : ∆→ Ω is a holomorphic map. If
d∆(p, q) = dΩ(ϕ(p), ϕ(q))
for all p, q ∈ ∆ then ϕ is called a complex geodesic.
For bounded convex sets, a fundamental result of Royden and Wong [RW83]
states that every two points are contained in a complex geodesic. This result was
recently generalized to C-proper convex sets by Bracci and Saracco:
Proposition 2.9. [BS09, Lemma 3.3] Suppose Ω ⊂ Cd is a C-proper open convex
set. Then every two points are contained in a complex geodesic.
2.6. Finite type. Given a function f : C → R with f(0) = 0 let ν(f) denote the
order of vanishing of f at 0. Suppose that Ω = {z ∈ Cd : r(z) < 0} where r is a
C∞ function with ∇r 6= 0 near ∂Ω. We say that a point x ∈ ∂Ω has finite line type
L if
sup{ν(r ◦ ℓ)|ℓ : C→ Cd is a non-trivial affine map and ℓ(0) = x} = L.
Notice that ν(r ◦ ℓ) ≥ 2 if and only if ℓ(C) is tangent to Ω. McNeal [McN92] proved
that if Ω is convex then x ∈ ∂Ω has finite line type if and only if it has finite type
in the sense of D’Angelo (see also [BS92]). In this paper, we say a convex domain
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Ω with C∞ boundary has finite line type L if the line type of all x ∈ ∂Ω is at most
L and this bound is realized at some boundary point.
2.7. Gromov hyperbolic metric spaces. Suppose (X, d) is a metric space. A
curve σ : [a, b] → X is a geodesic if d(σ(t1), σ(t2)) = |t1 − t2| for all t1, t2 ∈ [a, b].
A geodesic triangle in a metric space is a choice of three points in X and geodesic
segments connecting these points. A geodesic triangle is said to be δ-thin if any
point on any of the sides of the triangle is within distance δ of the other two sides.
Definition 2.10. A proper geodesic metric space (X, d) is called δ-hyperbolic if
every geodesic triangle is δ-thin. If (X, d) is δ-hyperbolic for some δ ≥ 0 then
(X, d) is called Gromov hyperbolic.
Bridson and Haefliger’s book [BH99] is one of the standard references for Gromov
hyperbolic metric spaces.
In this paper we will also use an equivalent formulation of Gromov hyperbolicity.
Given o, y, z ∈ X the Gromov product is
(x|y)o = 1
2
(d(o, x) + d(o, y)− d(x, y)).
Using the Gromov product it is possible to give an alternative definition of Gromov
hyperbolicity (for a proof see [BS07, Proposition 2.1.2, Proposition 2.1.3]):
Theorem 2.11. A proper geodesic metric space (X, d) is Gromov hyperbolic if and
only if there exists δ ≥ 0 such that
(x|y)o ≥ min{(x|z)o, (z|y)o} − δ
for all o, x, y, z ∈ X.
A curve σ : [a, b]→ X is an (A,B)-quasi-geodesic if
1
A
|t1 − t2| −B ≤ d(σ(t1), σ(t2)) ≤ A |t1 − t2|+B
for all t1, t2 ∈ [a, b]. An important property of δ-hyperbolic spaces is that every
quasi-geodesic is close to an actual geodesic (see for instance [BS07, Theorem 1.3.2])
which implies:
Proposition 2.12. For A ≥ 1, B ≥ 0, and δ ≥ 0 there exists M > 0 such that if
(X, d) is δ-hyperbolic then every (A,B)-quasi-geodesic triangle is M -thin.
A proper geodesic Gromov hyperbolic metric space (X, d) also has a natural
boundary X(∞) called the Gromov boundary. Two geodesic rays σ1, σ2 : [0,∞)→
X are said to asymptotic if
sup
t≥0
d(σ1(t), σ2(t)) <∞.
Let the Gromov boundary X(∞) be the set of the equivalence classes of asymptotic
geodesic rays in X .
The set X = X ∪ X(∞) has a natural topology making it a compactification
of X (see for instance [BH99, Chapter III.H.3]). To understand this topology we
introduce some additional notation: given a geodesic ray σ : [0,∞)→ X let σ(∞)
denote the equivalence class of σ and given a geodesic segment σ : [0, R] → X let
σ(∞) denote the point σ(R). Now X = X ∪ X(∞) has a topology where ξn → ξ
if and only if for every choice of geodesics σn with σn(0) = o and σn(∞) = ξn
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every subsequence of {σn} has a subsequence which converges locally uniformly to
a geodesic σ with σ(∞) = ξ.
Part 1. Necessary conditions
3. Holomorphic disks in the boundary
In this section we prove Theorem 1.6 whose statement we recall:
Theorem 3.1. Suppose Ω is a C-proper open convex set. If (Ω, dΩ) is Gromov
hyperbolic then ∂Ω does not contain any non-trivial holomorphic disks.
We will construct “fat” quasi-geodesic triangles when ∂Ω contains a non-trivial
holomorphic disk. The first step is to construct quasi-geodesics.
Lemma 3.2. Suppose Ω ⊂ Cd is an open convex set, p ∈ Ω, and x ∈ ∂Ω such that
δΩ(p; ~px) ≥ ǫ ‖x− p‖
for some ǫ > 0. If
xt = x+ e
−2t(p− x)
then
|t1 − t2| ≤ dΩ(xt1 , xt2) ≤ 2ǫ−1 |t1 − t2|
for all t1, t2 ≥ 0. In particular, the line segment [p, x) can be parametrized to be an(
2ǫ−1, 0
)
-quasi-geodesic in (Ω, dΩ).
Proof of Lemma 3.2. Using a complex affine transformation, we can assume
(1) x = 0,
(2) p =
(
eiθ, 0, . . . , 0
)
for some θ ∈ R,
(3) H =
{
~z ∈ Cd : Im(z1) = 0
}
is a supporting hyperplane of Ω at 0,
(4) Ω ⊂
{
~z ∈ Cd : Im(z1) > 0
}
.
With respect to this choice of coordinates our parametrization of [p, x) is given
by
xt = (e
−2teiθ, 0 . . . , 0) = e−2tp.
By Lemma 2.6 we have
dΩ(xt1 , xt2) ≥
1
2
∣∣∣∣log ‖xt1 − 0‖‖xt2 − 0‖
∣∣∣∣ = |t1 − t2| .
To see the upper bound, first let L be the complex line L = {(z, 0, . . . , 0) : z ∈ C}.
Now in these coordinates
δΩ∩L(p) = δΩ(p; ~px) ≥ ǫ ‖x− p‖ = ǫ
so Bǫ(p) ⊂ Ω∩L. Since Ω is convex and 0 ∈ ∂Ω, Ω∩L contains the interior of the
convex hull of Bǫ(p) and 0. So for λ ∈ (0, 1) the set Bλǫ(λp) is in Ω ∩ L. Thus
δΩ∩L(xt) ≥ ǫe−2t.
Then, by Proposition 2.1,
KΩ(xt; x˙t) ≤ ‖x˙t‖
δΩ(xt; x˙t)
= 2
e−2t
δΩ∩L(xt)
≤ 2
ǫ
.
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So for t1 < t2 we have
dΩ(xt1 , xt2) ≤
∫ t2
t1
KΩ(xt; x˙t)dt ≤ 2
ǫ
|t1 − t2| . 
It will be helpful to know that the boundary contains a holomorphic disk if and
only if it contains a complex affine disk.
Lemma 3.3. [FS98] Suppose Ω is a convex open set and ϕ : ∆ → Cd is a non-
trivial holomorphic map with ϕ(∆) ⊂ ∂Ω. Then there exists a complex line L such
that L ∩ ∂Ω is open in L.
Remark 3.4. Fu and Straube [FS98] actually proved that the boundary of a convex
set contains a holomorphic variety of dimension q if and only if it contains an affine
ball of dimension q.
We can now prove the theorem:
Proof of Theorem 3.1. Suppose that ∂Ω contains a non-trivial holomorphic disk,
we will show that (Ω, dΩ) is not Gromov hyperbolic. Using Lemma 3.3 there exists
a complex line L such that L ∩ ∂Ω contains an open set in L. Let O ⊂ L ∩ ∂Ω be
the interior of L ∩ ∂Ω in L. Fix a point x ∈ O. Since Ω is C-proper O 6= L and so
there exists some y ∈ ∂O. Finally fix a point o ∈ Ω.
By Lemma 3.2 there exists A > 1 and parametrizations xt of [o, x) and yt of
[o, y) making them (A, 0)-quasi-geodesics. Recall that
xt = x+ e
−2t(o− x) and yt = y + e−2t(o− y).
Claim 1: After possibly increasing A, there exists T0 ≥ 0 such that for all T > T0
the line segments [xT , yT ] can be parametrized to be a (A, 0)-quasi-geodesic in
(Ω, dΩ).
Proof of Claim 1. Since o ∈ Ω there exists δ1 > 0 such that Bδ1(o) ⊂ Ω and
since x ∈ O there exists δ2 > 0 such that Bδ2(x) ∩ L ⊂ ∂Ω. Then, because
yT − xT = (1− e−2T )(y − x) ∈ L and Ω is convex, we have that
δΩ(xT ; yT − xT ) ≥ min{δ1, δ2}(1)
for all T > 0.
Now let {aT , bT } = ∂Ω ∩ xT yT with the ordering aT , xT , yT , bT along the line
xT yT . Since y ∈ ∂O, we must have that bT → y as T → ∞. In particular, there
exists T0 > 0 such that
sup
T≥T0
‖xT − bT ‖ <∞.(2)
Then using Equation 1, Equation 2, and Lemma 3.2 we may assume that [xT , yT ]
is a (A, 0)-quasi-geodesic for all T ≥ T0. 
Claim 2: limt→∞ dΩ(xt, [o, y)) =∞.
Proof of Claim 2. Suppose not, then there exists R > 0 and a sequence tn → ∞
and sn > 0 such that
dΩ(xtn , ysn) < R.
Now
dΩ(xtn , ysn) ≥ dΩ(xtn , o)− dΩ(o, ysn) ≥
tn
A
−Asn
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and so we must have that sn → ∞. Let {an, bn} = ∂Ω ∩ xtnysn with the ordering
an, xtn , ysn , bn along the line xtnysn . Since y ∈ ∂O we see that bn → y. Now by
Lemma 2.6
dΩ(xtn , ysn) ≥
1
2
log
‖xtn − bn‖
‖ysn − bn‖
.
Since bn → y, xtn → x, and ysn → y we then have
lim
n→∞ dΩ(xtn , ysn) =∞
which is a contradiction. 
Now by Proposition 2.12, if (Ω, dΩ) is δ-hyperbolic then there exists M > 0 such
that any (A, 0)-quasi-geodesic triangle is M -thin. Thus the proposition will follow
from the next claim:
Claim 3: For any M > 0 there exists T > 0 such that [o, xT ], [xT , yT ], [yT , o] is
not M -thin.
Proof of Claim 3. By Claim 2 there exists t0 > 0 such that dΩ(xt0 , [o, y)) > M .
Next, Lemma 2.6 implies that
lim
T→∞
dΩ(xt0 , [xT , yT ]) =∞.
Thus there exists T > t0 such that
dΩ(xt0 , [xT , yT ] ∪ [yT , o]) > M.
So the (A, 0)-quasi-geodesic triangle [o, xT ], [xT , yT ], [yT , o] is not M -thin. 
This completes the proof. 
Remark 3.5. Lemma 3.2 can also be used to provide a different proof of Theo-
rem 3.1. It is well known that for any δ ≥ 0, A ≥ 1, and B ≥ 0 there exists M > 0
such that whenever (X, d) is a δ-hyperbolic metric space and σ1, σ2 : [0,∞) → X
are (A,B)-quasi-geodesics with σ1(0) = σ2(0) then either
sup
t≥0
dΩ(σ1(t), σ2) < M
or
sup
t≥0
dΩ(σ1(t), σ2) =∞.
One way to prove this assertion is to use the geodesic shadowing property [BH99,
Chapter III.H, Theorem 1.7] to reduce to the case when σ1 and σ2 are geodesic rays
and then use the exponential divergence of geodesic rays [BH99, Chapter III.H,
Proposition 1.25].
Then let O, x ∈ O, and y ∈ ∂O be as in the proof of Theorem 1.6. Next
let yn ∈ O be a sequence such that yn → y. Finally let σ : [0,∞) → Ω be a
quasi-geodesic parameterizing [o, x) and for each n > 0 let σn : [0,∞) → Ω be a
quasi-geodesic parameterizing [0, yn). Then one can show that
sup
t≥0
dΩ(σn(t), σ) <∞
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for all n > 0 but
lim
n→∞ supt≥0
dΩ(σn(t), σ) =∞.
Thus (Ω, dΩ) is not Gromov hyperbolic. This is similar to the argument that
Ivanov [Iva02] gave showing that Teichmu¨ller space endowed with the Teichmu¨ller
metric is not Gromov hyperbolic.
4. Local Hausdorff topology and the Kobayashi metric
Given a set A ⊂ Cd, let N ǫ(A) denote the ǫ-neighborhood of A with respect to
the Euclidean distance. The Hausdorff distance between two compact sets A,B is
given by
dH(A,B) = inf {ǫ > 0 : A ⊂ N ǫ(B) and B ⊂ N ǫ(A)} .
Equivalently,
dH(A,B) = max
{
sup
a∈A
inf
b∈B
‖a− b‖ , sup
b∈B
inf
a∈A
‖a− b‖
}
.
The Hausdorff distance is a complete metric on the space of compact sets in Cd.
The space of all closed convex sets in Cd can be given a topology from the local
Hausdorff semi-norms. For R > 0 and a set A ⊂ Cd let A(R) := A ∩BR(0). Then
define the local Hausdorff semi-norms by
d
(R)
H (A,B) := dH(A
(R), B(R)).
Since an open convex set is completely determined by its closure, we say a sequence
of open convex sets An converges in the local Hausdorff topology to an open convex
set A if d
(R)
H (An, A)→ 0 for all R > 0.
We now show that the Kobayashi metric is continuous with respect to the local
Hausdorff topology.
Theorem 4.1. Suppose Ωn is a sequence of C-proper convex open sets converging
to a C-proper convex open set Ω in the local Hausdorff topology. Then
dΩ(x, y) = lim
n→∞ dΩn(x, y)
for all x, y ∈ Ω uniformly on compact sets of Ω× Ω.
As an application of Theorem 4.1 we will establish the following normal family
result:
Proposition 4.2. Suppose Ωn is a sequence of C-proper convex open sets converg-
ing to a C-proper convex open set Ω in the local Hausdorff topology. If ϕn : ∆→ Ωn
is a sequence of holomorphic maps then either
(1) ϕn(x)→∞ for all x ∈ ∆ or
(2) there exists a subsequence which converges uniformly on compact sets to a
holomorphic map ϕ : ∆→ Ω. Moreover, either ϕ(∆) ⊂ ∂Ω or ϕ(∆) ⊂ Ω.
The proof of Theorem 4.1 will require a series of lemmas.
Lemma 4.3. For any ǫ > 0 there exists a δ > 0 such that whenever Ω1 and Ω2 are
bounded open convex sets in Cd, Bǫ(p) ⊂ Ω1, and dH(Ω1,Ω2) < δ then p ∈ Ω2.
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Proof. Let e1, . . . , ed be the standard complex basis of C
d. For 1 ≤ i ≤ d let
v4i−3 = p− ǫei, v4i−2 = p+ ǫei,
v4i−1 = p− ǫiei, v4i = p+ ǫiei.
Then the convex hull of v1, . . . , v4d contains p in its interior. Moreover there exists
δ > 0 such that if v′1, . . . , v
′
4d are points with ‖vi − v′i‖ < δ for all 1 ≤ i ≤ 4d then
the convex hull of v′1, . . . , v
′
4d contains p in its interior. If dH(Ω1,Ω2) < δ then
Ω1 ⊂ N δ(Ω2) and hence Ω2 contains such points. 
Lemma 4.4. Suppose Ωn is a sequence of C-proper convex open sets converging
to a C-proper convex open set Ω in the local Hausdorff topology. If K is a compact
subset of Ω then there exists N such that K ⊂ Ωn for all n > N .
Proof. There exists R > 0 such that K is a compact subset of Ω(R) := Ω ∩BR(0).
Since Ωn → Ω we have that dH(Ω(R),Ω(R)n ) → 0. Moreover since K is a compact
subset of Ω(R) there exists ǫ > 0 such that Bǫ(p) ⊂ Ω(R) for all p ∈ K. Then the
lemma follows from Lemma 4.3. 
Lemma 4.5. Suppose Ωn is a sequence of C-proper convex open sets converging to
a C-proper convex open set Ω in the local Hausdorff topology. If K ⊂ Ω is compact
and ǫ > 0 then there exists N such that
dΩn(p, q) ≤ (1 + ǫ)dΩ(p, q)
for all n > N and all p, q ∈ K.
Proof. Since K is compact there exists R > 0 such that
dΩ(p, q) < R
for all p, q ∈ K. Fix δ < 1 such that
d∆(0, ζ/δ) ≤ (1 + ǫ)d∆(0, ζ)
for all ζ ∈ ∆ with d∆(0, ζ) ≤ R.
Now let
K ′ = {p ∈ Ω : dΩ(p,K) ≤ d∆(δ, 0)}.
Then K ′ is a compact subset of Ω and hence there exists N such that K ′ ⊂ Ωn for
all n > N .
Now fix p, q ∈ K and let ϕ : ∆ → Ω be a complex geodesic with ϕ(0) = p and
ϕ(ζ0) = q for some ζ0 ∈ ∆. Notice that ϕ(Bδ(0)) ⊂ K ′ since ϕ(0) ∈ K and
sup
ζ∈Bδ(0)
dΩ(ϕ(ζ), ϕ(0)) = sup
ζ∈Bδ(0)
d∆(ζ, 0) = d∆(δ, 0).
In particular if ϕδ : ∆→ Cd is defined by ϕδ(z) = ϕ(δz) then
ϕδ(∆) = ϕ(Bδ(0)) ⊂ K ′ ⊂ Ωn
for n > N . Then
dΩn(p, q) = dΩn(ϕδ(0), ϕδ(ζ0/δ)) ≤ d∆(0, ζ0/δ)
≤ (1 + ǫ)d∆(0, ζ0) = (1 + ǫ)dΩ(p, q).
Since p, q were arbitrary points in K the lemma follows. 
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Lemma 4.6. Suppose Ωn is a sequence of C-proper convex open sets converging to
a C-proper convex open set Ω in the local Hausdorff topology. If K ⊂ Ω is compact
and δ < 1 then there exists N > 0 so that if ϕ : ∆ → Ωn is a holomorphic map
with ϕ(0) ∈ K then ϕ(Bδ(0)) ⊂ Ω.
Proof. Suppose not, then by passing to a subsequence for each n there exists a
holomorphic map ϕn : ∆ → Ωn with ϕn(0) ∈ K and ϕn(Bδ(0)) 6⊂ Ω. Next let
ζ′n ∈ Bδ(0) be such that ϕn(ζ′n) /∈ Ω. Now pick tn ∈ (0, 1) so that ϕn(tnζ′) ∈ Ω but
δΩ(ϕn(tnζ
′))→ 0. g let ζn = tnζ′n and zn = ϕn(ζn).
By passing to another subsequence we can suppose that K ⊂ Ωn for all n. Then
by Lemma 4.5 if we fix a point o ∈ K the quantity
R = sup{dΩn(k, o) : k ∈ K,n ∈ N}
is finite. Since ζn ∈ Bδ(0) we see that
dΩn(zn, o) ≤ dΩn(zn, ϕn(0)) +R ≤ d∆(ζn, 0) +R ≤ d∆(0, δ) +R.
Now let Ln be the complex line containing o and zn. By passing to a subsequence
we can suppose that the sequence Ln converges to a complex line L. Since Ω is
C-proper there exists ξ ∈ L \L∩Ω. Since Ωn converges to Ω in the local Hausdorff
topology there exists ξn ∈ Ln \ Ln ∩ Ωn such that ξn → ξ. By passing to a
subsequence we can suppose that ‖ξn − ξ‖ < 1 for all n.
Then by Lemma 2.6
dΩn(o, zn) ≥
1
2
log
‖zn − ξn‖
‖o− ξn‖ ≥
1
2
log
‖zn − ξ‖ − ‖ξ − ξn‖
‖o− ξ‖+ ‖ξ − ξn‖
≥ 1
2
log
‖zn − ξ‖ − 1
‖o− ξ‖+ 1 .
So zn must be a bounded sequence. Since Ωn → Ω in the local Hausdorff topology
and δΩ(zn)→ 0 this implies that
δΩn(zn)→ 0.
Since Ωn is convex this in turn implies that
δΩn(zn; ~zno)→ 0.
Since o ∈ Ω there exists ǫ > 0 such that Bǫ(o) ⊂ Ωn for n large enough. But then
by Lemma 2.6
dΩn(o, zn) ≥
1
2
log
ǫ
δΩn(zn; ~zno)
which contradicts the fact that dΩn(o, zn) is bounded. 
Lemma 4.7. Suppose Ωn is a sequence of C-proper convex open sets converging to
a C-proper convex open set Ω in the local Hausdorff topology. If K ⊂ Ω is compact
and ǫ > 0 then there exists N such that
dΩ(p, q) ≤ (1 + ǫ)dΩn(p, q)
for all n > N and all p, q ∈ K.
Proof. Since K is compact there exists R > 0 such that
dΩ(p, q) < R
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for all p, q ∈ K. By Lemma 4.5 we can pick N ′ > 0 such that
dΩn(p, q) ≤ (1 + ǫ)dΩ(p, q) < (1 + ǫ)R
for all n > N ′ and all p, q ∈ K. Fix δ < 1 such that
d∆(0, ζ/δ) ≤ (1 + ǫ)d∆(0, ζ)
for all ζ ∈ ∆ with d∆(0, ζ) ≤ (1 + ǫ)R.
By the last lemma there exists N ≥ N ′ such that for all n > N and every
holomorphic map ϕ : ∆→ Ωn with ϕ(0) ∈ K we have
ϕ(Bδ(0)) ⊂ Ω.
Now suppose n > N and p, q ∈ K then there exists a complex geodesic ϕ : ∆→ Ωn
with ϕ(p) = 0 and ϕ(ζ0) = q for some ζ0 ∈ ∆. Since dΩn(p, q) ≤ (1 + ǫ)R we
see that d∆(0, ζ0) ≤ (1 + ǫ)R. By construction the map ϕδ : ∆ → Cd given by
ϕδ(ζ) = ϕ(δζ) has image in Ω. Moreover,
dΩ(p, q) = dΩ(ϕδ(0), ϕδ(ζ0/δ)) ≤ d∆(0, ζ0/δ)
≤ (1 + ǫ)d∆(0, ζ0) = (1 + ǫ)dΩn(p, q).
Since p, q ∈ K and n > N were arbitrary the lemma follows. 
Proof of Theorem 4.1. This is just Lemma 4.5 and Lemma 4.7. 
Proof of Proposition 4.2. Suppose that case one does not hold, that is by passing
to a subsequence there exists x ∈ ∆ such that ϕn(x)→ y ∈ Cd. By reparametrizing
∆ we may assume x = 0.
Now fix δ < 1. Using an argument similar to the proof of Lemma 4.6 we see that
there exists an R > 0 such that ϕn(Bδ(0)) ⊂ BR(0). Then using Proposition 2.2,
there exists a subsequence such that ϕn converges locally uniformly on Bδ(0). Now
since δ < 1 was arbitrary, a diagonal argument implies that there exists a subse-
quence such that ϕn converges locally uniformly to a holomorphic map ϕ : ∆→ Cd.
Since ϕn(∆) ⊂ Ωn for all n and Ωn → Ω we see that ϕ(∆) ⊂ Ω.
Now suppose that ϕ(∆)∩Ω 6= ∅. Let ζ0 ∈ ∆ be such that ϕ(ζ0) ∈ Ω. Now using
the fact that
dΩn(p, q)→ dΩ(p, q)
uniformly on compact subsets of Ω we see that ϕ(∆) ⊂ Ω. 
5. Orbits of convex sets
Recall that Xd is the set of C-proper convex open sets in C
d.
Theorem 5.1. Suppose Ω is C-proper convex open set and (Ω, dΩ) is Gromov
hyperbolic. Then (Ω̂, dΩ̂) is Gromov hyperbolic whenever Ω̂ ∈ Aff(Cd)Ω ∩ Xd.
Remark 5.2. The proof will show that there exists a δ > 0 such that for any
Ω̂ ∈ Aff(Cd)Ω ∩ Xd and any four points p, x, y, z ∈ Ω̂ we have
min{(x, y)p, (y, z)p} − (x, z)p ≥ δ.
This implies that there exists a δ1 > 0 such that any geodesic triangle in any
Ω̂ ∈ Aff(Cd)Ω ∩ Xd is δ1-thin.
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Proof of Theorem 5.1. Suppose Ωn := AnΩ → Ω̂ in the local Hausdorff topology.
Let (·, ·)(n)· denote the Gromov product on (Ωn, dΩn) and (·|·)· denote the Gromov
product on (Ω̂, dΩ̂). Now the affine map An induces an isometry between (Ω, dΩ)
and (Ωn, dΩn). In particular there exists an δ > 0 such that for any n and any four
points p, x, y, z ∈ Ωn we have
min{(x, y)(n)p , (y, z)(n)p } − (x, z)(n)p ≥ δ.
Now suppose that p, x, y, z ∈ Ω̂ then by Theorem 4.1
min{(x, y)p, (y, z)p} − (x, z)p = lim
n→∞
min{(x, y)(n)p , (y, z)(n)p } − (x, z)(n)p ≥ δ
Thus (Ω̂, dΩ̂) is Gromov hyperbolic. 
As a corollary to Theorem 5.1 and Theorem 3.1 we obtain:
Corollary 5.3. Suppose Ω is a C-proper convex open set and (Ω, dΩ) is Gromov
hyperbolic. If Ω̂ ∈ Aff(Cd)Ω ∩ Xd then the boundary of Ω̂ has no non-trivial holo-
morphic disks.
6. Infinite type boundary points
In this section we prove Proposition 1.10 whose statement we recall:
Proposition 6.1. Suppose Ω ⊂ Cd is a C-proper convex open set with 0 ∈ ∂Ω and
Ω ∩ O = {~z ∈ O : Im(z1) > f(Re(z1), z2, . . . , zd)}
where O is a neighborhood of the origin and f : R×Cd−1 → R is a convex non-
negative function. If
lim
z→0
f(0, z, 0, . . . , 0)
|z|n = 0
for all n > 0 then (Ω, dΩ) is not Gromov hyperbolic.
We begin by recalling a result of Frankel:
Lemma 6.2. [Fra91, Theorem 9.3] Suppose Ω ⊂ Cd is a C-proper convex open set.
If V ⊂ Cd is a complex affine subspace intersecting Ω and An ∈ Aff(V ) is a sequence
of affine maps such that An(Ω ∩ V ) converges in the local Hausdorff topology to a
C-proper convex open set Ω̂V ⊂ V , then there exists affine maps Bn ∈ Aff(Cd) such
that BnΩ converges in the local Hausdorff topology to a C-proper convex open set
Ω̂ with Ω̂ ∩ V = Ω̂V .
Proof of Proposition 6.1. We claim that there exists affine maps An ∈ Aff(Cd)
such that the sequence AnΩ converges in the local Hausdorff topology to a C-
proper convex open set Ω̂ where ∂Ω̂ contains a non-trivial complex affine disk.
By Corollary 5.3 this will imply that (Ω, dΩ) is not Gromov hyperbolic. Using
Lemma 6.2 we may assume that d = 2.
Let V,W ⊂ R and U ⊂ C be neighborhoods of 0 such that f : V × U →W and
Ω ∩O = {(x+ iy, z) : x ∈ V, z ∈ U, y > f(x, z)}
where O = (V + iW )× U . By rescaling we may assume that B1(0) ⊂ U .
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We may assume that ∂Ω does not contain any non-trivial complex affine disks
(otherwise there is nothing to prove). In particular, for any neighborhood U ′ ⊂ U
of 0 in C there exists an z ∈ U ′ such that f(0, z) 6= 0.
Since
lim
z→0
f(0, z)
|z|n = 0,
we can find an → 0 and zn ∈ B1(0) such that f(0, zn) = an |zn|n and for all w ∈ C
with |w| ≤ |zn| we have
f(0, w) ≤ an |w|n .
Since ∂Ω has no non-trivial complex affine disks, we see that zn → 0 and hence
f(0, zn)→ 0. By passing to a subsequence we may assume that |f(0, zn)| < 1.
Consider the linear transformations
An =
( 1
f(0,zn)
0
0 z−1n
)
∈ GL(C2)
and let Ωn = AnΩ. Now there exists ǫ1, ǫ2 > 0 such that Bǫ1((ǫ2i, 0)) ⊂ Ω. Since
~0 ∈ ∂Ω and |zn| , f(0, zn) < 1 this implies that Bǫ1((ǫ2i, 0)) ⊂ Ωn for all n. Moreover
for any R > 0 the set
{Ω′ is open and convex : Bǫ1((ǫ2i, 0)) ⊂ Ω′ ⊂ BR(0)} ⊂ Xd
is compact in the Hausdorff topology. Thus we can pass to a subsequence such that
Ωn converges in the local Hausdorff topology to a convex open set Ω∞.
We claim that ∂Ω∞ contains a non-trivial complex affine disk and that Ω∞ is
C-proper. By the remarks at the start of the proof this will imply the proposition.
We first show that ∂Ω∞ contains a non-trivial complex affine disk. If On = AnO
we have
Ωn ∩On = {(x+ iy, z) : x ∈ Vn, z ∈ Un, y > fn(x, z)}
where Vn = f(zn, 0)
−1V , Un = z−1n U , and
fn(x, z) =
1
f(0, zn)
f (f(0, zn)x, znz) .
For |w| < 1 we then have
fn(0, w) =
f (0, znw)
f(0, zn)
≤ an |zn|
n |w|n
f(0, zn)
= |w|n(3)
which implies that
{(0, z) : |z| ≤ 1} ⊂ ∂Ω∞.
Thus ∂Ω∞ contains a non-trivial complex affine disk.
Establishing that Ω∞ is C-proper is slightly more involved. As a preliminary
step we will show that
Ω∞ ∩ (C×{1}) = ∅.
For 0 ≤ α < β ≤ π let C(α, β) be the open convex cone in C defined by
C(α, β) = {z ∈ C : z 6= 0 and α < Arg(z) < β}.
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Let 0 ≤ α0 < β0 ≤ π be such that C(α0, β0)×{0} is the tangent cone of Ω∩(C×{0})
at 0, that is
C(α0, β0)× {0} = ∪t>0t
(
Ω ∩ (C×{0})
)
.
Notice that α0 < π/2 < β0 since (ǫ2i, 0) ∈ Ω. Since
Ωn ∩ (C×{0}) = 1
f(0, zn)
(
Ω ∩ (C×{0})
)
and fn(0, zn)→ 0 there exists αn → α0, βn → β0, and Rn →∞ such that
Ωn ⊃
(
C(αn, βn)× {0}
)
∩BRn(0).(4)
Then
C(α0, β0)× {0} ⊂ Ω∞.
Since Ω∞ is open and convex this implies that
~z + C(α0, β0)× {0} ⊂ Ω∞
for any ~z ∈ Ω∞. Since (0, 1) ∈ ∂Ω∞ we then have that
C(α0, β0)× {1} ⊂ Ω∞.
Since Ω∞ is open and convex either
C(α0, β0)× {1} ⊂ Ω∞ or C(α0, β0)× {1} ⊂ ∂Ω∞.
We claim that the latter situation holds. Since fn(0, 1) = 1 we see that (i, 1) ∈ ∂Ωn
for all n and so (i, 1) ∈ ∂Ω∞. Since (i, 1) ∈ C(α0, β0)× {1} this implies that
C(α0, β0)× {1} ⊂ ∂Ω∞.
Which in turn implies that
Ω∞ ∩ (C×{1}) = ∅.
We can now show that Ω∞ is C-proper. Suppose that an affine map z → (a1, a2)z+
(b1, b2) has image in Ω∞. Since
Ω∞ ⊂ {(z1, z2) ∈ C2 : Im(z1) > 0}
we see that a1 = 0. And since Ω∞ ∩ (C×{1}) = ∅ we also see that a2 = 0. So Ω∞
does not contain any non-trivial complex affine lines and hence is C-proper. 
Part 2. A sufficient condition
7. M-convexity
In this section we study limits of geodesics σn : R → Ωn when Ωn converges
in the local Hausdorff topology to a set Ω. The first step is to understand limits
of complex geodesics ϕn : ∆ → Ωn. Using Proposition 4.2, we can pass to a
subsequence such that ϕn converges locally uniformly to a holomorphic function
ϕ : ∆ → Ω and either ϕ(∆) ⊂ Ω or ϕ(∆) ⊂ ∂Ω. When the sequence (Ωn)n∈N has
uniform convexity properties, we will give conditions on the ϕn so that ϕ(∆) ⊂ Ω.
This in turn will give us information about limits of geodesics.
The next definition and Theorem 7.4 are motivated by Mercer’s work on m-
convex sets [Mer93].
Definition 7.1.
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(1) A C-proper convex open set Ω is called locally m-convex if for every R > 0
there exists C > 0 such that
δΩ(p; v) ≤ CδΩ(p)1/m
for all p ∈ Ω ∩BR(0) and nonzero v ∈ Cd.
(2) Suppose (Ωn)n∈N is a sequence of C-proper convex open sets, then Ωn is
called a locally m-convex sequence if for every R > 0 there exists N,C > 0
such that
δΩn(p; v) ≤ CδΩn(p)1/m
for all n > N , p ∈ Ωn ∩BR(0), and nonzero v ∈ Cd.
Observation 7.2.
(1) If Ω is locally m-convex then ∂Ω contains no non-trivial holomorphic disks.
To see this, recall that ∂Ω contains a non-trivial holomorphic disk if and
only if ∂Ω contains a non-trivial complex affine disk (see Lemma 3.3), but
the latter is clearly impossible for a locally m-convex set.
(2) Suppose Ωn is a locally m-convex sequence of C-proper convex open sets
converging to a C-proper convex open set Ω is the local Hausdorff topology.
Then Ω is locally m-convex.
Example 7.3. Suppose that Ω = {r(z) < 0} is C-proper convex open set of finite
line type L. Then by Proposition 9.1, Ω is locally L-convex.
We first give a sufficient condition for a sequence of complex geodesics ϕn : ∆→
Ωn to converge to a complex geodesic ϕ : ∆→ Ω.
Theorem 7.4. Suppose Ωn is a locally m-convex sequence of C-proper convex open
sets converging to a C-proper convex open set Ω in the local Hausdorff topology. If
ϕn : ∆ → Ωn is a sequence of complex geodesics and there exists numbers R > 0
and an, bn ∈ (−1, 1) such that for all n
(1) 0 ∈ [an, bn],
(2) ϕn([an, bn]) ⊂ BR(0)
(3) limn→∞ ‖ϕn(an)− ϕn(bn)‖ > 0, and
(4) δΩn(ϕn(0)) = max{δΩn(ϕn(t)) : t ∈ [an, bn]},
then there exists nk → ∞ such that ϕnk converges locally uniformly to a complex
geodesic ϕ : ∆→ Ω.
The proof of Theorem 7.4 closely follows arguments found in Mercer [Mer93] and
Chang, Hu, and Lee [CHL88].
Lemma 7.5. Suppose Ωn is a sequence of C-proper convex open sets converging
to a C-proper convex open set Ω in the local Hausdorff topology. Fix R > 0 and a
point o ∈ Ω then there exists C1 > 0, N > 0, and α > 1 such that
dΩn(p, o) ≤ C1 −
α
2
log δΩn(p)
for all for n > N and all p ∈ Ωn ∩BR(o).
Proof. By Lemma 4.4, there exists δ > 0 such that for all n sufficiently large
Bδ(o) ⊂ Ωn. Next define
T := sup{δΩn(p) : p ∈ Ωn ∩BR(o), n ∈ N},
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α := 2(R+ 1)/δ,
and
C1 := max
{
(R+ 1)R
δ
+
α
2
log(T ),
α
2
log(R+ 1)
}
.
Let p ∈ BR(o) ∩ Ωn. We will consider two cases.
Case 1: Suppose that the line segment {o + s(p − o) : s ≥ 0} does not intersect
∂Ωn at a point in BR+1(o). Then since Ωn contains the interior of the convex hull
of Bδ(o) and {o+ s(p− o) : s ≥ 0} ∩BR+1(o) we see that
δΩn(o+ s(p− o)) ≥
δ
R+ 1
for s ∈ [0, 1]. Which implies that
dΩn(x, p) ≤
∫ 1
0
KΩn(o+ s(p− o); p− o)ds ≤
∫ 1
0
‖p− o‖
δΩn(o+ s(p− o))
ds
≤ R + 1
δ
‖p− o‖ ≤ (R+ 1)R
δ
.
So
dΩn(x, p) ≤
(R + 1)R
δ
+
α
2
log (T )− α
2
log δΩn(p)
≤ C1 − α
2
log δΩn(p).
Case 2: Suppose that the line segment {o+ s(p − o) : s ≥ 0} intersects ∂Ωn at a
point in x ∈ BR+1(o). Then
δΩn(o; ~ox) ≥ δΩn(o) ≥ δ ≥
δ
R+ 1
‖x− o‖ .
So by Lemma 3.2
dΩn(o, x+ e
−2t(o− x)) ≤ αt
for t ≥ 0. Since p = x+ e−2tp(o− x) where
tp = −1
2
log
(‖p− x‖
‖x− o‖
)
≤ 1
2
log(R + 1)− 1
2
log δΩn(p)
we then have
dΩn(o, p) = dΩn(o, x + e
−2tp(o− x)) ≤ αtp ≤ α
2
log(R + 1)− α
2
log δΩn(p)
≤ C1 − α
2
log δΩn(p).

Lemma 7.6. Suppose Ωn,Ω, ϕn, R, an, bn are as in the statement of Theorem 7.4.
Then there exists N > 0, C2 > 0, and α > 1 such that
δΩn(ϕn(t)) ≤ C2(1 − |t|)1/(2α).
for all n > N and t ∈ [an, bn].
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Proof. By the previous Lemma there exists C1 > 0 and α > 1 such that
dΩ(ϕn(0), ϕn(t)) ≤ dΩ(ϕn(0), o) + dΩ(ϕn(t), o)
≤ 2C1 − 1
2
log
(
δΩn(ϕn(0))
αδΩn(ϕn(t))
α
)
.
for all n sufficiently large and t ∈ [an, bn].
Since ϕn is a complex geodesic
dΩ(ϕn(0), ϕn(t)) = d∆(0, t) =
1
2
log
1 + |t|
1− |t| ≥
1
2
log
1
1− |t| .
Hence
δΩn(ϕn(0))
αδΩn(ϕn(t))
α ≤ e4C1(1− |t|).
Since δΩn(ϕn(t)) ≤ δΩn(ϕn(0)) we have that
δΩn(ϕn(t)) ≤ e2C1/α(1− |t|)1/(2α). 
Lemma 7.7. Suppose Ωn,Ω, ϕn, R, an, bn are as in the statement of Theorem 7.4.
Then there exists N > 0, C3 > 0, and α > 1 such that
‖ϕn(t1)− ϕn(t2)‖ ≤ C3 |t1 − t2|1/(2αm)
for all n > N and t1, t2 ∈ [an, bn].
Proof. By Lemma 2.5 we have
‖ϕ′n(t)‖
2δΩn(ϕn(t);ϕ
′
n(t))
≤ KΩn(ϕn(t);ϕ′n(t))
and since ϕn is a complex geodesic
KΩn(ϕn(t);ϕ
′
n(t)) = K∆(t; 1) =
1
1− |t|2 ≤
1
1− |t| .
Since (Ωn)n∈N is a locally convex sequence there exists C > 0 such that
δΩn(ϕn(t);ϕ
′
n(t)) ≤ CδΩn(ϕn(t))1/m
for t ∈ [an, bn] and n sufficiently large. Then by the previous lemma there exists
M > 0 such that
‖ϕ′n(t)‖ ≤
2δΩn(ϕn(t);ϕ
′
n(t))
1− |t| ≤
2CδΩn(ϕn(t))
1/m
1− |t|
≤ M
(1− |t|)1−1/(2αm) .
The rest of the lemma follows the proof of the Hardy-Littlewood theorem (see
for instance [Aba89, Theorem 2.6.26]), but for convenience we will provide the
argument. Let β = 1/(2αm). If we fix ǫ ∈ (0, 1) then it is enough to show that
there exists C3 > 0 such that
‖ϕn(t1)− ϕn(t2)‖ ≤ C3 |t1 − t2|β
for all t1, t2 ∈ [an, bn] with |t1 − t2| < ǫ.
First suppose that 0 ≤ t1 ≤ t2 ≤ bn. Then
‖ϕn(t1)− ϕn(t2)‖ ≤
∫ t2
t1
‖ϕ′n(t)‖ dt ≤M
∫ t2
t1
dt
(1 − t)1−β .
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If t2 − t1 ≤ 1− t2 then
‖ϕn(t1)− ϕn(t2)‖ ≤M t2 − t1
(1 − t2)1−β ≤M |t2 − t1|
β
.
If t2 − t1 ≥ 1− t2 then
‖ϕn(t1)− ϕn(t2)‖ ≤ M (1− t)
β
β
∣∣∣∣t2
t1
≤ M
β
|t2 − t1|β .
As similar argument establishes the necessary bounds when an < t2 ≤ t1 ≤ 0.
Finally suppose that an < t1 < 0 < t2 < bn and |t1 − t2| < ǫ. Then
‖ϕn(t1)− ϕn(t2)‖ ≤M
∫ t2
t1
dt
(1− |t|)1−β ≤M
∫ t2
t1
dt
(1− ǫ)1−β
=
M
(1− ǫ)1−β |t1 − t2| ≤
M
(1 − ǫ)1−β |t1 − t2|
β
.

Proof of Theorem 7.4. By Proposition 4.2, we can pass to a subsequence such that
ϕn converges locally uniformly to a holomorphic map ϕ : ∆ → Ω and either
ϕ(∆) ⊂ Ω or ϕ(∆) ⊂ ∂Ω. Since Ω is locally m-convex, if ϕ is non-constant then
by Observation 7.2 we must have that ϕ(∆) ⊂ Ω. In this case we immediately see
that ϕ : ∆ → Ω is a complex geodesic by Theorem 4.1. So it is enough to show
that ϕ is non-constant.
By the above lemma there exists β > 1 and C > 0 such that
‖ϕn(t1)− ϕn(t2)‖ ≤ C |t1 − t2|β
for all n sufficiently large and t1, t2 ∈ [an, bn].
By passing to a subsequence we can assume that an → a∞ and bn → b∞. Since
0 < lim
n→∞
‖ϕn(an)− ϕn(bn))‖ ≤ lim
n→∞
C |an − bn|β = C |a∞ − b∞|β
we must have that a∞ 6= b∞.
Now fix ǫ > 0 sufficiently small. By passing to a subsequence we may suppose
that [a∞ + ǫ, b∞ − ǫ] ⊂ [an, bn] for all n. Then
‖ϕ(a∞ + ǫ)− ϕ(b∞ − ǫ)‖ = lim
n→∞
‖ϕn(a∞ + ǫ)− ϕn(b∞ − ǫ)‖
≥ lim
n→∞
‖ϕn(an)− ϕn(bn)‖ − ‖ϕn(an)− ϕn(a∞ + ǫ)‖
− ‖ϕn(bn)− ϕn(b∞ − ǫ)‖
≥ lim
n→∞
‖ϕn(an)− ϕn(bn)‖ − 2C |ǫ|β .
So for ǫ small enough, we see that
‖ϕ(a∞ + ǫ)− ϕ(b∞ − ǫ)‖ > 0
and thus ϕ is not constant. Hence by the remarks at the start of the proof ϕ : ∆→ Ω
is a complex geodesic. 
We now turn our attention to general geodesics.
Proposition 7.8. Suppose Ωn is a locally m-convex sequence of C-proper convex
open sets converging to a C-proper convex open set Ω in the local Hausdorff topology.
Assume σn : R → Ωn is a sequence of geodesics such that there exists an ≤ bn and
R > 0 satisfying
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(1) σn([an, bn]) ⊂ BR(0),
(2) limn→∞ ‖σn(an)− σn(bn)‖ > 0,
then there exists Tn ∈ [an, bn] such that a subsequence of t→ σn(t+ Tn) converges
locally uniformly to a geodesic σ : R→ Ω.
Proof. Suppose
lim
n→∞
‖σn(an)− σn(bn)‖ = ǫ
and pick mn ∈ [an, bn] such that
lim
n→∞
‖σn(an)− σn(mn)‖ = lim
n→∞
‖σn(mn)− σn(bn)‖ ≥ ǫ/2.
By passing to a subsequence we may suppose that σn(mn) converges to some point
y ∈ Ω∩BR(0). If y ∈ Ω then the Arzela`-Ascoli theorem implies that a subsequence
of σn(t+mn) converges locally uniformly to a geodesic σ : R → Ω. So assume for
a contradiction that y ∈ ∂Ω.
Now let ϕn : ∆→ Ωn be a complex geodesic with ϕn(un) = σn(an) and ϕn(vn) =
σn(mn) for some un < vn ∈ (−1, 1). We would like to apply Theorem 7.4 to
the complex geodesics ϕn but it is unclear if the sequence ϕn|[un,vn] is uniformly
bounded. With this in mind define
u′n = inf{t ≥ un : ϕn([t, vn]) ⊂ BR+1(0)}.
Notice that
lim
n→∞ ‖ϕn(u
′
n)− ϕn(vn)‖ > 0.
By reparametrizing ϕn, we may assume that 0 ∈ [u′n, vn] and
δΩn(ϕn(0)) = max{δΩn(ϕn(t)) : t ∈ [u′n, vn]}.
In a similar fashion let φn : ∆→ Ωn be a complex geodesic with φn(sn) = σn(mn)
and φn(tn) = σn(bn) for some sn < tn ∈ (−1, 1). Now let
t′n = sup{t ≤ tn : ϕn([sn, t]) ⊂ BR+1(0)}.
We may assume that 0 ∈ [sn, t′n] and
δΩn(φn(0)) = max{δΩn(φn(t)) : t ∈ [sn, t′n]}.
Since
dΩn(σn(an), σn(bn)) = dΩn(σn(an), σn(mn)) + dΩn(σn(mn), σn(bn))
the concatenation of ϕn|[un,vn] and φn|[sn,tn] is a geodesic in Ωn. In particular,
dΩn(ϕn(0), φn(0)) = dΩn(ϕn(0), σn(mn)) + dΩn(σn(mn), φn(0)).
Now by Theorem 7.4 we may pass to a subsequence such that ϕn converges locally
uniformly to a complex geodesic ϕ : ∆→ Ω and φn converges locally uniformly to
a complex geodesic φ : ∆→ Ω. But then
dΩ(ϕ(0), φ(0)) = lim
n→∞ dΩn(ϕn(0), φn(0))
= lim
n→∞
dΩn(ϕn(0), σn(mn)) + dΩn(σn(mn), φn(0))
=∞
because y ∈ ∂Ω. This contradicts the fact that ϕ(0), φ(0) ∈ Ω. 
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Proposition 7.9. Suppose Ωn is a locally m-convex sequence of C-proper convex
open sets converging to a C-proper convex open set Ω in the local Hausdorff topology.
Assume σn : R → Ωn is a sequence of geodesics converging locally uniformly to a
geodesic σ : R→ Ω. If tn →∞ is a sequence such that limn→∞ σn(tn) = x∞ ∈ Cd
then
lim
t→∞
σ(t) = x∞.
Proof. Suppose for a contradiction that limt→∞ σ(t) 6= x∞. Then there exists
s′n → ∞ such that σ(s′n) → y∞ ∈ Cd and x∞ 6= y∞. Now since σn converges
locally uniformly to σ there exists sn →∞ such that σn(sn)→ y∞.
Now since x∞ and y∞ are distinct at least one is finite and hence there exists
[un, vn] ⊂ [min{sn, tn},∞) and R, ǫ > 0 such that
(1) σn([un, vn]) ⊂ BR(0),
(2) ‖σn(un)− σn(vn)‖ > ǫ.
Then by Proposition 7.8, there exists Tn ∈ [un, vn] such that σn(t+ Tn) converges
locally uniformly to a geodesic σ̂ : R→ Ω. But this is a contradiction since
dΩ(σ(0), σ̂(0)) = lim
n→∞
dΩn(σn(0), σn(Tn)) ≥ lim
n→∞
min{sn, tn} =∞. 
Corollary 7.10. Suppose Ω is a locally m-convex open set. If σ : R → Ω is a
geodesic then
lim
t→−∞
σ(t) and lim
t→+∞
σ(t)
both exist in Cd.
Proof. Notice that the constant sequence Ωn := Ω converges to Ω in the local
Hausdorff topology and σn := σ converges to σ locally uniformly. So we may apply
the previous proposition. 
Combining Proposition 7.9 and Corollary 7.10 we have:
Corollary 7.11. Suppose Ωn is a locally m-convex sequence of C-proper convex
open sets converging to a C-proper convex open set Ω in the local Hausdorff topology.
Assume σn : R → Ωn is a sequence of geodesics converging locally uniformly to a
geodesic σ : R→ Ω. If each Ωn is locally m-convex then
lim
n→∞
lim
t→∞
σn(t) = lim
t→∞
σ(t).
8. A sufficient condition for Gromov hyperbolicity
Before stating our sufficient condition for Gromov hyperbolicity we need one
more definition.
Definition 8.1. Suppose Ω is a C-proper convex open set. A geodesic σ : R → Ω
is well behaved if both limits
lim
t→−∞
σ(t) and lim
t→+∞
σ(t)
exist in Cd and are distinct.
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Remark 8.2. We have already seen in Corollary 7.10 that these limits exists when
Ω is locally m-convex. In Section 11 we will show that the limits (when they exist)
are distinct if Ω is bounded and ∂Ω is C2. In Section 12 we will show that certain
unbounded domains also have well behaved geodesics.
Theorem 8.3. Suppose Ω is a C-proper convex open set. If for every sequence
un ∈ Ω there exists a subsequence nk → ∞, affine maps Ak ∈ Aff(Cd), and a
C-proper convex open set Ω̂ such that
(1) AkΩ→ Ω̂ in the local Hausdorff topology,
(2) Akunk → u∞ ∈ Ω̂,
(3) (AkΩ)k∈N is a locally m-convex sequence,
(4) all geodesics in Ω̂ are well behaved,
then (Ω, dΩ) is Gromov hyperbolic.
Proof. Suppose (Ω, dΩ) is not Gromov hyperbolic. Then there exists points xn, yn, zn ∈
Ω, geodesic segments σxnyn , σynzn , σznxn joining them, and a point un in the image
of σxnyn such that
dΩ(un, σynzn ∪ σznxn) > n.
By passing to a subsequence there exists affine maps An ∈ Aff(Cd) and a C-proper
convex open set Ω̂ such that
(1) AnΩ→ Ω̂ in the local Hausdorff topology,
(2) Anun → u∞ ∈ Ω̂,
(3) (AnΩ)n∈N is a locally m-convex sequence,
(4) geodesics in Ω̂ are well behaved.
By passing to another subsequence we can suppose that Anxn → x∞, Anyn → y∞,
and Anzn → z∞ for some x∞, y∞, z∞ ∈ Cd.
Parametrize σxnyn such that σxnyn(0) = un then using the Arzela`-Ascoli theorem
we can pass to a subsequence such that Anσxnyn converges locally uniformly to a
geodesic σ : R→ Ω̂. Moreover, by Proposition 7.9
lim
t→−∞
σ(t) = x∞ and lim
t→+∞
σ(t) = y∞.
Since geodesics in Ω̂ are well behaved we must have that x∞ 6= y∞.
So z∞ does not equal at least one of x∞ or y∞. By relabeling we can suppose
that x∞ 6= z∞. Since x∞ 6= z∞ at least one is finite and hence by Proposition 7.8
we may pass to a subsequence and parametrize σxnzn so that it converges locally
uniformly to a geodesic σ̂ : R→ Ω̂. But then
dΩ̂(u∞, σ̂(0)) = limn→∞
dΩn(Anun, Anσxnzn(0))
= lim
n→∞
dΩ(un, σxnzn(0))
≥ lim
n→∞
dΩ(un, σxnzn) =∞
which is a contradiction. Thus (Ω, dΩ) is Gromov hyperbolic. 
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Part 3. Convex domains of finite type
In this part we apply Theorem 8.3 (Theorem 1.12 in the introduction) to convex
domains of finite type and show that they have Gromov hyperbolic Kobayashi
metric.
9. Finite type and m-convexity
Finite line type is related to m-convexity by the following (well known) Propo-
sition:
Proposition 9.1. Suppose Ω is a C-proper open convex set and ∂Ω is CL and has
finite line type L near some ξ ∈ ∂Ω. Then there exists a neighborhood U of ξ and
a C > 0 such that
δΩ(p; v) ≤ CδΩ(p)1/L
for all p ∈ U ∩ Ω and v ∈ Cd nonzero.
There are several ways to establish this Proposition, for instance it follows from
the proof of Lemma 1.3 in [Gau97]. In order to apply Theorem 8.3 we will need
to show that certain sequences of convex sets are locally m-convex sequences and
the rest of this section is devoted to giving an estimate on the constant C > 0 in
Proposition 9.1.
We begin with an observation:
Lemma 9.2. For any integer L > 0 there exists AL > 0 such that if P : C→ C is
a polynomial of the form
P (z) =
∑
1≤a+b≤L
αa,bz
azb
then
ALǫ
L sup
1≤a+b≤L
{
|αa,b|
}
≤ sup
|z|≤ǫ
|P (z)|
for any ǫ ∈ (0, 1).
Proof. Consider the vector space V consisting of polynomials of the form
P (z) =
∑
1≤a+b≤L
αa,bz
azb.
By the equivalence of finite dimensional norms we see that there exists AL > 0 such
that
AL sup
1≤a+b≤L
{
|αa,b|
}
≤ sup
|z|≤1
|P (z)|
for any P ∈ V. Then for P ∈ V
sup
|z|≤ǫ
|P (z)| = sup
|z|≤1
|P (ǫz)| ≥ AL sup
{
|αa,b| ǫa+b
}
≥ ALǫL sup
{
|αa,b|
}
.

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Now suppose Ω is a C-proper open convex set and ∂Ω is a CL hypersurface.
Assume that every point x ∈ ∂Ω ∩ BR+1(0) has finite line type at most L. Let
r : Cd → R be a defining function of Ω, that is Ω = {r(z) < 0}, r is CL, and
∇r 6= 0 in a neighborhood of ∂Ω.
Let L(Ω, R) be the set of affine lines ℓ : C → Cd with ℓ(0) ∈ ∂Ω ∩ BR+1(0),
ℓ′(0) ∈ Tℓ(0)∂Ω, and |ℓ′(0)| = 1. For any ℓ ∈ L(Ω, R) let
Pℓ(z) =
∑
1≤a+b≤L
αa,b(ℓ)z
azb
be the Lth order Taylor polynomial of (r ◦ ℓ)(z) at z = 0. Next define
α(Ω, R) := inf
ℓ∈L(Ω,R)
sup
{
|αa,b(ℓ)| : 1 ≤ a+ b ≤ L
}
for all ℓ ∈ L(Ω, R). By the finite type hypothesis α(Ω, R) is positive.
Next let ǫ(Ω, R) be the largest number such
|Pℓ(z)− (r ◦ ℓ)(z)| ≤ ALα(Ω, R)
4
|z|L
for every ℓ ∈ L(Ω, R) and |z| ≤ ǫ(Ω, R). Since ∂Ω is a CL hypersurface ǫ(Ω, R) is
positive.
Finally define
κ(Ω, R) := sup{‖∇r(z)‖ : z ∈ BR+4(0)}
and
D(Ω, R) := sup{δΩ(p; v) : p ∈ Ω ∩BR(0), v ∈ Cd nonzero}.
Since Ω is C-proper, D(Ω, R) is finite.
Although the parameters κ, α, and ǫ also depend on the defining function r we
suppress this dependency. With all this notation we have the following:
Proposition 9.3. Suppose κ0, α0, ǫ0, D0, R > 0. There exists C > 0 such that if
Ω = {r(z) < 0} is a C-proper open convex set, ∂Ω is CL and has finite line type
L in a neighborhood of BR(0), κ(Ω, R) ≤ κ0, α(Ω, R) ≥ α0, ǫ(Ω, R) ≥ ǫ0, and
D(Ω, R) ≤ D0 then
δΩ(p; v) ≤ CδΩ(p)1/L
for all p ∈ BR(0) ∩ Ω and v ∈ Cd nonzero.
Proof of Proposition 9.3. We can assume that ǫ0 ≤ 1. Let
C0 :=
4κ(Ω, R)
ALα(Ω, R)
≤ 4κ0
ALα0
.
We will show that
δΩ(p; v) ≤ 2C1/L0 δΩ(p)1/L
for v ∈ Cd nonzero and p ∈ Ω ∩BR(0) satisfying
δΩ(p) ≤ δ0 := min
{
1,
ǫL0
C0
,
(
C0
3L/2
)1/(L−1)}
.
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Since D(Ω, R) ≤ D0, this will imply that
δΩ(p; v) ≤ max
{
2D0/δ0, 2C
1/L
0
}
δΩ(p)
1/L
for all p ∈ BR(0) ∩ Ω and v ∈ Cd nonzero.
So suppose p ∈ Ω ∩ BR(0) satisfies δΩ(p) ≤ δ0 and v ∈ Cd is a unit vector. Let
x be a closest point to p in ∂Ω and
U = {u ∈ Cd : Re 〈u, x− p〉 = 0}
then Tx∂Ω = x+ U . Notice that x ∈ BR+1(0) ∩ ∂Ω since δΩ(p) ≤ δ0 ≤ 1.
First suppose that Re 〈x− p, v〉 = 0. Let ℓ : C → Cd be the affine line with
ℓ(0) = x and ℓ′(0) = v. If ℓ′(0) ∈ Tℓ(0)∂Ω then
sup
|z|≤(C0δΩ(p))1/L
|Pℓ(z)| ≥ 4κ(Ω, R)δΩ(p)
since ℓ ∈ L(Ω, R). Then since δΩ(p) ≤ δ0 we have
(C0δΩ(p))
1/L ≤ ǫ0 ≤ ǫ(Ω, R)
and so
sup
|z|≤(C0δΩ(p))1/L
|Pℓ(z)− (r ◦ ℓ)(z)| ≤ κ(Ω, R)δΩ(p).
Then, exploiting the fact that (r ◦ ℓ)(z) ≥ 0, we see that
sup
|z|≤(C0δΩ(p))1/L
(r ◦ ℓ)(z) ≥ 3κ(Ω, R)δΩ(p).
Thus, using the fact that ‖∇r‖ ≤ κ(Ω, R) and vz + p = ℓ(z)− x+ p, we have
sup
|z|≤(C0δΩ(p))1/L
r(vz + p) ≥ 3κ(Ω, R)δΩ(p)− κ(Ω, R) ‖p− x‖ = 2κ(Ω, R)δΩ(p) > 0.
Notice that we need the assumption that
δΩ(p) ≤ δ0 ≤ min{1, ǫL0 /C0} ≤ min{1, 1/C0}
in order to apply the gradient estimate. Since Ω = {r(z) < 0} we then have
δΩ(p; v) ≤ C1/L0 δΩ(p)1/L.
Now we prove the general case. Decompose
v = β
p− x
δΩ(p)
+
√
1− β2u
where β = 〈p− x, v〉 /δΩ(p) and u ∈ U is a unit vector. Since
(−δΩ(p)/β)v + p ∈ Tx∂Ω ⊂ Cd \Ω
we see that
δΩ(p; v) ≤ δΩ(p)/ |β| .(5)
Now if
|β| ≥ 3δΩ(p)
1−1/L
2C
1/L
0
then Equation 5 implies that
δΩ(p; v) ≤ 2
3
C
1/L
0 δΩ(p)
1/L.
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Otherwise, since δΩ(p) ≤ δ0 ≤ (C0/3L/2)1/(L−1) we see that |β| ≤
√
3/2. Then
since u ∈ Tx∂Ω, the special case above implies that
sup
|z|≤ 1√
1−β2
(C0δΩ(p))1/L
r
(
u(
√
1− β2z) + p
)
= sup
|z|≤(C0δΩ(p))1/L
r
(
uz + p
)
≥ 3κ(Ω, R)δΩ(p).
And so, using the fact that ‖∇r‖ ≤ κ(Ω, R), we have
sup
|z|≤ 1√
1−β2
(C0δΩ(p))1/L
r(vz + p) ≥ 3κ(Ω, R)δΩ(p)− κ(Ω, R) |β|√
1− β2 (C0δΩ(p))
1/L
≥ 3κ(Ω, R)δΩ(p)− 2κ(Ω, R) |β| (C0δΩ(p))1/L .
Notice that we need the assumption that
δΩ(p) ≤ δ0 ≤ min{1, ǫL0 /C0} ≤ min{1, 1/C0}
and
1√
1− β2 ≤ 2
in order to apply the gradient estimate. Thus
sup
|z|≤ 1√
1−β2
(C0δΩ(p))1/L
r(vz + p) ≥ 0
and so
δΩ(p; v) ≤ 1√
1− β2C
1/L
0 δΩ(p)
1/L ≤ 2C1/L0 δΩ(p)1/L. 
We end this section with an an example:
Example 9.4. Suppose that Ω = {r(z) < 0} is C-proper convex open set, ∂Ω is
CL and every x ∈ ∂Ω has finite line type at most L. Then by Proposition 9.1, Ω is
locally L-convex. If Ωn = {rn(z) < 0} is a sequence of C-proper convex open sets
such that rn converges to r locally uniformly in the C
0 topology then
lim
n→∞
D(Ωn, R) = D(Ω, R).
If rn converges to r locally uniformly in the C
1 topology then
lim
n→∞κ(Ωn, R) = κ(Ω, R).
If rn converges to r locally uniformly in the C
L topology then
lim
n→∞
α(Ωn, R) = α(Ω, R).
Finally, if rn converges to r locally uniformly in the C
L+1 topology then
lim
n→∞
ǫ(Ωn, R) = ǫ(Ω, R).
In particular, if rn converges to r locally uniformly in the C
L+1 topology then
Proposition 9.3 implies that (Ωn)n∈N is a locally L-convex sequence.
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10. Rescaling convex domains of finite type
In this section we recall an argument of Gaussier [Gau97] which implies the
following:
Theorem 10.1. Suppose Ω ⊂ Cd+1 is a convex open set such that ∂Ω is CL and
has finite line type L near some ξ ∈ ∂Ω. If qn ∈ Ω is a sequence converging to ξ
then there exists nk →∞ and affine maps Ak ∈ Aff(Cd) such that
(1) AkΩ converges in the local Hausdorff topology to a C-proper convex open
set Ω̂ of the form:
Ω̂ = {(z0, z1 . . . , zd) ∈ Cd : Re(z0) > P (z1, z2, . . . , zd)}
where P is a non-negative non-degenerate convex polynomial with P (0) = 0,
(2) Akqnk → q∞ ∈ Ω̂, and
(3) (AkΩ)k∈N is a locally L-convex sequence.
Remark 10.2.
(1) A polynomial is called non-degenerate if the set {P = 0} contains no com-
plex affine lines. In the context of the above theorem this is equivalent to
the set Ω̂ being C-proper.
(2) Following the notation in [Gau97], in this section we consider convex sets
in Cd+1.
(3) There is a small issue in Gaussier’s proof that needs to be corrected: Propo-
sition 1.3 part (iii) in [McN94] was used which was later pointed out to be
incorrect in [NPT13]. This problem is easily fixed by using the “minimal”
bases introduced by Hefer [Hef02] instead of the “maximal” bases used in
the original proof.
(4) Gaussier also considers the case in which ∂Ω is C∞ near ξ. Weakening the
regularity requires some additional estimates and is our main motivation
for presenting the complete argument.
Now suppose Ω satisfies the hypothesis of Theorem 10.1. Then there exists a
bounded neighborhood V of ξ in Cd+1 such that Ω ∩ V is defined by a convex
function of the form
r(z0, z1, . . . , zd) = Re(z0) + ϕ(Im(z0), z1, . . . , zd)
where ϕ is CL, ‖∇r‖ is bounded from above and below on V , and Ω∩ V has finite
line type L.
Given a point q ∈ Ω we will associate points x0(p), . . . , xd(p) ∈ ∂Ω. First let
x0(p) be a point in ∂Ω closest to p. Then assuming x0(q), . . . , xk(q) have already
been selected, let P be the maximal complex plane through q orthogonal to the
lines {qxi(q) : 0 ≤ i ≤ k}. Then let xk+1(q) be the point in P ∩ ∂Ω closest to q.
Observation 10.3. There exists a neighborhood U of ξ so that for all q ∈ U ∩ Ω
the points x0(q), . . . , xd(q) are in V .
Once x0(q), . . . , xd(q) have been selected let τi(q) = ‖q − xi(q)‖ for 0 ≤ i ≤ d.
Next let Tq ∈ Aff(Cd+1) be the translation Tq(z) = z − q, let Λq ∈ GLd+1(C) be
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the linear map τ0(q)
−1
. . .
τd+1(q)
−1
 ,
and let Uq be the unitary map so that
ΛqUqTq(xi(q)) = ei.
Next define the polydisk
P (q) := {z ∈ Cd+1 : |z0| < τ0(q), . . . , |zd| < τd(q)}
and a new function
rq := r ◦ (Uq ◦ Tq)−1.
Notice that rq is a defining function for the convex set (Uq ◦ Tq)(Ω ∩ V ). Also for
0 ≤ i ≤ d let
yi(q) = (Uq ◦ Tq)xi(q).
Then
Lemma 10.4. [Gau97, Lemma 1.1, Lemma 1.2] There exists C > 0 such that for
all q ∈ Ω ∩ U
CP (q) ⊂ {z ∈ Cd+1 : 2r(q) < rq(z) < 0}.
Proof. We can pick C > 0 sufficiently small so that CP (q) ⊂ (Uq ◦ Tq)(Ω ∩ V ).
Then rq(z) < 0 for all z ∈ CP (q).
Now if z ∈ CP (q) we see that −z ∈ CP (q). So suppose that z ∈ CP (q) and
rq(z) < 2r(q). Then the function f(t) = rq(−tz) is convex and by the mean value
theorem there exists t0 ∈ [−1, 0] so that
f ′(t0)(0 + 1) = r(q)− r(z) > −r(q).
But then
f(1) = f(0) +
∫ 1
0
f ′(t)dt > r(q) − r(q) = 0
by convexity. Which contradicts the fact that −z ∈ CP (q) ⊂ Ω ∩ V . 
Lemma 10.5. [Gau97, Lemma 1.3] There exists c > 0 such that for all q ∈ Ω ∩ U
(1) τ0(q) ≤ c(−r(q)),
(2) for every j ≥ 1, τj(q) ≤ c(−r(q))1/L.
Proof. Part (1) follows from the fact that ∇r is bounded from below on Ω∩ V . By
Proposition 9.3 there exists C > 0 so that
δΩ(q; v) ≤ CδΩ(q)1/L
for q ∈ U and v ∈ Cd+1 nonzero. Part (2) follows from this and the fact that ∇r is
bounded from below. 
Lemma 10.6. [Gau97, Lemma 1.4] For all q ∈ Ω ∩ U
(1) For every 0 ≤ i ≤ d, ∂rq∂zi (yi(q)) is real,
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(2) there exists c′ > 0 such that for all 0 ≤ j ≤ d∣∣∣∣∂rq∂zj (yj(q))
∣∣∣∣ ≥ c′ τ0(q)τj(q) ,
(3) if 0 ≤ i < j ≤ d then
∂rq
∂zj
(yi(q)) = 0.
Proof. Part (1) and part (3) follow from the fact that xi(q) is the closest point
to q in the complex plane spanned by xi(p), xi+1(p), . . . , xd(p). By construction
rq(0) = r(q) and rq(yi(q)) = 0. Thus, by the mean value theorem, there exists
some t0 ∈ [0, 1] so that
d
dt
∣∣∣∣
t=t0
rq(tyi(q)) = −r(q)
Then by convexity
d
dt
∣∣∣∣
t=1
rq(tyi(q)) ≥ −r(q)
which implies
∂rq
∂zi
(yi(q)) ≥ − r(q)
τi(q)
.
Then part (2) follows from Lemma 10.5. 
Now suppose that qn → ξ. By passing to a tail of the sequence we can suppose
that qn ∈ U for all n ∈ N. Let ǫn := −r(qn), Un := Uqn , Tn := Tqn , Λn := Λqn , and
rn := rqn . Then
rn(z) = −ǫn +Re
 d∑
j=0
anj zj
+ ∑
2≤|α|+|β|≤L
Cnα,βz
αzβ + En(z)
where En is the error term in Taylor’s formula. Since qn ∈ Ω ∩ V , a bounded set,
for any multi-indices α, β with |α|+ |β| = k ≤ L
lim
z→0
(
1
‖z‖L−k
∂kEn
∂zα∂zβ
(z)
)
= 0.(6)
Since each Un is unitary we may pass to a subsequence so that Un → U . Moreover,
Tn → T where T (z) = z− ξ. Then rn converges in the CL topology to r ◦ (U ◦T )−1
and in particular
lim
n→∞
anj and limn→∞
Cnα,β
exist for 0 ≤ j ≤ d and 2 ≤ |α|+ |β| ≤ L.
Now
r˜n :=
1
ǫn
rn ◦ Λ−1n =
1
ǫn
rn ◦ (Λn ◦ Un ◦ Tn)−1
is a defining function for the domain (Λn ◦ Un ◦ Tn)(Ω ∩ V ) and
r˜n(z) = 1 +
1
ǫn
Re
 d∑
j=0
anj τj(qn)zj
 + 1
ǫn
∑
2≤|α|+|β|≤L
Cnα,βτ(qn)
α+βzαzβ +
1
ǫn
En(Λ
−1
n z)
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where τ(qn)
α+β =
∏
τi(qn)
αi+βi .
Proposition 10.7. [Gau97, Proposition 2.1, Lemma 3.1] The functions r˜n are C
L
and convex. Moreover there exists a subsequence of (r˜n)n∈N that converges locally
uniformly in the CL topology to a smooth convex function r˜ of the form
r˜(z) = −1 + Re
 d∑
j=0
bjzj
+ P (z1, . . . , zd)
where b0 6= 0 and P is a non-degenerate convex polynomial with P (0) = 0.
Proof. Each r˜n is clearly C
L and convex.
For multi-indices α, β with |α|+ |β| = k ≤ L we have∣∣∣∣ 1ǫn ∂
k
∂zα∂zβ
(
En(Λ
−1
n z)
)∣∣∣∣ = ∣∣∣∣τ(qn)α+βǫn ∂
kEn
∂zα∂zβ
(Λ−1n z)
∣∣∣∣ ≤ ck
ǫ
1−k/L
n
∣∣∣∣ ∂kEn∂zα∂zβ (Λ−1n z)
∣∣∣∣
by Lemma 10.5. Using Lemma 10.5 again we have that∥∥Λ−1n z∥∥L−k ≤ (cǫ1/Ln ‖z‖)L−k = cL−kǫ1−k/Ln ‖z‖L−k
and hence∣∣∣∣ 1ǫn ∂
k
∂zα∂zβ
(
En(Λ
−1
n z)
)∣∣∣∣ ≤ cL ‖z‖L−k
∣∣∣∣∣ 1∥∥Λ−1n z∥∥L−k ∂
kEn
∂zα∂zβ
(Λ−1n z)
∣∣∣∣∣ .
Then for any R > 0
lim
n→∞
sup
|z|≤R
∣∣∣∣ 1ǫn ∂
k
∂zα∂zβ
(
En(Λnz)
)∣∣∣∣ = 0
by Equation 6. This implies that r˜n converges locally uniformly in the C
L topology
if and only if the polynomial
1 +
1
ǫn
Re
 d∑
j=0
anj τj(qn)zj
 + 1
ǫn
∑
2≤|α|+|β|≤L
Cnα,βτ(qn)
α+βzαzβ
converges locally uniformly in the CL topology (which is equivalent to the coeffi-
cients converging).
Now since every norm on a finite dimensional vector space is equivalent we see
that there exists d1 > 0 such that
sup
j,α,β
{∣∣anj ∣∣ τj(qn), ∣∣Cnα,β∣∣ τ(qn)α+β}
≤ d1 sup
|w|≤C
∣∣∣∣∣∣Re
 d∑
j=0
anj τj(qn)wj
+ ∑
2≤|α|+|β|≤L
Cnα,βτ(qn)
α+βwαwβ
∣∣∣∣∣∣
≤ d1 sup
z∈CP (qn)
∣∣∣∣∣∣Re
 d∑
j=0
anj zj
+ ∑
2≤|α|+|β|≤L
Cnα,βz
αzβ
∣∣∣∣∣∣
Now by Lemma 10.4
sup
z∈CP (qn)
|rn(z)| ≤ 2ǫn.
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Using Equation 6 and Lemma 10.5 we can pick an N > 0 such that
|En(z)| ≤ 2 ‖z‖L
for all n > N and z ∈ CP (qn). Which implies by Lemma 10.5 that
sup
z∈CP (qn)
|En(z)| ≤ d2ǫn
for some d2 > 0. Then
sup
z∈CP (qn)
∣∣∣∣∣∣Re
 d∑
j=0
anj zj
+ ∑
2≤|α|+|β|≤L
Cnα,βz
αzβ
∣∣∣∣∣∣
= sup
z∈CP (qn)
|rn(z)− En(z)|
≤ sup
z∈CP (qn)
|rn(z)|+ sup
z∈CP (qn)
|En(z)| ≤ (2 + d2)ǫn.
So
sup
j,α,β
{∣∣anj ∣∣ τj(qn), ∣∣Cnα,β∣∣ τ(qn)α+β} ≤ d1(2 + d2)ǫn.
Thus we can pass to a subsequence such that (r˜n) converges locally uniformly in
the CL topology to a function of the form
r˜(z) = −1 + Re
 d∑
j=0
bjzj
+ P (z0, z1, . . . , zd).
Since r˜ is the limit of convex functions, it is convex.
We next claim that P does not depend on z0. By Lemma 10.5
τ(qn)
α+β ≤ c|α|+|β|ǫα0+β0n ǫ
1
L (|α|+|β|−α0−β0)
n .
So if |α|+ |β| ≥ 2 and (α0, β0) 6= (0, 0) then
lim
n→∞
1
ǫn
Cnα,βτ(qn)
α+β = 0.
Thus P does not depend on z0.
It remains to show that b0 6= 0 and P is non-degenerate. This is equivalent to
showing the convex set
Ω∞ := {z ∈ Cd+1 : r˜(z) < 0}
is C-proper. Let e0, . . . , ed+1 be the standard basis in C
d+1. Since r˜n(e0) = 0 for
all n we see that r˜(e0) = 0. Thus b0 6= 0.
Now ∂Ω∞ is a C∞ hypersurface since b0 6= 0. The tangent plane at a point
x ∈ ∂Ω∞ is given by
Tx∂Ω∞ =
{
z ∈ Cd+1 : Re
(
d∑
i=0
∂r˜
∂zi
(x)zi
)
= 0
}
.
Since Ω∞ is convex, Tx∂Ω∞ ∩ Ω∞ = ∅ for all x ∈ ∂Ω.
Notice that (ΛnUnTn)(xj(qn)) = ej and so ej ∈ ∂Ω for 0 ≤ j ≤ d. Then by
Lemma 10.6
∂r˜
∂zk
(ej) = lim
n→∞
∂r˜n
∂zk
(ej) = 0
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for k > j and
∂r˜
∂zk
(ek) = lim
n→∞
∂r˜n
∂zk
(ek)
is nonzero. In particular, if
vk :=
(
∂r˜
∂z0
(ek), . . . ,
∂r˜
∂zd
(ek)
)t
then v0, . . . , vd is a basis of C
d+1 and
Tek∂Ω∞ = {z ∈ Cd+1 : Re(ztvk) = 0}.
Since Ω∞ is convex, there exists δk ∈ {−1, 1} such that
Ω∞ ⊂ {z ∈ Cd+1 : δk Re(ztvk) > 0}.
Since v0, . . . , vd is a basis of C
d+1 this implies that Ω∞ is C-proper. 
We can now complete the proof of Theorem 10.1. Let An := (ΛnUnTn) and
Ωn := AnΩ. By passing to a subsequence we can assume that r˜n converges to r˜
locally uniformly in the CL topology.
We first claim that Ωn converges to Ω∞ := {r˜(z) < 0} in the local Hausdorff
topology. This follows from the fact that for any R > 0 there exists N such that
BR(0) ∩ SnΩ = BR(0) ∩ An(Ω ∩ V )
for all n > N .
We next claim that (Ωn)n∈N is a locally L-convex sequence. Using the notation
in Section 9, since r˜n converges to r˜ locally uniformly in the C
L topology we see
that
lim
n→∞
κ(Ωn, R) = κ(Ω∞, R) <∞,
lim
n→∞
D(Ωn, R) = D(Ω∞, R) <∞,
and
lim
n→∞
α(Ωn, R) = α(Ω∞, R) > 0.
So by passing to a subsequence we can suppose that κ(Ωn, R) ≤ κ0, D(Ωn, R) ≤ D0,
and α(Ωn, R) ≥ α0 for some κ0, D0, α0 > 0. It remains to show that ǫ(Ωn, R) is
uniformly bounded from below for large n.
Let L be set of affine lines ℓ : C→ Cd such that ℓ(0) ∈ V ∩ ∂Ω, ℓ′(0) ∈ Tℓ(0)∂Ω,
and ‖ℓ′(0)‖ = 1. For ℓ ∈ L let Pℓ be the Lth order Taylor polynomial of (r ◦ ℓ)(z).
Let c > 0 be as in Lemma 10.5. Since ∂Ω is CL, there exists ǫ0 > 0 such that
|Pℓ(z)− (r ◦ ℓ)(z)| ≤ ALα0
4cL
|z|L
for all ℓ ∈ L and |z| ≤ ǫ0. Fix R > 0 and let L(Ωn, R) be the the set of affine lines
ℓ : C→ Cd such that ℓ(0) ∈ BR+1(0)∩ ∂Ωn, ℓ′(0) ∈ Tℓ(0)∂Ωn, and ‖ℓ′(0)‖ = 1. For
ℓ ∈ L(Ωn, R) let Pn,ℓ be the Lth order Taylor polynomial of (r˜n ◦ ℓ)(z).
Now given ℓ ∈ L(Ωn, R) let ℓ̂ be the affine line
ℓ̂(z) = A−1n ℓ
(
1
‖d(An)−1ℓ′(0)‖z
)
.
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Then
|Pn,ℓ(z)− (r˜n ◦ ℓ)(z)| = 1
ǫn
∣∣∣Pℓ̂ (∥∥d(An)−1ℓ′(0)∥∥ z)− (r ◦ ℓ̂) (∥∥d(An)−1ℓ′(0)∥∥ z)∣∣∣ .
Notice that
∥∥d(An)−1∥∥ ≤ cǫ1/Ln by Lemma 10.5. For n large, ℓ̂ ∈ L and cǫ1/Ln ≤ ǫ0
so for |z| < 1 we have
|Pn,ℓ(z)− (r˜n ◦ ℓ)(z)| ≤ ALα0
4cLǫn
∣∣∥∥d(An)−1ℓ′(0)∥∥ z∣∣L ≤ ALα(Ωn, R)
4
|z|L
Thus for n large ǫn(Ω, R) ≥ 1. This implies, by Proposition 9.3, that (Ωn)n∈N is a
locally L-convex sequence.
Finally since b0 6= 0 we can make a linear change of coordinates such that
Ω∞ = {(z0, . . . , zd) ∈ Cd+1 : Re(z0) > P (z1, . . . , zd)}
and P is a non-negative non-degenerate convex polynomial with P (0) = 0.
11. Geodesics and the Gromov product in convex domains
The primary goal of the next two sections is to show that the polynomial do-
mains produced by Gaussier’s theorem have well behaved geodesics. In this section
we investigate the asymptotic properties of geodesics and the Gromov product on
general convex sets. In the next section we will specialize to polynomial domains.
In some of the arguments that follow we will need to know that certain lines are
not just quasi-geodesics (as guaranteed by Lemma 3.2), but have Lipschitz factor
one. Suppose Ω is an open set with C1 boundary. If x ∈ ∂Ω let nx be the inward
pointing normal vector at x.
Proposition 11.1. Suppose Ω is a C-proper convex set with C2 boundary in a
neighborhood O of some y ∈ ∂Ω. If x ∈ O∩∂Ω then there exists ǫ = ǫ(x) > 0 such
that the curve σ : R≥0 → Ω given by
σ(t) = x+ e−2tǫnx
is an (1, log
√
2)-quasi-geodesic in (Ω, dΩ). Moreover, we can choose ǫ to depend
continuously on x ∈ O∩∂Ω.
Remark 11.2. If A ∈ Aff(Cd) then A induces an isometry between (Ω, dΩ) and
(AΩ, dAΩ). In particular, Proposition 11.1 actually implies that many additional
real lines can be parametrized as (1,K)-quasi-geodesics.
Proof. By translating and rotating, we may assume that x = 0,
T0∂Ω = {(z1, . . . , zd) ∈ Cd : Im(z1) = 0},
and Ω ⊂ {(z1, . . . , zd) ∈ Cd : Im(z1) > 0}. With this normalization nx =
(i, 0, . . . , 0).
From Lemma 2.6 we obtain:
dΩ(σ(t1), σ(t2)) ≥ |t2 − t1| .
Using the formulas in Section 2
d∆(0, 1− e−2t) = 1
2
log
2− e−2t
e−2t
= t+
1
2
log(2− e−2t)
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for t ≥ 0. So
t ≤ d∆(0, 1− e−2t) ≤ t+ log
√
2
for t ≥ 0. Since (−1, 1) can be parametrized as a geodesic in ∆, for t2 ≥ t1 ≥ 0 we
have
d∆(1− e−2t2 , 1− e−2t1) = d∆(1 − e−2t2 , 0)− d∆(1− e−2t1 , 0)
≤ t2 − t1 + log
√
2
= |t2 − t1|+ log
√
2.
For any ǫ > 0 the affine map z ∈ C → ǫi(1− z) ∈ C induces an isometry between
(∆, d∆) and (Bǫ(ǫi), dBǫ(ǫi)) and so
dBǫ(ǫi)(iǫe
−2t2 , iǫe−2t1) = d∆(1− e−2t2 , 1− e−2t1) ≤ |t2 − t1|+ log
√
2.
Finally since ∂Ω is C2 near y there exists ǫ > 0 such that Bǫ(ǫi) ⊂ Ω. Then
dΩ(σ(t1), σ(t2)) ≤ dBǫ(ǫi)(iǫe−2t1 , iǫe−2t2) ≤ |t1 − t2|+ log
√
2.
Notice that the maximal such ǫ > 0 depends continuously on x. 
Recall that the Gromov product is defined to be
(p|q)o = 1
2
(dΩ(p, o) + dΩ(o, q) − dΩ(p, q)) .
Proposition 11.3. Suppose Ω is a C-proper convex open set. Assume pn, qn ∈ Ω
are sequences with limn→∞ pn = ξ+ ∈ ∂Ω, limn→∞ qn = ξ− ∈ ∂Ω ∪ {∞}, and
lim inf
n,m→∞
(pn|qm)o <∞.
If ∂Ω is C2 near ξ+ then ξ+ 6= ξ−.
Proof. By passing to subsequences we may assume that limn→∞(pn|qn)o is finite.
Assume for a contradiction that ξ+ = ξ− ∈ ∂Ω.
Let ξ+n ∈ ∂Ω be a point in the boundary closest to pn and ξ−n ∈ ∂Ω be a point
in the boundary closest to qn. Then limn→∞ ξ±n = ξ
+. By Proposition 11.1 there
exists ǫ > 0 such that for any y near ξ+ the curve σy : R≥0 → Ω given by
σy(t) = y + e
−2tǫny
is an (1, log
√
2)-quasi-geodesic in (Ω, dΩ). Moreover, for n large ‖pn − ξ+n ‖ < ǫ and
‖qn − ξ−n ‖ < ǫ. So for large n, pn ∈ σξ+n and qn ∈ σξ−n . There also exists R > 0
such that
dΩ(σy(0), o) ≤ R
for all y ∈ ∂Ω near ξ+.
Now fix T > 0 then
dΩ(o, pn) ≥ dΩ(σξ+n (0), pn)− dΩ(o, σξ+n (0))
≥ dΩ(σξ+n (0), pn)−R
≥ dΩ(σξ+n (0), σξ+n (T )) + dΩ(σξ+n (T ), pn)−R− log
√
2
≥ dΩ(σξ+n (T ), pn) + T −R− 2 log
√
2.
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The same argument shows that
dΩ(o, qn) ≥ dΩ(σξ−n (T ), qn) + T −R− 2 log
√
2.
So
2(pn|qn)o = dΩ(o, pn) + dΩ(o, qn)− dΩ(pn, qn)
≥ 2T − 2R− 2 log(2)
+ dΩ(σξ+n (T ), pn) + dΩ(σξ−n (T ), qn)− dΩ(pn, qn)
≥ 2T − 2R− 2 log(2)− dΩ(σξ−n (T ), σξ+n (T )).
Since σy(T ) depends continuously on y and ξ
±
n → ξ+ we have that
dΩ(σξ−n (T ), σξ+n (T ))→ 0.
Which implies that
lim
n→∞
(pn|qn)o ≥ T −R− log(2).
Since T > 0 was arbitrary we have an contradiction. 
Corollary 11.4. Suppose Ω is a C-proper convex open set with C2 boundary and
σ : R→ Ω is a geodesic. If tn, sn →∞ are two sequences such that limn→∞ σ(tn) =
ξ+ ∈ ∂Ω and limn→∞ σ(−sn) = ξ− ∈ ∂Ω ∪ {∞} then ξ+ 6= ξ−.
Proof. Note that (σ(tn)|σ(−sn))σ(0) = 0 when sn and tn are positive. 
Proposition 11.5. Suppose Ω is a locally m-convex open set and pn, qn ⊂ Ω are
sequences of points such that limn→∞ pn = ξ1 ∈ ∂Ω ∪ {∞} and limn→∞ qn = ξ2 ∈
∂Ω ∪ {∞}. If
lim
n→∞
(pn|qn)o =∞
for some o ∈ Ω, then ξ1 = ξ2.
Proof. Suppose for a contradiction that ξ1 6= ξ2. Then at least one of ξ1 and
ξ2 is finite. Now let σn : [0, Tn] → Ω be a geodesic such that σn(0) = pn and
σn(Tn) = qn.
Using Proposition 7.8 there exists αn ∈ [0, Tn] such that σn(t + αn) converges
locally uniformly to a geodesic σ : R→ Ω. Now since σn is a geodesic
(pn|qn)o = 1
2
(dΩ(pn, o) + dΩ(o, qn)− dΩ(pn, qn))
=
1
2
(dΩ(pn, o) + dΩ(o, qn)− dΩ(pn, σn(αn))− dΩ(σn(αn), qn))
≤ dΩ(o, σn(αn)).
But then
∞ = lim
n→∞(pn|qn)o ≤ limn→∞ dΩ(o, σn(αn)) = dΩ(o, σ(0))
which is a contradiction. 
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12. Multi-type at infinity
In this section we will show that the polynomial domains appearing in The-
orem 10.1 have well behaved geodesics. From Corollary 7.10 we know that the
forward and backward limits of a geodesic exist. And from Corollary 11.4 we know
that the backward and forward limits of a geodesic are distinct if at least one is
not ∞. So it remains to show that a geodesic cannot have ∞ as a backwards and
forwards limit.
To understand the geometry at infinity we will associated to infinity a multi-type
in the spirit of [Cat84, Yu92].
Proposition 12.1. Suppose P : Cd → R is a non-negative non-degenerate convex
polynomial with P (0) = 0. Then there exists a linear change of coordinates and
integers 0 < m1 ≤ · · · ≤ md such that as t→ 0
tP (t−1/m1z1, . . . , t−1/mdzd)
converges in the C∞ topology to a non-negative convex non-degenerate polynomial
P1. Moreover,
tP1(t
−1/m1z1, . . . , t−1/mdzd) = P1(z1, . . . , zd)
for all t ∈ R.
Delaying the proof of Proposition 12.1 we show that geodesics are well behaved
in polynomial domains.
Proposition 12.2. Suppose Ω is a domain of the form
Ω = {(z0, . . . , zd) ∈ Cd+1 : Re(z0) > P (z1, . . . , zd)}
where P is a non-negative non-degenerate convex polynomial with P (0) = 0. If
σ : R → Ω is a geodesic then limt→−∞ σ(t) and limt→∞ σ(t) both exist in Cd and
are distinct.
Proof. Since Ω has C2 boundary and is locally m-convex using Corollary 7.10 and
Corollary 11.4 we know that both limits exist and they are distinct if at least one
is finite. So suppose for a contradiction that
lim
t→−∞
σ(t) = lim
t→+∞
σ(t) =∞.
Now by Proposition 12.1 we can make an linear change of coordinates such that
tP (t−1/m1z1, . . . , t−1/mdzd) converges to P1(z1, . . . , zd) locally uniformly in the C∞
topology as t→ 0. If we let
Λn =

n−1
n−1/m1
. . .
n−1/md

then ΛnΩ converges in the local Hausdorff topology to the domain
Ω̂ = {(z0, . . . , zd) ∈ Cd+1 : Re(z0) > P1(z1, . . . , zd)}
as n → ∞. Since n−1P (n1/m1z1, . . . , n1/mdzd) converges to P1(z1, . . . , zd) locally
uniformly in the C∞ topology we see that the family ΛnΩ is a locally L-convex
sequence (see Example 9.4).
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Next consider the geodesic σn = Λn ◦ σ : R→ ΛnΩ. Since
lim
t→−∞
σn(t) = lim
t→+∞
σn(t) =∞
and ‖σn(0)‖ < ‖σ(0)‖ we can find αn ∈ (−∞, 0] and βn ∈ [0,∞) such that the
geodesics t→ σn(t+αt) and t→ σn(t+βt) restricted to some subinterval satisfy the
hypothesis of Proposition 7.8. So there exists nk →∞ such that σnk(t+ αnk) and
σnk(t + βnk) converge locally uniformly to geodesics σ̂1 : R → Ω̂ and σ̂2 : R → Ω̂.
Since σn(0)→ 0 and 0 ∈ ∂Ω̂ we see that αnk → −∞ and βnk →∞. Then
dΩ̂(σ̂1(0), σ̂2(0)) = limk→∞
dΛnkΩ(Λnkσ(αnk),Λnkσ(βnk))
= lim
k→∞
dΩ(σ(αnk ), σ(βnk)) = limn→∞ |αnk − βnk | =∞.
Which is a contradiction. 
Proof of Proposition 12.1. Given a vector ~v ∈ Cd let deg(~v) denote the degree of the
polynomial z ∈ C → P (z~v). Since P is non-degenerate and P (0) = 0, deg(~v) > 0
for all nonzero vectors ~v ∈ Cd. Moreover, deg(~v) ≤ M if and only if there exists
C ≥ 0 so that |P (z~v)| ≤ C + C |z|M for all z ∈ C.
If ~v, ~w ∈ Cd then
|P (z~v + z ~w)| = P (z~v + z ~w) = P
(
1
2
(2z ~w) +
1
2
(2z~v)
)
≤ 1
2
P (2z ~w) +
1
2
P (2z~v)
≤ C0 + C1 |z|deg(~w) + C2 |z|deg(~v)
by the convexity of P . Hence deg(~v+ ~w) ≤ max{deg(~v), deg(~w)}. This implies that
there exists subspaces
{0} = V0 ⊂ V1 ⊂ · · · ⊂ Vk = Cd
and integers 0 = D0 < D1 < · · · < Dk such that for all ~v ∈ Vℓ \ Vℓ−1 we have
deg(~v) = Dℓ.
Now fix linear coordinates such that for all 1 ≤ ℓ ≤ k
Vℓ = {(z1, . . . , zdℓ , 0, . . . , 0) : z1, . . . , zdℓ ∈ C}
where
dℓ = dim(Vℓ).
Let e1, . . . , ed be the standard basis in these coordinates and for 1 ≤ i ≤ d let
mi = deg(ei). Now in these linear coordinates P can be written as
P (z) =
∑
α,β
aα,βz
αzβ
using the usual multi-indices notation. For α = (α1, . . . , αd) and β = (β1, . . . , βd)
let
ω(α, β) =
d∑
i=1
αi + βi
mi
.
We first claim that ω(α, β) ≤ 1 whenever aα,β 6= 0. Suppose not, then let
δ = max{ω(α, β) : aα,β 6= 0}
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and
Pδ(z) =
∑
ω(α,β)=δ
aα,βz
αzβ.
Since δ was picked maximally we see that
lim
t→0
tδP (t−1/m1z1, . . . , t−1/mdzd) = Pδ(z).
Since Pδ is the limit of convex non-negative polynomials, it is a convex and non-
negative polynomial. Since z → P (zei) is a polynomial of degree mi we see that P
has no terms of the form zαii zi
βi with
αi + βi
mi
> 1.
Thus for any i, the polynomial z ∈ C→ Pδ(zei) is identically zero. So by convexity
Pδ ≡ 0. Which is a contradiction, thus ω(α, β) ≤ 1 whenever aα,β 6= 0.
Now let
P1(z) =
∑
ω(α,β)=1
aα,βz
αzβ .
Since ω(α, β) ≤ 1 whenever aα,β 6= 0 we see that
lim
t→0
tP (t−1/m1z1, . . . , t−1/mdzd) = P1(z1, . . . , zd).
Moreover
tP1(t
−1/m1z1, . . . , t−1/mdzd) = P1(z1, . . . , zd)
for all t ∈ R. Since P1 is the limit of non-negative convex functions, it is non-
negative and convex as well. Thus it only remains to verify that P1 is non-
degenerate. Since P1 is convex it is enough to verify that for any nonzero ~v ∈ Cd
the polynomial z ∈ C → P1(z~v) is not identically zero. So fix ~v ∈ Cd nonzero.
Then there exists ℓ such that ~v ∈ Vℓ \ Vℓ−1. We claim that
terms of degree Dℓ in P (z~v) = terms of degree Dℓ in P1(z~v).
Now
terms of degree Dℓ in P (z~v) =
∑{
aα,β(zv)
α(zv)
β
:
d∑
i=1
αi + βi = Dℓ
}
and
terms of degree Dℓ in P1(z~v) =
∑{
aα,β(zv)
α(zv)
β
: ω(α, β) = 1 and
d∑
i=1
αi + βi = Dℓ
}
.
So suppose that aα,βz
αzβ is a term in P such that
d∑
i=1
αi + βi = Dℓ.
We will show that either (zv)α(zv)
β ≡ 0 or ω(α, β) = 1 which will imply the claim.
Since vi = 0 for i > dℓ either (zv)
α(zv)
β ≡ 0 or αi = βi = 0 for i > dℓ. In the
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latter case
1 ≥ ω(α, β) =
d∑
i=1
αi + βi
mi
=
dℓ∑
i=1
αi + βi
mi
≥ 1
mdℓ
dℓ∑
i=1
αi + βi = 1
since mdℓ = Dℓ. So ω(α, β) = 1. 
13. The proof of Theorem 1.1 and Proposition 1.2
Proof of Theorem 1.1. Suppose that Ω is a bounded convex open set with C∞
boundary.
If Ω has finite type then Theorem 8.3, Theorem 10.1, and Proposition 12.2 imply
that (Ω, dΩ) is Gromov hyperbolic.
Conversely if (Ω, dΩ) is Gromov hyperbolic, then Proposition 6.1 implies that Ω
has finite type. 
Proof of Proposition 1.2. Given a geodesic σ : [0,∞)→ Ω the limit
lim
t→∞
σ(t)
exists by Corollary 7.10 and is in ∂Ω. We claim that this limit only depends on the
choice of asymptotic class of geodesic. To see this suppose that σ1 and σ2 are two
geodesic rays with
sup
t≥0
dΩ(σ1(t), σ2(t)) <∞.
Then
lim
t→∞
(σ1(t)|σ2(t))o =∞
which implies by Proposition 11.5 that
lim
t→∞
σ1(t) = lim
t→∞
σ2(t).
Thus the map Φ : Ω ∪ Ω(∞)→ Ω ∪ ∂Ω given by
Φ(ξ) =
{
ξ if ξ ∈ Ω
limt→∞ σ(t) if ξ = [σ] ∈ Ω(∞)
is well defined.
We claim that Φ is continuous, injective, and surjective. Since Ω ∪ Ω(∞) is
compact this will imply that Φ is a homeomorphism.
Surjective: It is enough to show that for all x ∈ ∂Ω there exists a geodesic ray
σ : [0,∞)→ Ω such that
lim
t→∞
σ(t) = x.
Fix a point o ∈ Ω and a sequence xn ∈ Ω such that xn → x. Then let σn :
[0, Tn]→ Ω be a geodesic such that σn(0) = o and σn(Tn) = xn. We can pass to a
subsequence so that σn converges locally uniformly to a geodesic ray σ : [0,∞)→ Ω.
But then by Proposition 7.9
lim
t→∞ σ(t) = x.
Hence Φ is onto.
Continuous: Suppose ξn → ξ in Ω∪Ω(∞). If ξ ∈ Ω then clearly Φ(ξn)→ Φ(ξ).
So we can assume that ξn ∈ Ω(∞). Since Ω ∪ ∂Ω is compact, it is enough to show
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that every convergent subsequence of Φ(ξn) converges to Φ(ξ). So we may also
assume that Φ(ξn)→ x for some x ∈ ∂Ω.
Now fix o ∈ Ω and let σn : [0, Tn)→ Ω be a geodesic with σn(0) = o and
lim
t→Tn
σn(t) = Φ(ξn).
Notice that Tn could be ∞, so pick T ′n ∈ (0, Tn) such that
lim
n→∞
σn(T
′
n) = lim
n→∞
Φ(xn) = x.
Now by the definition of topology on Ω ∪ Ω(∞), if σ is the limit of a convergent
subsequence σnk of σn then ξ = [σ]. Moreover, by Proposition 7.9
lim
t→∞
σ(t) = lim
k→∞
σnk(T
′
nk
) = x.
Thus Φ(ξ) = x. So Φ is continuous.
Injective: Suppose for a contradiction that Φ(ξ1) = Φ(ξ2) for some ξ1 6= ξ2 in
Ω ∪ Ω(∞). Since Φ|Ω = id we must have that ξ1, ξ2 ∈ Ω(∞). Now let σ1, σ2 be
geodesic representatives of ξ1, ξ2. Then
lim
t→∞σ1(t) = Φ(ξ1) = Φ(ξ2) = limt→∞σ2(t).
This implies, by Proposition 11.3, that
lim
t→∞
(σ1(t)|σ2(t))o =∞.
But by [BH99, Chapter III.H Lemma 3.13] this happens only if ξ1 = [σ1] = [σ2] = ξ2
which is a contradiction.

Part 4. Locally convexifiable sets
14. Locally convexifiable sets
If Ω is a bounded open set and ξ ∈ ∂Ω we call a pair (Vξ ,Φξ) a local convex chart
of Ω at ξ if Vξ is a neighborhood of ξ in C
d and Φξ : Vξ → Cd is a bi-holomorphism
onto its image such that Ωξ := Φξ(Vξ ∩Ω) is convex. If for each ξ ∈ ∂Ω there exists
a local convex chart at ξ then we call Ω locally convexifiable. Given a locally convex
set Ω, a locally convex atlas is a choice (Vξ,Φξ) for each ξ ∈ ∂Ω.
Suppose Ω is locally convexifiable and has finite type in the sense of D’Angelo,
then there exists L > 0 such that for any local convex chart (Vξ,Φξ) of Ω the
hypersurface Φξ(∂Ω ∩ Vξ) has line type at most L near Φξ(ξ) (see [BS92]). This
motivates the next definition:
Definition 14.1. Suppose Ω is a bounded open set and ∂Ω is a CL hypersurface. If
Ω is locally convexifiable and there exists a locally convex atlas {(Vξ,Φξ) : ξ ∈ ∂Ω}
such that for every ξ the hypersurface Φξ(∂Ω ∩ Vξ) has line type at most L near
Φξ(ξ) then we say that Ω has finite local line type at most L. If, in addition, there
exists a ξ where Φξ(∂Ω ∩ Vξ) has line type L near Φξ(ξ) then we say Ω has finite
local line type L.
Example 14.2. It is well known that a strongly pseudo-convex domain with C2
boundary is locally convexifiable and has finite local line type 2.
The rest of the paper is devoted to proving:
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Theorem 14.3. Suppose Ω is locally convexifiable and has finite local line type L.
Then (Ω, dΩ) is Gromov hyperbolic. Moreover the identity map Ω → Ω extends to
a homeomorphism Ω ∪ ∂Ω→ Ω ∪ Ω(∞).
By the remarks above we have the following corollaries:
Corollary 14.4. Suppose Ω is locally convexifiable and has finite type in the sense
of D’Angelo. Then (Ω, dΩ) is Gromov hyperbolic. Moreover the identity map Ω→ Ω
extends to a homeomorphism Ω ∪ ∂Ω→ Ω ∪ Ω(∞).
Corollary 14.5. [BB00, Theorem 1.4] Suppose Ω is a bounded strongly pseudo
convex domain with C2 boundary. Then (Ω, dΩ) is Gromov hyperbolic. Moreover,
the identity map Ω→ Ω extends to a homeomorphism Ω ∪ ∂Ω→ Ω ∪ Ω(∞).
14.1. Finding a good locally convex atlas. We begin by finding a locally convex
atlas with nice properties.
Definition 14.6. Suppose Ω is locally convexifiable and has finite local line type
L. Then we say a locally convex atlas {(Vξ,Φξ) : ξ ∈ ∂Ω} is good if there exists
numbers C, τ > 0 such that for every ξ ∈ ∂Ω we have
(1) Bτ (ξ) ⊂ Vξ,
(2) for every p ∈ Ωξ := Φξ(Ω ∩ Vξ) and v ∈ Cd nonzero
δΩξ(p; v) ≤ CδΩξ (p)1/L
(3) for every p, q ∈ Vξ
1
C
‖p− q‖ ≤ ‖Φξ(p)− Φξ(q)‖ ≤ C ‖p− q‖ .
Proposition 14.7. Suppose Ω is locally convexifiable and has finite local line type
L. Then there exist a good locally convex atlas.
Proof. Let {(Wξ,Ψξ) : ξ ∈ ∂Ω} be a locally convex atlas that satisfies the definition
of finite local line type. Let Cξ = Ψξ(Ω∩Wξ). Since the hypersurface Ψξ(∂Ω∩Wξ)
has line type at most L near ξ there exists τ(ξ) > 0 and C(ξ) > 1 such that
δCξ(p; v) ≤ C(ξ)δCξ(p)1/L
for all p ∈ Bτ(ξ)(Φξ(ξ)) and v ∈ Cd (see Proposition 9.1).
For r = r(ξ) < τ(ξ) sufficiently small let
W ′ξ := Wξ ∩Ψ−1ξ (Br(Φξ(ξ)))
and
C′ξ := Ψξ(Ω ∩W ′ξ) = Cξ ∩Br(Φξ(ξ)).
Now since Br(ξ) is strongly convex there exists Cr > 0 such that
δBr(ξ)(p; v) ≤ CrδBr(ξ)(p)1/2
for all p ∈ Br(ξ) and v ∈ Cd nonzero. By increasing C(ξ) we may assume Cr ≤
C(ξ). Then
δC′
ξ
(p; v) = min{δCξ(p; v), δBr(ξ)(p; v)} ≤ min{C(ξ)δCξ(p)1/L, CrδBr(ξ)(p)1/2}
≤ C(ξ)δC′ξ(p)1/L
46 GROMOV HYPERBOLICITY AND THE KOBAYASHI METRIC
for all p ∈ C′ξ and v ∈ Cd nonzero. By possibly decreasing r and increasing C(ξ)
we can also assume that
1
C(ξ)
‖p− q‖ ≤ ‖Ψξ(p)−Ψξ(q)‖ ≤ C(ξ) ‖p− q‖
for all p, q ∈W ′ξ.
Now ∪W ′ξ is an open cover of ∂Ω and ∂Ω is compact, so there exists ξ1, . . . , ξN ∈
∂Ω such that
∂Ω ⊂ ∪Ni=1W ′ξi
Let Vi =W
′
ξi
and Φi = Ψ
′
ξi
. Then there exists τ > 0 and a map I : ∂Ω→ {1, . . . , N}
such that for all ξ ∈ ∂Ω
Bτ (ξ) ⊂ VI(ξ).
So let Vξ = VI(ξ), Φξ = ΦI(ξ), and
C = max{C(ξi) : 1 ≤ i ≤ N}. 
15. Almost geodesics
In the proof of Theorem 14.3 we will need to understand the limits of “almost”
geodesics σn : R → Ωn when a sequence of C-proper convex sets Ωn converges in
the local Hausdorff topology to a C-proper convex set Ω.
Definition 15.1. Suppose (X, d) is a metric space and K ≥ 1. A map σ : (a, b)→
Ω is a called a K-almost-geodesic segment if for all s, t ∈ (a, b)
|s− t| −K ≤ d(σ(s), σ(t)) ≤ |s− t|+K
and
1
K
|s− t| ≤ d(σ(s), σ(t)) ≤ K |s− t| .
Remark 15.2. The first condition on a K-almost-geodesic allows one to estimates
the Gromov product: if σ : R→ X is a K-almost geodesic then∣∣∣(σ(t)|σ(s))σ(0) − ( |t|+ |s| − |t− s|)∣∣∣ ≤ 3K.
The second condition on a K-almost-geodesic allows one to take limits: if σn : R→
X is a sequence of K-almost-geodesics and {σn(0)}n∈N is relatively compact then a
subsequence of σn converges locally uniformly to a K-almost-geodesic σ : R→ X .
The proofs of Proposition 7.8, Proposition 7.9, and Corollary 7.10 adapt essen-
tially verbatim to the almost geodesic case:
Proposition 15.3. Suppose Ωn is a locally m-convex sequence of C-proper convex
open sets converging to a C-proper convex open set Ω in the local Hausdorff topology.
Assume σn : R → Ωn is a sequence of K-almost-geodesics such that there exists
an ≤ bn and R > 0 satisfying
(1) σn([an, bn]) ⊂ BR(0),
(2) limn→∞ ‖σn(an)− σn(bn)‖ > 0,
then there exists Tn ∈ [an, bn] such that a subsequence of σn(t+Tn) converges locally
uniformly to a K-almost-geodesic σ : R→ Ω.
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Proposition 15.4. Suppose Ωn is a locally m-convex sequence of C-proper convex
open sets converging to a C-proper convex open set Ω in the local Hausdorff topol-
ogy. Assume σn : R → Ωn is a sequence of K-almost-geodesics converging locally
uniformly to a K-almost-geodesic σ : R → Ω. If tn → ∞ is a sequence such that
limn→∞ σn(tn) = x∞ ∈ Cd then
lim
t→∞
σ(t) = x∞.
Corollary 15.5. Suppose Ω is a locally m-convex open set. If σ : R → Ω is a
K-almost-geodesic then
lim
t→−∞σ(t) and limt→+∞σ(t)
both exist in Cd.
We also need to know that almost geodesics are well behaved in polynomial
domains:
Proposition 15.6. Suppose Ω is a domain of the form
Ω = {(z0, . . . , zd) ∈ Cd+1 : Re(z0) > P (z1, . . . , zd)}
where P is a non-negative non-degenerate convex polynomial with P (0) = 0. If
σ : R → Ω is a K-almost-geodesic then limt→−∞ σ(t) and limt→∞ σ(t) both exist
in Cd and are distinct.
Proof. By Proposition 9.1 Ω is a L-locally convex set so by Corollary 15.5 both
limits exist. Since
(σ(−s)|σ(t))σ(0) ≤ 3K
when s and t are positive, Proposition 11.3 implies that the limits are distinct if at
least one is finite. To show that it is impossible for both limits to equal ∞ one can
use the proof of Proposition 12.2 verbatim. 
16. Localization of the Kobayashi metric
16.1. Infinitesimal localization. The proof of the next theorem is based on an
argument of Forstnericˇ and Rosay [FR87, Section 2] for strongly pseudo-convex
domains.
Theorem 16.1. Suppose Ω is locally convexifiable, has finite local line type L, and
{(Vξ,Φξ) : ξ ∈ ∂Ω} is a good convex atlas. Then there numbers c, ǫ > 0 so that
KΩ(p; v) ≤ KΩ∩Vξ(p; v) ≤ ecδΩ(p)
1/L
KΩ(p; v)
for every ξ ∈ ∂Ω, every p ∈ Bǫ(ξ) ∩ Ω, and every v ∈ Cd.
The next lemma shows that locally convexifiable sets with finite type satisfy an
analogue of Property (∗) in [FR87, pp. 244].
Lemma 16.2. Suppose Ω is locally convexifiable, has finite local line type L, and
{(Vξ,Φξ) : ξ ∈ ∂Ω} is a good convex atlas with parameters C, τ . For any η > 0
there exists α > 0 such that if ξ ∈ ∂Ω, ϕ : ∆→ Bτ (ξ) ∩ Ω, and
|ζ| ≤ 1− αδΩ(ϕ(0))1/L
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then
‖ϕ(ζ) − ϕ(0)‖ ≤ η.
Proof. Let
α :=
4C2+1/L
η
and consider some ξ ∈ ∂Ω, ϕ : ∆→ Bτ (ξ) ∩ Ω, and ζ ∈ ∆ with
|ζ| ≤ 1− αδΩ(ϕ(0))1/L.
Notice that
δΩ(ϕ(0)) ≤
( η
2C2+1/L
)L
for otherwise
1− αδΩ(ϕ(0))1/L < 0.
Let ϕ̂ = Φξ ◦ ϕ : ∆ → Ωξ. If we select v ∈ Cd such that ϕ̂(ζ) ∈ ϕ̂(0) + C v we
have
1
2
log
∣∣∣∣‖ϕ̂(ζ) − ϕ̂(0)‖ − δΩξ(ϕ̂(0); v)δΩξ(ϕ̂(0); v)
∣∣∣∣ ≤ dΩξ(ϕ̂(0), ϕ̂(ζ))
by Lemma 2.6. Further, by the distance decreasing property of the Kobayashi
metric, we have
dΩξ(ϕ̂(0), ϕ̂(ζ)) ≤ d∆(0, ζ) =
1
2
log
1 + |ζ|
1− |ζ| ≤
1
2
log
2
1− |ζ| .
Combining the two inequalities we have
‖ϕ̂(ζ) − ϕ̂(0)‖ ≤
(
2
1− |ζ| + 1
)
δΩξ(ϕ̂(0); v)
Using the properties of a good convex atlas we see that
‖ϕ(ζ) − ϕ(0)‖ ≤ C ‖ϕ̂(ζ)− ϕ̂(0)‖ ≤ C
(
2
1− |ζ| + 1
)
δΩξ(ϕ̂(0); v)
≤ C2
(
2
1− |ζ| + 1
)
δΩξ(ϕ̂(0))
1/L
≤ C2+1/L
(
2
1− |ζ| + 1
)
δΩ(ϕ(0))
1/L.
Hence, by our choice of α, we have that
‖ϕ(ζ) − ϕ(0)‖ ≤ η. 
With the lemma established the rest of proof of Theorem 16.1 follows [FR87,
Theorem 2.1] essentially verbatim, but we will include the argument for the reader’s
convenience.
Proof of Theorem 16.1. By shrinking τ , we can assume that there exists η > 0 such
that whenever p ∈ Bτ (ξ) then Bη(p) ⊂ Vξ.
Now given ǫ > 0 sufficiently small let ρ = ρ(ǫ) be the largest number such that:
if ϕ : ∆→ Ω is holomorphic with ϕ(0) ∈ Bǫ(ξ) and |ζ| ≤ ρ then |ϕ(ζ) − ϕ(0)| ≤ η.
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To prove the theorem it is enough to show that ρ ≥ e−cǫ1/L for some c > 0 (which
does not depend on ǫ).
By scaling, we may assume that diamEuc(Ω) ≤ 1. Then by the Schwarz lemma
we have ρ ≥ η. Now by Lemma 16.2 there exists α > 0 such that if
δΩ(ϕ(0)) ≤ ǫ and |ζ| ≤ ρ− αǫ1/L
then |ϕ(ζ) − ϕ(0)| ≤ η/2.
If ρ < 1 then there exists a holomorphic map ϕ : ∆→ Ω such that ϕ(0) ∈ Bǫ(ξ)
and
η = sup
|ζ|=ρ
|ϕ(ζ) − ϕ(0)| .
Then by Hadamard’s three circle lemma
M(r) := log sup
|ζ|=r
|ϕ(ζ) − ϕ(0)|
is a convex function of log(r). Since ρ− αǫ1/L < 1 we have
log(ρ− αǫ1/L)
log(η/2)
≥ log(ρ− αǫ
1/L)
M(ρ− αǫ1/L) ≥
log(ρ)
M(ρ)
=
log(ρ)
log(η)
.
Now we may assume that ǫ1/L < η/(2α) so ρ− αǫ1/L ≥ η/2 and thus
log(ρ− αǫ1/L) ≥ log(ρ)− 2
η
(αǫ1/L)
Since η/2 < 1, one can show that
ρ ≥ e−cǫ1/L
where
c = −2α log(η)
η log(2)
. 
16.2. Global localization.
Theorem 16.3. Suppose Ω is locally convexifiable and has finite local line type L.
Let {(Vξ,Φξ) : ξ ∈ ∂Ω} be a good convex atlas. Then there exists K, δ > 0 such that
for every p, q ∈ Bδ(ξ) we have
dΩ(p, q) ≤ dΩ∩Vξ(p, q) ≤ dΩ(p, q) +K.
For the remainder of this subsection fix a set Ω satisfying the hypothesis of The-
orem 16.3, a good convex atlas {(Vξ,Φξ) : ξ ∈ ∂Ω}, let C, τ > 0 be the parameters
of the good convex atlas, and let ǫ, c > 0 be as in Theorem 16.1.
Lemma 16.4. There exists K > 0 such that if ξ ∈ ∂Ω and σ : [a, b] → Ω is a
geodesic with σ([a, b]) ⊂ Bǫ(ξ) then
|t− s| ≤ dΩ∩Vξ (σ(s), σ(t)) ≤ |t− s|+K
for all s, t ∈ [a, b].
Proof. Since Ω ∩ Vξ ⊂ Ω we immediately have that
dΩ∩Vξ (σ(s), σ(t)) ≥ dΩ(σ(t), σ(s)) = |t− s| .
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To avoid rectifiable issues, we approximate σ : [a, b]→ Ω by a C1 curve σ̂ : [a, b̂]→ Ω
which is parametrized by arc-length (that is KΩ(σ̂(t); σ̂(t)) ≡ 1) and which satisfies
dΩ∩Vξ(σ(t), σ̂(t)) < 1
for all t ∈ [a, b]. Notice that this implies that
dΩ(σ(t), σ̂(t)) ≤ dΩ∩Vξ(σ(t), σ̂(t)) < 1
for all t ∈ [a, b].
Now let T ∈ [a, b̂] be such that
δΩ(σ̂(T )) = max{δΩ(σ̂(t)) : t ∈ [a, b̂]}.
Fix o ∈ Ω then
|T − t| = dΩ(σ(T ), σ(t)) ≤ dΩ(σ̂(T ), σ̂(t)) + 2
≤ dΩ(σ̂(T ), o) + dΩ(o, σ̂(t)) + 2
and by [Aba89, Theorem 2.3.51] there exists c1 > 0 such that
dΩ(σ̂(T ), o) + dΩ(o, σ̂(t)) ≤ 2c1 − 1
2
log
(
1
δΩ(σ̂(t))δΩ(σ̂(T ))
)
.
So
δΩ(σ̂(t)) ≤ (δΩ(σ̂(t))δΩ(σ̂(T )))1/2 ≤ e2c1+2e−|T−t|.
Then using Theorem 16.1 we have for s < t
dΩ∩Vξ(σ̂(s), σ̂(t)) ≤
∫ t
s
KΩ∩Vξ(σ̂(r); σ̂
′(r))dr ≤
∫ t
s
eCe
−|T−r|/L
KΩ(σ̂(r); σ̂
′(r))dr
=
∫ t
s
eCe
−|T−r|/L
dr
for some C > 0.
Now for λ ∈ [0, 1]
eCλ = 1+
∫ λ
0
CeCsds ≤ 1 +
∫ λ
0
CeCds ≤ 1 + CeCλ.
Hence
eCe
−|T−r|/L ≤ 1 + CeCe−|T−r|/L
and so
dΩ∩Vξ(σ̂(s), σ̂(t)) ≤
∫ t
s
1 + CeCe−|T−r|/Ldr ≤ |t− s|+ CeC
∫ ∞
−∞
e−|T−r|/Ldr
= |t− s|+K ′
where K ′ := CeC
∫∞
−∞ e
−|r|/Ldr. Finally,
dΩ∩Vξ (σ(s), σ(t)) ≤ dΩ∩Vξ(σ̂(s), σ̂(t)) + 2 ≤ |t− s|+K ′ + 2. 
Lemma 16.5. For any η > 0 there exists δ > 0 such that if ξ ∈ ∂Ω, p, q ∈ Bδ(ξ),
and σ : [a, b]→ Ω is a geodesic with σ(a) = p and σ(b) = q then σ([a, b]) ⊂ Bη(ξ).
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Proof. Suppose for a contradiction that the lemma does not hold for some η > 0.
We may assume that η < ǫ. Then for each n > 0 there exists a point ξn ∈ ∂Ω and
a geodesic
σn : [an, bn]→ Ω
with σn(an), σn(bn) ∈ B1/n(ξn) and σn(0) ∈ Ω\Bη(ξ). By passing to a subsequence
we can assume that there exists a single ξ ∈ ∂Ω such that σn(an), σn(bn) ∈ B1/n(ξ)
and σn(0) ∈ Ω \Bη/2(ξ).
Now let
a′n = inf{t ∈ [an, bn] : σn(t) ∈ Ω \Bη/2(ξ)}.
and
b′n = sup{t ∈ [an, bn] : σn(t) ∈ Ω \Bη/2(ξ)}.
By Theorem 16.1 and Lemma 16.4, σn|[an,a′n] and σn|[b′n,bn] are K-almost-geodesics
in Ω ∩ Vξ. Since Ω ∩ Vξ is bi-holomorphic to a locally m-convex set, by Proposi-
tion 15.3 we can pass to a subsequence and find αn ∈ [an, a′n] and βn ∈ [b′n, bn] such
that t → σn(t + αn) and t → σn(t + βn) converge to K-almost-geodesics σ and γ
in Ω ∩ Vξ.
Since
dΩ∩Vξ (σ(0), γ(0)) = limn→∞
dΩ∩Vξ(σ(0), σn(βn))
there exists R > 0 such that
dΩ∩Vξ(σ(0), σn(βn)) ≤ R
for all n. So
dΩ∩Vξ(σ(0), σn(bn)) ≤ R+ |bn − βn|+K.
Also
dΩ∩Vξ (σn(an), σn(bn)) ≥ dΩ(σn(an), σn(bn)) = |bn − an| .
Now let (·|·)Vξ be the Gromov product on (Ω ∩ Vξ, dΩ∩Vξ). Using the estimates
above
2 lim sup
n→∞
(σn(an)|σn(bn))Vξσ(0)
= lim sup
n→∞
(
dΩ∩Vξ(σn(an), σ(0)) + dΩ∩Vξ(σ(0), σn(bn))− dΩ∩Vξ(σn(an), σn(bn))
)
= lim sup
n→∞
(
dΩ∩Vξ(σn(an), σn(αn)) + dΩ∩Vξ(σ(0), σn(bn))− dΩ∩Vξ(σn(an), σn(bn))
)
≤ lim sup
n→∞
(|an − αn|+K +R + |bn − βn|+K − |bn − an|)
≤ R+ 2K.
On the other hand, Ω ∩ Vξ is convex and ∂(Ω ∩ Vξ) is C2 in a neighborhood of
ξ. Moreover σn(an) → ξ and σn(bn) → ξ hence by Proposition 11.3 we have a
contradiction. 
Proof of Theorem 16.3. Let δ > 0 be such that if ξ ∈ ∂Ω, p, q ∈ Bδ(ξ), and σ :
[a, b]→ Ω is a geodesic with σ(a) = p and σ(b) = q then σ([a, b]) ⊂ Bǫ(ξ).
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Now suppose p, q ∈ Bδ(ξ) and σ : [a, b]→ Ω is a geodesic joining them, then by
the choice of δ we have σ([a, b]) ⊂ Bǫ(ξ). But then by Lemma 16.4 we have
dΩ∩Vξ(p, q) = dΩ∩Vξ(σ(a), σ(b)) ≤ dΩ(σ(a), σ(b)) +K = dΩ(p, q) +K. 
17. Gromov hyperbolicity
In this section we prove the first part of Theorem 14.3.
Theorem 17.1. Suppose Ω is locally convexifiable and has finite local line type L.
Then (Ω, dΩ) is Gromov hyperbolic.
Proof. First suppose for a contradiction that Ω is not Gromov hyperbolic. Then
for all n > 0 there exists points xn, yn, zn ∈ Ω, geodesics σxnyn , σynzn , σznxn joining
them, and a point un ∈ σxnyn such that
dΩ(un, σynzn ∪ σxnzn) > n.
By passing to a subsequence we may assume that xn, yn, zn, un → x∞, y∞, z∞, u∞ ∈
Ω.
Fix a good convex atlas {(Vξ,Φξ) : ξ ∈ ∂Ω} of Ω. By Theorem 16.1, Lemma 16.5,
and Theorem 16.3 we can find ǫ, δ,K > 0 such that
(1) if ξ ∈ ∂Ω then Bǫ(ξ) ⊂ Vξ,
(2) if ξ ∈ ∂Ω, p, q ∈ Bδ(ξ), and σ : [a, b] → Ω is a geodesic with σ(a) = p and
σ(b) = q then σ([a, b]) ⊂ Bǫ(ξ), and
(3) if ξ ∈ ∂Ω and σ : [a, b]→ Ω is a geodesic with σ([a, b]) ⊂ Bǫ(ξ) then σ is a
K-almost-geodesic in (Ω ∩ Vξ, dΩ∩Vξ).
Special case 1: Assume u∞ ∈ Ω.
Proof. Since
dΩ(un, {xn, yn, zn}) > n
we see that x∞, y∞, z∞ ∈ ∂Ω. By Lemma 16.5, we must have x∞ 6= y∞. Thus by
relabeling we may assume that z∞ 6= x∞. We can assume that xn ∈ Bǫ(x∞) for all
n. Parametrize σxnzn : [0, Tn]→ Ω such that σxnzn(0) = xn and let
T ′n = sup{t ∈ [0, Tn] : σxnzn([0, t]) ⊂ Bǫ(x∞)}.
Then σxnzn |[0,T ′n] is a K-almost-geodesic in Ω∩Vx∞ . Then Proposition 15.3 implies
that we may pass to a subsequence and find αn ∈ [0, T ′n] such that t→ σxnzn(t+αn)
converges locally uniformly to a K-almost-geodesic σ : R→ Ω ∩ Vx∞ . But then
dΩ(u∞, σ(0)) = lim
n→∞
dΩ(un, σxnzn(αn)) ≥ lim
n→∞
dΩ(un, σxnzn) =∞
which contradicts the fact that u∞, σ(0) ∈ Ω. 
We can now suppose u∞ = ξ ∈ ∂Ω. Then let Ωξ = Φξ(Vξ ∩Ω) and ûn = Φξ(un).
By Theorem 10.1 we can pass to a subsequence so that there exists affine maps
An ∈ Aff(Cd) and a C-proper open convex set Ω̂ of the form
Ω̂ = {(z1, . . . , zd) : Im(z1) > P (z2, . . . , zd)}
where P is a non-negative non-degenerate convex polynomial with P (0) = 0 and
(1) AnΩξ → Ω̂ in the local Hausdorff topology,
(2) Anun → û∞ ∈ Ω̂,
(3) (AnΩξ)n∈N is locally L-convex sequence.
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Special Case 2: Assume x∞ = y∞ = z∞ = ξ.
Proof. By passing to a subsequence we may suppose that xn, yn, zn ∈ Bδ(ξ) for all
n, AnΦξ(xn)→ x̂∞ ∈ Cd, AnΦξ(yn)→ ŷ∞ ∈ Cd, and AnΦξ(zn)→ ẑ∞ ∈ Cd.
By our choice of δ > 0
σxnyn , σynzn , σznxn ⊂ Bǫ(ξ)
hence
σ̂xnyn := Φξ(σxnyn), σ̂ynzn := Φξ(σynzn), σ̂znxn := Φξ(σznxn)
are all K-almost-geodesics in (Ωξ, dΩξ ).
Now suppose σ̂xnyn : [an, bn]→ Ωξ is parametrized so that σ̂xnyn(0) = ûn. Then
we can pass to a subsequence so that Anσ̂xnyn converges locally uniformly to a
K-almost-geodesic σ̂ : R→ Ω̂. By Proposition 15.4
lim
t→−∞
σ̂(t) = lim
n→∞
AnΦξ(xn) = x̂∞
and
lim
t→+∞
σ̂(t) = lim
n→∞
AnΦξ(yn) = ŷ∞
for some x̂∞, ŷ∞ ∈ Cd. By Proposition 15.6 x̂∞ 6= ŷ∞. So by relabeling we can
suppose that x̂∞ 6= ẑ∞. Then, by Proposition 15.3, there exists a parametrization
of Anσ̂xnzn which converges locally uniformly to a K-almost-geodesic γ̂ : R → Ω̂.
But then
dΩ̂(û∞, γ̂(0)) = limn→∞ dAnΩξ(Anûn, Anσ̂xnzn(0)) = limn→∞ dΩξ(ûn, σ̂xnzn(0))
= lim
n→∞
dΩ∩Vξ(un, σxnzn(0)) ≥ limn→∞ dΩ(un, σxnzn) =∞
which is a contradiction. 
We now prove the general case. Suppose σxnyn : [an, bn]→ Ω is parametrized so
that σxnyn(0) = un. Let
a′n = inf{t ∈ [an, bn] : σxnyn([t, 0]) ⊂ Bǫ(ξ)}
and
b′n = sup{t ∈ [an, bn] : σxnyn([0, t]) ⊂ Bǫ(ξ)}.
Since un → ξ, by Theorem 16.3 we have that a′n → −∞ and b′n → +∞.
Also
σ̂n := (An ◦ Φξ ◦ σxnyn)|[a′n,b′n]
is a K-almost-geodesic in (AnΩξ, dAnΩξ). Hence we may pass to a subsequence
such that σ̂n converges locally uniformly to a K-almost-geodesic σ̂ : R → Ω̂. By
passing to a subsequence we may assume that
lim
n→∞ σ̂n(a
′
n) = x̂∞
and
lim
n→∞
σ̂n(b
′
n) = ŷ∞
for some x̂∞, ŷ∞ ∈ Cd.
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The points x∞, y∞ and x̂∞, ŷ∞ have the following relationship:
Observation 17.2. If x∞ 6= ξ then x̂∞ =∞. Likewise, if y∞ 6= ξ then ŷ∞ =∞.
Proof. If x∞ 6= ξ then
lim
n→∞
‖σxnyn(a′n)− un‖ > 0.
So x̂∞ =∞ by the proof of Theorem 10.1. The y case is identical. 
Now by Proposition 15.4
lim
t→−∞
σ̂(t) = lim
n→∞
σ̂n(a
′
n) = x̂∞
and
lim
t→+∞ σ̂(t) = limn→∞ σ̂n(b
′
n) = ŷ∞.
Hence x̂∞ 6= ŷ∞ by Proposition 15.6. So by relabeling we may assume that x̂∞ 6=
∞. This implies, by Observation 17.2, that x∞ = ξ. So by passing to subsequence
we can suppose that xn ∈ Bδ(ξ) for all n. Then by our choice of δ, a′n = an for all
n and
lim
n→∞AnΦξ(xn) = limn→∞ σ̂n(a
′
n) = x̂∞.
Now suppose σxnzn : [0, Tn]→ Ω is parametrized so that σxnzn(0) = xn. Let
T ′n = sup{t ∈ [0, Tn] : σxnzn([0, t]) ⊂ Bǫ(ξ)},
then
γ̂n := (An ◦ Φξ ◦ σxnzn)|[0,T ′n]
is an K-almost-geodesic in (AnΩξ, dAnΩξ). By passing to a subsequence we may
assume that
lim
n→∞ γ̂n(T
′
n) = ẑ∞
for some ẑ∞ ∈ Cd.
If ẑ∞ 6= x̂∞ then, by Proposition 15.3, there exists some αn ∈ [0, T ′n] such that
t→ γ̂n(t+ αn) converges to a K-almost-geodesic γ̂ : R→ Ω̂. But then
dΩ̂(û∞, γ̂(0)) = limn→∞
dAnΩξ (Anûn, γ̂n(0)) = limn→∞
dΩ∩Vξ (un, σxnzn(αn))
≥ lim
n→∞ dΩ(un, σxnzn) =∞
which is a contradiction.
It remains to consider the case where ẑ∞ = x̂∞. Then since ẑ∞ 6= ∞ arguing
as in Observation 17.2 shows that z∞ = ξ. So by passing to a subsequence we can
suppose that zn ∈ Bδ(ξ) for all n. Then by our choice of δ, T ′n = Tn. So
lim
n→∞
AnΦξ(zn) = lim
n→∞
γ̂n(T
′
n) = ẑ∞.
Suppose σznyn : [0, Sn]→ Ω is parametrized so that σznyn(0) = zn. Let
S′n = sup{s ∈ [0, Sn] : σznyn([0, s]) ⊂ Bǫ(ξ)}.
Then
η̂n := (An ◦ Φξ ◦ σynzn)|[0,S′n]
GROMOV HYPERBOLICITY AND THE KOBAYASHI METRIC 55
is an K-almost-geodesic in (AnΩξ, dAnΩξ). By passing to a subsequence we may
assume that
lim
n→∞
η̂n(S
′
n) = ŵ∞ ∈ Cd
for some ŵ∞ ∈ Cd. If ŵ∞ = ẑ∞ then ŵ∞ 6= ∞ and hence arguing as in Observa-
tion 17.2 shows that y∞ = ξ. But then we are in Special Case 2.
If ẑ∞ 6= ŵ∞ then, by Proposition 15.3, there exists some βn ∈ [0, S′n] such that
t→ η̂n(t+ βn) converges to a K-almost-geodesic η̂ : R→ Ω̂. But then
dΩ̂(û∞, η̂(0)) = limn→∞
dAnΩξ(Anûn, η̂n(0)) = limn→∞
dΩ∩Vξ(un, σynzn(βn))
≥ lim
n→∞ dΩ(un, σynzn) =∞
which is a contradiction.
Thus (Ω, dΩ) is Gromov hyperbolic. 
18. Geodesics and the Gromov product
Before proving the second part of Theorem 14.3 we need to establish some prop-
erties of geodesics in locally convexifiable domains.
Proposition 18.1. Suppose Ω is locally convexifiable and has finite local line type
L. Assume pn, qn ⊂ Ω are sequences of points such that limn→∞ pn = ξ1 ∈ ∂Ω and
limn→∞ qn = ξ2 ∈ ∂Ω. If
lim
n→∞
(pn|qn)o =∞
for some o ∈ Ω, then ξ1 = ξ2.
Proof. Suppose for a contradiction that ξ1 6= ξ2. Let σn : [0, Tn]→ Ω be a geodesic
such that σn(0) = pn and σn(Tn) = qn for some Tn > 0.
Let {(Vξ,Φξ) : ξ ∈ ∂Ω} be a good convex atlas. Let K, δ > 0 be parameters as
in the conclusion of Theorem 16.3.
By passing to a subsequence we can assume that pn ∈ Bδ(ξ1) for all n. Define
T ′n = sup{t : σn([0, t]) ⊂ Bδ(ξ1)}.
Since ξ1 6= ξ2 we see that
lim
n→∞
‖σn(0)− σn(T ′n)‖ > 0.
Moreover σn|[0,T ′n] is a K-almost-geodesic in (Ω ∩ Vξ1 , dΩ∩Vξ1 ). So by Proposi-
tion 15.3 we can pass to a subsequence and find αn ∈ [0, T ′n] such that the K-
almost-geodesics t→ σ(t+ αn) converge locally uniformly to a K-almost-geodesic
σ̂ : R→ Vξ ∩Ω.
Now since σn is a geodesic
(pn|qn)o = 1
2
(dΩ(pn, o) + dΩ(o, qn)− dΩ(pn, qn))
=
1
2
(dΩ(pn, o) + dΩ(o, qn)− dΩ(pn, σn(αn))− dΩ(σn(αn), qn))
≤ dΩ(o, σn(αn)).
But then
∞ = lim
n→∞
(pn|qn)o ≤ lim
n→∞
dΩ(o, σn(αn)) = dΩ(o, σ̂(0))
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which is a contradiction. 
Proposition 18.1 has two corollaries about the behavior of geodesics:
Corollary 18.2. Suppose Ω is locally convexifiable and has finite local line type L.
If σ : [0,∞)→ Ω is a geodesic ray then
lim
t→∞
σ(t)
exists in ∂Ω.
Proof. Suppose for a contradiction that the limit does not exist. Then there exists
sequences sn → ∞ and tn → ∞ such that σ(sn) → ξ1, σn(tn) → ξ2, and ξ1 6= ξ2.
But
(σ(sn)|σ(tn))o = min{tn, sn}
which contradicts Proposition 18.1. 
Corollary 18.3. Suppose Ω is locally convexifiable and has finite local line type L.
Assume σn : [0, Tn]→ Ω is a sequence of geodesics with Tn →∞ and σn converges
locally uniformly to a geodesic σ : [0,∞)→ Ω. Then
lim
t→∞
σ(t) = lim
n→∞
σn(Tn).
Proof. We can assume that
lim
n→∞
σn(Tn) = ξ1
for some ξ1 ∈ ∂Ω. If
lim
t→∞
σ(t) 6= ξ1
then we can find a sequence s′m → ∞ such that σ(s′m) → ξ2 ∈ ∂Ω with ξ2 6= ξ1.
Then since σn converges locally uniformly to σ we can find sn → ∞ such that
σn(sn)→ ξ2. Moreover there exists R > 0 such that
dΩ(σn(0), σ(0)) < R.
Then
(σn(Tn)|σn(sn))σ(0) ≥ min{sn, Tn} − 2R
which contradicts Proposition 18.1. 
19. The Gromov boundary
In this section we complete the proof of Theorem 14.3 (Theorem 1.3 in the
introduction) by showing:
Theorem 19.1. Suppose Ω is locally convexifiable and has finite local line type L.
Then the identity map Ω→ Ω extends to a homeomorphism Ω ∪ Ω(∞)→ Ω ∪ ∂Ω.
Proof. Suppose σ : [0,∞)→ Ω is a geodesic ray. Then
lim
t→∞
σ(t)
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exists by Corollary 18.2. We next claim that this limit only depends on the asymp-
totic class of σ. So suppose that σ1, σ2 : [0,∞) → Ω are two asymptotic geodesic
rays. Since
sup
t≥0
dΩ(σ1(t), σ2(t)) <∞
we see that
lim
t→∞(σ1(t)|σ2(t))o =∞.
Then by Proposition 18.1
lim
t→∞
σ1(t) = lim
t→∞
σ2(t).
So the map Φ : Ω ∪Ω(∞)→ Ω ∪ ∂Ω given by
Φ(ξ) =
{
ξ if ξ ∈ Ω
limt→∞ σ(t) if ξ = [σ] ∈ Ω(∞)
is well defined.
We claim that Φ is continuous, injective, and surjective. Since Ω ∪ Ω(∞) is
compact this will imply that Φ is a homeomorphism.
Surjective: It is enough to show that for all x ∈ ∂Ω there exists a geodesic ray
σ : [0,∞)→ Ω such that
lim
t→∞ σ(t) = x.
Fix a point o ∈ Ω and a sequence xn ∈ Ω such that xn → x. Then let σn :
[0, Tn] → Ω be a geodesic such that σn(0) = o and σn(Tn) = xn. Now we can
pass to a subsequence so that σn converges locally uniformly to a geodesic ray
σ : [0,∞)→ Ω. Then by Corollary 18.3
lim
t→∞
σ(t) = lim
n→∞
σn(Tn) = x.
Hence Φ is onto.
Continuous: Suppose ξn → ξ in Ω∪Ω(∞). If ξ ∈ Ω then clearly Φ(ξn)→ Φ(ξ).
So we can assume that ξn ∈ Ω(∞). Since Ω ∪ ∂Ω is compact, it is enough to show
that every convergent subsequence of Φ(ξn) converges to Φ(ξ). So we may also
assume that Φ(ξn)→ x for some x ∈ ∂Ω.
Now fix o ∈ Ω and let σn : [0, Tn)→ Ω be a geodesic with σn(0) = o and
lim
t→Tn
σn(t) = Φ(ξn).
Notice that Tn could be ∞. Now we can pick T ′n ∈ (0, Tn) such that
lim
n→∞
σn(T
′
n) = lim
n→∞
Φ(xn) = x.
Now by the definition of topology on Ω ∪ Ω(∞), if σ is the limit of a convergent
subsequence σnk of σn then ξ = [σ]. Moreover, by Corollary 18.3
lim
t→∞
σ(t) = lim
k→∞
σnk(T
′
nk) = x.
Thus Φ(ξ) = x. So Φ is continuous.
Injective: Suppose for a contradiction that Φ(ξ1) = Φ(ξ2) for some ξ1 6= ξ2 in
Ω ∪ Ω(∞). Since Φ|Ω = id we must have that ξ1, ξ2 ∈ Ω(∞). Now let σ1, σ2 be
geodesic representatives of ξ1, ξ2. Then
lim
t→∞
σ1(t) = Φ(ξ1) = Φ(ξ2) = lim
t→∞
σ2(t).
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This implies, by Proposition 11.5 and Theorem 16.3, that
lim
t→∞
(σ1(t)|σ2(t))o =∞.
But by [BH99, Chapter III.H Lemma 3.13] this happens only if ξ1 = [σ1] = [σ2] = ξ2
which is a contradiction.

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