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ON LIPSCHITZ SOLUTIONS FOR SOME
FORWARD-BACKWARD PARABOLIC EQUATIONS. II:
THE CASE AGAINST FOURIER
SEONGHAK KIM AND BAISHENG YAN
Abstract. As a sequel to the paper [9], we study the existence and
properties of Lipschitz solutions to the initial-boundary value problem
of some forward-backward parabolic equations with diffusion fluxes vi-
olating Fourier’s inequality.
1. Introduction
In this paper, following the authors’ recent result [9], we further investi-
gate the initial-boundary value problem
(1.1)


ut = div(A(Du)) in ΩT ,
A(Du) · n = 0 on ∂Ω× (0, T ),
u = u0 on Ω× {t = 0},
where Ω ⊂ Rn (n ≥ 1) is a bounded domain, T > 0 is any fixed number,
ΩT = Ω× (0, T ), n is the outer unit normal on ∂Ω, u0 = u0(x) is a given ini-
tial datum, and A = A(p) : Rn → Rn is the diffusion flux (i.e., the negative
of the heat flux density) of the evolution process. Here, u = u(x, t) is the
density of some quantity at position x and time t, with Du = (ux1 , · · · , uxn)
and ut denoting its spatial gradient and rate of change, respectively.
In general, a function u ∈ W 1,∞(ΩT ) is called a Lipschitz solution to
problem (1.1) provided that equality∫
Ω
(u(x, s)ζ(x, s) − u0(x)ζ(x, 0))dx =
∫ s
0
∫
Ω
(uζt −A(Du) ·Dζ)dxdt
holds for each ζ ∈ C∞(Ω¯T ) and each s ∈ [0, T ]. Let ζ ≡ 1; then it is im-
mediate from the definition that any Lipschitz solution u to (1.1) conserves
the total quantity over time:∫
Ω
u(x, t)dx =
∫
Ω
u0(x)dx ∀t ∈ [0, T ].
The usual evolution of heat equation corresponds to the case of isotropic
diffusion given by Fourier’s law: A(p) = kp (p ∈ Rn), where k > 0 is the
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thermal diffusivity. More generally, for standard diffusions, the diffusion
flux A(p) is assumed to be monotone; namely,
(1.2) (A(p)−A(q)) · (p− q) ≥ 0 (p, q ∈ Rn).
In this case, problem (1.1) is parabolic and can be studied by the standard
methods of parabolic equations, monotone operators and non-linear semi-
group theory [10, 3, 11]. In particular, when A(p) is given by a smooth
convex function W (p) through A(p) = DpW (p) (p ∈ Rn), the diffusion
equation in (1.1) can be viewed and thus studied as a certain gradient flow
generated by the energy functional
I(u) =
∫
Ω
W (Du(x)) dx.
On the other hand, for certain applications of the evolution process to
some important physical problems, the underlying diffusion flux A(p) may
be non-monotone, yielding non-parabolic problem (1.1). In this regard, our
recent paper [9] studied the existence and properties of Lipschitz solutions
to (1.1) for some non-monotone diffusion fluxes A(p) of the form
(1.3) A(p) = f(|p|2)p (p ∈ Rn),
given by a function f : [0,∞) → R with profile σ(s) = sf(s2) having one
of the graphs in Figures 1 and 2, referred to as the Perona-Malik type in
image processing and the Ho¨llig type related to the phase transitions in
thermodynamics, respectively; for more details, see [9] and the references
therein.
s0
σ(s)
σ(s0)
s0
Figure 1. Perona-Malik type profiles σ(s).
Parabolic and non-parabolic problems (1.1) discussed so far have used
diffusion fluxes A(p) fulfilling Fourier’s inequality :
(1.4) A(p) · p ≥ 0 (p ∈ Rn),
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Figure 2. Ho¨llig type profiles σ(s).
which is consistent to the Clausius-Duhem inequality in the second law of
thermodynamics; see, e.g. [6, 13]. Observe that the inequality of mono-
tonicity (1.2) implies Fourier’s inequality (1.4), but the converse does not
hold.
In this paper, we consider diffusion fluxes A(p) of the form (1.3) with pro-
files σ(s) having the graphs as in Figure 3; in this case, Fourier’s inequality
(1.4) is violated as 

A(p) · p > 0, |p| > s0,
A(p) · p < 0, 0 < |p| < s0,
A(p) · p = 0, |p| ∈ {0, s0}.
We will call such profiles σ(s) as non-Fourier type. More precisely, we im-
pose the following conditions on the non-Fourier type profiles σ(s) = sf(s2).
Hypothesis (NF): (See Figure 3.)
(i) There exist two numbers s0 > s− > 0 such that
f ∈ C0([0,∞)) ∩ C1((0, s2−) ∪ (s2−, s20)) ∩ C1+α(s20,∞),
where 0 < α < 1 is any fixed number.
(ii) σ(s0) = 0, σ
′(s) < 0 ∀s ∈ (0, s−), σ′(s) > 0 ∀s ∈ (s−, s0)∪(s0,∞),
and λ ≤ σ′(s) ≤ Λ ∀s > 2s0, where Λ ≥ λ > 0 are constants.
(iii) Let s+ ∈ (s0,∞) denote the unique number with σ(s+) = −σ(s−).
Also, for each r ∈ (0, σ(s+)), let s+(r) ∈ (s0, s+), s1−(r) ∈ (0, s−) and
s2−(r) ∈ (s−, s0) denote the unique numbers such that
r = σ(s+(r)) = −σ(s1−(r)) = −σ(s2−(r)).
The main purpose of this paper is to explore the scope of the methods
of [8, 9] in the application to problem (1.1) in all dimensions for diffusion
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−(r)s−
s+(r) s+
Figure 3. Non-Fourier type profiles σ(s).
profiles σ(s) of the non-Fourier type. To state our main theorem, we make
the following assumptions on the domain Ω and initial datum u0:
(1.5)
{
Ω ⊂ Rn is a bounded domain with ∂Ω of class C2+α,
u0 ∈ C2+α(Ω¯) is non-constant with Du0 · n|∂Ω = 0.
In addition to this, we further assume without loss of generality that the
initial datum u0 satisfies
(1.6)
∫
Ω
u0(x) dx = 0,
since otherwise we may solve problem (1.1) with initial datum u˜0 = u0− u¯0,
where u¯0 =
1
|Ω|
∫
Ω u0 dx.
We now state the main existence theorem as follows.
Theorem 1.1. Let m0 = minΩ¯ |Du0| and m′0 = max{m0, s0}, and assume
|Du0(x0)| ∈ (0, s+) at some x0 ∈ Ω. Then for each r˜ ∈ (σ(m′0), σ(s+)),
there exist an open set Ωr˜T ⊂ ΩT and infinitely many Lipschitz solutions u
to (1.1) of the following two types:
(Type I) |Du| ∈ [s2−(r˜), s+(r˜)] ∪ {0} a.e. in ΩT \ Ωr˜T .
(Type II) |Du| ∈ [0, s1−(r˜)] ∪ [s0, s+(r˜)] a.e. in ΩT \Ωr˜T .
(Common for both types)
u ∈ C2+α,1+α/2(Ω¯r˜T ), ut = div(A(Du)) pointwise in Ωr˜T ,
|Du(x, t)| > s+(r˜) ∀(x, t) ∈ Ωr˜T , and Ωr˜0 ⊂ ∂Ωr˜T ,
where Ωr˜0 = {(x, 0) |x ∈ Ω, |Du0(x)| > s+(r˜)}.
Lipschitz solutions u of Type I will be also called as forward-forward type
or simply FFT solutions, and likewise for those u of Type II as backward-
forward type or simply BFT solutions. For clear distinction of these two
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types, we keep using boldface letters for Type I, Type II, FFT and BFT
throughout the paper.
As a byproduct of Theorem 1.1, we have the simple existence theorem as
follows.
Theorem 1.2. Let Ω be as in (1.5). Then for any initial datum u0 ∈
C2+α(Ω¯) with Du0 ·n|∂Ω = 0, problem (1.1) has at least one Lipschitz solu-
tion.
The rest of the paper is organized as follows. Section 2 begins with a
general density approach to problem (1.1) as a non-homogeneous partial
differential inclusion. Then the general existence theorem, Theorem 2.1, is
formulated under a key density hypothesis. Also, some essential ingredients
for the proof of the main theorem, Theorem 1.1, are provided. As the pivotal
analysis of the paper, the geometry of related matrix sets is investigated in
Section 3, leading to the relaxation result on a homogeneous differential in-
clusion, Theorem 3.7. Section 4 is devoted to the simultaneous construction
of suitable boundary functions and admissible sets for Types I and II in
the stream of the proof of Theorem 1.1. Then the key density hypothesis for
each type is realized in Section 5, completing the proof of Theorem 1.1. The
proof of Theorem 1.2 is also included in the last part of this section. Lastly,
Section 6 adds a remark on further existence results that can be deduced
from the combination of [9] and this paper.
2. A general density approach and some useful results
In this section, we present a general density method and some essential
ingredients for the proof of the main result, Theorem 1.1. All the proofs
and motivational ideas can be found in the previous paper [9] and references
therein; so we do not repeat those here unless otherwise stated.
2.1. Admissible set and the density approach. For the general density
approach to problem (1.1), we assume the following:

Ω ⊂ Rn is a bounded Lipschitz domain,
the initial datum u0 ∈W 1,∞(Ω),
the diffusion flux A ∈ C(Rn;Rn).
Assume that we have a function Φ = (u∗, v∗) ∈ W 1,∞(ΩT ;R1+n) satisfy-
ing
(2.1)


u∗(x, 0) = u0(x), x ∈ Ω,
div v∗(x, t) = u∗(x, t), a.e. (x, t) ∈ ΩT ,
v∗(·, t) · n|∂Ω = 0, t ∈ [0, T ],
which will be called a boundary function for the initial datum u0. We de-
note byW 1,∞u∗ (ΩT ), W
1,∞
v∗ (ΩT ;R
n) the usualDirichlet classes with boundary
traces u∗, v∗, respectively.
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We say that U ⊂ W 1,∞u∗ (ΩT ) is an admissible set provided that it is
nonempty and bounded in W 1,∞u∗ (ΩT ) and that for each u ∈ U , there exists
a vector function v ∈W 1,∞v∗ (ΩT ;Rn) satisfying
div v = u a.e. in ΩT and ‖vt‖L∞(ΩT ) ≤ R,
whereR > 0 is any fixed number. If U is an admissible set, for each ǫ > 0, let
Uǫ be the set of all u ∈ U such that there exists a function v ∈W 1,∞v∗ (ΩT ;Rn)
satisfying
div v = u a.e. in ΩT , ‖vt‖L∞(ΩT ) ≤ R, and∫
ΩT
|vt(x, t) −A(Du(x, t))| dxdt ≤ ǫ|ΩT |.
We now have the following general existence theorem under a pivotal
density hypothesis of Uǫ in U . Although the proof of this theorem already
appeared in [8, 9], we need to reproduce it here since the proof itself will be
used in the proof of Theorem 1.1.
Theorem 2.1. Let U ⊂W 1,∞u∗ (ΩT ) be an admissible set satisfying the den-
sity property:
Uǫ is dense in U under the L∞-norm for each ǫ > 0.
Then, given any ϕ ∈ U , for each δ > 0, there exists a Lipschitz solution
u ∈ W 1,∞u∗ (ΩT ) to (1.1) satisfying ‖u − ϕ‖L∞(ΩT ) < δ. Furthermore, if U
contains a function which is not a Lipschitz solution to (1.1), then (1.1)
itself admits infinitely many Lipschitz solutions.
Proof. For clarity, we divide the proof into several steps.
1. Let X be the closure of U in the metric space L∞(ΩT ). Then (X , L∞)
is a non-empty complete metric space. By assumption, each Uǫ is dense in
X . Moreover, since U is bounded in W 1,∞u∗ (ΩT ), we have X ⊂W 1,∞u∗ (ΩT ).
2. Let Y = L1(ΩT ;Rn). For h > 0, define Th : X → Y as follows. Given
any u ∈ X , write u = u∗ + w with w ∈W 1,∞0 (ΩT ) and define
Th(u) = Du
∗ +D(ρh ∗ w),
where ρh(z) = h
−Nρ(z/h), with z = (x, t) and N = n + 1, is the standard
h-mollifier in RN , and ρh∗w is the usual convolution in RN with w extended
to be zero outside Ω¯T . Then, for each h > 0, the map Th : (X , L∞)→ (Y, L1)
is continuous, and for each u ∈ X ,
lim
h→0+
‖Th(u)−Du‖L1(ΩT ) = lim
h→0+
‖ρh ∗Dw −Dw‖L1(ΩT ) = 0.
Therefore, the spatial gradient operator D : X → Y is the pointwise limit of
a sequence of continuous maps Th : X → Y; hence D : X → Y is a Baire-one
map. By Baire’s category theorem (e.g., [4, Theorem 10.13]), there exists a
residual set G ⊂ X such that the operator D is continuous at each point of
G. Since X \ G is of the first category, the set G is dense in X . Therefore,
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given any ϕ ∈ X , for each δ > 0, there exists a function u ∈ G such that
‖u− ϕ‖L∞(ΩT ) < δ.
3. We now prove that each u ∈ G is a Lipschitz solution to (1.1). Let u ∈ G
be given. By the density of Uǫ in (X , L∞) for each ǫ > 0, for every j ∈ N,
there exists a function uj ∈ U1/j such that ‖uj − u‖L∞(ΩT ) < 1/j. Since the
operator D : (X , L∞) → (Y, L1) is continuous at u, we have Duj → Du in
L1(ΩT ;R
n). Furthermore, from (2.1) and the definition of U1/j , there exists
a function vj ∈ W 1,∞v∗ (ΩT ;Rn) such that for each ζ ∈ C∞(Ω¯T ) and each
t ∈ [0, T ], ∫
Ω
vj(x, t) ·Dζ(x, t) dx = −
∫
Ω
uj(x, t)ζ(x, t) dx,
‖(vj)t‖L∞(ΩT ) ≤ R,
∫
ΩT
|(vj)t −A(Duj)| dxdt ≤ 1
j
|ΩT |.
(2.2)
Since vj(x, 0) = v
∗(x, 0) ∈ W 1,∞(Ω;Rn) and ‖(vj)t‖L∞(ΩT ) ≤ R, it fol-
lows that both sequences {vj} and {(vj)t} are bounded in L2(ΩT ;Rn) ≈
L2((0, T );L2(Ω;Rn)). So we may assume
vj ⇀ v and (vj)t ⇀ vt in L
2((0, T );L2(Ω;Rn))
for some v ∈ W 1,2((0, T );L2(Ω;Rn)), where ⇀ denotes the weak conver-
gence. Upon taking the limit as j →∞ in (2.2), since v ∈ C([0, T ];L2(Ω;Rn))
and A ∈ C(Rn;Rn), we obtain∫
Ω
v(x, t) ·Dζ(x, t) dx = −
∫
Ω
u(x, t)ζ(x, t) dx (t ∈ [0, T ]),
vt(x, t) = A(Du(x, t)) a.e. (x, t) ∈ ΩT .
Consequently, by [8, Lemma 3.1], u is a Lipschitz solution to (1.1).
4. Finally, assume U contains a function which is not a Lipschitz solution
to (1.1); hence G 6= U . Then G cannot be a finite set, since otherwise the
L∞-closure X = G = U would be a finite set, making U = G. Therefore,
in this case, (1.1) admits infinitely many Lipschitz solutions. The proof is
complete. 
2.2. Uniformly parabolic equations. We refer to the standard references
(e.g., [10, 11]) for some notations concerning functions and domains of class
Ck+α with an integer k ≥ 0.
Assume f˜ ∈ C1+α([0,∞)) is a function satisfying
(2.3) θ ≤ f˜(s) + 2sf˜ ′(s) ≤ Θ ∀ s ≥ 0,
where Θ ≥ θ > 0 are constants. This condition is equivalent to θ ≤
(sf˜(s2))′ ≤ Θ for all s ∈ R; hence, θ ≤ f˜(s) ≤ Θ for all s ≥ 0. Let
A˜(p) = f˜(|p|2)p (p ∈ Rn).
Then we have
A˜ipj (p) = f˜(|p|2)δij + 2f˜ ′(|p|2)pipj (i, j = 1, 2, · · · , n; p ∈ Rn)
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and hence the uniform ellipticity condition:
θ|q|2 ≤
n∑
i,j=1
A˜ipj(p)qiqj ≤ Θ|q|2 ∀ p, q ∈ Rn.
The proof of the following classical result can be found in [11, Theorem
13.24].
Theorem 2.2. Assume (1.5). Then the initial-Neumann boundary value
problem
(2.4)


ut = div(A˜(Du)) in ΩT ,
∂u/∂n = 0 on ∂Ω × (0, T ),
u(x, 0) = u0(x) for x ∈ Ω
admits a unique solution u ∈ C2+α,1+α/2(Ω¯T ).
2.3. Modified profile. The following elementary result can be proved in a
similar way as in [14]; we omit the proof.
Lemma 2.3 (see Figure 4). Assume Hypothesis (NF). Then for each 0 <
r < σ(s+), there exists a function σ˜ ∈ C1+α([0,∞)) with σ˜(0) = 0 such that
σ˜ is linear near 0 and that

σ˜(s) > σ(s), 0 < s < s+(r),
σ˜(s) = σ(s), s+(r) ≤ s <∞,
θ ≤ σ˜′(s) ≤ Θ, 0 ≤ s <∞
for some constants Θ ≥ θ > 0. With such a function σ˜, define f˜(s) =
σ˜(
√
s)/
√
s (s > 0) and f˜(0) = lims→0+ σ˜(
√
s)/
√
s ; then f˜ ∈ C1+α([0,∞))
fulfills condition (2.3).
2.4. Right inverse of the divergence operator. We follow an argument
of Bourgain and Brezis [2, Lemma 4] to construct a right inverse R of the
divergence operator: divR = Id (in the sense of distributions in ΩT ). For the
purpose of this paper, the construction of R is restricted to a box, by which
we mean a domain Q given by Q = J1×J2×· · ·×Jn, where Ji = (ai, bi) ⊂ R
is a finite open interval.
We have the following result [8, Theorem 2.3].
Theorem 2.4. Let Q × I be a box in Rn+1, where I ⊂ R is a finite open
interval. Then there is a bounded linear operator R = Rn : L∞(Q × I) →
L∞(Q × I;Rn) satisfying the following: If u ∈ W 1,∞0 (Q × I) is such that∫
Q u(x, t) dx = 0 for all t ∈ I, then v := Ru ∈ W 1,∞0 (Q × I;Rn), div v = u
a.e. in Q× I, and
(2.5) ‖vt‖L∞(Q×I) ≤ Cn (|J1|+ · · ·+ |Jn|)‖ut‖L∞(Q×I),
where Q = J1 × · · · × Jn and Cn > 0 is a dimensional constant. Moreover,
if u ∈ C1(Q× I), then v ∈ C1(Q× I;Rn).
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Figure 4. Non-Fourier type profile σ(s) and modified σ˜(s).
3. Geometry of the relevant matrix sets
Let A(p) be the diffusion flux given by (1.3) with profile σ(s) = sf(s2)
satisfying Hypothesis (NF). Let K0 be the subset of the (1 + n) × (n + 1)
matrix space M(1+n)×(n+1) defined by
K0 =
{(
p c
B A(p)
) ∣∣∣ p ∈ Rn, c ∈ R, B ∈Mn×n, trB = 0} .
Under Hypothesis (NF), certain structures of the set K0 turn out to be
quite useful, especially when it comes to the relaxation of homogeneous
partial differential inclusion ∇ω(z) ∈ K0 with z = (x, t) and ω = (ϕ,ψ). We
investigate these structures and establish such a relaxation result for both
FFT and BFT solutions throughout this section.
3.1. Geometry of the matrix set K0. We study some subsets of K0,
depending on the different types of solutions to be sought.
Type I: FFT solutions. In search for this type of solutions, we adopt the
following notations. Fix any two numbers 0 < r1 < r2 < σ(s+), and let
F0 = F0,r1,r2 be the subset of K0 defined by
F0 =
{(
p c
B A(p)
) ∣∣∣ p ∈ Rn, |p| ∈ (s2−(r2), s2−(r1)) ∪ (s+(r1), s+(r2)),
c ∈ R, B ∈Mn×n, trB = 0
}
.
We decompose the set F0 into two disjoint subsets as follows:
F− = F−,r1,r2 =
{(
p c
B A(p)
) ∣∣∣ p ∈ Rn, |p| ∈ (s2−(r2), s2−(r1)),
c ∈ R, B ∈Mn×n, trB = 0
}
,
F+ = F+,r1,r2 =
{(
p c
B A(p)
) ∣∣∣ p ∈ Rn, |p| ∈ (s+(r1), s+(r2)),
c ∈ R, B ∈Mn×n, trB = 0
}
.
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Type II: BFT solutions. To handle this type of solutions, we use the
following notations. Fix any two numbers 0 < r1 < r2 < σ(s+), and let
F0 = F0,r1,r2 be the subset of K0 given by
F0 =
{(
p c
B A(p)
) ∣∣∣ p ∈ Rn, |p| ∈ (s1−(r1), s1−(r2)) ∪ (s+(r1), s+(r2)),
c ∈ R, B ∈Mn×n, trB = 0
}
.
The set F0 is then decomposed into two disjoint subsets as follows:
F− = F−,r1,r2 =
{(
p c
B A(p)
) ∣∣∣ p ∈ Rn, |p| ∈ (s1−(r1), s1−(r2)),
c ∈ R, B ∈Mn×n, trB = 0
}
,
F+ = F+,r1,r2 =
{(
p c
B A(p)
) ∣∣∣ p ∈ Rn, |p| ∈ (s+(r1), s+(r2)),
c ∈ R, B ∈Mn×n, trB = 0
}
.
In order to study the homogeneous differential inclusion ∇ω(z) ∈ K0, we
first scrutinize the rank-one structure of the set F0 ⊂ K0 for each type. To
this aim, we define
R(F0) =
⋃
ξ±∈F±, rank(ξ+−ξ−)=1
(ξ−, ξ+),
where (ξ−, ξ+) is the open line segment in M
(1+n)×(n+1) joining ξ±. We now
explore the structure of the set R(F0) in detail for both types simultaneously.
3.1.1. Alternate expression for R(F0). We establish more specific crite-
ria for matrices in R(F0) than its definition.
Lemma 3.1. Let ξ ∈ M(1+n)×(n+1). Then ξ ∈ R(F0) if and only if there
exist numbers t− < 0 < t+ and vectors q, γ ∈ Rn with |q| = 1, γ · q = 0 such
that for each b ∈ R \ {0}, if η =
(
q b
1
b q ⊗ γ γ
)
, then ξ + t±η ∈ F±.
Proof. Assume ξ =
(
p c
B β
)
∈ R(F0). By definition, ξ + t±η˜ ∈ F±, where
t− < 0 < t+ and η˜ is a rank-one matrix given by
η˜ =
(
a
α
)
⊗ (q, b˜) =
(
aq ab˜
α⊗ q b˜α
)
, a2 + |α|2 6= 0, b˜2 + |q|2 6= 0,
for some a, b˜ ∈ R and α, q ∈ Rn; here α ⊗ q denotes the rank-one or zero
matrix (αiqj) in M
n×n. Condition ξ + t±η˜ ∈ F± with t− < 0 < t+ is
equivalent to the following: For Type I,
trB = 0, α · q = 0, A(p+ t±aq) = β + t±b˜α,
|p+ t+aq| ∈ (s+(r1), s+(r2)), |p + t−aq| ∈ (s2−(r2), s2−(r1)).
(3.1)
For Type II,
trB = 0, α · q = 0, A(p+ t±aq) = β + t±b˜α,
|p+ t+aq| ∈ (s+(r1), s+(r2)), |p + t−aq| ∈ (s1−(r1), s1−(r2)).
(3.2)
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Therefore, aq 6= 0. Upon rescaling η˜ and t±, we can assume a = 1 and
|q| = 1; namely,
η˜ =
(
q b˜
α⊗ q b˜α
)
, |q| = 1, α · q = 0.
We now set γ = b˜α. Let b ∈ R \ {0} and
η =
(
q b
1
bγ ⊗ q γ
)
.
From (3.1) (Type I), (3.2) (Type II), it follows that ξ + t±η ∈ F±.
The converse easily follows from the definition of R(F0). 
3.1.2. Diagonal components of matrices in R(F0). The following gives
a description for the diagonal components of matrices in R(F0) for both
types; the proof is precisely the same as that of [9, Lemma 5.3] and thus not
reproduced here.
Lemma 3.2.
(3.3) R(F0) =
{(
p c
B β
) ∣∣∣ c ∈ R, B ∈Mn×n, trB = 0, (p, β) ∈ S}
for some set S = Sr1,r2 ⊂ Rn+n.
3.1.3. Selection of approximate collinear rank-one connections for
R(F0). We first give a 2-dimensional description for the rank-one connec-
tions of diagonal components of matrices in R(F0) in a general form. The
following lemma is common for both Types I and II.
Lemma 3.3. For all positive numbers a, b and c with b > a, there exists a
nonnegative continuous function h(a, b, c; ·, ·, ·, ·, ·, ·) defined on
Ia,b,c := [0, a) ×
[
0,
b− a
2
)
×
[
0,
b− a
2
)
× [0,∞) × [0, c) × [0,∞)
with h(a, b, c; 0, 0, 0, 0, 0, 0) = 0 satisfying the following:
Let δ11, δ12, δ21, δ22, η1 and η2 be any positive numbers with
0 < a− δ11 < a < a+ δ12 < a+ b
2
< b− δ21, 0 < c− η1,
and let R1 ∈ [a−δ11, a+δ12], R2 ∈ [b−δ21, b+δ22], and R˜1, R˜2 ∈ [c−η1, c+η2].
Suppose θ ∈ [−π/2, π/2] and(
R˜1
(
cos(
π
2
+ θ), sin(
π
2
+ θ)
)− R˜2( cos(π
2
− θ), sin(π
2
− θ)))
·
(
R1
(
cos(θ − π
2
), sin(θ − π
2
)
)−R2( cos(π
2
− θ), sin(π
2
− θ))) = 0.
Then −π2 < θ < π2 , R˜1 ≥ R˜2, and
max
{∣∣(0,−a)−R1( cos(θ−π
2
), sin(θ−π
2
)
)∣∣, ∣∣(0, b)−R2( cos(π
2
−θ), sin(π
2
−θ))∣∣,
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∣∣(0, c)− R˜1( cos(π
2
+ θ), sin(
π
2
+ θ)
)∣∣, ∣∣(0, c)− R˜2( cos(π
2
− θ), sin(π
2
− θ))∣∣}
≤ h(a, b, c; δ11 , δ12, δ21, δ22, η1, η2).
Proof. By assumption,
0 = (R˜1(− sin θ, cos θ)−R˜2(sin θ, cos θ)) ·(R1(sin θ,− cos θ)−R2(sin θ, cos θ))
= (−(R˜1 + R˜2) sin θ, (R˜1 − R˜2) cos θ) · ((R1 −R2) sin θ,−(R1 +R2) cos θ)
= (R˜1 + R˜2)(R2 −R1) sin2 θ − (R˜1 − R˜2)(R1 +R2) cos2 θ,
that is,
(R˜1 − R˜2)(R1 +R2) cos2 θ = (R˜1 + R˜2)(R2 −R1) sin2 θ;
hence, θ 6= ±π2 , R˜1 ≥ R˜2, and
θ = ± tan−1
(√
(R˜1 − R˜2)(R1 +R2)
(R˜1 + R˜2)(R2 −R1)
)
.
So
|θ| ≤ tan−1
(√
(a+ b+ δ12 + δ22)(η1 + η2)
2(b− a− δ12 − δ21)(c − η1)
)
=: g(a, b, c; δ11, δ12, δ21, δ22, η1, η2).
Note that the function g(a, b, c; ·, ·, ·, ·, ·, ·) : Ia,b,c → [0, π/2) is well-defined
and continuous and that g(a, b, c; δ11 , δ12, δ21, δ22, η1, η2) = 0 whenever
(δ11, δ12, δ21, δ22, η1, η2) ∈ Ia,b,c, η1 = η2 = 0.
Observe now that
|(0,−a) −R1(cos(θ − π
2
), sin(θ − π
2
))|
≤ max{|(0,−a)− (a+δ12)(sin θ,− cos θ)|, |(0,−a)− (a−δ11)(sin θ,− cos θ)|}
= max
{√
(a+ δ12)2 sin
2 θ + (a− (a+ δ12) cos θ)2,√
(a− δ11)2 sin2 θ + (a− (a− δ11) cos θ)2
}
= max
{√
(a+ δ12)2 + a2 − 2a(a+ δ12) cos θ,√
(a− δ11)2 + a2 − 2a(a− δ11) cos θ
}
≤ max
{√
(a+ δ12)2 + a2 − 2a(a+ δ12) cos(g(a, b, c; δ11 , δ12, δ21, δ22, η1, η2)),√
(a− δ11)2 + a2 − 2a(a− δ11) cos(g(a, b, c; δ11 , δ12, δ21, δ22, η1, η2))
}
=: h1(a, b, c; δ11, δ12, δ21, δ22, η1, η2),
|(0, b) −R2(cos(π
2
− θ), sin(π
2
− θ))|
≤ max{|(0, b) − (b+ δ22)(sin θ, cos θ)|, |(0, b) − (b− δ21)(sin θ, cos θ)|}
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= max
{√
(b+ δ22)2 sin
2 θ + (b− (b+ δ22) cos θ)2,√
(b− δ21)2 sin2 θ + (b− (b− δ21) cos θ)2
}
= max
{√
(b+ δ22)2 + b2 − 2b(b+ δ22) cos θ,√
(b− δ21)2 + b2 − 2b(b− δ21) cos θ
}
≤ max
{√
(b+ δ22)2 + b2 − 2b(b + δ22) cos(g(a, b, c; δ11 , δ12, δ21, δ22, η1, η2)),√
(b− δ21)2 + b2 − 2b(b − δ21) cos(g(a, b, c; δ11 , δ12, δ21, δ22, η1, η2))
}
=: h2(a, b, c; δ11, δ12, δ21, δ22, η1, η2),
|(0, c) − R˜1(cos(π
2
+ θ), sin(
π
2
+ θ))|
≤ max
{√
(c+ η2)2 + c2 − 2c(c + η2) cos(g(a, b, c; δ11 , δ12, δ21, δ22, η1, η2)),√
(c− η1)2 + c2 − 2c(c − η1) cos(g(a, b, c; δ11 , δ12, δ21, δ22, η1, η2))
}
=: h3(a, b, c; δ11, δ12, δ21, δ22, η1, η2),
|(0, c) − R˜2(cos(π
2
− θ), sin(π
2
− θ))| ≤ h3(a, b, c; δ11, δ12, δ21, δ22, η1, η2).
Define
h(a, b, c; δ11 , δ12, δ21, δ22, η1, η2) = max
1≤j≤3
hj(a, b, c; δ11, δ12, δ21, δ22, η1, η2).
Then it is easy to see that the function h(a, b, c; ·, ·, ·, ·, ·, ·) : Ia,b,c → [0,∞)
is well-defined and satisfies the required properties. 
We now apply the previous lemma to choose approximate collinear rank-
one connections for the diagonal components of matrices in R(F0).
Theorem 3.4. For each 0 < r < σ(s+), there exists a number µr > 0 with
0 < r − µr < r + µr < σ(s+) satisfying the following:
Let 0 < µ ≤ µr, and let p± ∈ Rn satisfy
s2−(r + µ) < |p−| < s2−(r − µ) < s+(r − µ) < |p+| < s+(r + µ), (Type I)
s1−(r − µ) < |p−| < s1−(r + µ) < s+(r − µ) < |p+| < s+(r + µ) (Type II)
and (A(p+)−A(p−)) · (p+ − p−) = 0. Then there exists a vector ζ0 ∈ Sn−1
such that, with p0+ = s+(r)ζ
0, p0− = −s2−(r)ζ0 (Type I), p0− = −s1−(r)ζ0
(Type II), A(p0±) = rζ
0, we have
max{|p0− − p−|, |p0+ − p+|, |A(p0−)−A(p−)|, |A(p0+)−A(p+)|}
≤ h(s2−(r), s+(r), r; s2−(r)− s2−(r + µ), s2−(r − µ)− s2−(r),
s+(r)− s+(r − µ), s+(r + µ)− s+(r), µ, µ
)
, (Type I)
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max{|p0− − p−|, |p0+ − p+|, |A(p0−)−A(p−)|, |A(p0+)−A(p+)|}
≤ h(s1−(r), s+(r), r; s1−(r)− s1−(r − µ), s1−(r + µ)− s1−(r),
s+(r)− s+(r − µ), s+(r + µ)− s+(r), µ, µ
)
, (Type II)
where h is the function in Lemma 3.3.
Proof. Fix any 0 < r < σ(s+). Since
lim
µ→0+
s2−(r−µ) = s2−(r) <
s2−(r) + s+(r)
2
< s+(r) = lim
µ→0+
s+(r−µ), (Type I)
lim
µ→0+
s1−(r+µ) = s
1
−(r) <
s1−(r) + s+(r)
2
< s+(r) = lim
µ→0+
s+(r−µ), (Type II)
we can find a µr > 0 so small that 0 < r − µr < r + µr < σ(s+) and that
for every 0 < µ ≤ µr, we have
s2−(r − µ) <
s2−(r) + s+(r)
2
< s+(r − µ), (Type I)
s1−(r + µ) <
s1−(r) + s+(r)
2
< s+(r − µ). (Type II)
Now, let 0 < µ ≤ µr, and let p± ∈ Rn satisfy the conditions in the
statement of the theorem. Let Σ2 denote the 2-dimensional linear subspace
of Rn spanned by the two vectors p±. (In case of collinear p±, we choose
Σ2 to be any 2-dimensional linear space in R
n containing p±.) From the
orthogonality condition, we have
σ(|p+|)|p+|+ σ(|p−|)|p−| −
(σ(|p+|)
|p+| +
σ(|p−|)
|p−|
)
(p+ · p−) = 0.
If p± were pointing in the same direction, we would have σ(|p+|) = σ(|p−|),
a contradiction. Thus we can set
ζ0 =
p+
|p+|
− p−|p−|∣∣ p+
|p+|
− p−|p−|
∣∣ ∈ Sn−1 ∩ Σ2.
Since the vectors p±, A(p±) and ζ
0 all lie in Σ2, we can recast the problem
into the setting of the previous lemma via one of the two linear isomorphisms
of Σ2 onto R
2 with correspondence ζ0 ↔ (0, 1) ∈ R2. Then the result follows
with the choices below in applying Lemma 3.3: a = s2−(r) (Type I), a =
s1−(r) (Type II), b = s+(r), c = r, δ11 = s
2
−(r) − s2−(r + µ) (Type I),
δ11 = s
1
−(r)− s1−(r−µ) (Type II), δ12 = s2−(r−µ)− s2−(r) (Type I), δ12 =
s1−(r+µ)−s1−(r) (Type II), δ21 = s+(r)−s+(r−µ), δ22 = s+(r+µ)−s+(r),
η1 = η2 = µ, R1 = |p−|, R2 = |p+|, R˜1 = −σ(|p−|), R˜2 = σ(|p+|), and
θ ∈ [0, π/2] is the half of the angle between p+ and −p−. 
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3.1.4. Final characterization of R(F0). We are now ready to establish
the result concerning the essential structure of R(F0) for both types. For our
purpose, it is sufficient to stick only to the diagonal components of matrices
in R(F0).
Theorem 3.5. Let 0 < r < σ(s+). Then there exists a number µ
′
r > 0
with 0 < r − µ′r < r + µ′r < σ(s+) such that for any 0 < µ ≤ µ′r, the set
S = Sr−µ,r+µ ⊂ Rn+n in (3.3) satisfies the following:
(i) sup(p,β)∈S |p| ≤ s+(r + µ) < s+ and sup(p,β)∈S |β| ≤ r + µ < σ(s+);
hence S is bounded.
(ii) S is open.
(iii) For each (p0, β0) ∈ S, there exist an open set V ⊂⊂ S containing
(p0, β0) and C
1 functions q : V¯ → Sn−1, γ : V¯ → Rn, t± : V¯ → R
with γ · q = 0 and t− < 0 < t+ on V¯ such that for every ξ =(
p c
B β
)
∈ R(F0) = R(F0,r−µ,r+µ) with (p, β) ∈ V¯, we have
ξ + t±η ∈ F± = F±,r−µ,r+µ,
where t± = t±(p, β), η =
(
q(p, β) b
1
bγ(p, β) ⊗ q(p, β) γ(p, β)
)
, and b 6= 0
is arbitrary.
Proof. Fix any 0 < r < σ(s+). First, we let µ > 0 be any number with
0 < r − µ < r + µ < σ(s+) and prove (i). Then we choose later an upper
bound µ′r of µ for the validity of (ii) and (iii) above.
We divide the proof into several steps.
1. To show that (i) holds, choose any (p, β) ∈ S. By Lemma 3.2, ξ :=(
p 0
O β
)
∈ R(F0), where O is the n × n zero matrix. By the definition
of R(F0), there exist two matrices ξ± =
(
p± c±
B± σ(|p±|) p±|p±|
)
∈ F± and a
number 0 < λ < 1 such that ξ = λξ+ + (1− λ)ξ−. So
|p| = |λp+ + (1− λ)p−| ≤ s+(r + µ),
|β| =
∣∣∣∣λσ(|p+|) p+|p+| + (1− λ)σ(|p−|)
p−
|p−|
∣∣∣∣ ≤ r + µ ;
hence, sup(p,β)∈S |p| ≤ s+(r + µ) and sup(p,β)∈S |β| ≤ r + µ. Thus, S is
bounded, and (i) is proved.
2. We now turn to the remaining assertions that the set S = Sr−µ,r+µ
fulfills (ii) and (iii) for all sufficiently small µ > 0. In this step, we still
assume µ > 0 is any fixed number with 0 < r − µ < r + µ < σ(s+).
Let (p0, β0) ∈ S. Since ξ0 :=
(
p0 0
O β0
)
∈ R(F0), it follows from Lemma
3.1 that there exist numbers t0 < 0 < s0 and vectors q0, γ0 ∈ Rn with
|q0| = 1, γ0 · q0 = 0 such that ξ0 + t0η0 ∈ F− and ξ0 + s0η0 ∈ F+, where
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η0 =
(
q0 b
1
bq0 ⊗ γ0 γ0
)
and b 6= 0 is any fixed number. Let q′0 = t0q0 6= 0,
γ′0 = t0γ0, and s
′
0 = s0/t0 < 0; then
(3.4)


γ′0 · q′0 = 0, s+(r − µ) < |p0 + s′0q′0| < s+(r + µ),
s2−(r + µ) < |p0 + q′0| < s2−(r − µ), (Type I)
s1−(r − µ) < |p0 + q′0| < s1−(r + µ), (Type II)
σ(|p0 + s′0q′0|) p0+s
′
0q
′
0
|p0+s′0q
′
0|
= β0 + s
′
0γ
′
0,
σ(|p0 + q′0|) p0+q
′
0
|p0+q′0|
= β0 + γ
′
0.
Observe also that
s0 − t0 ≥ |(p0 + s0q0)| − |(p0 + t0q0)| > s+(r − µ)− s2−(r − µ), (Type I)
s0 − t0 ≥ |(p0 + s0q0)| − |(p0 + t0q0)| > s+(r − µ)− s1−(r + µ). (Type II)
(3.5)
Next, consider the function F defined by
F (γ′, q′, s′; p, β) =

σ(|p + s
′q′|) p+s′q′|p+s′q′| − β − s′γ′
σ(|p+ q′|) p+q′|p+q′| − β − γ′
γ′ · q′

 ∈ Rn+n+1
for all γ′, q′, p, β ∈ Rn and s′ ∈ R with s+(r − µ) < |p + s′q′| < s+(r + µ),
s2−(r+ µ) < |p+ q′| < s2−(r− µ) (Type I), s1−(r− µ) < |p+ q′| < s1−(r+ µ)
(Type II). Then F is C1 in the described open subset of Rn+n+1+n+n, and
the observation (3.4) yields that
F (γ′0, q
′
0, s
′
0; p0, β0) = 0.
Suppose for the moment that the Jacobian matrix D(γ′,q′,s′)F is invertible
at the point (γ′0, q
′
0, s
′
0; p0, β0); then the Implicit Function Theorem implies
the following: There exist a bounded domain V˜ = V˜(p0,β0) ⊂ Rn+n containing
(p0, β0) and C
1 functions γ˜, q˜ ∈ Rn, s˜ ∈ R of (p, β) ∈ V˜ such that
γ˜(p0, β0) = γ
′
0, q˜(p0, β0) = q
′
0, s˜(p0, β0) = s
′
0
and that
s˜(p, β) < 0, s+(r − µ) < |p+ s˜(p, β)q˜(p, β)| < s+(r + µ),
s2−(r + µ) < |p+ q˜(p, β)| < s2−(r − µ), (Type I)
s1−(r − µ) < |p + q˜(p, β)| < s1−(r + µ), (Type II)
F (γ˜(p, β), q˜(p, β), s˜(p, β); p, β) = 0 ∀(p, β) ∈ V˜ .
Define functions
γ = − γ˜|q˜| , q = −
q˜
|q˜| , t+ = −s˜|q˜|, t− = −|q˜| in V˜;
then
s+(r − µ) < |p+ t+q| < s+(r + µ),
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s2−(r + µ) < |p+ t−q| < s2−(r − µ), (Type I)
s1−(r − µ) < |p+ t−q| < s1−(r + µ), (Type II)
σ(|p + t±q|) p+ t±q|p+ t±q| = β + t±γ, |q| = 1, γ · q = 0, t− < 0 < t+,
where (p, β) ∈ V˜, γ = γ(p, β), q = q(p, β), and t± = t±(p, β).
Let (p, β) ∈ V˜ , B ∈ Mn×n, trB = 0, b, c ∈ R, b 6= 0, q = q(p, β),
γ = γ(p, β), t± = t±(p, β), ξ =
(
p c
B β
)
, and η =
(
q b
1
bγ ⊗ q γ
)
. Then
ξ± := ξ + t±η ∈ F±. By the definition of R(F0), ξ ∈ (ξ−, ξ+) ⊂ R(F0).
By Lemma 3.2, we thus have (p, β) ∈ S; hence V˜(p0,β0) = V˜ ⊂ S. This
proves that S is open. Choosing any open set V ⊂⊂ V˜ with (p0, β0) ∈ V,
the assertion (iii) will hold.
3. In this step, we continue Step 2 to deduce an equivalent condition for
the invertibility of the Jacobian matrix D(γ′,q′,s′)F at (γ
′
0, q
′
0, s
′
0; p0, β0). By
direct computation,
D(γ′,q′,s′)F =

−s′In Ms′ ω−s′−In M1 0
q′ γ′ 0

 ∈M(n+n+1)×(n+n+1),
where In is the n× n identity matrix,
Ms′ = s
′
(
σ′(|p+ s′q′|)− σ(|p + s
′q′|)
|p+ s′q′|
)
p+ s′q′
|p+ s′q′|⊗
p+ s′q′
|p+ s′q′|+s
′σ(|p + s′q′|)
|p+ s′q′| In,
ω±s′ =
(
σ′(|p + s′q′|)− σ(|p + s
′q′|)
|p+ s′q′|
)(
p+ s′q′
|p+ s′q′| · q
′
)
p+ s′q′
|p+ s′q′|+
σ(|p+ s′q′|)
|p+ s′q′| q
′±γ′.
Here the prime only in σ′ denotes the derivative. For notational simplicity,
we write (γ′, q′, s′; p, β) = (γ′0, q
′
0, s
′
0; p0, β0). Applying suitable elementary
row operations, as s′ < 0, we have
D(γ′,q′,s′)F →

−s′In Ms′ ω
−
s′
O M1 − 1s′Ms′ − 1s′ω−s′
0 γ′ +
q′1
s′ (Ms′)
1 + · · ·+ q′ns′ (Ms′)n 1s′ q′ · ω−s′


→

−s′In Ms′ ω−s′O s′M1 −Ms′ −ω−s′
0 s′γ′ + q′1(Ms′)
1 + · · ·+ q′n(Ms′)n q′ · ω−s′

 ,
where O is the n × n zero matrix, and (Ms′)i is the ith row of Ms′ . Since
|q′| = −t0, γ′ · q′ = 0, and s+(r − µ) < |p+ s′q′| < s+(r + µ), we have
q′ · ω−s′ =
(
σ′(|p+ s′q′|)− σ(|p + s
′q′|)
|p+ s′q′|
)(
p+ s′q′
|p+ s′q′| · q
′
)2
+
σ(|p + s′q′|)
|p+ s′q′| t
2
0
= t20
(
cos2 θ′σ′(|p + s′q′|) + (1− cos2 θ′)σ(|p + s
′q′|)
|p + s′q′|
)
> 0,
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where θ′ ∈ [0, π] is the angle between p+ s′q′ and q′. After some elementary
column operations to the last matrix from the above row operations, we
obtain
D(γ′,q′,s′)F →

−s′In Ms′ −Ns′ ω−s′O s′M1 −Ms′ +Ns′ −ω−s′
0 0 q′ · ω−s′

 ,
where the jth column of Ns′ ∈ Mn×n is s
′γ′j+q
′·(Ms′)j
q′·ω−
s′
ω−s′ . So D(γ′,q′,s′)F is
invertible if and only if the n × n matrix M1 − 1s′Ms′ + 1s′Ns′ is invertible.
We compute
M1 − 1
s′
Ms′ +
1
s′
Ns′ =
(
σ′(|p+ q′|)− σ(|p + q
′|)
|p+ q′|
)
p+ q′
|p+ q′| ⊗
p+ q′
|p+ q′|
+
σ(|p+ q′|)
|p+ q′| In−
(
σ′(|p+ s′q′|)− σ(|p + s
′q′|)
|p+ s′q′|
)
p+ s′q′
|p+ s′q′|⊗
p+ s′q′
|p+ s′q′|−
σ(|p+ s′q′|)
|p+ s′q′| In
+
1
q′ · ω−s′
ω−s′⊗
[
γ′ +
(
σ′(|p + s′q′|)− σ(|p+ s
′q′|)
|p+ s′q′|
)(
p+ s′q′
|p+ s′q′| · q
′
)
p+ s′q′
|p+ s′q′| +
σ(|p + s′q′|)
|p + s′q′| q
′
]
= (a1 − as′)In + (b1 − a1) p+ q
′
|p+ q′| ⊗
p+ q′
|p+ q′|
− (bs′ − as′) p+ s
′q′
|p + s′q′| ⊗
p+ s′q′
|p+ s′q′| +
1
q′ · ω−s′
ω−s′ ⊗ ω+s′ ,
where
al =
σ(|p + lq′|)
|p+ lq′| , bl = σ
′(|p+ lq′|) for l = s′, 1.
Since a1 < 0 < as′ , we can set
B = B(p0,β0) =
1
a1 − as′ (M1 −
1
s′
Ms′ +
1
s′
Ns′)
=In +
b1 − a1
a1 − as′
p+ q′
|p+ q′| ⊗
p+ q′
|p + q′|
− bs′ − as′
a1 − as′
p+ s′q′
|p+ s′q′| ⊗
p+ s′q′
|p+ s′q′| +
1
(a1 − as′)q′ · ω−s′
ω−s′ ⊗ ω+s′ ;
thenD(γ′,q′,s′)F is invertible if and only if the matrix B ∈Mn×n is invertible.
4. To close the arguments in Step 2 and thus to finish the proof, we choose
a suitable µ′r > 0 with 0 < r − µ′r < r + µ′r < σ(s+) in such a way that for
each 0 < µ ≤ µ′r, the matrix B = B(p0,β0), determined through Steps 2 and
3 for any given (p0, β0) ∈ S = Sr−µ,r+µ, is invertible.
First, let 0 < µ ≤ µ′r ≤ µr, where the number µr > 0 is determined by
Theorem 3.4. By Hypothesis (NF),
σ(l)
l
< 0 <
σ(k)
k
∀k ∈ [s+(r − µ), s+(r + µ)],
∀l ∈ [s2−(r+µ), s2−(r−µ)] (Type I), ∀l ∈ [s1−(r−µ), s1−(r+µ)] (Type II).
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So we can define a real-valued continuous function (to express the determi-
nant of the matrix B = B(p0,β0) from Step 3)
DET(v, u, q, γ) = det
(
In+
σ′(|u|) − σ(|u|)|u|
σ(|u|)
|u| − σ(|v|)|v|
u
|u| ⊗
u
|u| −
σ′(|v|)− σ(|v|)|v|
σ(|u|)
|u| − σ(|v|)|v|
v
|v| ⊗
v
|v|
+
1
(σ(|u|)|u| − σ(|v|)|v| )((σ′(|v|) − σ(|v|)|v| )( v|v| · q)2 + σ(|v|)|v| )
(
(σ′(|v|)−σ(|v|)|v| )(
v
|v| ·q)
v
|v|
+
σ(|v|)
|v| q − γ
)⊗ ((σ′(|v|) − σ(|v|)|v| )( v|v| · q) v|v| + σ(|v|)|v| q + γ)
)
on the compact set M of points (v, u, q, γ) ∈ Rn × Rn × Sn−1 × Rn with
|v| ∈ [s+(r − µ), s+(r + µ)], |γ| ≤ 1,
|u| ∈ [s2−(r+µ), s2−(r−µ)] (Type I), |u| ∈ [s1−(r−µ), s1−(r+µ)] (Type II).
With k¯ = s+(r) and l¯ = −s2−(r) (Type I), l¯ = −s1−(r) (Type II), for each
q ∈ Sn−1,
DET(k¯q, l¯q, q, 0) = det
(
In +
σ′(−l¯)− σ(−l¯)
−l¯
+ σ(k¯)
k¯
σ(−l¯)
−l¯
− σ(k¯)
k¯
q ⊗ q
)
6= 0,
since σ′(−l¯) 6= 0 and hence the fraction in front of q⊗ q is different from −1.
So
d := min
q∈Sn−1
|DET(k¯q, l¯q, q, 0)| > 0.
Next, choose a number ρ > 0 such that for all (v, u, q, γ), (v˜, u˜, q˜, γ˜) ∈ M
with |v − v˜|, |u− u˜|, |q − q˜|, |γ − γ˜| < ρ, we have
(3.6) |DET(v, u, q, γ) −DET(v˜, u˜, q˜, γ˜)| < d/2.
Let µ′r ∈ (0, µr] be sufficiently small so that for all 0 < µ ≤ µ′r,
h
(
s2−(r), s+(r), r; s
2
−(r)− s2−(r + µ), s2−(r − µ)− s2−(r),
s+(r)− s+(r − µ), s+(r + µ)− s+(r), µ, µ
)
< τ, (Type I)
h
(
s1−(r), s+(r), r; s
1
−(r)− s1−(r − µ), s1−(r + µ)− s1−(r),
s+(r)− s+(r − µ), s+(r + µ)− s+(r), µ, µ
)
< τ, (Type II)
where h is the function in Theorem 3.4, and
τ := min{ρ, ρ(s+(r − µr)− s2−(r − µr))/4}, (Type I)
τ := min{ρ, ρ(s+(r − µr)− s1−(r + µr))/4}. (Type II)
Now, fix any µ ∈ (0, µ′r], and let B = B(p0,β0) be the n × n matrix
determined through Steps 2 and 3 in terms of any given (p0, β0) ∈ S =
Sr−µ,r+µ. Let p+ = p0 + s0q0 and p− = p0 + t0q0 from Step 2; then p± and
A(p±) fulfill the conditions in Theorem 3.4. So this theorem implies that
there exists a vector ζ0 ∈ Sn−1 such that
max{|p0− − p−|, |p0+ − p+|, |A(p0−)−A(p−)|, |A(p0+)−A(p+)|} < τ,
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where p0+ = k¯ζ
0, p0− = l¯ζ
0, and A(p0±) = rζ
0. Using (3.4) and (3.5),
|p+ − k¯ζ0| < ρ, |p− − l¯ζ0| < ρ,
|q0 − ζ0| = |p+ − p−
s0 − t0 − ζ
0| ≤ |(p+ − p−)− (k¯ − l¯)ζ
0|+ |(k¯ − l¯)− (s0 − t0)|
s0 − t0
≤ 2τ + ||p
0
+ − p0−| − |p+ − p−||
s0 − t0 <
4τ
s0 − t0 < ρ,
|γ0| = |A(p+)−A(p−)
s0 − t0 | ≤
|A(p+)−A(p0+)|+ |A(p0−)−A(p−)|
s0 − t0 < ρ.
Since det(B) = DET(p+, p−, q0, γ0) and |DET(k¯ζ0, l¯ζ0, ζ0, 0)| ≥ d, it follows
from (3.6) that
|det(B)| > d/2 > 0.
The proof is now complete. 
3.2. Relaxation of ∇ω(z) ∈ K0. The following result is important for the
convex integration with a linear constraint; its proof can be found in [8,
Lemma 4.5].
Lemma 3.6. Let λ1, λ2 > 0 and η1 = −λ1η, η2 = λ2η with
η =
(
q b
1
bγ ⊗ q γ
)
, |q| = 1, γ · q = 0, b 6= 0.
Let G ⊂ Rn+1 be a bounded domain. Then for each ǫ > 0, there exists a
function ω = (ϕ,ψ) ∈ C∞c (Rn+1;R1+n) with supp(ω) ⊂⊂ G that satisfies
the following properties:
(a) divψ = 0 in G,
(b) |{z ∈ G | ∇ω(z) /∈ {η1, η2}}| < ǫ,
(c) dist(∇ω(z), [η1, η2]) < ǫ for all z ∈ G,
(d) ‖ω‖L∞(G) < ǫ,
(e)
∫
Rn
ϕ(x, t) dx = 0 for all t ∈ R.
We now state the relaxation theorem for homogeneous differential inclu-
sion ∇ω(z) ∈ K0 in a form that is suitable for a later use; we restrict the
inclusion only to the diagonal components.
Theorem 3.7. Let 0 < r < σ(s+), and let 0 < µ ≤ µ′r for some number
µ′r > 0 with 0 < r − µ′r < r + µ′r < σ(s+) from Theorem 3.5. Let K be
a compact subset of S = Sr−µ,r+µ, and let Q˜ × I˜ be a box in Rn+1. Then
given any ǫ > 0, there exists a δ > 0 such that for each box Q× I ⊂ Q˜× I˜,
point (p, β) ∈ K, and number ρ > 0 sufficiently small, there exists a function
ω = (ϕ,ψ) ∈ C∞c (Q× I;R1+n) satisfying the following properties:
(a) divψ = 0 in Q× I,
(b) (p′+Dϕ(z), β′+ψt(z)) ∈ S for all z ∈ Q×I and |(p′, β′)−(p, β)| ≤ δ,
(c) ‖ω‖L∞(Q×I) < ρ,
(d)
∫
Q×I |β + ψt(z)−A(p+Dϕ(z))|dz < ǫ|Q× I|/|Q˜× I˜|,
(e)
∫
Q×I dist((p+Dϕ(z), β + ψt(z)),A)dz < ǫ|Q× I|/|Q˜× I˜|,
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(f)
∫
Q ϕ(x, t)dx = 0 for all t ∈ I,
(g) ‖ϕt‖L∞(Q×I) < ρ,
where A = Ar−µ,r+µ ⊂ Rn+n is the set defined by
A = {(p′, A(p′)) | |p′| ∈ [s2−(r+µ), s2−(r−µ)]∪[s+(r−µ), s+(r+µ)]}, (Type I)
A = {(p′, A(p′)) | |p′| ∈ [s1−(r−µ), s1−(r+µ)]∪[s+(r−µ), s+(r+µ)]}. (Type II)
Proof. By Theorem 3.5, there exist finitely many open balls B1, · · · ,BN ⊂⊂
S covering K and C1 functions qi : B¯i → Sn−1, γi : B¯i → Rn, ti,± : B¯i → R
(1 ≤ i ≤ N) with γi · qi = 0 and ti,− < 0 < ti,+ on B¯i such that for each
ξ =
(
p c
B β
)
∈ R(F0) = R(F0,r−µ,r+µ) with (p, β) ∈ B¯i, we have
ξ + ti,±ηi ∈ F± = F±,r−µ,r+µ,
where ti,± = ti,±(p, β), ηi =
(
qi(p, β) b
1
bγi(p, β) ⊗ qi(p, β) γi(p, β)
)
, and b 6= 0 is
arbitrary.
Let 1 ≤ i ≤ N . We write ξi = ξi(p, β) =
(
p 0
O β
)
∈ R(F0) for (p, β) ∈
B¯i ⊂ S, where O is the n × n zero matrix. We omit the dependence on
(p, β) ∈ B¯i in the following whenever it is clear from the context. Given any
ρ > 0, we choose a constant bi = bi,ρ with
0 < bi < min
B¯i
ρ
ti,+ − ti,− .
With this choice of b = bi, let ηi be defined on B¯i as above. Then
ξi,± =
(
pi,± ci,±
Bi,± βi,±
)
:= ξi + ti,±ηi ∈ F±,
ξi = λiξi,+ + (1− λi)ξi,−, λi = −ti,−
ti,+ − ti,− ∈ (0, 1) on B¯i.
By the definition of R(F0), on B¯i, both ξτi,− = τξi,+ + (1 − τ)ξi,− and
ξτi,+ = (1 − τ)ξi,+ + τξi,− belong to R(F0) for all τ ∈ (0, 1). Let 0 <
τ < min1≤j≤N minB¯j min{λj , 1− λj} ≤ 12 be a small number to be selected
later. Let λ′i =
λi−τ
1−2τ on B¯i. Then λ′i ∈ (0, 1) and ξi = λ′iξτi,+ + (1 − λ′i)ξτi,−
on B¯i. Moreover, on B¯i, ξτi,+ − ξτi,− = (1 − 2τ)(ξi,+ − ξi,−) is rank-one,
[ξτi,−, ξ
τ
i,+] ⊂ (ξi,−, ξi,+) ⊂ R(F0), and
cτ ≤ |ξτi,+ − ξi,+| = |ξτi,− − ξi,−| = τ |ξi,+ − ξi,−| = τ(ti,+ − ti,−)|ηi| ≤ Cτ,
whereC = max1≤j≤N maxB¯j (tj,+−tj,−)|ηj | ≥ min1≤j≤N minB¯j(tj,+−tj,−)|ηj |
= c > 0. By continuity, Hτ =
⋃
(p,β)∈B¯j ,1≤j≤N
[ξτj,−(p, β), ξ
τ
j,+(p, β)] is a com-
pact subset of R(F0), where R(F0) is open in the space
Σ0 =
{(
p c
B β
) ∣∣∣ trB = 0} ,
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by Lemma 3.2 and Theorem 3.5. So dτ = dist(Hτ , ∂|Σ0R(F0)) > 0, where
∂|Σ0 is the relative boundary in Σ0.
Let ηi,1 = −λi,1ηi = −λ′i(1− 2τ)(ti,+− ti,−)ηi, ηi,2 = λi,2ηi = (1−λ′i)(1−
2τ)(ti,+ − ti,−)ηi on B¯i, where λi,1 = τ(−ti,+) + (1 − τ)(−ti,−) > 0, λi,2 =
(1− τ)ti,+ + τti,− > 0 on B¯i, and τ > 0 is so small that
min
1≤j≤N
min
B¯j
λj,k > 0 (k = 1, 2).
Applying Lemma 3.6 to matrices ηi,1 = ηi,1(p, β), ηi,2 = ηi,2(p, β) (also de-
pending on ρ) for a fixed (p, β) ∈ B¯i and to a given box G = Q×I, we obtain
that for each ρ > 0, there exist a function ω = (ϕ,ψ) ∈ C∞c (Q × I;R1+n)
and an open set Gρ ⊂⊂ Q× I satisfying the following conditions:
(3.7)

(1) divψ = 0 in Q× I,
(2) |(Q× I) \Gρ| < ρ; ξi +∇ω(z) ∈ {ξτi,−, ξτi,+} for all z ∈ Gρ,
(3) ξi +∇ω(z) ∈ [ξτi,−, ξτi,+]ρ for all z ∈ Q× I,
(4) ‖ω‖L∞(Q×I) < ρ,
(5)
∫
Q ϕ(x, t) dx = 0 for all t ∈ I,
(6) ‖ϕt‖L∞(Q×I) < 2ρ,
where [ξτi,−, ξ
τ
i,+]ρ denotes the ρ-neighborhood of the closed line segment
[ξτi,−, ξ
τ
i,+]. Here, from (3.7.3), condition (3.7.6) follows as
|ϕt| < |ci,+ − ci,−|+ ρ = (ti,+ − ti,−)|bi|+ ρ < 2ρ in Q× I.
Note (a), (c), (f), and (g) follow from (3.7), where 2ρ in (3.7.6) can be
adjusted to ρ as in (g). By the uniform continuity of A on the set J = {p′ ∈
R
n | |p′| ≤ s+}, we can find a δ′ > 0 such that |A(p′) − A(p′′)| < ǫ3|Q˜×I˜|
whenever p′, p′′ ∈ J and |p′−p′′| < δ′. We then choose a τ > 0 so small that
Cτ < δ′, C|Q˜× I˜|τ < ǫ
3
.
Next, we choose a δ > 0 such that δ < dτ2 . If 0 < ρ < δ, then by (3.7.1) and
(3.7.3), for all z ∈ Q× I and |(p′, β′)− (p, β)| ≤ δ,
ξi(p
′, β′) +∇ω(z) ∈ Σ0, dist(ξi(p′, β′) +∇ω(z),Hτ ) < dτ ,
and so ξi(p
′, β′)+∇ω(z) ∈ R(F0), that is, (p′+Dϕ(z), β′+ψt(z)) ∈ S. Thus
(b) holds for all 0 < ρ < δ. In particular, (p+Dϕ(z), β + ψt(z)) ∈ S and so
|p+Dϕ(z)| ≤ s+(r + µ) and |β + ψt(z)| ≤ r + µ for all z ∈ Q× I, by (i) of
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Theorem 3.5. Thus∫
Q×I
|β + ψt −A(p +Dϕ)|dz
≤
∫
Gρ
|β + ψt −A(p +Dϕ)|dz + 2σ(s+)ρ
≤ |Q× I|max{|βτi,± −A(pτi,±)|}+ 2σ(s+)ρ
≤ C|Q× I|τ + |Q× I|max{|A(pi,±)−A(pτi,±)|}+ 2σ(s+)ρ
≤ 2ǫ|Q× I|
3|Q˜× I˜| + 2σ(s+)ρ,
where ξτi,± =
(
pτi,± c
τ
i,±
Bτi,± β
τ
i,±
)
. Thus, (d) holds for all ρ > 0 satisfying 2σ(s+)ρ <
ǫ|Q×I|
3|Q˜×I˜|
. Similarly,∫
Q×I
dist((p+Dϕ(z), β + ψt(z)),A)dz
≤
∫
Gρ
max |(pτi,±, βτi,±)− (pi,±, βi,±)|dz + 2(s+ + σ(s+))ρ
≤ C|Q× I|τ + 2(s+ + σ(s+))ρ
≤ ǫ|Q× I|
3|Q˜× I˜| + 2(s+ + σ(s+))ρ;
therefore, (e) holds for all ρ > 0 with (s+ + σ(s+))ρ <
ǫ|Q×I|
3|Q˜×I˜|
.
We have verified (a) – (g) for any (p, β) ∈ B¯i and 1 ≤ i ≤ N , where δ > 0
is independent of the index i. Since B1, · · · ,BN cover K, the proof is now
complete. 
4. Boundary function Φ and the admissible set U
by a countable open covering
To start the proof of Theorem 1.1, assume Ω and u0 satisfy (1.5) and
(1.6).
4.1. Boundary function Φ. We first construct a suitable boundary func-
tion Φ = (u∗, v∗) to prove Theorem 1.1 in the setting of the general existence
theorem, Theorem 2.1. Assuming all the hypotheses in Theorem 1.1, we fix
any r˜ ∈ (σ(m′0), σ(s+)). For each r ∈ (0, r˜), let µ¯r > 0 be chosen so that
0 < r − µ¯r < r + µ¯r < r˜ and µ¯r ≤ µ′r,
where µ′r > 0 is some number from Theorem 3.7. Then {Ir := (r − µ¯r, r +
µ¯r)}r∈(0,r˜) is an open covering for the interval (0, r˜). For convenience, we
select a countable sub-covering {Irk}k∈N of {Ir}r∈(0,r˜) for (0, r˜). We now
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define a diagonal-covering set Sdc ⊂ Rn+n by
Sdc =
⋃
k∈N
Srk−µ¯rk ,rk+µ¯rk ;
then by Theorem 3.5, Sdc ⊂ Rn+n is open and bounded.
Next, we apply Lemma 2.3 to the number r = r˜ in order to determine
functions σ˜, f˜ ∈ C1+α([0,∞)) satisfying its conclusion. Also, let A˜(p) =
f˜(|p|2)p (p ∈ Rn). Then the following holds.
Lemma 4.1. We have
(p, A˜(p)) ∈ Sdc ∀ 0 < |p| < s+(r˜).
Proof. Let 0 < s = |p| < s+(r˜), r = σ˜(s) and ζ = p/|p|, so that ζ ∈ Sn−1,
A˜(p) = rζ, and 0 < r < r˜. Set p+ = s+(r)ζ, p− = −s2−(r)ζ (Type I),
p− = −s1−(r)ζ (Type II), and β± = rζ. Then A(p±) = rζ = β±. Define
ξ =
(
p 0
O A˜(p)
)
and ξ± =
(
p± 0
O β±
)
. Then ξ = λξ+ + (1− λ)ξ− for some
0 < λ < 1.
Observe now that r ∈ Irk for some k ∈ N, that is, rk− µ¯rk < r < rk+ µ¯rk .
We thus have
ξ± ∈ F±,rk−µ¯rk ,rk+µ¯rk .
Since rank(ξ+−ξ−) = 1, it follows from the definition of R(F0,rk−µ¯rk ,rk+µ¯rk )
that ξ ∈ (ξ−, ξ+) ⊂ R(F0,rk−µ¯rk ,rk+µ¯rk ). Thus by Lemma 3.2,
(p, A˜(p)) ∈ Srk−µ¯rk ,rk+µ¯rk ⊂ Sdc.

By Lemma 2.3, equation ut = div(A˜(Du)) is uniformly parabolic. So by
Theorem 2.2, the initial-Neumann boundary value problem
(4.1)


u∗t = div(A˜(Du
∗)) in ΩT
∂u∗/∂n = 0 on ∂Ω× (0, T )
u∗(x, 0) = u0(x), x ∈ Ω
admits a unique classical solution u∗ ∈ C2+α,1+α/2(Ω¯T ).
From conditions (1.5) and (1.6), we can find a function h ∈ C2+α(Ω¯)
satisfying
∆h = u0 in Ω and ∂h/∂n = 0 on ∂Ω.
Let v0 = Dh ∈ C1+α(Ω¯;Rn) and define, for (x, t) ∈ ΩT ,
(4.2) v∗(x, t) = v0(x) +
∫ t
0
A˜(Du∗(x, s)) ds.
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Then it is easily seen that Φ := (u∗, v∗) ∈ C1(Ω¯T ;R1+n) satisfies (2.1); that
is,
(4.3)


u∗(x, 0) = u0(x) (x ∈ Ω),
div v∗ = u∗ in ΩT ,
v∗(·, t) · n|∂Ω = 0 ∀ t ∈ [0, T ],
and so Φ is a boundary function for the initial datum u0.
Next, let
F = {(p,A(p)) | |p| ∈ {0} ∪ [s+(r˜),max{M,s+}]} ,
where M = ‖Du∗‖L∞(ΩT ). Then we have the following:
Lemma 4.2.
(Du∗(x, t), v∗t (x, t)) ∈ Sdc ∪ F ∀ (x, t) ∈ ΩT .
Proof. Let (x, t) ∈ ΩT and p = Du∗(x, t).
First, assume |p| ∈ {0} ∪ [s+(r˜),max{M,s+}]. Then A˜(p) = A(p) and
hence by (4.2)
(Du∗(x, t), v∗t (x, t)) = (p, A˜(p)) = (p,A(p)) ∈ F .
Otherwise, we have 0 < |p| < s+(r˜), and so by Lemma 4.1 and (4.2),
(Du∗(x, t), v∗t (x, t)) = (p, A˜(p)) ∈ Sdc.

We adopt the following terminology that is needed below.
Definition 4.3. Let G be an open set in RN . We say a function u is
piecewise C1 in G and write u ∈ C1piece(G) if there exists a sequence of
disjoint open sets {Gj}∞j=1 in G such that
u ∈ C1(G¯j) ∀j ∈ N, |G \ ∪∞j=1Gj | = 0.
It is then necessary to have |∂Gj | = 0 ∀j ∈ N.
4.2. Selection of interface. To separate the space-time domain ΩT into
the classical and micro-oscillatory parts for Lipschitz solutions, we set
Ω0T = {(x, t) ∈ ΩT | |Du∗(x, t)| = 0},
Ω1T = {(x, t) ∈ ΩT | 0 < |Du∗(x, t)| < s+(r˜)},
Ω2T = {(x, t) ∈ ΩT | |Du∗(x, t)| = s+(r˜)},
Ωr˜T = Ω
3
T = {(x, t) ∈ ΩT | |Du∗(x, t)| > s+(r˜)},
Ωr˜0 = {(x, 0) |x ∈ Ω, |Du0(x)| > s+(r˜)},
then ΩT = ∪3k=0ΩkT , Ω1T 6= ∅, and Ωr˜0 ⊂ ∂Ωr˜T . Observe from the proof of
Lemma 4.2 that (Du∗, v∗t ) ∈ Sdc in Ω1T .
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4.3. The admissible set U . Let m = ‖u∗t ‖L∞(ΩT ) + 1. We define U to be
the set of all u ∈W 1,∞u∗ (ΩT ) satisfying
(4.4)

‖ut‖L∞(ΩT ) < m,
∃an open set G ⊂⊂ Ω1T with |∂G| = 0 such that
u ≡ u∗ in ΩT \G and u ∈ C1piece(G), and
∃ v ∈W 1,∞v∗ (ΩT ;Rn) such that v ≡ v∗ in ΩT \G,
v ∈ C1piece(G;Rn), div v = u and (Du, vt) ∈ Sdc ∪ F a.e. in ΩT ,
and (Du, vt) ∈ Sdc a.e. in Ω1T .
Next, for each ǫ > 0, let Uǫ be the set of all u ∈ U satisfying, in addition to
(4.4), { ∫
ΩT
|vt −A(Du)|dxdt ≤ ǫ|ΩT |,∫
Ω1
T
dist((Du, vt),B)dxdt ≤ ǫ|Ω1T |,
where B = Br˜ ⊂ Rn+n is the set given by
B = {(p,A(p)) | |p| ∈ [s2−(r˜), s+(r˜)]}, (Type I)
B = {(p,A(p)) | |p| ∈ [0, s1−(r˜)] ∪ [s0, s+(r˜)]}. (Type II)
Observe here that ⋃
k∈N
Ark−µ¯rk ,rk+µ¯rk ⊂ B,
where the sets Ark−µ¯rk ,rk+µ¯rk are as in Theorem 3.7.
Remark 4.4. Summarizing the above, we have constructed a boundary
function Φ = (u∗, v∗) ∈ C1(Ω¯T ;R1+n) for the initial datum u0 in such a
way that the admissible set U contains u∗; so U is nonempty. Also U is a
bounded subset ofW 1,∞u∗ (ΩT ), since Sdc∪F is bounded and ‖ut‖L∞(ΩT ) < m
for all u ∈ U . Moreover, by (i) of Theorem 3.5 and the definition of F ,
for each u ∈ U , its corresponding vector function v satisfies ‖vt‖L∞(ΩT ) ≤
max{σ(M0), σ(s+)}; this bound plays the role of a fixed number R > 0 in the
general density approach in Subsection 2.1. Finally, note that A˜(Du∗) 6=
A(Du∗) in the nonempty open set Ω1T ; hence u
∗ itself is not a Lipschitz
solution to (1.1).
In view of the general existence theorem, Theorem 2.1, it only remains
to prove the L∞-density of Uǫ in U towards the existence of infinitely many
Lipschitz solutions to problem (1.1) for both types; this core subject is
carried out in the next section.
5. Density of Uǫ in U :
Final step for the proof of Theorem 1.1
In this section, we follow Section 4 to complete the proof of Theorem 1.1.
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5.1. The density property. The density theorem below is the last prepa-
ration for both Types I and II.
Theorem 5.1. For each ǫ > 0, Uǫ is dense in U under the L∞-norm.
Proof. Given any ǫ > 0, let u ∈ U and η > 0. The goal is to construct a
function u˜ ∈ Uǫ such that ‖u˜ − u‖L∞(ΩT ) < η. For clarity, we divide the
proof into several steps.
1. Note from (4.4) that ‖ut‖L∞(ΩT ) < m − τ¯0 for some τ¯0 > 0, there
exists an open set G ⊂⊂ Ω1T with |∂G| = 0 such that u ≡ u∗ in ΩT \G and
u ∈ C1piece(G), and there exists a vector function v ∈ W 1,∞v∗ (ΩT ;Rn) such
that v ≡ v∗ in ΩT \ G, v ∈ C1piece(G;Rn), div v = u and (Du, vt) ∈ Sdc ∪ F
a.e. in ΩT , and (Du, vt) ∈ Sdc a.e. in Ω1T . Since both u and v are piecewise
C1 in G, there exists a sequence of disjoint open sets {Gj}∞j=1 in G with
|∂Gj | = 0 such that
u ∈ C1(G¯j), v ∈ C1(G¯j ;Rn) ∀j ≥ 1, |G \ ∪∞j=1Gj | = 0.
We also choose an open set G0 ⊂⊂ Ω1T \ G¯ with |∂G0| = 0 such that
(5.1)


∫
(Ω1
T
\G¯)\G0
|vt −A(Du)|dz ≤ ǫ
5
|Ω1T |,∫
(Ω1
T
\G¯)\G0
dist((Du, vt),B)dz ≤ ǫ
5
|Ω1T |.
Then the open set G˜ := G0∪G is such that G˜ ⊂⊂ Ω1T , |∂G˜| = 0, and {Gj}∞j=0
is a sequence of disjoint open subsets of G˜ whose union has measure |G˜|.
2. Let j ∈ {0} ∪ N =: N0 be fixed. Note that (Du(z), vt(z)) ∈ S¯dc for
all z = (x, t) ∈ Gj and that Hj := {z ∈ Gj | (Du(z), vt(z)) ∈ ∂Sdc} is a
(relatively) closed set in Gj with measure zero. So G
′
j := Gj \Hj is an open
subset of Gj with |G′j | = |Gj |, and (Du(z), vt(z)) ∈ Sdc for all z ∈ G′j . Now,
we choose an open set G′′j ⊂⊂ G′j with |∂G′′j | = 0 such that
(5.2)


∫
G′j\G
′′
j
|vt −A(Du)|dz ≤ ǫ
5 · 2j+1 |Ω
1
T |,∫
G′j\G
′′
j
dist((Du, vt),B)dz ≤ ǫ
5 · 2j+1 |Ω
1
T |.
Observe that (Du(z), vt(z)) ∈ Sdc for all z in the compact set G¯′′j ; so we are
able to choose a finite index set Kj ⊂ N such that
(Du(z), vt(z)) ∈
⋃
k∈Kj
Srk−µ¯rk ,rk+µ¯rk ∀z ∈ G¯′′j .
Let kj1 < · · · < kjnj denote the indices in Kj , where nj is the cardinality of
Kj, and write
Sjl = Srkj
l
−µ¯r
k
j
l
,r
k
j
l
+µ¯r
k
j
l
for l = 1, · · · , nj.
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3. For each l ∈ {1, · · · , nj} and each τ > 0, let
Gjl,τ =
{
(p, β) ∈ Sjl | dist((p, β), ∂Sjl ) > τ, dist((p, β),B) > τ
}
;
then
Sjl = (∪τ>0Gjl,τ ) ∪ {(p, β) ∈ Sjl | dist((p, β),B) = 0}.
Note ∫
G′′
j
|vt(z) −A(Du(z))| dz
≤
nj∑
l=1
∫
{z∈G′′j | (Du(z),vt(z))∈S
j
l
}
|vt(z) −A(Du(z))| dz
=
nj∑
l=1
lim
τ→0+
∫
{z∈G′′j | (Du(z),vt(z))∈G
j
l,τ
}
|vt(z)−A(Du(z))| dz,
∫
G′′j
dist((Du(z), vt(z)),B) dz
≤
nj∑
l=1
lim
τ→0+
∫
{z∈G′′
j
| (Du(z),vt(z))∈G
j
l,τ
}
dist((Du(z), vt(z)),B) dz;
then we choose a τj > 0 so that for l = 1, · · · , nj, we have |∂Ojl | = 0 and
(5.3)


∫
F j
l
|vt(z)−A(Du(z))| dz < ǫ
5 · 2j+1nj |Ω
1
T |,∫
F j
l
dist((Du(z), vt(z)),B) dz < ǫ
5 · 2j+1nj |Ω
1
T |,
where Ojl = {z ∈ G′′j | (Du(z), vt(z)) ∈ Gjl,τj} and F
j
l = G
′′
j \ Ojl . We
also define U j1 = O
j
1 and U
j
l = O
j
l \ (O¯j1 ∪ · · · ∪ O¯jl−1) (l = 2, · · · , nj); then
U j1 , · · · , U jnj are disjoint open subsets of ∪njl=1Ojl whose union has measure
| ∪njl=1 Ojl |.
4. We now fix an l ∈ {1, · · · , nj}. Note that
U jl ⊂ Ojl = {z ∈ G′′j | (Du(z), vt(z)) ∈ Gjl,τj}
and that Kjl := G¯jl,τj is a compact subset of S
j
l = Srkj
l
−µ¯r
k
j
l
,r
k
j
l
+µ¯r
k
j
l
. Let
Q˜ ⊂ Rn be a box with Ω ⊂ Q˜, and let I˜ = (0, T ). Applying Theorem 3.7
to box Q˜ × I˜ , Kjl ⊂⊂ Sjl , and ǫ′ = ǫ|ΩT |20 , we obtain a constant δjl > 0 that
satisfies the conclusion of the theorem. By the uniform continuity of A on
compact subsets of Rn, we can find a θ = θǫ,s+ > 0 such that
(5.4) |A(p)−A(p′)| < ǫ
20
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whenever |p|, |p′| ≤ s+ and |p − p′| ≤ θ. Also by the uniform continuity of
u, v and their gradients on U¯ jl , there exists a ν
j
l > 0 such that
(5.5)
|u(z) − u(z′)|+ |∇u(z) −∇u(z′)|+ |v(z) − v(z′)|
+|∇v(z)−∇v(z′)| < min{ δ
j
l
2 ,
ǫ
20 , θ}
whenever z, z′ ∈ U¯ jl and |z − z′| ≤ νjl . We now cover U jl (up to measure
zero) by a sequence of disjoint boxes {Qjl,i × Ijl,i}∞i=1 in U jl with center zjl,i
and diameter djl,i < ν
j
l .
5. Fix an i ∈ N, and set w = (u, v) and ξ =
(
p c
B β
)
= ∇w(zjl,i) =(
Du(zjl,i) ut(z
j
l,i)
Dv(zjl,i) vt(z
j
l,i)
)
. By the choice of δjl > 0 in Step 4 via Theorem 3.7,
since Qjl,i× Ijl,i ⊂ Q˜× I˜ and (p, β) ∈ Kjl , for all sufficiently small ρ > 0, there
exists a function ωjl,i = (ϕ
j
l,i, ψ
j
l,i) ∈ C∞c (Qjl,i × Ijl,i;R1+n) satisfying
(a) divψjl,i = 0 in Q
j
l,i × Ijl,i,
(b) (p′ +Dϕjl,i(z), β
′ + (ψjl,i)t(z)) ∈ Sjl for all z ∈ Qjl,i × Ijl,i
and all |(p′, β′)− (p, β)| ≤ δjl ,
(c) ‖ωjl,i‖L∞(Qj
l,i
×Ij
l,i
)
< ρ,
(d)
∫
Qj
l,i
×Ij
l,i
|β + (ψjl,i)t(z)−A(p+Dϕjl,i(z))|dz < ǫ′|Qjl,i × Ijl,i|/|Q˜× I˜|,
(e)
∫
Qj
l,i
×Ij
l,i
dist((p+Dϕjl,i(z), β+(ψ
j
l,i)t(z)),Ajl )dz < ǫ′|Qjl,i×Ijl,i|/|Q˜×I˜|,
(f)
∫
Qj
l,i
ϕjl,i(x, t)dx = 0 for all t ∈ Ijl,i,
(g) ‖(ϕjl,i)t‖L∞(Qj
l,i
×Ij
l,i
)
< ρ,
where the set Ajl = Arkj
l
−µ¯r
k
j
l
,r
k
j
l
+µ¯r
k
j
l
⊂ Rn+n is as in Theorem 3.7. Here,
we also let 0 < ρ ≤ min{τ¯0, δ
j
l
2C ,
ǫ
20C , η}, where Cn > 0 is the constant in
Theorem 2.4 and C is the product of Cn and the sum of the lengths of all
sides of Q˜. From ϕjl,i|∂(Qj
l,i
×Ij
l,i
)
≡ 0 and (f), we can apply Theorem 2.4 to
ϕjl,i on Q
j
l,i × Ijl,i to obtain a function gjl,i = Rϕjl,i ∈ C1(Qjl,i × Ijl,i;Rn) ∩
W 1,∞0 (Q
j
l,i × Ijl,i;Rn) such that div gjl,i = ϕjl,i in Qjl,i × Ijl,i and
(5.6) ‖(gjl,i)t‖L∞(Qj
l,i
×Ij
l,i
)
≤ C‖(ϕjl,i)t‖L∞(Qj
l,i
×Ij
l,i
)
≤ δ
j
l
2
. (by (g))
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6. As |vt − A(Du)|, dist((Du, vt),B) ∈ L∞(ΩT ), we can select a finite
index set I ⊂ {(j, l) | j ∈ N0, 1 ≤ l ≤ nj} × N =: J such that
(5.7)


∫
⋃
(j,l,i)∈J\I Q
j
l,i
×Ij
l,i
|vt(z) −A(Du(z))|dz ≤ ǫ
5
|Ω1T |,∫
⋃
(j,l,i)∈J\I Q
j
l,i
×Ij
l,i
dist((Du(z), vt(z)),B)dz ≤ ǫ
5
|Ω1T |.
We finally define
(u˜, v˜) = (u, v) +
∑
(j,l,i)∈I
χ
Qj
l,i
×Ij
l,i
(ϕjl,i, ψ
j
l,i + g
j
l,i) in ΩT .
7. Let us finally check that u˜ together with v˜ indeed gives the desired
result. By construction, it is clear that G˜ ⊂⊂ Ω1T , |∂G˜| = 0, u˜ = u = u∗ and
v˜ = v = v∗ in ΩT \ G˜, u˜ ∈ C1piece(G˜) ∩W 1,∞u∗ (ΩT ), and v˜ ∈ C1piece(G˜;Rn) ∩
W 1,∞v∗ (ΩT ;R
n). By the choice of ρ in (g) as ρ ≤ τ¯0, we have ‖u˜t‖L∞(ΩT ) < m.
Next, let (j, l, i) ∈ I, and observe that for z ∈ Qjl,i × Ijl,i, with (p, β) =
(Du(zjl,i), vt(z
j
l,i)) ∈ Gjl,τj , since |z− z
j
l,i| < djl,i < νji , it follows from (5.5) and
(5.6) that
|(Du(z), vt(z) + (gjl,i)t(z)) − (p, β)| ≤ δjl ,
and so (Du˜(z), v˜t(z)) ∈ Sjl ⊂ Sdc from (b) above. From (a) and div gjl,i =
ϕjl,i, for z ∈ Qjl,i × Ijl,i,
div v˜(z) = div(v + ψjl,i + g
j
l,i)(z) = u(z) + 0 + ϕ
j
l,i(z) = u˜(z).
Therefore, u˜ ∈ U . Next, observe∫
ΩT
|v˜t −A(Du˜)|dz =
∫
ΩT \G˜
|v∗t −A(Du∗)|dz +
∫
G˜
|v˜t −A(Du˜)|dz
=
∫
Ω0
T
∪Ω2
T
∪Ω3
T
|v∗t − A˜(Du∗)|dz+
∫
Ω1
T
\G˜
|v∗t −A(Du∗)|dz+
∫
G˜
|v˜t−A(Du˜)|dz
≤
∫
Ω1
T
\G˜
|vt −A(Du)|dz +
∞∑
j=0
∫
G′j\G
′′
j
|vt −A(Du)|dz
+
∞∑
j=0
nj∑
l=1
∫
F j
l
|vt −A(Du)|dz +
∑
(j,l,i)∈J\I
∫
Qj
l,i
×Ij
l,i
|vt −A(Du)|dz
+
∑
(j,l,i)∈I
∫
Qj
l,i
×Ij
l,i
|v˜t −A(Du˜)|dz
=:I11 + I
1
2 + I
1
3 + I
1
4 + I
1
5 ,∫
ΩT
dist((Du˜, v˜t),B)dz =
∫
ΩT \G˜
dist((Du∗, v∗t ),B)dz+
∫
G˜
dist((Du˜, v˜t),B)dz
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≤
∫
Ω1
T
\G˜
dist((Du, vt),B)dz +
∞∑
j=0
∫
G′j\G
′′
j
dist((Du, vt),B)dz
+
∞∑
j=0
nj∑
l=1
∫
F j
l
dist((Du, vt),B)dz +
∑
(j,l,i)∈J\I
∫
Qj
l,i
×Ij
l,i
dist((Du, vt),B)dz
+
∑
(j,l,i)∈I
∫
Qj
l,i
×Ij
l,i
dist((Du˜, v˜t),B)dz
=:I21 + I
2
2 + I
2
3 + I
2
4 + I
2
5 .
From (5.1), (5.2), (5.3) and (5.7), we have Ik1 + I
k
2 + I
k
3 + I
k
4 ≤ 4ǫ5 |Ω1T | (k =
1, 2). Note that for (j, l, i) ∈ I and z ∈ Qjl,i × Ijl,i, from (5.1), (5.2) and (g),
|v˜t(z) −A(Du˜(z))| = |vt(z) + (ψjl,i)t(z) + (gjl,i)t(z) −A(Du(z) +Dϕjl,i(z))|
≤ |vt(z)− vt(zjl,i)|+ |vt(zjl,i) + (ψjl,i)t(z)−A(Du(zjl,i) +Dϕjl,i(z))|
+|(gjl,i)t(z)|+ |A(Du(zjl,i) +Dϕjl,i(z)) −A(Du(z) +Dϕjl,i(z))|
≤ ǫ
10
+ |vt(zjl,i) + (ψjl,i)t(z)−A(Du(zjl,i) +Dϕjl,i(z))|
+|A(Du(zjl,i) +Dϕjl,i(z))−A(Du(z) +Dϕjl,i(z))|.
Similarly, since Ajl ⊂ B, we have
dist((Du˜(z), v˜t(z)),B)
≤ ǫ
10
+ dist((Du(zjl,i) +Dϕ
j
l,i(z), vt(z
j
l,i) + (ψ
j
l,i)t(z)),B)
≤ ǫ
10
+ dist((Du(zjl,i) +Dϕ
j
l,i(z), vt(z
j
l,i) + (ψ
j
l,i)t(z)),Ajl ).
From (b) and (i) of Theorem 3.5, we have |Du(zjl,i) +Dϕjl,i(z)| ≤ s+(rkj
l
+
µ¯r
k
j
l
) < s+. As (Du˜(z), v˜t(z)) ∈ Sjl , we also have |Du(z) + Dϕjl,i(z)| =
|Du˜(z)| < s+, and by (5.5), |Du(zij)−Du(z)| < θ. From (5.4), we thus have
|A(Du(zjl,i) +Dϕjl,i(z)) −A(Du(z) +Dϕjl,i(z))| <
ǫ
20
.
Integrating the two inequalities above over Qij × Iij , we now obtain from (d)
and (e), respectively, that∫
Qj
l,i
×Ij
l,i
|v˜t(z)−A(Du˜(z))|dz ≤ 3ǫ
20
|Qjl,i×Ijl,i|+
ǫ|ΩT |
20
|Qjl,i × Ijl,i|
|Q˜× I˜ | ≤
ǫ
5
|Qjl,i×Ijl,i|,
∫
Qj
l,i
×Ij
l,i
dist((Du˜(z), v˜t(z)),B)dz ≤ ǫ
10
|Qjl,i×Ijl,i|+
ǫ|ΩT |
20
|Qjl,i × Ijl,i|
|Q˜× I˜| ≤
ǫ
5
|Qjl,i×Ijl,i|;
thus Ik5 ≤ ǫ5 |Ω1T |, and so Ik1 + Ik2 + Ik3 + Ik4 + Ik5 ≤ ǫ|Ω1T |, where k = 1, 2.
Therefore, u˜ ∈ Uǫ. Lastly, from (c) with ρ ≤ η and the definition of u˜, we
have ‖u˜− u‖L∞(ΩT ) < η.
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The proof is now complete. 
5.2. Completion of the proof of Theorem 1.1. Unless specifically dis-
tinguished, the proof below is common for both Type I: FFT solutions and
Type II: BFT solutions.
Proof of Theorem 1.1. We return to Section 4. As outlined in Remark 4.4,
Theorem 5.1 and Theorem 2.1 together give infinitely many Lipschitz solu-
tions u to problem (1.1).
We now follow the proof of Theorem 2.1 for detailed information on such
a Lipschitz solution u ∈ G to (1.1). Here Du is the a.e.-pointwise limit
of some sequence Duj , where the sequence uj ∈ U1/j converges to u in
L∞(ΩT ). Since uj ≡ u∗ in ΩT \ Gj for some open set Gj ⊂⊂ Ω1T , we also
have u ≡ u∗ ∈ C2+α,1+α/2(Ω¯r˜T ) so that
ut = div(A(Du)) and |Du| > s+(r˜) in Ωr˜T = Ω3T
and
(5.8) |Du| = 0 a.e. in Ω0T , and |Du| = s+(r˜) a.e. in Ω2T .
Note (vj)t ⇀ vt in L
2(ΩT ;R
n), where vj is the corresponding vector func-
tion to uj and v ∈W 1,2((0, T );L2(Ω;Rn)). From (2.2), we can even deduce
that (vj)t → vt pointwise a.e. in ΩT . On the other hand, from the definition
of U1/j , ∫
Ω1
T
dist((Duj , (vj)t),B) dxdt ≤ 1
j
|Ω1T | → 0 as j →∞;
thus (Du, vt) ∈ B a.e. in Ω1T , yielding together with (5.8) that
|Du| ∈ [s2−(r˜), s+(r˜)] ∪ {0} in ΩT \ Ωr˜T , (Type I)
|Du| ∈ [0, s1−(r˜)] ∪ [s0, s+(r˜)] in ΩT \ Ωr˜T , (Type II)
The proof is now complete. 
5.3. Proof of Theorem 1.2. Let u0 ∈ C2+α(Ω¯) with Du0 · n|∂Ω = 0. If
‖Du0‖L∞(Ω) = 0, that is, u0 ≡ c in Ω for some constant c ∈ R, the constant
function u ≡ c in ΩT is a Lipschitz solution to problem (1.1). The existence
of infinitely many Lipschitz solutions to (1.1) when |Du0(x0)| ∈ (0, s+) for
some x0 ∈ Ω is simply the result of Theorem 1.1. So we cover the remaining
case here.
Assume minΩ¯ |Du0| ≥ s+. Fix any number 0 < r = r˜ < σ(s+), and let
σ˜, f˜ ∈ C1+α([0,∞)) be some functions from Lemma 2.3. Using the flux
A˜(p) = f˜(|p|2)p, Theorem 2.2 gives a unique solution u∗ ∈ C2+α,1+α/2(Ω¯T )
to problem (2.4). If |Du∗| stays on or above the threshold s+ in ΩT , then u∗
itself is a Lipschitz solution to (1.1). Otherwise, set s¯ = s0+s+2 and choose a
point (x¯, t¯) ∈ ΩT such that
|Du∗| ≥ s¯ in Ω× (0, t¯), |Du∗(x¯, t¯)| ∈ (0, s+).
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Regarding u1(·) := u∗(·, t¯) ∈ C2+α(Ω¯), satisfying Du1 · n|∂Ω = 0, as a new
initial datum at time t = t¯, it follows from Theorem 1.1 that problem (1.1),
with the initial datum u1 at time t = t¯, admits infinitely many Lipschitz
solutions u¯ in Ω × (t¯, T ). Then the patched functions u = χΩ×(0,t¯)u∗ +
χΩ×[t¯,T )u¯ in ΩT become Lipschitz solutions to the original problem (1.1),
and the proof is complete.
6. Further remarks
In this final section, we briefly give an overview of how one can combine
[9] with this paper to deduce further existence results. Instead of trying
to formulate a certain general result, we present some case-by-case exis-
tence results in a casual manner. Also, even if one can possibly study the
Dirichlet- and mixed-boundary value problems of forward-backward para-
bolic equations by using the methods of the two papers, we focus only on
the Neumann problem (1.1) with mixed type (i.e., mixture of Perona-Malik,
Ho¨llig and non-Fourier types) profiles σ = σ(s) : [0,∞) → R for diffusion
fluxes A(p) = σ(|p|)|p| p. Throughout this section, we assume that the domain
Ω and initial datum u0 satisfy condition (1.5). In addition, all the profiles
σ(s) considered here are assumed to have derivative values lying in some
interval [λ,Λ] (Λ ≥ λ > 0) for all sufficiently large s > 0.
As an example, consider the profile σ(s) given by the following graph.
s0
σ(s)
s1 s2 s3 s4
Figure 5. The first example of profile σ(s).
For such a profile σ(s), if the initial gradient size |Du0| belongs to the
phase transition zones (s1, s2) and (s3, s4) at some points in Ω, one can
employ the method of [9] to generate solutions. In doing so, one may choose a
modified profile σ˜(s) that is equal to the original σ(s) outside (s1, s2)∪(s3, s4)
and whose derivative values always belong to some interval [θ,Θ] (Θ ≥ θ >
0). Then obtained solutions will be smooth evolutions in the subdomain of
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ΩT in which a certain classical solution u
∗ corresponding to the profile σ˜(s)
with initial datum u0 has gradient size lying outside (s1, s2) ∪ (s3, s4). In
the subdomain of ΩT in which |Du∗| lies in two fixed disjoint open intervals
in (s1, s2) ∪ (s3, s4), where we do laminate (i.e., convexify in the rank-one
sense) certain matrix sets to capture some open structures that enable us to
do a surgery, such solutions will be highly oscillatory as those should have
gradient size that belongs only to four disjoint intervals. The only difference
from [9] in getting solutions is that we formulate two matrix sets to be
laminated instead of one. Obviously, finitely many ups and downs of the
graph of a profile σ(s) can be also dealt in the same way for existence as long
as the graph is increasing like a staircase as in Figure 5. However, profiles
of non-staircase shape are still possible to handle as we explain below.
We next consider the profile σ(s) = sin s whose graph is given below.
Assume in this case that the space domain Ω is convex to guarantee the
gradient maximum principle for uniformly parabolic diffusions [8, Theorem
2.1].
ss00
σ(s) = sin s
σ˜(s)
Figure 6. The second example of profile σ(s).
For instance, suppose 3π < s0 := supΩ |Du0| < 4π; then select a suitable
modified profile σ˜(s) as in Figure 6. Following [9], we can perform (simulta-
neous) lamination for two matrix sets to obtain solutions whose gradient size
belongs to several disjoint intervals. Here, the gradient maximum principle
for the classical solution u∗ corresponding to σ˜(s) with initial datum u0 is
required to construct a admissible class containing a pair of functions with
u∗ as its first component. If |Du∗| were escaping beyond s0, we would not
be able to define the admissible class to problem (1.1) for any given T > 0.
In case of profile σ(s) = − sin s, non-Fourier type diffusion may arise in the
small gradient regime where |Du∗| < 3π/2; thus the method of this paper
can be combined with that of [9] to obtain solutions for such a profile σ(s).
Lastly, consider the profile σ(s) having the graph as below. In this case,
non-Fourier type diffusion may occur in the interval (0, s+), and Ho¨llig type
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phase transitions arise in the interval (s1, s2). Clearly, the former type can
be handled by the technique of this paper, and the latter by that of [9]. One
essential difference between these two techniques is that although the one
in the current paper stems from the other in [9], it makes use of countably
many partial rank-one structures of the related matrix set to avoid a certain
degeneracy which occurs at the points x ∈ Ω for which σ(|Du0(x)|) = 0
when t = 0. (Such a degeneracy does not appear in space dimension n =
1.) Accordingly, compared to a single partial rank-one structure used in
[9], more sophisticated scheme has been used to detect partial rank-one
structures and to combine those in this paper.
s0
σ(s)
σ(s+)
σ(s−) = −σ(s+)
s−
s+ s1 s2
Figure 7. The third example of profile σ(s).
In concluding this paper, we remark that for many other possible profiles
σ(s) that are a combination of Perona-Malik, Ho¨llig and non-Fourier types,
one can expect the existence of solutions in almost all cases.
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