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Introduction
This thesis is divided into two parts: In Chapters 1 and 2 we deal with questions arising from
the homogenization of a random elliptic operator in divergence form; then in Chapters 3 and 4
we are concerned with random walks in random environments and systems of interacting particles.
Though these two parts deal with different problems, they share similar methods and ideas: One
aim of this in this introduction, besides giving an overview of the results contained in this thesis,
is to comment more on the similarities and the interconnections between the two areas.
Chapter 1, Section 1.1 is a joint work with J. Conlon and F. Otto, while the content of Section
1.2 is obtained in collaboration with P. Bella. The results of Chapter 2 are a joint work with P.
Bella and F. Otto. Chapter 3 is a joint work with J.C. Mourrat, while the results of Chapter 4 are
in collaboration with Y. Gu and J.C. Mourrat.
0.1 Part I. Stochastic homogenization: problems arising from
a quantitative analysis.
In this section we introduce and motivate the problems that we study in the first part of this thesis.
We thus start with an overview on stochastic homogenization in order to embed into this theory
the contents of Chapter 1 and Chapter 2. In Subsection 0.1.1 and 0.1.2 we then state in a detailed
way the main results of the two chapters.
Let us consider the elliptic operator in divergence form
L = −∇ ⋅ a∇,
where ∇ and ∇⋅ respectively denote the usual gradient and divergence for real functions in Rd, and
the coefficient field a = a(x) is a (measurable) map a ∶ Rd → Rd×d which we assume to be bounded
and uniformly elliptic, i.e. such that
∃λ > 0 such that λ∣ξ∣ ⩽ ∣a(x)ξ∣ ⩽ ∣ξ∣, for every x ∈ Rd, ξ ∈ Rd. (1)
We consider in our setting also the case in which L is a vectorial operator, i.e. the operator L acts
on vector-valued functions u ∶ Rd → Rm for an integer m ≥ 1, and the coefficient field is a higher-
dimensional tensor field a ∶ Rd → L(Rd×m;Rd×m) which satisfies (1) for all ξ ∈ Rd×m. Throughout
this introduction we restrict the notation to the scalar case, bearing in mind that the results we
discuss, unless stated otherwise, extend also to the case of systems.
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8A random operator is given by introducing an ensemble ⟨ ⋅ ⟩ over a, or equivalently by endowing
with a probability measure the space of bounded and uniformly elliptic coefficient fields. We assume
that the ensemble ⟨ ⋅ ⟩ is stationary, i.e. that the associated probability measure is invariant under
translations in space, and ergodic, i.e. that the realizations of the coefficient field a in two very
distant regions of Rd decorrelate.
Roughly speaking, homogenization of L means that this operator may be approximated on
large scales by a simpler operator Lhom, in the sense that solutions associated to L behave at large
scales as solutions associated to Lhom. By “simpler” we mean that Lhom is of the form
Lhom = −∇ ⋅ ahom∇,
for a constant and deterministic matrix ahom. In the stochastic setting introduced above (hence
the name of stochastic homogenization), well-established results [62, 46] show that homogenization
holds under the sole assumptions of stationarity and ergodicity of the ensemble. In a more rigorous
formulation, this means that there exists a constant and deterministic matrix ahom ∈ Rd×d such that
for every bounded domain D ⊆ Rd and f ∈ L2(D) the sequence {uε(a, ⋅)}ε>0 of (weak) solutions of⎧⎪⎪⎨⎪⎪⎩ −∇ ⋅ a(
⋅
ε
)∇uε(a, ⋅) = f(⋅) in D
uε(a, ⋅) = 0 on ∂D
converges, in the sense of
∫
D
⟨ ∣uε − uhom∣2 ⟩Ð→ 0 for ε→ 0+, (2)
to the solution uhom = uhom(⋅) to⎧⎪⎪⎨⎪⎪⎩ −∇ ⋅ ahom∇uhom(⋅) = f(⋅) in Duhom(⋅) = 0 on ∂D.
In (2), with ⟨ ⋅ ⟩ we denote the expectation with respect to the probability measure on a.
The previous result is purely qualitative since no information is given about the rate of the
convergence in (2): Thus, the following natural question is whether it is possible to give a rate of
convergence of the heterogeneous solutions uε to the homogenized solution uhom. The main aim
of quantitative stochastic homogenization is thus to better understand how fast the homogeniza-
tion error uε − uhom converges to zero or, equivalently, on which scales the operator L may be
approximated by Lhom. Starting with the seminal works of Naddaf and Spencer [58] and Yurinskii
[69], and afterwards developed by Otto, Gloria and Neukamm ( e.g. [34, 32] ), this question has
been studied and rates of convergence for uε − uhom have been given in many settings and models.
We give more background and detailed references about the developments of quantitative stochas-
tic homogenization in the next chapters; here, we directly proceed to discuss the content and the
motivation of our results.
A possible strategy to control the homogenization error is to split this one into two contributions:
• A deterministic (homogenization) error ⟨uε⟩ − uhom, given by the difference between the en-
semble average of uε and the homogeneous solution;
9• A random (homogenization) error, given by the fluctuations of each solution uε around its
average ⟨uε⟩ and measured, e.g., in terms of the moments
⟨(∫
D
∣uε − ⟨uε⟩∣2)p⟩ 12p , p ≥ 1. (3)
Obtaining convergence rates for this quantity proves to be useful not only for the convergence
of the homogenization error, but it also provides useful information on the statistics of the
random field uε when the correlation length (which scales like ε) becomes small (see e.g. [28]).
A useful tool in the study of the random error is given by the Green function G associated to
L , which for y ∈ Rd, d > 2 and a bounded and uniformly elliptic is the decaying (weak) solution
G(a; ⋅, y) of
−∇ ⋅ a∇G(a; ⋅, y) = δ(⋅ − y) in Rd. (4)
By leveraging on a quantification of the ergodicity for the ensemble ⟨ ⋅ ⟩, usually in the form of
a Spectral Gap, a control on the random error boils down to estimating for q big enough (and
depending to the exponent p appearing in (3)), the decay at infinity of the moments
⟨∣∇xG(⋅;x, y)∣q⟩ 1q . (5)
In the scalar case, relying on the classical theory of De Giorgi for uniformly elliptic operators (and of
Nash, for the equivalent in the parabolic setting), it is well-established that for every fixed bounded
and uniformly elliptic coefficient field a, no matter how irregular, and every singularity point y ∈ Rd,
the Green function G(a; ⋅, y) solving (4) exists. In [21], Delmotte and Deuschel show that if ⟨ ⋅ ⟩ is
stationary, then G satisfies the optimal annealed pointwise bounds
⟨∣∇xG(⋅;x, y)∣2⟩ 12 ≤ C(λ, d)∣x − y∣d−1 , ⟨∣∇∇G(⋅;x, y)∣⟩ ≤ C(λ, d)∣x − y∣d . (6)
Appealing to a Logarithmic Sobolev Inequality, Marahrens and Otto [54] prove in the discrete setting
that the previous optimal bounds are satisfied also by the higher moments in (5). Subsequently,
Gloria and Marahrens [29] obtain analogous optimal bounds also in the continuum setting.
The main goal of Chapter 1 is to study the existence of G in the case of systems, i.e. when L
is a vectorial operator, and to extend the previous bounds also to this setting: In this case, it is
well-known that the Cα-regularity theory of De Giorgi fails and thus that already at the level of
the existence of G different techniques are required to approach the problem.
An important breakthrough in the study of the homogenization error is given by the paper of
Armstrong and Smart [8]: Inspired by the work of Avellaneda and Lin [11] in periodic homogeniza-
tion, they use a Campanato iteration, similar to the one for the C1,α-Schauder theory for elliptic
equations in divergence form, to compare the solution u associated to L to the solution uhom asso-
ciated to Lhom. In the case of the standard Campanato iteration, the idea is indeed to “freeze” the
Ho¨lder coefficient field a at a point x and locally interpret it as a perturbation of the constant coeffi-
cient field a¯ = a(x); in homogenization, this is translated into interpreting a as a perturbation of the
constant-coefficient field ahom. The main conceptual difference is that while the original Campanato
estimate works for small scales, i.e. the scales at which a is well-approximated by its value at a
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point, in homogenization the Campanato iteration is implemented at large scales. Inspired by [8],
Gloria, Neukamm and Otto [33] further develop this idea by introducing a large-scale Cα-regularity
theory for elliptic operators in the sense of an excess decay estimate. Subsequently, Fischer and
Otto [24] upgrade this theory to a Ck,α-regularity theory for every k ≥ 0. Another important con-
tribution of [33] is that it sheds more light on the role of the correctors in homogenization: The
corrector φ = (φi)i=1,...,d is defined such that, for every i, each function φi = φi(a, ⋅) ∶ Rd → R solves
−∇ ⋅ a(ei +∇φi) = 0 in Rd. (7)
In other words, φi provides a correction for the ahom-harmonic function xi so that it becomes
a-harmonic by accounting for the fluctuation of the coefficient field a. In order to be an actual
correction, φi is required to be smaller than the affine function it corrects, i.e. it has to grow
sublinearly at infinity. If the ensemble ⟨ ⋅ ⟩ is assumed to be stationary and ergodic, then a sublinear
(and unique up to a constant) φi exists ⟨ ⋅ ⟩-almost surely [46, 62]. The importance of the corrector
φ already comes up in the first qualitative works [46, 62], where the convergence of uε to uhom
makes use of the two-scale expansion for uε
uε(x) ≈ uhom(x) + ε∂iuhom(x)φi(x
ε
).
Bounds on the moments of the corrector become even more pivotal in obtaining quantitative esti-
mates for the homogenization error (e.g. [34, 32]).
The main idea of Gloria, Neukamm and Otto [33] is to couple φ with a “flux” corrector {σi}i=1,...,d
solving for i = 1, ..., d
∇ ⋅ σi = a(ei +∇φi) − ahomei in Rd, σi ∈ Rd×d skew-symmetric. (8)
This object is a well-known object in periodic homogenization; the big advantage given by the
introduction of σ also in the stochastic setting is given by the fact that the (sublinear) growth of
the couple (φ,σ), commonly called first-order corrector, encodes the homogenization process: If(φ,σ) grows sublinearly1 enough from a certain scale, then also the operator L is “close” to Lhom
in the sense of their respective solutions. In other words, there is a direct correspondence, which
can be made quantitative, between the smallness in the growth of (φ,σ) and the homogenization
of L .
In Chapter 2 we exploit the correctors to prove a result in this spirit: In our case, the closeness of
L to Lhom is measured via a comparison between the large-scale behavior of decaying a-harmonic
functions in exterior domain, i.e. decaying (weak) solutions of
−∇ ⋅ a∇u = 0 in {∣x∣ > r}, (9)
and the behavior of appropriately modified solutions associated to the constant-coefficient operator
Lhom. More precisely, the modification involves the use of the correctors. As a prototype for u,
one could think about the Green function G or its derivatives.
Our result is purely deterministic: We show that there is a direct correspondence between the
sublinear rate of the correctors from a certain scale r∗ and the smallness of the approximation error,
measured via the decay of its Dirichlet energy in exterior domains {∣x∣ > r}, r ≥ r∗. To construct the
function which approximates u, we make use not only of the first-order corrector (φ,σ), but also of
1Under quite mild assumptions of quantification of ergodicity, the existence and sublinearity of σ is proven in [33].
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the second-order corrector (ψ,Ψ): If φ corrects affine functions so that they become a-harmonic,
the second-order scalar corrector ψ, first constructed by Fischer and Otto in [24], provides the
analogous of φ for ahom-harmonic homogeneous quadratic polynomials. Similarly, the second order
flux-corrector Ψ plays the same role with respect to ψ as does σ with respect to φ.
0.1.1 Chapter 1. Existence of the Green function for elliptic systems
and moment bounds
In the first section of Chapter 1 we study the existence and uniqueness of the Green function defined
in (4) in the case of systems. More precisely we want to understand whether, for a bounded and
uniformly elliptic coefficient field a and a point y ∈ Rd, a (matrix-valued) solution of (4) exists
and is unique. In this chapter we restrict our attention to symmetric a, and relax the ellipticity
assumption from (1) to
∀ϕ ∈ C∞c (Rd) ∶ ∫ ∇ϕ ⋅ a∇ϕ ⩾ λ∫ ∣∇ϕ∣2 and ∀x ∈ Rd, ξ ∈ Rd ∶ ∣a(x)ξ∣ ⩽ ∣ξ∣. (10)
This allows us to include in our setting, via Korn’s inequalities, also the case of linearized elasticity.
We remark that, in contrast with the scalar case, the existence of a Green’s function is not ensured
for a general uniformly elliptic coefficient field a and for every y ∈ Rd: A famous example of De Giorgi
[19], disproving both the Liouville property and the Cα-regularity theory for a-harmonic functions,
also implies that there are uniformly elliptic a’s and points y ∈ Rd for which a Green’s function
G(a; ⋅, y) does not exist. We investigate this problem in a more general setting by considering not
only the Green’s function on the whole space Rd, d > 2, but the solutions of⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇GD(a; ⋅, y) = δ(⋅ − y) in DGD(a; ⋅, y) = 0 in ∂D. (11)
Here, for dimension d ≥ 2, D ⊆ Rd is a generic domain, which we assume to be bounded in at least
one direction if d = 2. In the main theorem we show that the pathological cases such as the one of
De Giorgi’s example are exceptional in the following sense:
Theorem. (Existence and uniqueness of GD) For every bounded and uniformly elliptic coef-
ficient field a and for almost every point y ∈ D, the Green’s function GD(a; ⋅, y), solution of (11),
exists.
Note that we have made no assumptions on a beyond symmetry and (10). Moreover, we also
show that GD(a, ⋅, ⋅), seen as a map in the two space-variables (x, y) ∈ Rd ×Rd, satisfies optimally
scaling L2-bounds, both away and close to the diagonal {x = y}. Equipped with this purely
deterministic existence result, we also partially extend the bounds (6) to the case of systems:
Corollary. (Bounds on the first moments) Let ⟨ ⋅ ⟩ be a stationary ensemble of bounded and
uniformly elliptic coefficient fields on Rd, with d > 2. Then for almost every x, y ∈ Rd
⟨∣G(⋅;x, y)∣⟩ ≤ C(d, λ)∣x − y∣2−d,⟨∣∇xG(⋅;x, y)∣⟩ ≤ C(d, λ)∣x − y∣1−d,⟨∣∇y∇xG(⋅;x, y)∣⟩ ≤ C(d, λ)∣x − y∣−d.
12
In the second section of Chapter 1, we upgrade the moment bounds of the previous corollary to
any p ≥ 1, assuming that the ensemble ⟨ ⋅ ⟩ satisfies also a quantification of ergodicity. We require,
indeed, that for ⟨ ⋅ ⟩ holds a Logarithmic Sobolev Inequality LSI(ρ), 0 < ρ < 1: If for a random
variable F = F (a), we express its sensitivity on perturbations of a by the norm on its Maillavin
derivative defined as
∣∣∂F
∂a
∣∣2 ∶= ∑
z∈Zd(∫∣x−z∣<2 ∣∂F∂a ∣)
2
,
then we require that for every F = F (a) with ⟨F ⟩ = 1 it holds
⟨F 2 logF ⟩ ≤ ρ−1⟨∣∣∂F
∂a
∣∣2⟩.
We extend the results of [54, 29] to systems in the following sense:
Theorem. (Higher-moments bounds) Let ⟨ ⋅ ⟩ be a stationary ensemble such that it satisfies a
LSI(ρ). Then for every p ≥ 1 and almost every x, y ∈ Rd such that ∣x − y∣ ≥ 10
⟨( {∣x′−x∣<1}
 
{∣y′−y∣<1} ∣G(⋅;x′, y′)∣2)
p⟩ 12p ≤ C(p, ρ, λ, d)∣x − y∣2−d,
⟨( {∣x′−x∣<1}
 
{∣y′−y∣<1} ∣∇xG(⋅;x′, y′)∣2)
p⟩ 12p ≤ C(p, ρ, λ, d)∣x − y∣1−d,
⟨( {∣x′−x∣<1}
 
{∣y′−y∣<1} ∣∇x∇yG(⋅;x′, y′)∣2)
p⟩ 12p ≤ C(p, ρ, λ, d)∣x − y∣−d.
The ergodicity condition on the ensemble may be weakened to a coarser type of Logarithmic
Sobolev Inequality or it may be changed to a finite-range of dependence assumption for ⟨ ⋅ ⟩. In
Chapter 1, Section 1.2, we discuss this issue in detail.
0.1.2 Chapter 2. Large-scale behavior of a-harmonic functions on exte-
rior domains
Although the motivation arises from homogenization, the results of this chapter are purely deter-
ministic. We consider a fixed bounded and uniformly elliptic coefficient field a and consider the
associated (deterministic) elliptic operator L on Rd, d > 2. Also in this chapter a is assumed to
be uniformly elliptic in the sense of (10). In the sake of simplicity, in this introduction we display
the main result for symmetric a’s: Let u solve (9) in {∣x∣ > r∗}, r∗ > 0, and have power-law decay
at infinity in the sense that for some k ≥ 0 and C0 <∞
( 1
rd
∫∣x∣>r ∣∇u∣2)
1
2 ≤ C0(r∗
r
)d−1+k( 1
rd∗ ∫∣x∣>r∗ ∣∇u∣2)
1
2
, for all r ≥ r∗. (12)
We look for a function w, obtained via solutions of a constant-coefficient operator, which approxi-
mates u at large scales in the sense that the difference u −w satisfies (12) with a decay rate larger
than d−1+k. To be consistent with the previous section and to stress the application of this result
13
to stochastic homogenization, we denote the constant-coefficient operator with Lhom = −∇ ⋅ ahom∇
, for ahom bounded, uniformly elliptic and symmetric.
To define w, we make use of both the first-order corrector (φ,σ) and of the second-order correc-
tors (ψ,Ψ). We give the precise definition for (ψ,Ψ) in Chapter 2: Roughly speaking, one should
think about (ψ,Ψ) = (ψij ,Ψij)i,j=1,...,d as the analogous of what (φ,σ) = (φi, σi)di=1 is for affine func-
tions ∑di=1 ξixi, ξ ∈ Rd, applied to quadratic ahom-harmonic polynomials in the form ∑di,j=1Eijxixj ,
E ∈ Rd×d.
The main result of this chapter is the following
Theorem. (Approximation of a-harmonic functions in exterior domains) Let us assume
that there exists a radius r∗ > 0 such that (φ,σ) and (ψ,Ψ) exist for L and are sublinearly growing
in the sense that for two exponents 0 < β1 ≤ β2 ≤ 1
( ∣x∣<r ∣(φ,σ)∣2)
1
2 ⩽ ( r
r∗ )1−β1 , (
 
∣x∣<r ∣(ψ,Ψ) −
 
∣x∣<r(ψ,Ψ)∣2)
1
2 ⩽ ( r
r∗ )1−β2 .
Then, given any a-harmonic function u in {∣x∣ > r∗} satisfying (12) for a fixed k ∈ N and C0 > 0,
there exists an ahom-harmonic function v, i.e. a solution of−∇ ⋅ ahom∇v = 0 in {∣x∣ > r∗},
such that
w = v + d∑
i=1∂ivφi + 12 d∑i,j=1∂ijv (ψij −
 
∣x∣<r∗ ψij)
approximates u in the sense that
( 1
rd
∫∣x∣>r ∣∇(u −w)∣2)
1
2 ⩽ C(d, k, λ, β,C0)(r∗
r
)(d−1+k)+1+β2( 1
rd∗ ∫∣x∣>r∗ ∣∇u∣2)
1
2
.
In other words, the sublinearity of both the first-order and the second-order corrector governs
the “efficiency” of the approximation of u: The use of the corrector up to the second-order for w,
together with the sublinearity assumption for (φ,σ) and (ψ,Ψ) with exponent at least 1 − β2 (
β2 ≥ β1 ), improves the decay of ∇(u −w) of “almost” 2, i.e. of 1 + β2. We believe that this result
may be generalized in the following sense: For a given n ≥ 1, if w is constructed using an expansion
up to its n-th derivatives with the help of higher-order correctors, then, provided that also these
higher-order correctors are sublinearly growing with power rate 1−β, the decay-rate of ∇(u−w) is
improved of (n − 1) + β with respect to the one for ∇u in (12).
As an extension, we also obtain a localization of the estimate of the previous theorem around a
point x0 ∈ Rd, if, as additional assumption, we require that
( ∣x−x0∣<r ∣(φ,σ) −
 
∣x−x0∣<r(φ,σ)∣2)
1
2 ⩽ ( r
r∗ )1−β1 ,
( ∣x−x0∣<r ∣(ψ,Ψ) −
 
∣x−x0∣<r(ψ,Ψ)∣2)
1
2 ⩽ ( r
r∗ )1−β2 ,
i.e. that the correctors grow sublinearly also if centered in x0.
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As a corollary, we turn this last localized result into a more explicit estimate on the homoge-
nization error at the level of the difference between the Green function G associated to L and the
homogeneous Green function Ghom associated to Lhom.
We remark that in the context of stochastic homogenization the assumptions of the previous
theorem on both (φ,σ) and (ψ,Ψ) are fairly general: If the ensemble ⟨⋅⟩ on the set of uniformly
elliptic and bounded coefficient fields is assumed to be stationary and to satisfy a Logarithmic
Sobolev Inequality, then for ⟨⋅⟩-almost every a the correctors exist and (φ,σ) is stationary [32],
while (ψ,Ψ) satisfies [12] the sublinearity assumption with
β2 < ⎧⎪⎪⎨⎪⎪⎩
1
2
−
if d = 3
1− if d ≥ 4.
0.1.3 Main tools and ideas in the proofs of Part I.
The main result of Chapter 1, namely the existence of a Green’s function GD in the purely deter-
ministic setting, relies on extending GD to an object in the two space-variables x, y which solves
the equation (4) for almost every y ∈ Rd. The key argument to obtain the most important a
priori bound on this extended notion of Green function may be sketched in the following way:
We first apply a duality argument inspired by Avellaneda and Lin [11], which makes use of the
representation formula for solutions associated to −∇ ⋅ a∇u = ∇ ⋅ g, with an arbitrary right-hand
side g. We thus obtain bounds on the action of a general linear functional F on the family of
functions {∇xGD(a; ⋅, x)}x∈Rd . These bounds are obtained only in an averaged sense, i.e. for the
quantity F (∇xGD(a; ⋅, x)) integrated in x. As a second step, we pass from the previous bounds to
L2-bounds for ∇∇GD(a; ⋅, ⋅), which are in both space-variables and off-diagonal, by what we call a
“compactness lemma” for a-harmonic functions: Roughly speaking, this pivotal result ensures that
the integrated bounds on the action of the linear functionals F on the family {∇GD(a; ⋅, x)}x∈Rd
are enough to control the L2- norm in x and y of ∇x∇yGD(a; ⋅, ⋅).
A similar argument, consisting of an application of duality arguments with the above com-
pactness lemma, is extensively used also when proving the optimal bounds for any moment of the
whole-space Green function (Chapter 1, Section 1.2). Even though the setting of this result is
clearly stochastic, the main estimate is a deterministic bound on G which relies on the above dual-
ity technique. In this case, we combine this argument with a mean value property for a-harmonic
functions, which we assume to hold for L on large scales. We remark that a mean value property
is known not to hold in general in the non constant-coefficient case. Nonetheless, our assumption is
motivated by [33] and is strictly connected to the sublinearity property of the corrector: In [33] it
is indeed proven that, provided that the corrector (φ,σ) is small enough, then L satisfies a mean
value property at least on large scales. Moreover, assuming that the ensemble ⟨ ⋅ ⟩ is stationary
and satisfies a Logarithmic Sobolev Inequality, the scale from which the corrector is small enough,
and thus from which also the mean value property holds, is ⟨ ⋅ ⟩-almost surely finite. Thus, as later
in Chapter 2, we see that a control on the smallness of (φ,σ) encodes the fact that L is “al-
most” constant-coefficient, here in the sense that it satisfies a mean value property for a-harmonic
functions.
We also point out that the proof of Chapter 1, Subsection 1.2, provides another example of how
relying on the properties of the corrector to infer the closeness of L to Lhom allows for a neat sep-
aration between the deterministic estimates and the stochastic ones. The correspondence between
sublinearity of (φ,σ) and the properties of L is indeed purely deterministic; only as a second step
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one relies on the assumptions on the ensemble to show that the required sublinearity property forL
is generic for the set of uniformly elliptic and bounded coefficient fields a. Another example of this
is the content of Chapter 2: It provides, indeed, the main deterministic estimate which connects,
in a quantitative way, the sublinear growth of (φ,σ) and (ψ,Ψ) with the approximation properties
of a decaying a-harmonic function in an exterior domain.
The argument of the main theorem of Chapter 2 exploits the definition of both first-order and
second-order correctors, together with the two-scale expansion structure of the correction for u, to
express the difference between u and its correction w as the solution of
−∇ ⋅ a∇(u −w) = ∇ ⋅ h, in {∣x∣ > r}.
In addition, the function h has the decay at infinity that we want to infer for ∇(u−w). Therefore,
the proof of the theorem basically boils down to prove that, for a given solution v of
−∇ ⋅ a∇v = ∇ ⋅ h,
with h having a fixed decay, we may transfer the same decay on ∇v. In general this statement is
not true, not even in the constant-coefficient case: This could easily be seen by adding to v any
a-harmonic function in the exterior domain, e.g. the Green function G or one of its derivatives,
which in principle might have a slower decay at infinity.
The main idea is thus to find a condition on the solution v which excludes the chance to add
derivatives of G with a decay slower than the one of h. This gives rise to the concept of “vanishing
invariants”: For a constant and symmetric coefficient field a0, let us denote with Pka0 the space of
homogeneous polynomials and with η a cut off for {∣x∣ < 1} in {∣x∣ < 2}. For k ≥ 0, we say that an
a0-harmonic function v has the k-th vanishing invariant if
∫ ∇η ⋅ (va0∇P − Pa0∇v) = 0 for every P ∈ Pka .
If v = ∂αG(a0, ⋅,0), then an integration by parts yields that the first k invariant vanish (therefore
the 0-th, 1-st, k − 1-th) if and only if α ≥ k. By formulating a notion of invariants adapted to the
non constant-coefficient case, we show, with the help of the large-scale Ck,α-theory developed in
[33, 24], that if v has enough vanishing invariants then its gradient decays as the r.h.s. h. We thus
obtain a criterion to construct w: We need to ensure that the invariants of u −w, up to a certain
order, vanish.
The result of the second section of Chapter 2 relies again on a duality argument combined with
the compactness lemma in the same spirit of the proofs of Chapter 1.
0.2 Part II. Random walks and interacting particle systems:
Invariance Principle and relaxation to equilibrium
In the second part of the thesis we present two results related to random walks and systems of
interacting particles.
Our first result deals with what is usually called a Random Walk in a Random Environment (RWRE)
and, more precisely, a random conductance model. Given the lattice Zd, d ≥ 2, we consider a family
of non-negative weights a = {a(e)}e∈B evaluated on the set B of the edges of Zd. We consider the
continuous-in-time, nearest-neighbor, random walk X(a) = {Xt(a)}t>0 on Zd starting at the origin
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and associated to a: If the particle is at a site x, then it may jump to a neighboring site y along
the edge e = {xy} with jump rate given by a({xy}), i.e. if the particle moves from x, then the
probability P (x→ y) that it jumps to y is given by
P (x→ y) = a({xy})(∑
e′∋xa(e′))
−1
.
If all the weights a(e) are deterministic and constant in every canonical direction e1, ..., ed, then we
recover the standard simple random walk with drift; in the random conductance model the family
of jump weights {a(e)}e∈B is assumed to be random itself and distributed according to a probability
measure. In the case of the simple random walk (i.e. for constant, deterministic weights {a(e)}e∈B
), it is well-known that, if properly rescaled, the random walk starting at the origin converges in
law to a Brownian Motion. A question that naturally arises is thus under which conditions on the
random weights {a(e)}e∈B the same could be said about these models: Does the rescaled process
Xε(a) = {√εXε−1t(a)}t>0 converge as ε→ 0 to a continuous-in-time random process in Rd? Further,
is the limit process a Brownian motion?
In the literature, this property is defined as Invariance Principle: More precisely, X(a) = {Xt(a)}t>0
satisfies a quenched Invariance Principle if Xε(a) converges as ε → 0 to a Brownian motion in law
and for almost every realization of the environment (i.e. for almost every realization of a). If the
convergence of the rescaled process does not hold for almost every a, but only in probability, then we
speak of annealed Invariance Principle. Roughly speaking, the quenched Invariance Principle states
that from far away and after a long enough time, in spite of the possibly heterogeneous jumping
rates, the walk resembles a Brownian motion. Indeed, the heterogeneous jumping rates ”average
out” and thus result in a walk whose infinitesimal generator is deterministic and homogeneous in
space.
In fact, the question of the convergence to a Brownian motion exactly corresponds the homoge-
nization of −∇ ⋅ a∇ discussed in the previous section from a probabilistic point of view (and stated
in a discrete setting): For a family of random weights, we may define the generator of the random
walk as the (random) discrete operator L , acting on functions f ∶ Zd → Rd as
(L f)(x) = ∑
x∼y a({xy})(f(y) − f(x)).
On the one hand, this may be rewritten as
(L f)(x) = ∇∗a∇f(x),
where ∇ is the discrete gradient on Zd, ∇∗ its adjoint in `2(Zd) and a is rewritten as the diagonal
matrix field on Zd
a(x) = ⎛⎜⎜⎜⎝
a({x,x + e1}) 0 . . . 0
0 a({x,x + e2}) . . . 0⋮ ⋮ ⋱ ⋮
0 0 . . . a({x,x + ed})
⎞⎟⎟⎟⎠ , for x ∈ Zd. (13)
On the other hand, the infinitesimal generator of a Brownian motion is given by the continuous
operator in divergence-form −∇ ⋅ ahom∇, where ahom is a constant (non-negative definite) diagonal
matrix. Therefore, asking if the model satisfies an Invariance Principle translates into understanding
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whether the operator L = ∇∗a∇, properly rescaled, homogenizes to −∇ ⋅ ahom∇. In the case of
a stationary and ergodic family of uniformly bounded random weights, it has been established
that a quenched invariance principle holds [60]. To this end, one shows that the random field
χ(a;x) ∶= φ(a;x) − φ(a; 0), where φ is the (discrete) corrector (see (7)), grows sublinearly in an
almost sure sense, i.e. that
lim
R→+∞max∣x∣<R ∣χ(a;x)∣R = 0, for almost every a. (14)
In Chapter 3 we focus on random conductance models where the family of weights is uniformly
bounded from above but not from below: We assume indeed that the weights are independently
distributed random variables, which are identically distributed in each direction e1, ..., ed, and take
values in [0,1]. This translates into the operator L being defined via a stationary and ergodic
ensemble ⟨⋅⟩ of diagonal coefficient fields a which are non-negative definite, but not uniformly
elliptic: We show that even in this case, provided that the weights at each point have at least one
well-behaved direction, the model satisfies a quenched Invariance Principle. We show that the field
χ exists and that it is strongly sublinear in the sense that
lim
R→+∞max∣x∣<R ∣χ(a;x)∣R1−θ = 0, for almost every a and for every θ ∈ [0,1). (15)
Following an idea of Gloria, Neukamm and Otto [32], we construct the corrector φ and prove bounds
for its moments in probability by studying the discrete parabolic problem⎧⎪⎪⎨⎪⎪⎩∂tu¯t(a; ⋅) +∇
∗a∇u¯t(a; ⋅) = 0 in Zd, for t > 0
u0(a; ⋅) = f¯(a; ⋅) in Zd, (16)
for a as in (13) and an initial datum f¯(a; ⋅) ∶ Zd → R. Choosing f = ∇∗ei, we recover the corrector
φi using the representation
φi(a;x) = ∫ +∞
0
u¯t(a;x)dt, (17)
and we may infer the moment bounds on φi by controlling the decay in time of the moment bounds
of u¯t, i.e. the quantities ⟨∣ut(⋅, x)∣p⟩ 1p for p ≥ 1. To do this, we ”lift” the previous PDE to the
probability space: If we define Ω as the set of the possible realizations of a, then the horizontal
derivative D = (D1, ...,Dd) acts on a random variable ξ ∶ Ω→ R as
Diζ(a) = ζ(a(⋅ + ei)) − ζ(a).
We thus consider the new associated process {a(⋅ −Xt)}t>0, corresponding to the environment “as
seen from the particle”, and the solution ut = ut(a) of⎧⎪⎪⎨⎪⎪⎩∂tut +D
∗aDut = 0 in Ω, for t > 0
u0 = f, (18)
where now f = f(a) and D∗ is the adjoint of D in L2(Ω). If ut solves (18), then we may extend it
to physical space by considering
u¯t(a, x) = ut(a(⋅ − x)), for x ∈ Zd. (19)
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It immediately follows that u¯t solves (16) with initial datum f¯(a;x) = f(a(−x)) and that, by the
stationarity assumption, for any p ≥ 1 and every x ∈ Zd
⟨∣ut(⋅, x)∣p⟩ = ⟨∣ut(⋅)∣p⟩.
Our goal thus boils down to a result on the relaxation of ut of (18) to equilibrium, i.e. the decay
(in time) of ⟨∣ut − ⟨ut⟩∣2p⟩ 1p , p ≥ 1.
We provide a necessary and sufficient condition on the law of the weights a such that, for every
local and well-behaved initial datum, the dynamic is diffusive, i.e. the rate convergence of ut to its
expected value is given by t− d2 in the sense of every polynomial moment. Moreover, we show that
if the initial datum is in divergence form, as is the case of u¯t in (17), then the decay improves to
t−( d2+1−ε) for every ε > 0. From this, we obtain the bounds on the corrector φ and the property (15).
The content of Chapter 4 is dedicated to the study of a system of interacting particles. In par-
ticular, we consider a simple symmetric exclusion process, or Kawasaki model, which describes the
dynamics of a set of interchangeable and non-overlapping particles on the lattice Zd. Surprisingly,
it was proven by Kipnis and Varadhan [44] that also in the case of symmetric exclusion processes,
the random walk of a tagged particle in this environment rescales to a Brownian motion in the sense
of an annealed Invariance Principle. In the same work, it was asked whether this result could be
upgraded to a quenched invariance principle: To this day, the question is still open. Our ultimate
goal is to take inspiration from the quantitative theory of homogenization for elliptic operators
with random coefficients to obtain more quantitative results also on the walk of a tagged particle
in the exclusion process and thus infer a quenched invariance principle. In particular, the idea is
to try to adapt the techniques, or at least the strategy, of Chapter 3 to this setting: we thus aim
for estimates on the relaxation of the environment as seen from the tagged particle. The content of
Chapter 4 is a first step in this sense: We give indeed an optimal upper bound for the heat kernel
(or transition probability) associated to the tagged particle in the simple exclusion process.
The mathematical formulation of the symmetric exclusion process may be outlined as follows:
We define the set of configurations η ∈ {0,1}Zd , describing the position of the particles in the lattice
(there is a particle at the site x if and only if η(x) = 1), and denote with η = {ηt}t>0 the stochastic
process monitoring the evolution in time of an initial configuration η. We model the dynamics
of the particles by considering a family of independently and identically distributed exponential
random variables with parameter 1, positioned at each edge e of the lattice Zd. Each of these
random variables describes the numbers and times at which we flip the associated edge: If at time
t the edge e = {xy} has to be flipped, then in the configuration ηt we swap the values at site x and
y, i.e. we consider a new configuration ηet such that
ηet (z) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ηt(z) if z ≠ {x, y}
ηt(x) if z = y
ηt(y) if z = x. (20)
We now assume that one of the particles in the configuration is “tagged”: We take this into account
by extending the configuration space to
Ω = {(x, η) ∈ Zd × {0,1}Zd ∶ η(x) = 1},
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with x being position of the tagged particle and η the configuration of all the particles in the lattice.
For an edge e, the “jump” of the tagged particle to a neighboring site is modeled by
xe = ⎧⎪⎪⎨⎪⎪⎩x if x ∉ ey if e = {xy}. (21)
For ρ ∈ [0,1], we define on the configuration space the canonical random variables (X,η) and
the the measures ⟨⋅ ∣ X = x⟩ρ such that, under this measure, X = x almost surely and {η(y)}y≠x are
independent Bernoulli random variables with parameter ρ.
We denote with (X,η) = {(Xt, ηt)}t>0 the extended stochastic process describing the dynamic
of the exclusion process and of the tagged particle starting from an initial configuration (X,η). The
infinitesimal generator of this process acts on a function f = f(x, η) as
(Lf)(x, η) = ∑
e∈B,
x∈Zd
ae(η)(f(xe, ηe) − f(x, η)), (22)
with
ae(η) = 1ηe≠η(η) ∶= ⎧⎪⎪⎨⎪⎪⎩1 if η
e ≠ η
0 otherwise.
We remark that the introduction of the coefficient ae encodes the fact that the tagged particle is
allowed to move only to an empty neighboring site.
Given the translation group {τz}z∈Zd acting on the configuration η as
τzη(x) = η(x + z),
the ”environment seen by the tagged particle” is therefore defined by the process {τXtηt}t>0. Its
(infinitesimal) generator acts on a random variable f = f(η) as
Lf(η) = ∑
z∼0ae(η)(f(τ−z(η{0z})) − f(η)) +∑e∌0(f(ηe) − f(η)).
If we want to adapt the techniques of Chapter 3 to the study of the relaxation of this process, as
a first step we need to obtain bounds on the transition probability of the tagged particle in the
exclusion process. This is the main achievement of Chapter 4.
0.2.1 Chapter 3. Random walks in random environments: Relaxation
and Invariance Principle
In this chapter we consider a random conductance model in Zd whose generator is given by the
operator
(∇∗a∇)f(x) = ∑
x∼y a({xy})(f(y) − f(x)).
The family of weights a = {a(e)}e∈B is stationary in the sense that the law of a is invariant under
translations
τza = {a(z + e)}e∈B, for z ∈ Zd,
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and the weights a(e) are independently distributed and take values in [0,1].
In addition, we assume that a satisfies the following non-degeneracy condition:
for every q ⩾ 1, ⟨(sup
e∋0 a(e))−q⟩ <∞, (23)
where ⟨ ⋅ ⟩ denotes the expectation with respect to the law of a. We note that by the stationarity
assumption, this implies that (23) holds also for every set of edges {e ∋ x}, for every site x ∈ Zd.
We consider the solution ut of (18) and prove the following
Theorem. (Relaxation to equilibrium) The moment condition (23) is necessary and sufficient
to have that for every p ∈ [1,∞), if f is local with support of size N and bounded, then
⟨∣ut − ⟨ut⟩∣2p⟩1/p ⩽ C(p, d)N ∣∣f ∣∣2L∞(Ω) t− d2 .
Moreover, for every p ∈ [1,∞) and ε > 0, if g is local with support of size N and bounded, and if
f =D∗g, then ⟨∣ut∣2p⟩1/p ≤ C(p, d, ε)N ∣∣g∣∣2L∞(Ω) t−( d2+1−ε).
Relying on the previous theorem, similarly to [32] and [48] we respectively obtain as corollaries
Corollary. (Existence of the corrector and moment bounds) Assume that the moment
condition (23) holds. If d > 2, then for every i = 1, ..., d there exists φ˜i ∈ L2(Ω) solution to the
equation
D∗aDφ˜i = −D∗aei.
Moreover, φ˜i is in L
p(Ω) for every p ∈ [1,∞). If d = 2, then there exists Ξ in the L2(Ω)d-closure
of {Dφ ∶ φ ∈ L2(Ω)} solution to the equation
D∗aΞi = −D∗aei
and such that Ξ ∈ Lp(Ω)d for every p ∈ [1,∞).
For d > 2 we thus recover the corrector φ by defining it as the stationary extension φ(a;x) =
φ˜(a(⋅ + x)).
Corollary. (Sublinearity of the corrector) Assume that the moment condition (23) holds. If
d > 2, the random field χ(a; ⋅) ∶= φ(a; ⋅) − φ(a; 0) is strongly sublinear in the sense of (15).
0.2.2 Chapter 4. Systems of interacting particles: Heat kernel bounds
for the exclusion process with a tagged particle
In this chapter we consider a symmetric exclusion process with a tagged particle in the lattice Zd,
d ≥ 2. The configuration space is given by the set
Ω ∶= {(x, η) ∈ Zd × {0,1}Zd ∶ η(x) = 1}.
For a fixed density ρ ∈ [0,1), for every x ∈ Zd we define on Ω a measure ⟨⋅ ∣ X = x⟩ such that X = x
and {η(y)}y≠x are independent Bernoulli random variables with parameter ρ.
We denote with P(X,η)[Xt = x] the probability that, starting from an initial configuration (X,η),
the tagged particle is at site x at the time t > 0. The main result of this chapter is the following
optimal upper bound:
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Theorem. ( Heat kernel upper bound ). For every p ≥ 2, it holds
∑
x∈Zd⟨(P(X,η)[Xt = x])p ∣X = 0⟩ρ ≤ C(p, d, ρ)t(1−p) d2 .
This easily implies the following corollary
Corollary. For every p ≥ 2 and ε > 0, we have that
⟨(P(X,η)[Xt = x])p ∣X = 0⟩ 1pρ ≤ C(d, p, ρ, ε)t− d2+ε,
The previous theorem follows from an optimal bound on the decay of the solution ut = ut(t, (x, η))
of ⎧⎪⎪⎨⎪⎪⎩∂tut −Lut = 0 for t > 0u0 = 1x=0, (24)
where L is defined in (22) and 1x=0 is the random variable
1X=0(X,η) = ⎧⎪⎪⎨⎪⎪⎩1 if x = 00 otherwise.
Indeed, thanks to the probabilistic representation of ut [50, Theorem 3.16], we may rewrite
ut(t, x, η) = P(x,η)[Xt = 0].
We show that, if for very p ≥ 1 we define the norm
∣∣ut∣∣pLp(ρ) ∶= ∑
x∈Zd⟨upt (X,η) ∣ X = x⟩ρ, (25)
then
Theorem. Let ut be a solution of (24) for a bounded, positive and local initial datum f = f(x, η)
(and thus in particular for f = 1x=0). Then for every p ≥ 2
∥ut∥pLp(ρ) ≤ C(f, p, d, ρ)t(1−p) d2 . (26)
0.2.3 Main tools and ideas in the proofs of Part II.
In the models analyzed in Chapter 3 and 4 the main idea is to obtain bounds on the relaxation of
the environment seen by the particle, i.e. respectively the processes {a(⋅ −Xt)}t>0 or {τ−Xtηt}t>0.
We want to adapt to these settings the strategy of Gloria, Neukamm and Otto in [32] for ran-
dom conductance models with identically and independently distributed uniformly elliptic weights.
There, the starting point is to use a Spectral Gap to estimate the moments ⟨∣ut − ⟨ut⟩∣p⟩ 1p via an
appropriate norm on the Maillavin derivatives
∂eut ∶= ut(ae) − ut(a), e ∈ B.
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Here, with ae we denote the new family of random weights which coincides with a but for an
independent copy of a(e). The main idea is to extend each ∂eut to the physical space as in
(19), show that this extension solves a PDE similar to (16), and thus estimate it by appealing
to Duhamel’s formula representation. It thus becomes apparent that the pivotal ingredient is to
control the heat kernel associated to the parabolic operator ∂t +∇∗a∇, in particular in the form of
a quenched optimal bound for the temporal decay of a weighted L2-norm of the gradient.
In Chapter 3 we carry out the estimates for the main theorem by using exactly the above
strategy of [32]: The main challenge is to obtain optimal bounds for the heat kernel also in the
case of non-uniformly bounded weights. Although in this case we cannot expect to obtain the same
deterministic optimal bounds of [32], we aim at estimates where the only stochastic component on
the r.h.s., encoding the possible very degenerate configurations of the environment, is given by a
random variable which has finite moments of every order. To obtain this, we want to appeal to
the Nash-type estimates for the L2-norm of the heat kernel proved by Mourrat and Otto in [57].
In these quenched estimates, the “degeneracy” of a given environment is quantified by a random
variable X which appears on the r.h.s. . Our main goal thus boils down to show that, thanks to
the condition (23) on the law of the weights, the random variable X is well-behaved in the sense
that all its moments are finite. The argument for this is based on the idea that, even if the weights
are not uniformly bounded, ad thus for an edge e = (xy) the inequality∣∇f(e)∣2 = ∣f(y) − f(x)∣2 ⩽ Cω(e)∣∇f(e)∣2
may not hold uniformly in e, we can at least always find a random variable C(e) and a collection
of connected edges pi(e) = {b1, b2, ...}, connecting x to y, such that∣∇f(e)∣2 ⩽ C(e) ∑
b∈pi(e)ω(b)∣∇f(b)∣2.
In other words, for every two adjacent sites there is always a path along which the weights are not
too small. Moreover, both the length of the path and the random variable C are not only almost
surely finite, but have all moments uniformly bounded in e. Roughly speaking, this is exactly what
the condition (23) expresses: It ensures, indeed, that at any site x there is always a direction ei
along which the weight is not too small; equivalently, the particle performing the random walk in
the environment cannot be trapped in a bounded region of the lattice for too long.
The optimal bounds obtained in Chapter 4 provide the analogous for the exclusion process of
the Nash-type estimates for the heat kernel proven in [57] and used in Chapter 3. In fact, the
models covered by [57] include both static environments, such as the random conductance models
of Chapter 3, as well as dynamic environments, where the random jump rates on the edges vary
in time and might interact with each other. Nonetheless, the main difficulty which prevents us
from appealing again to [57] also in the setting of Chapter 4, is given by the fact that in this case
the random walk and the environment are unavoidably entangled: while in the cases considered
in [57] it is always possible to first sample the dynamic of the environment and then perform the
random walk on it, for a tagged particle in the exclusion process this is no more possible since the
tagged particle interacts with the environment itself. Moreover, in contrast with [57], adapting to
our setting the original proof of Nash for the standard heat kernel appears to be difficult: In fact,
the main interpolation estimate for f ∶ Rd → R
(∫ ∣f(x)∣2dx)2 ≤ (∫ ∣∇f(x)∣2dx) 2dd+2 (∫ ∣f(x)∣dx) 4d+2 , (27)
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hardly admits a useful generalization to exclusion processes. Indeed, in the case of the standard
heat equation
∂tut −∆ut = 0,
the contractivity of the L1-norm, together with the observation that
d
dt
((∫ ∣ut(x)∣2dx)2) = −2(∫ ∣∇ut(x)∣2dx)2, (28)
allows to infer from (27) the optimal bounds for the L2-norm of the heat kernel. It is unlikely that
for interacting particle systems any kind of Lp-type of norm, for which a contractivity property
holds, might be used instead of the L1-norm on the r.h.s. of (27): Therefore, in a setting like the
one we consider, one should be able to come up with a norm in substitution for the L1-norm in
(27), which is strong enough so that [59] holds, but which doesn’t increase under the evolution.
We estimate ut solving (24) by adopting a different strategy: We take indeed inspiration from a
very simple proof for the optimal decay of the L2-norm of the standard heat kernel which is mainly
based on the standard Poincare´’s inequality and on the contractivity of any Lp-norms under the
evolution. Therefore, the main challenges consist in obtaining the analogous of this two ingredients
also in our setting.
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Part I
Stochastic homogenization:
problems arising from a
quantitative analysis
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Chapter 1
Existence of the Green function
for elliptic systems and moment
bounds
This chapter is structured in the following way: In Section 1.1 we prove the results on the existence
of Green’s functions for elliptic systems and on the pointwise bounds for the first moments in
probability of the Green function for the whole space Rd, d > 2. In the second section we argue
how to upgrade the optimal bounds for G from first to any moment in probability. Finally, in the
Appendix 1.3 we give the proof for the auxiliary results used and mentioned along the chapter.
In Section 1.1 we are concerned with the study of the Green function for the second order
vectorial operator in divergence form −∇ ⋅ a∇, on a general open domain D ⊆ Rd with d ≥ 2. More
precisely, let GD(a; ⋅, y), y ∈D denote the Green function centered in y and corresponding to −∇⋅a∇
in D. We assume that a is any measurable uniformly elliptic tensor field on Rd: Our notion of
ellipticity is slightly weaker than the more standard strong ellipticity, and this allows us to include
the setting of linearized elasticity. We also need to impose an extra condition on the domain D in
the case d = 2, namely that it has at least one bounded direction.
The results of this section may be divided into two parts. In the first deterministic part we
provide an existence and uniqueness result for Green functions. That is we prove that for every
a and almost every y ∈ D the function GD(a; ⋅, y) exists (in fact, in the case of systems it is a
tensor field). In the case d > 2 this implies the existence of the full-space Green function, i.e. of
G(a; ⋅, y) = GRd(a; ⋅, y). In the second stochastic part we introduce a stationary ensemble ⟨ ⋅ ⟩ on the
coefficient fields a, and consider when d > 2 the random field given by G(a; ⋅, y). In this random
setting we establish for G optimal pointwise moment bounds: If ⟨⋅⟩ denotes the expectation with
respect to the ensemble and λ is the ellipticity ratio of a, we prove that
⟨∣G(⋅;x, y)∣⟩ ≤ C(λ,d)∣x − y∣d−2 , (1.1)
with similar estimates for ∇xG, and ∇x∇yG.
In the scalar case it is a well-known result (see e.g. Gru¨ter and Widman [36], Littman, Stam-
pacchia, and Weinberger [51]) that for any measurable and strongly uniformly elliptic a, the Green
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function exists and has optimal pointwise decay, e.g. as the Green function associated to the
Laplacian (c.f. also the r.h.s. in (1.1)). This bound on the decay is a consequence of the De
Giorgi-Nash-Moser theory, which does not hold in the case of systems. Moreover, when working
with systems the existence of a Green’s function is itself not ensured for this class of (possibly very
rough) coefficient fields: A famous example of De Giorgi [19], disproving both the Liouville property
and the Cα-regularity theory for a-harmonic functions, also implies that there are strongly elliptic
tensor fields and points y ∈ Rd for which a Green’s function centered in y does not exist.
Under additional regularity assumptions on the coefficient fields and/or on the domain D, the
existence of the Green function has been proved also for systems: For any bounded and C1 domain
D, Fuchs [27] establishes existence of the Green function for strongly elliptic continuous coefficient
fields a, and optimal pointwise bounds under the stronger assumption of Ho¨lder continuity of a.
Subsequently, Dolzmann and Mu¨ller [22] improve the previous result by obtaining for continuous
a not only the existence of the Green function, but also optimal decay properties. In a series
of works, Hoffman and Kim [40] and Kim and collaborators (see e.g. [43] and [15]) considerably
weaken the assumptions on the domain D and on the regularity of a ( both in the elliptic and in
the corresponding parabolic setting): In [40], they establish the existence of the Green function
for an arbitrary open domain D ⊆ Rd with d > 2, provided that the coefficient field is such that
a-harmonic functions satisfy an interior Ho¨lder continuity estimate (e.g. if a is VMO). In [43],
Kang and Kim (see also Cho, Dong and Kim [15] for the case d = 2) further develop the previous
theory and in addition provide a necessary and sufficient condition on a in order to have for the
Green function an optimal pointwise bound. We also mention that a result similar to [43] has been
proved by Auscher and Tchamitchian [10] in the parabolic case via the introduction of a criterion
(the Dirichlet Property (D)) for the parabolic Green function to have Gaussian bounds.
Here we adopt a different approach: Instead of restricting the class of coefficient fields a by
further regularity assumptions, we show that the “bad” cases as the one of De Giorgi’s example
are exceptional for any coefficient field a. The main idea consists of extending our definition of the
Green function to a two-variable object GD(a; ⋅, ⋅) which solves the equation almost surely in y:
With this understanding, we may establish L2 a-priori bounds in (x, y) on the gradients ∇xG, ∇yG
and the mixed derivatives ∇x∇yG. By an approximation procedure, we then obtain the existence
statement.
The optimal stochastic estimates (c.f. (1.1) ), obtained in the second part, extend the in-
equalities established by Delmotte and Deuschel [21] for scalar equations to elliptic systems: Their
methodology relies on the theory of De Giorgi, Nash and Moser for uniformly elliptic and parabolic
PDEs in divergence form and therefore does not generalize to elliptic systems.
Estimates (1.1) immediately imply optimal decay bounds for the averaged Green function⟨G(a; ⋅, ⋅)⟩. It is an interesting exercise to compare the methodology used in this section with
the methodology used by Conlon and Naddaf [17] to prove in the scalar case pointwise estimates on
the averaged Green function. and their derivatives. While here we infer the stochastic bounds on
the Green function directly from the deterministic existence result for G(a; ⋅, ⋅), in [17] a major part
is played by the Fourier representation of the averaged Green function, which is a generalization
of the Fourier representation of the Green function for an elliptic PDE with constant coefficients.
Naddaf and Conlon then obtain Fourier space estimates strong enough to imply the pointwise esti-
mates on averaged Green functions. We remark that the method in [17] does not make use of the
scalar structure and therefore may be applied also to obtain a-priori estimates in the vectorial case.
In the last subsection of Section 1.1 we indeed summarize how our main estimate in the proof of
(1.1) can be obtained using this Fourier method.
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In Section 1.2 we upgrade the bounds (1.1) to optimal bounds for any moment in probability,
provided that the ensemble satisfies also an ergodicity assumption. In the scalar case, this has
been carried out by Marahrens and Otto [57] in the discrete setting and then extended by Gloria
and Marahrens [29] in the continuum: Assuming that the ensemble satisfies a Logarithmic Sobolev
inequality, they upgrade the scalar Delmotte-Deuschel bounds to any stochastic moments. We do
the same in the case of systems by basically combining the ingredients for the a priori estimates of
the previous section with a “mean value property” for a-harmonic functions. This last ingredient
is obtained by means of the first-order correctors: As was first introduced by Gloria, Neukamm
and Otto in [33], the sublinearity of the first-order corrector (φ,σ) encodes the “closeness” of the
operator −∇⋅a∇ to the constant-coefficient operator −∇⋅ahom∇ in terms of the associated solutions.
One of the ways to express the closeness of −∇ ⋅ a∇ to a constant-coefficient operator is given by
the following Mean Value Property for a-harmonic functions: In the constant-coefficient case, is
indeed a well-known result that if u is an a-harmonic function in {∣x∣ < R}, then its Dirichlet energy
satisfies  
∣x∣<r ∣∇u∣2 ≤ C(d, λ)
 
∣x∣<R ∣∇u∣2, for any r ≤ R.
If a is not constant, then this is in general not true; Nonetheless, in [32] it is shown that, whenever
the correctors satisfy for every r ≥ r0
( 
Br
∣(φ,σ) −  
Br
(φ,σ)∣2) 12 ⩽ δ r,
with δ = δ(λ, d) small enough, then from the scale r0 the mean value property holds, i.e. for every
a-harmonic function in {∣x∣ < R} with R ≥ r0
 
∣x∣<r ∣∇u∣2 ≤ C(d, λ)
 
∣x∣<R ∣∇u∣2, for any r0 ≤ r ≤ R.
Therefore, the quantity r∗ = r∗(a,0)
r∗ ∶= inf{r ⩾ 1, dyadic ∶ ∀R ⩾ r, dyadic ∶ 1
R2
 
BR
∣(φ,σ) −  
BR
(φ,σ)∣2 ⩽ δ}, (1.2)
defines, if finite, the scale from which a-harmonic function satisfy the mean value property. We
refer to [33] and Fischer, Otto [24] for other important properties, such as Liouville principles,
encoded in a similar way by the sublinearity of (φ,σ). Moreover, assuming that the ensemble on
the coefficient fields satisfies a coarsened version of the Logarithmic Sobolev inequality, they showed
that the minimal radius r∗ has stretched exponential moments
⟨exp ( 1
C
r
d(1−β)∗ )⟩ ⩽ C, (1.3)
where β > 0 appearing in the exponent is related to the coarsening rate in the Logarithmic Sobolev
inequality. By reviving the parabolic approach used in the discrete setting [32], which has a ben-
efit of conveniently disintegrating contributions to the corrector from different scales, Gloria and
Otto [35] obtained a similar results assuming the coefficient fields have finite range of dependence
(it is a known fact that the assumption of the finite range of dependence does not imply any of
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the functional inequalities we have mentioned above). As a by-product, assuming finite range of
dependence Gloria and Otto get the estimates for the minimal radius r∗ with optimal stochastic
integrability of the form ⟨exp ( 1
C
rd∗)⟩ <∞, ∀ > 0. (1.4)
Finally, on the other side of the spectrum, Fischer and Otto [25] combined Meyer’s estimate to-
gether with sensitivity analysis to show that for strongly correlated coefficient fields (more precisely,
they consider coefficient fields which are 1-Lipschitz images of a stationary Gaussian field with cor-
relations bounded by ∣x∣−β , where 0 < β ≪ 1 is coming from Meyer’s estimates) it holds
⟨exp ( 1
C
rβ∗)⟩ ⩽ C. (1.5)
We also mention the important work of Armstrong and Smart [8], which predates the previ-
ously mentioned works of Otto and coauthors, in which, for similar purposes, a random variableY, different but related to r∗, is introduced. There, Y expresses the closeness of −∇ ⋅ a∇ to being
constant-coefficient by means of a local and quenched Lipschitz estimate for a-harmonic functions.
Subsequently, Armstrong and Mourrat[7] and then Armstrong, Kuusi and Mourrat[6] further de-
velop the techniques of [8] and respectively prove optimal stochastic integrability for Y under very
weak mixing-conditions on ⟨⋅⟩ and quantitative estimates for the corrector under the same quite
generic conditions.
The main result of this section relies on the definition of r∗ for which a Mean Value Property
holds and is purely deterministic: More precisely, for a fixed coefficient field a and any two points
x0, y0 ∈ Rd, we consider the corresponding minimal radii r∗(x0), r∗(y0) (here and in what follows
r∗(x0) stays for the minimal radius r∗ of the shifted coefficient field a(⋅−x0) ), and produce estimates
on the Green function G and its derivatives ∇xG,∇yG,∇x∇yG, averaged over small scale around
the points x0 and y0. This averaging is necessary since we do not assume any smoothness of the
coefficient fields. These estimates scale optimally in ∣x0 − y0∣ and depend on the r.h.s. on powers of
r∗(x0), r∗(y0). Thus, from this the moment bounds follow easily: If we assume that the ensemble ⟨⋅⟩
satisfies one of the ergodicity assumption mentioned above (e.g. Logarithmic Sobolev Inequalities
or finite range of dependence), we respectively rely on the stochastic integrability of r∗ (e.g. (1.3),
(1.4)) to conclude.
1.0.4 Notation and setting
In this subsection we introduce the elliptic systems’ setting we are interested in and the notion of
associated Green’s function for a general open domain D ⊆ Rd, d ≥ 2. In particular, we want to
justify the scalar notation which is used throughout the whole chapter. In order to do so, we first
introduce our problem in a more general setting: In the rest of this chapter we consider a Hilbert
space Y with dimY ∶= m < ∞. We denote by zy and z ⋅ y respectively the inner product in Y and
the natural one induced over Y d. In the same spirit, we write ∣z∣ = (zz) 12 and ∣y∣ = (y ⋅ y) 12 for z ∈ Y
and y ∈ Y d.
Coefficient field. A coefficient field a is a map
a ∶ Rd → L(Y d, Y d)
x↦ a(x) ∶ Y d → Y d.
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Let Ω be the set of all elliptic coefficient fields, i.e. all maps a such that
∀x ∈ Rd, ∀ ξ ∈ Y d ∣a(x)ξ∣ ≤ ∣ξ∣. (1.6)∃λ ∈ (0,1) ∶ ∀ ζ ∈ C∞0 (Rd, Y ) ∫ ∇ζ ⋅ a∇ζ ≥ λ∫ ∣∇ζ ∣2, (1.7)
We stress that (1.7) is a weaker condition than the uniform ellipticity assumption∃λ ∈ (0,1) ∶ ∀ a.e. x ∈X, ∀ ξ ∈ Y d ξ ⋅ a(x)ξ ≥ λ∣ξ∣2 , (1.8)
and it includes a larger class of elliptic systems to which belongs also the case of linearized elasticity.
In this section we mainly consider coefficient fields a ∈ Ω, thus elliptic in the more general sense
(1.7). In the first subsection we also assume that a satisfies∀x ∈ Rd, ∀ ξ, ξ′ ∈ Y d ξ ⋅ a(x)ξ′ = ξ′ ⋅ a(x)ξ. (1.9)
This assumption simplifies the proof and the notation since it avoids to call for the adjoint problem.
Generalized Green’s function. For an open domain D ⊆ Rd with d ≥ 2 and a given a ∈ Ω, we
refer to the map GD(a; ⋅, ⋅) ∶ Rd ×Rd → L(Y,Y ) as a Green’s function, if there exists an α ∈ (0, d)1
and R > 0 such that for every z ∈ Zd
∫∣y−z∣<2R ∫∣x−z∣<2R ∣x − y∣α∣∇GD(a;x, y)∣2 < +∞, (1.10)∫∣y−z∣<R ∫∣x−z∣>2R ∣∇GD(a;x, y)∣2 < +∞, (1.11)
and for almost every y ∈ Rd the application G(a, ⋅, y) satisfies⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇GD(a; ⋅, y) = δ(⋅ − y) in DGD(a; ⋅, y) = 0 in ∂D, (1.12)
in the sense that GD(a; ⋅, y) = 0 almost everywhere outside D or vanishes at infinity for D = Rd,
and that for any ξ ∈ Y , ∣ξ∣ = 1 it holds for every ζ ∈ C∞0 (D;Y )
∫ ∇ζ(x) ⋅ a(x)∇(G(a;x, y)ξ) = ζ(y)ξ. (1.13)
We note that if we obtain estimates over G(a; ⋅, y)ξ, independent of ξ, then we automatically deduce
the same bounds for G(a; ⋅, y) itself. Therefore, as long as we estimate uniformly in ξ, instead of
(1.13) we can adopt the formal notation
∫ ∇ζ(x) ⋅ a(x)∇G(a;x, y) = ζ(y). (1.14)
Given G(a; ⋅, ⋅) as defined before, we may also consider ∇yGD(a; ⋅, y) which, for almost every y ∈ Rd,
is formally a solution (with the same understanding of (1.12) ) of⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇∇yGD(a; ⋅, y) = ∇yδ(⋅ − y) in D∇yGD(a; ⋅, y) = 0 in ∂D, (1.15)
1In fact, we show that such α can be chosen to be any α ∈ (d − 2, d) and thus be optimal in the sense that it
corresponds to the constant coefficients case.
32
where the distribution ∇yδ(⋅ − y) acts on any ζ ∈ C∞0 (D) as
∫ ∇yδ(x − y)ζ(x) = ∇ζ(y).
Throughout the rest of the chapter we fix Y = Rm with the canonical inner product and use the
previous scalar-like notation. When no ambiguity occurs, we write ∇GD, ∇∇GD for the gradient∇xG(a;x, y) and the mixed derivatives ∇x∇yGD(a;x, y). In the case D = Rd, we also use the
notation G(a; ⋅, ⋅) = GRd(a; ⋅, ⋅). In the estimates carried out in this chapter, ≲ stands for ≤ C with a
constant depending exclusively on the dimension d and the ellipticity ratio λ and thus in particular
independent of the choice of the domain D; similarly, ≲D stands for ≤ C with C depending on d, λ
and also on the domain D: Unless stated otherwise, the dependence of C on the domain is merely
through the size of the smallest bounded direction of D.
We remark that our definition of Green’s function guarantees that for every coefficient field
a ∈ Ω and for every open domain D ⊆ Rd with d ≥ 2, GD(a; ⋅, ⋅) is unique. More precisely, we have
the following
Lemma 0. Let a ∈ Ω and let D be an open domain in Rd, with d ≥ 2. Then, GD(a, ⋅, ⋅) is unique
(in the sense of L1loc(Rd ×Rd)).
The proof of this result in the Appendix 1.3 is very similar to [34], Subsection A.3, Step 4.
Random coefficient fields. We restrict our definition of Ω as
Ω ∶= { measurable a ∶ Rd → L(Y d, Y d), satisfying (1.9), (1.7) and (1.6) },
where the measurability is considered with respect to the coarsest σ-algebra F such that ∀ξ ∈ Y d,∣ξ∣ = 1, the evaluation
a→ ∫ (a(x)ξ)χ(x)dx (1.16)
is measurable for every χ ∈ C∞0 (Rd) ( where R is equipped with the usual Borel σ-algebra). We
define a random coefficient field by endowing the couple (Ω,F) with a probability measure P, or
equivalently by considering an ensemble ⟨⋅⟩ over symmetric, uniformly elliptic coefficient fields a. We
assume the ensemble ⟨⋅⟩ to be stationary, namely that ∀z ∈ Rd the coefficient fields {Rd ∋ x→ a(x)}
and {Rd ∋ x → a(x + z)} have the same distribution, and to be stochastically continuous, in the
sense that for every x ∈ Rd and δ > 0
lim
h↓0⟨I[∣a(x + h) − a(x)∣ > δ]⟩ = 0.
This last condition ensures that the map Ω ×Rd ∋ (a, z) → a(⋅ + z) ∈ Ω is measurable with respect
to the product topology of Ω ×Rd.
With this additional structure, we can consider the measurable (random) map
G ∶ Ω ∋ a→ G(a; ⋅, ⋅) ∈ L1loc(Rd ×Rd).
We prove the measurability of the map G, as well as for the similarly defined maps ∇G and ∇∇G,
in the Appendix 1.3.
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We also remark that, by definition (1.16), F is countably generated and therefore for every
p ∈ [1;+∞), the space
Lp(Ω,F ,P) ∶= {ζ ∶ Ω→ R measurable, ∶ ⟨ ∣ζ ∣p ⟩ 1p ∶= EP[ ∣ζ ∣p ] 1p < +∞}
is separable.
1.1 Existence of the Green function and Delmotte-Deuschel
bounds
In this first section of Chapter 1 we deal with the existence of the Green functions GD defined in
(1.12). As an easy corollary, after introducing a stationary ensemble ⟨⋅⟩ on the coefficient fields a,
we also give pointwise optimal bounds for the first moments in probability of G, ∇G and ∇∇G.
1.1.1 Main result and remarks
Throughout this section, as a basic assumption, we consider the domain D ⊆ Rd to be open and
such that
∣∂D∣ = 0. (1.17)
This condition basically ensures that if a function u is zero almost everywhere outside D, and admits
weak derivatives up to order k, then the derivatives are as well almost surely zero outside the domain:
This will prove to be useful when defining the approximate problem for (1.12), cf.(1.36), which calls
for a higher order operator and thus Dirichlet boundary conditions also for the derivatives.
We mainly provide two existence results for the Green function in a domain D ⊆ Rd with d ≥ 2.
As introduced in Section 1.0.4, for a given a ∈ Ω, we treat the Green function for a domain D as an
object GD(a; ⋅, ⋅) in two space variables (x, y) ∈ Rd ×Rd, which satisfies for almost every singularity
point y ∈ Rd the equation (1.12). It is with this generalized definition of Green function that we
manage to prove its existence and uniqueness (cf. Lemma 0) and also to obtain optimal estimates
for the L2-norm in both the space variables of GD(a; ⋅, ⋅), its gradient and its mixed derivatives.
In the first theorem, we show that if the domain D is open, and if d = 2 also bounded in
at least one direction, then for every coefficient field a ∈ Ω the Green function GD(a; ⋅, ⋅) exists; In
particular, this result also includes the existence of the fundamental solution, i.e. the Green function
for D = Rd, with d > 2. In the case of open domains bounded in at least one direction and strongly
elliptic (cf. (1.8) coefficient fields a ∈ Ω, we also provide in Corollary 2 an improvement of the
estimates obtained in Theorem 1, namely that the off-diagonal L2-norms of GD(a; ⋅, ⋅), GD(a; ⋅, ⋅)
and ∇∇GD(a; ⋅, ⋅) decay exponentially in the unbounded directions.
Corollary 3 deals with the introduction of a stationary ensemble on the space of coefficient
fields Ω and provides in the case of systems a generalization, at the level of the first moments in
probability, of the stochastic bounds obtained by Delmotte and Deuschel in [21] for the scalar case.
More precisely, we prove the following statements
Theorem 1. Let d ≥ 2 and D ⊆ Rd be a general open domain satisfying (1.17). Then
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(a) If d > 2, for every a ∈ Ω there exists the Green function GD(a; ⋅, ⋅) and it satisfies for every
z ∈ Rd, R > 0, α > d − 2,
∫∣y−z∣<R ∫∣x−z∣<R∣x − y∣α(∣∇GD(a;x, y)∣2+ ∣∇yGD(a;x, y)∣2) ≲ R2+α, (1.18)
∫∣y−z∣<R ∫∣x−z∣>8R∣∇GD(a;x, y)∣2 ≲ R2, (1.19)
and for every z ∈ Rd, R > 0 and 1 ≤ p < d
d−2 and 1 ≤ q < dd−1
∫∣y−z∣<R ∫∣x−z∣<R ∣GD(a;x, y)∣p ≲ R(2−p)d+2p, (1.20)∫∣y−z∣<R ∫∣x−z∣<R∣∇GD(a;x, y)∣q + ∣∇yGD(a;x, y)∣q ≲ R(2−q)d+q, (1.21)∫∣y−z∣<R ∫∣x−z∣>2R ∣∇∇GD(a;x, y)∣2 ≲ 1. (1.22)
(b) If d = 2 and D is bounded in at least one direction, then for every a ∈ Ω the Green function
GD(a; ⋅, ⋅) exists as well and satisfies the bounds (1.18)-(1.19), (1.22) and (1.20)-(1.21). All
the constants, with the exception of (1.22), depend also on the size of the smallest bounded
direction of D and the bound (1.19) holds for radii R ≳D 1.
Corollary 2. Let D ⊆ Rd with d ≥ 2 be an open domain satisfying (1.17) and bounded in at least
one direction. Then for every a ∈ Ω satisfying also (1.8), there exists a constant C1 ≲D 1 such that
for every z ∈ Rd and R ≳D 1 it holds
∫∣y−z∣<R ∫∣x−z∣>4R∣∇∇GD(a;x, y)∣2 ≲ exp (− RC1 ), (1.23)∫∣y−z∣<R ∫∣x−z∣>4R∣∇GD(a;x, y)∣2 + ∣GD(a;x, y)∣2 ≲D exp (− RC1 ). (1.24)
Corollary 3. Let d > 2 and let ⟨⋅⟩ be a stationary ensemble on Ω. Then, the Green function
G(a; ⋅, ⋅) for the whole space Rd satisfies for almost every x, y ∈ Rd the annealed pointwise bounds
⟨∣G(⋅ ;x, y)∣⟩ ≲ ∣x − y∣2−d, (1.25)⟨∣∇G(⋅ ;x, y)∣⟩ ≲ ∣x − y∣1−d, (1.26)⟨∣∇∇G(⋅ ;x, y)∣⟩ ≲ ∣x − y∣−d. (1.27)
We recall that in all the previous inequalities ≲ and ≲D stand for ≤ C with the constant C
respectively depending on d and λ or on d,λ and the size of the smallest bounded component of D.
In the following remark we argue that the bounds (1.26) and (1.27) require the expectation ⟨⋅⟩:
Remark 1. (i) For d > 2, a coefficient field a ∈ Ω and an associated Green’s function G(a; ⋅, y)
on Rd, the bound
∣∇G(a;x, y)∣ ≲ ∣x − y∣1−d for a. e. x, y ∈ Rd, (1.28)
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implies that any finite energy a-harmonic application u is (locally) bounded. More precisely,
the local boundedness of a-harmonic applications is also implied if assuming instead of (1.28)
the weaker L2- bound
∫∣x−y∣>R ∣∇G(a;x, y)∣2 ≲ R2−d for every R > 0 and a.e. y ∈ Rd. (1.29)
While in the scalar case the bound (1.29) holds ([34], Lemma 2.9), we cannot expect it to
be true for every coefficient field a ∈ Ω in the case of systems. The following example of De
Giorgi [19] shows indeed that in d > 2, the unbounded function u ∶ Rd → Y , with Y = Rd, given
by
u(x) = x∣x∣γ , γ ∶= d2(1 − 1√(2d − 2)2 + 1) > 1 (1.30)
is locally of finite energy and a-harmonic for the symmetric and elliptic coefficient field
ξ ⋅ a(x)ξ = ξ ∶ ξ + ((d − 2)Tr(ξ) + d( x∣x∣ ⋅ ξ x∣x∣ )), ξ ∈ Rd×d. (1.31)
(ii) Assuming that both (1.29) and
∫∣x−y∣>R ∣∇∇G(a;x, y)∣2 ≲ R−d for every R > 0 and a.e. y ∈ Rd (1.32)
hold, implies that any a-harmonic application u is also locally Lipschitz. Hence, also in the
scalar case both conditions (1.29) and (1.32) cannot be true for every coefficient field a ∈ Ω
([65], Example 3).
(iii) For α ∈ (0,1), even a suboptimal assumption on the decay of (1.32) as
∫∣x−y∣>R ∣∇∇G(a;x, y)∣2 ≲ R−d+α, (1.33)
cannot hold for every coefficient field a ∈ Ω both in the scalar and in the systems’ case. Indeed,
(1.33) implies a Liouville property for a-harmonic functions, namely that for β ∈ (α
2
,1) for
any a-harmonic u on Rd
lim
R→+∞R−1+β(
 
∣x∣<R ∣u∣2) 12 = 0 ⇔ u is constant, (1.34)
where  
∣x∣<R ∣u∣2 = 1∣{∣x∣ < R}∣ ∫∣x∣<R ∣u∣2 ≃ R−d ∫∣x∣<R ∣u∣2.
It can be shown that in the scalar case (1.34) doesn’t even hold for uniformly elliptic and
smooth coefficient fields ([24], Proposition 21): For every ε > 0, there exists indeed a smooth
a ∈ Ω and an a-harmonic function u such that (ﬄ∣x∣<R ∣u∣2) 12 ≲ Rε. Moreover, in the case of
systems, De Giorgi’s example (1.30) shows that a-harmonic functions can also (non trivially)
vanish at infinity.
We postpone the proofs of (i), (ii) and (iii) to the Appendix 1.3.
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The remaining part of this section is organized as follows: In Subsection 1.1.2 we give the
argument for Theorem 1, part (a) and (b). The core of the proof for part (a), i.e. when d > 2, is an
L2-off-diagonal bound for ∇∇GD and ∇GD, in both space variables x and y and depending only
on the dimension and the ellipticity ratio. It is mainly obtained through a duality argument a` la
Avellaneda-Lin ([11], Theorem 13) on standard energy estimates for solutions of −∇ ⋅ a∇u = ∇ ⋅ g,
combined with what we call a “compactness” lemma for a-harmonic functions. This last result,
basically consisting in an inner-regularity estimate for a-harmonic functions, provides the new and
pivotal ingredient for the first fundamental estimate for GD. This may be considered as the key
ingredient for the whole argument of Theorem 1. Sobolev’s inequality allows to extend the previous
estimates also for ∇yGD and GD. Finally, with the aid of rescaling and dyadic decomposition
arguments, from the off-diagonal estimate on ∇∇GD we also infer bounds for ∇GD and GD close
to the singularity x = y.
In dimension d = 2, it is well known that the fundamental solution, i.e. the Green function
for D = Rd, does not exist. We indeed restrict our attention to domains D which have at least
one bounded direction: By substituting the scale-invariant Sobolev’s inequality, which holds only
for d > 2, with Poincare´-type inequalities, we may extend the arguments of part (a) to the two-
dimensional case. We point out that the appeal to Poincare´-type inequalities introduces in the
estimates for GD and its derivatives a dependence also on the minimal bounded direction of D.
We stress that our assumptions on Ω include in this set also very rough coefficient fields for
which the existence of GD is not a priori guaranteed. Therefore, we need to first approximate
the problem (1.12), carry out and adapt to the approximate solution the aforementioned a priori
bounds on GD, and then argue by standard weak-compactness of W
1,q
loc - spaces. We approximate
(1.12) through an ε-perturbation of the operator −∇ ⋅ a∇ with the hyper-elliptic term2
Ln ∶= d∑
i=1(−∂2i )n, (1.35)
and thus consider for ε > 0, a ∈ Ω and y ∈ Rd the problem⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇Gε,D(a; ⋅, y) + εLnGε,D(a; ⋅, y) = δ(⋅ − y) in DGε,D(a; ⋅, y) = 0 in ∂D. (1.36)
The assumption (1.17) on the domain D and our understanding of the boundary conditions, i.e.
that Gε,D vanishes almost surely outside D or vanishes at infinity for D = Rd, imply that the same
boundary conditions hold also for the higher-order derivatives up to index n − 1. For D = Rd, the
Dirichlet conditions on the boundary turn into the requirement for every ∂αu with 0 ≤ ∣α∣ ≤ n−1, to
vanish at infinity. For n > d
2
, Riesz’s representation theorem ensures the existence of a unique weak
solution Gε,D for every ε > 0, a ∈ Ω and singularity point y ∈ Rd. Moreover, assuming n > d2 + 1 also
implies that there exists a unique ∇yGε,D(a; ⋅, y) which solves the approximate problem for (1.15)⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇∇yGε,D(a; ⋅, y) + εLn∇yGD(a; ⋅, y) = ∇yδ(⋅ − y) in D∇yGε,D(a; ⋅, y) = 0 in ∂D. (1.37)
In Subsection 1.1.3 we provide the proof of Corollary 2 and Corollary 3; In the first corollary
we show that in the case of domains with at least one bounded direction and strongly elliptic
2This choice of Ln instead of the more standard (−∆)n will prove to be more convenient when testing the equation
and integrating by parts, as it avoids mixed derivatives and thus simplifies the calculations.
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coefficient fields we improve the estimates of Theorem 1 again by a duality argument which this
time relies on a refinement of the standard energy estimate for solutions of −∇⋅a∇u = ∇⋅g in domains
which have a bounded direction. While the arguments of Theorem 1 and Corollary 2 are purely
deterministic, in Corollary 3 we introduce a stationary ensemble ⟨⋅⟩ on Ω and focus our attention
on the fundamental solution G in d > 2 seen as a random map. The stationarity assumption on⟨⋅⟩ provides an improvement of the estimates on G by upgrading the bounds of Theorem 1 from
space-averaged in both variables x and y to annealed in a but pointwise in y. An a priori estimate
for locally a-harmonic functions allows us to conclude the argument and obtain estimates averaged
in a, but pointwise in x and y.
In the last two subsections of Section 1.1 we present an alternative partial proof for Corollary 3
which makes use of the Fourier techniques developed in [17] and relies on a representation formula
for the Fourier transform of the Green function. Finally, we give a self-contained proof of all the
auxiliary results which are used in the arguments.
1.1.2 Proof of Theorem 1
Let a ∈ Ω and D ⊆ Rd be a generic open domain satisfying (1.17), with d ≥ 2. For a fixed y ∈ Rd
and ε > 0, we consider the approximate problem for (1.12) introduced in (1.36), i.e.⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇Gε,D(a; ⋅, y) + εLnGε,D(a; ⋅, y) = δ(⋅ − y) in DGε,D(a; ⋅, y) = 0 in ∂D,
where Ln is as in definition (1.35) and with n a fixed odd integer such that n > d2 + 1.
Definition 1. Let R > 0, and g ∈ [L2({∣x∣ < R})]d. We say that u ∈ L1loc(Rd) is a weak solution of⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u + εLnu = ∇ ⋅ g in {∣x∣ < R} ∩Du(⋅) = 0 in {∣x∣ < R} ∩ ∂D,
if
(i) for all i = 1, ..., d, there exist weak ∂iu, ∂ni u ∈ L2(∣x∣ < R);
(ii) u = 0 almost everywhere in {∣x∣ < R} ∖D;
(iii) for all v satisfying (i) and compactly supported in {∣x∣ < R}, it holds
∫ ∇v ⋅ a∇u + ε d∑
i=1∫ ∂ni v ∂ni u = −∫ ∇v ⋅ g.
Analogously we may consider solutions on outer domains by substituting in Definition 1 the
domain {∣x∣ < R} with {∣x∣ > R}.
The following Lemma 4 may be defined as a “compactness result” for functions solving −∇ ⋅
a∇u + εLnu = 0 on balls; We comment more on this after its statement. If d > 2, then Lemma 5
is a further generalization to the case of functions solving −∇ ⋅ a∇u + εLnu = 0 on outer domains.
We remark that we allow in both statements the ε = 0, corresponding to a-harmonic functions
respectively on balls and outer domains.
We postpone the proofs of Lemma 4 and Lemma 5 to the Appendix 1.3.
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Lemma 4. For a radius R > 0 and a ∈ Ω, we consider a σ-finite measure µ on functions u satisfying
in the sense of Definition 1⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u + εLnu = 0 in {∣x∣ < 2R} ∩Du = 0 in {∣x∣ < 2R} ∩ ∂D, (1.38)
with ε ≥ 0. Then we have ∫ ∫∣x∣<R ∣∇u∣2 dxdµ ≲ supF ∫ ∣Fu∣2dµ, (1.39)
where the supremum runs over all linear functionals F bounded in the sense of
∣Fv∣2 ≤ ∫∣x∣⩽2R ∣∇v∣2 dx, (1.40)
with v satisfying (i) and (ii) of Definition 1.
Lemma 5. Let d > 2. For a radius R > 0 and a ∈ Ω, we consider a σ-finite measure µ on functions
u with finite Dirichlet energy in {∣x∣ > R} and satisfying in the sense of Definition 1⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u + εLnu = 0 in {∣x∣ > R} ∩Du = 0 in {∣x∣ > R} ∩ ∂D, (1.41)
with ε ≥ 0. Then we have
∫ ∫∣x∣>4R ∣∇u∣2 dxdµ ≲ supF ∫ ∣Fu∣2dµ, (1.42)
where the supremum runs over all linear functionals F bounded in the sense of
∣Fv∣2 ≤ ∫∣x∣>R ∣∇v∣2 dx, (1.43)
with v satisfying (i) and (ii) in the sense Definition 1 where the set {∣x∣ < R} is substituted by{∣x∣ > R}.
Analogously to Theorem 1, ≲ means ⩽ C with a generic C = C(d, λ).
We remark that the inequalities
∫ ∫∣x∣<R ∣∇u∣2 dxdµ ≲ ∫ (supF ∣Fu∣2)dµ,∫ ∫∣x∣>4R ∣∇u∣2 dxdµ ≲ ∫ (supF ∣Fu∣2)dµ,
hold trivially by conditions (1.40) and (1.43) and duality (in L2). Roughly speaking, Lemma 4 and
Lemma 5 state that the previous inequalities remain true also if we exchange in the r.h.s. the order
of the integration in µ and the supremum over the functionals F .
We may refer to the result of Lemma 4 with D = Rd and ε = 0, as a compactness statement for
ensembles of locally a-harmonic functions. Indeed, as we show in the appendix, inequality (1.39)
actually follows by an inner regularity estimate which allows to control the energy of an a-harmonic
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function u in an interior domain by the L2-norm on {∣x∣ < 2R} of (−∆N)− l2u for any even l ∈ N.
Here, −∆N denotes the Laplacian with Neumann boundary conditions. This last estimate basically
implies that in the space of locally a-harmonic functions, the local W 1,2-norm (the strongest norm
which is meaningful to consider for weak solutions of a variable-coefficient and uniformly elliptic
second-order operator) is actually equivalent to much weaker norms, provided we consider a slightly
bigger domain. Therefore, in this sense we may say that the space of locally a-harmonic functions
is “close” to being finite-dimensional, in which case all the norms are equivalent. The previous
lemmas state similar compactness results in the case of the approximate operator −∇ ⋅ a∇+ εLn.
Proof of Theorem 1. Throughout the whole proof we assume D ⊆ Rd to be a generic open
domain satisfying (1.17) which is also bounded in at least one direction if d = 2.
Step 1: Construction of the approximate family {Gε,D(a; ⋅, y)}ε↓0. We start by showing that
for every a ∈ Ω, D ⊆ Rd, ε > 0 and y ∈ Rd there exist Gε,D(a, ⋅, y) and ∇yGε(a; ⋅, y), unique weak
solutions3 respectively for the problem (1.36) and (1.37).
Given the Hilbert spaces
X ∶= {u ∈ L2∗(Rd) ∣ ∇u, ∂ni u ∈ L2(Rd), i = 1, ..., d and u = 0 outside D}
for d > 2 and
X ∶= {u ∈Hn(Rd) ∣ u = 0 outside D}
for d = 2, the bilinear form B ∶ X ×X → R
B(u, v) = ∫ ∇v ⋅ a∇u + ε d∑
i=1∫ ∂ni v ∂ni u
is bounded thanks to (1.6) and coercive in the sense of
B(u,u) ≳ ε d∑
i=1∫D ∣∂ni u∣2 + λ∫D ∣∇u∣2, (1.44)
thanks to (1.7).
Let us first consider the case d > 2: Sobolev’s embedding implies that
B(u,u) = 0⇔ u = 0, (1.45)
i.e. B is non-degenerate. We now argue that B satisfies for every u ∈ X
B(u,u) ≳ ε(sup
D
∣u∣)2. (1.46)
Thanks to the coercivity condition (1.44), inequality (1.46) is implied by
λ∫
D
∣∇u∣2 + d∑
i=1∫D ∣∂ni u∣2 ≳ (supD ∣u∣)
2
,
3We give the precise definition along the proof of this step.
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which can be restated by passing to dual (i.e. Fourier) variables k as
∫ (∣k∣2 + d∑
i=1 ∣ki∣2n)∣uˆ∣2dk ≳ (∫ ∣uˆ∣dk)
2
. (1.47)
By Cauchy-Schwarz’s inequality, it holds
∫ ∣uˆ∣dk ≤ (∫ dk∣k∣2 +∑di=1 ∣ki∣2n )
1
2 (∫ (∣k∣2 + d∑
i=1 ∣ki∣2n)∣uˆ∣2dk)
1
2
≲ (∫ dk∣k∣2 + ∣k∣2n )
1
2 (∫ (∣k∣2 + d∑
i=1 ∣ki∣2n)∣uˆ∣2dk)
1
2
. (1.48)
As the conditions n > d
2
+ 1 > d
2
and d > 2 imply that
∫ dk∣k∣2 + ∣k∣2n < +∞,
from (1.48) we obtain (1.47) and thus (1.46). Inequality (1.46) in particular yields that for the
linear functional Fv ∶= v(y), we have for every u ∈ X
B(u,u) (1.46)≳ ε(sup
D
∣u∣)2 ≳ ε∣Fu∣2,
which implies by Riesz’s representation theorem that there exists a unique GD,ε(a; ⋅, y) ∈ X weakly
solving (1.36). As we have shown that for every a ∈ Ω, the map D ∋ y → Gε,D(a, ⋅, y) is well defined,
we now also show that for every a ∈ Ω and y ∈D there exists ∇yGε,D(a; ⋅, y), unique (weak) solution4
of (1.37). We appeal again to Riesz’s representation theorem : In this case, the linear functional
that we need to bound with B is given by F˜ (v) ∶= ∇v(y). Once again, thanks to the coercivity
condition (1.44) we conclude the argument if we show that
λ∫
D
∣∇u∣2 + d∑
i=1∫D ∣∂ni u∣2 ≳ (supD ∣∇u∣)
2
, (1.49)
or equivalently, by passing in Fourier variables, that
∫ (∣k∣2 + d∑
i=1 ∣ki∣2n)∣uˆ∣2dk ≳ (∫ ∣k∣∣uˆ∣dk)
2
.
Similarly to (1.48), we estimate
∫ ∣k∣∣uˆ∣dk ≤ (∫ ∣k∣2∣k∣2 +∑di=1 ∣ki∣2n dk)
1
2 (∫ (∣k∣2 + d∑
i=1 ∣ki∣2n)∣uˆ∣2dk)
1
2
≲ (∫ dk
1 + ∣k∣2(n−1) )
1
2 (∫ (∣k∣2 + d∑
i=1 ∣ki∣2n)∣uˆ∣2dk)
1
2
4The fact that the solution of (1.37) is actually the y-gradient of GD(a; ⋅, ⋅) is rigorously proven by first showing
that, on the one hand, by symmetry (1.51), the difference quotients 1
h
(GD,ε(a; ⋅, ⋅ + hei) − GD,ε(a; ⋅, ⋅ + hei)) are
uniformly bounded in X for h << 1, and thus weakly converge up to subsequences. On the other hand, letting h→ 0+
in the equation solved by 1
h
(GD,ε(a; ⋅, y +hei)−GD,ε(a; ⋅, y +hei)), we recover (1.37) and conclude the argument by
uniqueness of the solution.
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and this time we appeal to n − 1 > d
2
to ensure that
∫ dk
1 + ∣k∣2(n−1) < +∞.
Let us now assume that d = 2: Also in this case, by (1.6) and (1.7), B is respectively bounded
and coercive in the sense of (1.44). Our assumption on D and the Dirichlet boundary conditions
allow us to appeal to Poincare´’s inequality
∫ ∣u∣2 ≲D ∫ ∣∇u∣2, (1.50)
and infer that B is non degenerate in the sense of (1.45). We note that once we prove that also
in this case B satisfies inequalities (1.46) and (1.49), we may argue analogously to the case d > 2
and conclude that there exist unique Gε(a, ⋅, y) and ∇yGε(a, ⋅, y) solving in D respectively (1.36)
and (1.37) . The argument used above for (1.49) is still valid; to show (1.46), we observe that by
Poincare´’s inequality and (1.44) it is enough to prove that
∫ ∣u∣2 + d∑
i=1∫D ∣∂ni u∣2 ≳ (supD ∣u∣)
2
.
We rewrite the previous inequality in Fourier variables as
∫ (1 + d∑
i=1 ∣ki∣2n)∣uˆ∣2dk ≳ (∫ ∣uˆ∣dk)
2
and estimate
∫ ∣uˆ∣dk ≤ (∫ dk(1 +∑di=1 ∣ki∣2n))
1
2 (∫ (1 + d∑
i=1 ∣ki∣2n)∣uˆ∣2dk)
1
2
≲ (∫ dk(1 + ∣k∣2n))
1
2 (∫ (1 + d∑
i=1 ∣ki∣2n)∣uˆ∣2dk)
1
2
.
Relying on our assumption n > d
2
+ 1 > d
2
, we have that
∫ dk
1 + ∣k∣2n < +∞,
and thus we infer (1.46).
In addition, we note that uniqueness and the symmetry of the operator −∇ ⋅a∇+ εLn, cf. (1.9),
yield for all a ∈ Ω, z ∈ Rd, R > 0, y ∈ Rd and almost every x ∈ Rd that
Gε,D(a;x, y) = Gε,D(a; y, x), (1.51)
Gε,D(a(⋅ + z);x, y) = Gε,D+z(a;x + z, y + z), (1.52)
Gε,D(a;Rx,Ry) = R2−dGR2−2nε,R−1D(a(R ⋅);x, y). (1.53)
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Moreover, we claim that for every compactly supported f ∈ L2(Rd) and every g ∈ L2(Rd)d, if u ∈ X
solves ⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u + εLnu = f +∇ ⋅ g in Du = 0 in ∂D, (1.54)
in the sense of Definition 1, then we have the representation formula
u(x) = ∫ Gε,D(a; y, x)f(y)dy − ∫ ∇yGε,D(a; y, x) ⋅ g(y)dy. (1.55)
By Ho¨lder’s inequality it is immediate to show that for the linear functional F ∶ X ∋ v ↦ ∫ ∇v ⋅ g we
have ∣Fv∣2 ≲ ∣∣g∣∣2L2B(v, v). Sobolev’s inequality for d > 2 and Poincare´’s inequality for d = 2 imply
that also F ∶ X ∋ v ↦ ∫ vf satisfies ∣Fv∣2 ≲ ∣∣f ∣∣2L2B(u,u). Therefore, by Riesz’s representation
thoerem, there exists a unique solution in X of (1.54). It thus remains to show that the r.h.s. of
(1.55) solves the equation: An application of Ho¨lder’s inequality, together with the assumptions on
f , g and the fact that Gε,D(a; ⋅, y) ∈ X , implies that u in (1.55) is well-defined and belongs to X .
By (1.36) and (1.37), u satisfies the boundary conditions and for every v ∈ X we have
∫ ∇xv(x) ⋅ a∇x(∫ Gε,D(a; y, x)f(y) − ∫ ∇yGε,D(a; y, x) ⋅ g(y))
+ ε d∑
i=1∫ ∂mxiv(x)∂mxi(∫ Gε,D(a; y, x)f(y) − ∫ ∇yGε,D(a; y, x) ⋅ g(y))
(1.51)= ∫ (∫ ∇xv(x) ⋅ a∇xGε,D(a;x, y) + ε d∑
i=1∫ ∂mxiv(x)∂mxiGε,D(a;x, y))f(y)
− ∫ (∫ ∇xv(x) ⋅ a∇x∇yGε,D(a;x, y) + ε d∑
i=1∫ ∂mxiv(x)∂mxi∇yGε,D(a;x, y)) ⋅ g(y)
(1.36)−(1.37)= ∫ v(y)f(y) − ∫ ∇v(y) ⋅ g(y).
We thus established (1.55).
Step 2: Uniform bounds for {Gε,D}ε>0 if d > 2. We presently argue that the family {Gε,D(a, ⋅, ⋅)}
constructed in the previous step satisfies (1.18)-(1.19), and (1.18)-(1.20)-(1.21). By the properties
(1.52)-(1.53), without loss of generality it is sufficient to fix z = 0 and R = 1, i.e. to prove that for
all α > d − 2,
∫∣y∣<1 ∫∣x∣>8∣∇Gε,D(a;x, y)∣2 ≲ 1, (1.56)∫∣y∣<1 ∫∣x∣<1∣x − y∣α(∣∇yGε,D(a;x, y)∣2 + ∣∇Gε,D(a;x, y)∣2) ≲ 1, (1.57)
and that for every 1 ≤ p < d
d−2 and 1 ≤ q < dd−1
∫∣y∣<1 ∫∣x∣<1∣Gε,D(a;x, y)∣p ≲ 1, (1.58)∫∣y∣<1 ∫∣x∣<1∣∇xGε,D(a;x, y)∣q + ∣∇yGε,D(a;x, y)∣q ≲ 1, (1.59)∫∣y∣<1 ∫∣x∣>4∣∇∇Gε,D(a;x, y)∣2 ≲ 1. (1.60)
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For a given L2-vector field g with support in {∣x∣ > 2} ∩D, the solution5 of⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u + εLnu = ∇ ⋅ g in Du = 0, in ∂D
satisfies by (1.7) the energy estimate λ ∫ ∣∇u∣2 ≤ ∫ ∣g∣2. In addition, since by Ho¨lder’s inequality
∫∣y∣<1 ∣u∣2 ≲ (∫∣y∣<1 ∣u∣ 2dd−2 ) d−2d
and the scale-invariant Sobolev Inequality
(∫ ∣u∣ 2dd−2 ) d−2d ≲ ∫ ∣∇u∣2,
we have that
∫∣y∣<1 ∣u∣2 ≲ ∫ ∣∇u∣2,
and thus infer
∫∣y∣<1 ∣u(y)∣2 ≲ ∫ ∣g(y)∣2.
Thus, the previous estimate and the energy estimate respectively yield, thanks to the representation
formula (1.55), that
∫∣y∣<1 ∣∫∣x∣>2∇Gε,D(a;x, y)g(x)∣2 ≲ ∫ ∣g∣2, (1.61)∫∣y∣<1 ∣∫∣x∣>2∇∇Gε,D(a;x, y)g(x)∣2 ≲ ∫ ∣g∣2. (1.62)
We now apply Lemma 5 to the families {Gε,D(a; ⋅, y)}∣y∣<1 and {∇yGε,D(a; ⋅, y)}∣y∣<1, with functionals
given by ∫ ⋅g and measure µ(dy) = dy∣{∣y∣<1}. We specify that we are allowed to use Lemma 5 on
both families since, by the previous step, they respectively solve the problems (1.36) and (1.37) and
thus are a-harmonic in {∣x∣ > 2}∩D for (µ-)almost every y such that ∣y∣ < 1. Therefore, from (1.61)
and (1.62) we get
∫∣y∣<1 ∫∣x∣>8 ∣∇Gε,D(a;x, y)∣2 + ∣∇∇Gε,D(a;x, y)∣2 ≲ 1, (1.63)
which implies the bounds (1.56) and (1.60).
We now turn to inequality (1.57): By the shift invariant property (1.52) and the invariance under
scaling of the previous argument, it follows from (1.63) that for all w ∈ Rd and r > 0 it holds
∫∣y−w∣<r ∫∣x−w∣>8r ∣∇Gε,D(a;x, y)∣2 ≲ r2, (1.64)∫∣y−w∣<r ∫∣x−w∣>8r ∣∇∇Gε,D(a;x, y)∣2 ≲ 1. (1.65)
5Also in this case, we consider u to be the weak solution in the sense of Definition 1, this time with R = +∞.
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We appeal to the scale-invariant Sobolev Inequality in the exterior domain6 {∣x−w∣ > 8r} to obtain
from (1.65) that
∫∣y−w∣<r(∫∣x−w∣>8r ∣∇yGε,D(a;x, y)∣ 2dd−2 ) d−2d ≲ 1. (1.66)
Thus, Ho¨lder’s inequality in the x-variable yields
∫∣y−w∣<r ∫8r<∣x−w∣<16r ∣∇yGε,D(a;x, y)∣2
≲ r2 ∫∣y−w∣<r(∫∣x−w∣>8r ∣∇yGε,D(a;x, y)∣ 2dd−2 ) d−2d (1.66)≲ r2. (1.67)
We now cover the ball {∣y∣ < 1} with the union of smaller balls of radius 0 < r < 1, each of them
centered in n ∼ r−d points {wi}ni=1 of the lattice r√dZd. Then, estimates (1.67) and (1.64) yield
∫∣y∣<1 ∫9r<∣x−y∣<15r ∣∇Gε,D(a;x, y)∣2 + ∣∇yGε,D(a;x, y)∣2
≲ n∑
i=1∫∣y−wi∣<r ∫9r<∣x−y∣<15r ∣∇Gε,D(a;x, y)∣2 + ∣∇yGε,D(a;x, y)∣2
≲ n∑
i=1∫∣y−wi∣<r ∫8r<∣x−wi∣<16r∣∇Gε,D(a;x, y)∣2 + ∣∇yGε,D(a;x, y)∣2 (1.67)−(1.64)≲ r2−d. (1.68)
It follows from this that for any α > d − 2 and 0 < r < 1
∫∣y∣<1 ∫9r<∣x−y∣<15r ∣x − y∣α(∣∇Gε,D(a;x, y)∣2 + ∣∇yGε,D(a;x, y)∣2)≲ rα ∫∣y∣<1 ∫9r<∣x−y∣<15r ∣∇Gε,D(a;x, y)∣2 + ∣∇yGε,D(a;x, y)∣2 ≲ rα−(d−2). (1.69)
Since α − (d − 2) > 0, summing over dyadic annuli in the x-variable we infer
∫∣y∣<1 ∫∣x−y∣<2∣x − y∣α(∣∇Gε,D(a;x, y)∣2 + ∣∇yGε,D(a;x, y)∣2) ≲ 1,
and thus (1.57).
We now claim that from (1.57) we obtain (1.59): If we smuggle in (1.59) the weight ∣x − y∣α2 q and
apply Ho¨lder’s inequality first in x and then in y, we get
∫∣x∣<1 ∫∣y∣<1 ∣∇xGε,D(a;x, y)∣q + ∣∇yGε,D(a;x, y)∣q
≲ (∫∣x∣<1 ∫∣y∣<1 ∣x − y∣α(∣∇xGε,D(a;x, y)∣2 + ∣∇yGε,D(a;x, y)∣2))
q
2
× (∫∣x∣<1 ∫∣y∣<1 ∣x − y∣− q2−qα)
2−q
2
,
6To show Sobolev’s inequality in the outer domain {∣x∣ > R} we argue as follows: By scale invariance, we may
reduce ourselves to the domain {∣x∣ > 1}; moreover, by standard approximation, we may assume u to be smooth and
zero outside a ball big enough. We now extend u inside {∣x∣ < 1} using the radial reflection x→ x∣x∣2 , apply Sobolev’s
inequality on the whole space and conclude by observing that, due to our choice of extension, the Dirichlet integral
in {∣x∣ < 1} can be controlled by the Dirichlet integral in {∣x∣ > 1}.
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and thus (1.59), as our assumption 1 ≤ q < d
d−1 ensures that there exists an α > d − 2 such that
∫∣x∣<1 ∫∣y∣<1 ∣x − y∣− q2−qα < +∞.
It only remains to establish (1.58): We first observe that if we prove an analogy of (1.67) for Gε,D,
namely that for r > 0
∫∣y∣<r ∫8r<∣x∣<16r ∣Gε,D(a;x, y)∣2 ≲ r4, (1.70)
then by a scaling and covering argument similar to the one in (1.68) and (1.69) for ∇Gε,D and∇yGε,D, we infer
∫∣y∣<1 ∫6r<∣x−y∣<9r ∣Gε,D(a;x, y)∣2 ≲ r4−d,
and thus, for any α > d − 4,
∫∣y∣<1 ∫∣x−y∣<2 ∣x − y∣α∣Gε,D(a;x, y)∣2 ≲ 1.
From the previous inequality, we argue as for (1.59) and obtain that for 1 ≤ p < d
d−1
∫∣x∣<1 ∫∣y∣<1 ∣Gε,D(a;x, y)∣p ≲ 1. (1.71)
We thus established inequality (1.58) with 1 ≤ q < d
d−1 . To extend the range of the admissible
exponents, we apply Poincare´ - Sobolev’s inequality
(∫{∣x∣<1}∪{∣y∣<1} ∣u∣p∗)
1
p∗ ≲ (∫{∣x∣<1}∪{∣y∣<1} ∣∇u∣p)
1
p + (∫{∣x∣<1}∪{∣y∣<1} ∣u∣p)
1
p
and thus estimate
(∫∣x∣<1 ∫∣y∣<1 ∣Gε,D(a;x, y)∣p∗) pp∗≲ ∫∣x∣<1 ∫∣y∣<1 ∣∇Gε,D(a;x, y)∣p + ∣∇yGε,D(a;x, y)∣p+ ∫∣x∣<1 ∫∣y∣<1 ∣Gε,D(a;x, y)∣p.
Appealing to inequalities (1.71) and (1.59) we get for every 1 ≤ p < d
d−1
∫∣x∣<1 ∫∣y∣<1 ∣Gε,D(a;x, y)∣p∗ ≲ 1,
and therefore the bound (1.58) also for d
d−1 ≤ q < dd−2 .
We thus only need to prove (1.70): By the scaling property (1.52) we may fix r = 1. We apply
Sobolev’s inequality in the outer domain {∣x∣ > 8} to get from (1.63)
∫∣y∣<1(∫∣x∣>8 ∣Gε,D(a;x, y)∣ 2dd−2 ) d−2d ≲ 1,
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and then combine this with Ho¨lder’s inequality in the x-variable to conclude
∫∣y∣<1 ∫8<∣x∣<16 ∣Gε,D(a;x, y)∣2 ≲ 1.
Step 3: Uniform bounds for {Gε,D}ε>0 if d = 2. As in the case d > 2, we prove for the
approximate family {Gε,D}ε>0 the bounds (1.18)-(1.19) and (1.22)-(1.20)-(1.21). It suffices, by
property (1.52), to fix z = 0. To show (1.22), we may use the same argument of Step 2: For a given
L2-vector field g with support in {∣x∣ < 2} ∩D, the solution7 of⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u + εLnu = ∇ ⋅ g in D∂αu = 0, 0 ≤ ∣α∣ ≤ n − 1 in ∂D
satisfies by (1.7) the energy estimate λ ∫D ∣∇u∣2 ≤ ∫ ∣g∣2 and yields, thanks to the representation
formula (1.55), ∫∣x∣>4 ∣∫∣y∣<2∇∇Gε,D(a;x, y)g(y)∣2 ≲ ∫ ∣g∣2. (1.72)
We now apply Lemma 4 to the family {∇Gε,D(a;x, ⋅)}{∣x∣>4}∩D, with functionals given by ∫ ⋅g and
measure µ(dx) = dx{∣x∣>4}∩D. We observe that we are allowed to use Lemma 4 on this family since,
by (1.51), we can identify
∇Gε,D(a;x, ⋅) = ∇xGε,D(a; ⋅, x),
with ∇xGε,D(a; ⋅, x) constructed in Step 1 (with exchanged roles of the x and y variable). It
follows from (1.37) that for x ∈ Rd with ∣x∣ > 4, ∇xGε,D(a; ⋅, x) is solution of (1.41) in the domain{∣y∣ < 2} ∩D. Therefore, from (1.72) we get by Lemma 4 the desired bound (1.22). We remark
that since the scale invariant Sobolev’s inequality is no more available for d = 2 we cannot infer also
(1.66). Appealing to our assumption on D to have at least one bounded direction, we may use as
a replacement for Sobolev’s inequality the following version of Poincare`-Sobolev’s estimate8: Let
D ⊆ R2 be open and having at least one bounded direction. Then, for every 2 ≤ p < +∞, z ∈ R2 and
R > 0, it holds
(∫∣x−z∣>R ∣u∣p) 1p ≲D,p (∫∣x−z∣>R ∣∇u∣2) 12 , (1.73)
for every u ∈ W 1,1loc (R2) and such that u = 0 almost everywhere outside D. Here, the constant
depends on the size of the smallest bounded component of D.
With the same reasoning used in Step 2, once that we show that for every δ > 0, z ∈ R2 and r > 0
we have
∫∣y−z∣<r ∫4r<∣x−z∣<8r ∣∇Gε,D(a;x, y)∣2 + ∣∇yGε,D(a;x, y)∣2 ≲D r2−δ, (1.74)∫∣y−z∣<r ∫4r<∣x−z∣<8r ∣Gε,D(a;x, y)∣2 ≲D r4−δ, (1.75)
7Also in this case, we consider u to be the weak solution in the sense of Definition 1, this time with R = +∞.
8We postpone the proof to the Appendix 1.3.
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it follows by a covering argument, that
∫∣y−z∣<1 ∫5r<∣x−y∣<7r ∣∇Gε,D(a;x, y)∣2 + ∣∇yGε,D(a;x, y)∣2 ≲D r−δ,∫∣y−z∣<1 ∫5r<∣x−y∣<7r ∣Gε,D(a;x, y)∣2 ≲D r2−δ,
and thus that for every α > d − 2 = 0
∫∣y−z∣<1 ∫∣x−y∣<2∣x − y∣α(∣∇Gε,D(a;x, y)∣2 + ∣∇yGε,D(a;x, y)∣2) ≲D 1, (1.76)
and for every α > d − 4 = −2
∫∣y−z∣<1 ∫∣x−y∣<2∣x − y∣α∣Gε,D(a;x, y)∣2 ≲D 1. (1.77)
We may analogously argue for a general radius R and establish (1.76)-(1.77), and thus bound
(1.18) for any R > 0. As shown in Step 2, these estimates also yield (1.20)-(1.21) by the standard
Poincare´-Sobolev Inequality.
We now give the argument for (1.74) and (1.75): Inequality (1.73) on ∇yGε,D(a, ⋅, y) yields for
every 2 ≤ p < +∞
∫∣y−z∣<R(∫∣x−z∣>4R∣∇yGε,D(a;x, y)∣p) 2p
≲D ∫∣y−z∣<R ∫∣x−z∣>4R ∣∇∇Gε,D(a;x, y)∣2 (1.22)≲D 1,
and thus by Ho¨lder’s inequality in {4R < ∣x − z∣ < 8R} also
∫∣y−z∣<R ∫4R<∣x−z∣<8R ∣∇yGε,D(a;x, y)∣2 ≲D R2 p−2p . (1.78)
Since the exponent p can be chosen arbitrarily large, we obtain (1.74) for ∇yGε,D.
We now observe that
∫∣y−z∣<R ∫∣x−w∣<R ∣∇yGε,D(a;x, y)∣2 ≲D R2 p−2p ,
for every w and z such that {5R < ∣z −w∣ < 7R}. Indeed, this is implied by (1.78) and the inclusion
{5R < ∣w − z∣ < 7R}∩{∣x −w∣ < R}⊆ {5R < ∣w − z∣ < 7R} ∩ {4R < ∣x − z∣ < 8R}.
For a fixed w ∈ Rd, we choose n ≲ 1 balls of radius R which cover the annulus {5R < ∣y −w∣ < 7R}
and whose centers {zi}ni=1 are contained in {5R ≤ ∣z −w∣ ≤ 7R}. Thus, from the previous inequality
we infer
∫
5R<∣y−w∣<7R ∫∣x−w∣<R ∣∇yGε,D(a;x, y)∣2
≤ n∑
i=1∫∣y−zi∣<R ∫∣x−w∣<R ∣∇yGε,D(a;x, y)∣2 ≲D R2 p−2p . (1.79)
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By switching the labels x and y and using the symmetry property (1.51), this may be rewritten as
∫
5R<∣x−w∣<7R ∫∣y−w∣<R ∣∇Gε,D(a;x, y)∣2 ≲D R2 p−2p ,
i.e. inequality (1.74) thanks to the arbitrariness of 2 ≤ p < +∞.
It thus remains to prove (1.75): By Poincare´’s inequality in the x-variable we have
∫∣y∣<R ∫4R<∣x∣<8R ∣Gε,D(a;x, y)∣2≲ R2 ∫∣y∣<R ∫4R<∣x∣<8R∣∇Gε,D(a;x, y)∣2+  ∣y∣<R∣∫4R<∣x∣<8RGε,D(a;x, y)∣2. (1.80)
Therefore, thanks to (1.74), we conclude (1.75) once that we show that the second term on the
r.h.s. of (1.80) satisfies for δ > 0
 
∣y∣<R∣∫4R<∣x∣<8RGε,D(a;x, y)∣2 ≲D R4−δ. (1.81)
To do so, let us fix p and consider any function g ∈ L2(Rd) with supp(g) ⊆ {∣x∣ < R} ∩D. Let u be
the solution of ⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u + εLnu = g in Du = 0, in ∂D.
The energy estimate
∫ ∣∇u∣2 ≲ (∫∣x∣<R ∣g∣2)
1
2 (∫∣x∣<R ∣u∣2)
1
2
,
together with Ho¨lder’s inequality for 2 ≤ p < +∞
(∫∣x∣<R ∣u∣2)
1
2 ≤ R1− 1p (∫ ∣u∣p) 1p
and the standard Poincare´-Sobolev’s inequality
(∫ ∣u∣p) 1p ≲D(∫ ∣∇u∣2) 12 ,
yields
(∫ ∣∇u∣2) 12 ≲D R1− 1p (∫∣x∣<R ∣g∣2)
1
2
.
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Applying again Ho¨lder’s inequality in {∣x∣ < R} and the Poincare´-Sobolev’s inequality stated above,
the previous estimate also implies that
(∫
4R<∣x∣<8R ∣u∣2) 12 ≲D R2− 4p (∫ ∣g∣2) 12 . (1.82)
By the representation formula (1.55), estimate (1.82) can be rewritten as
(∫
4R<∣x∣<8R ∣∫∣y∣<RGε,D(a;x, y)g(y)∣2) 12 ≲D R2− 4p (∫ ∣g∣2dy) 12 ,
so that Jensen’s inequality implies
∣∫∣y∣<R(∫4R<∣x∣<8RGε,D(a;x, y))g(y)∣ ≲D R3− 4p (∫ ∣g∣2) 12 .
The arbitrariness of g allows to argue by duality that
 
∣y∣<R ∣∫4R<∣x∣<8RGε,D(a;x, y)∣2 ≲D R4− 8p , (1.83)
i.e. the desired bound (1.81) thanks to the arbitrariness of 2 ≤ p < +∞.
At last, we prove that the bound (1.22) implies (1.19): Modulo a change of coordinates, we may
assume D ⊆ I × R, with I a bounded interval. Moreover, since by construction for almost every
y ∉D, Gε,D(a; ⋅, y) = 0 almost surely in R2, we reduce ourselves to those z ∈ R2 and R > 0 such that{∣y − z∣ < R} ∩D ≠ ∅ and, without loss of generality we fix z = 0. Therefore, for every R ≳D 1 the
rectangle I × (−2R,2R) is such that
{∣y∣ < R} ∩D ⊆ I × (−2R,2R) ⊆ {∣y∣ < 4R} ∩D.
and thus
∫∣y∣<R ∫∣x∣>8R ∣∇Gε,D(a;x, y)∣2 ≤ ∫I×(−2R,2R) ∫∣x∣>16R ∣∇Gε,D(a;x, y)∣2.
Since by (1.51) and (1.37) the application ∇Gε,D(a;x, y) vanishes outside D we may apply Poincare´’s
inequality in I × (−2R,2R) and get from the previous inequality
∫∣y∣<R ∫∣x∣>8R ∣∇Gε,D(a;x, y)∣2 ≲D R2 ∫I×(−2R,2R) ∫∣x∣>8R ∣∇∇Gε,D(a;x, y)∣2
and thus also
∫∣y∣<R ∫∣x∣>8R ∣∇Gε,D(a;x, y)∣2
≲D R2 ∫∣y∣<4R ∫∣x∣>8R ∣∇∇Gε,D(a;x, y)∣2 (1.22)≲D R2.
Step 4: Existence of GD(a, ⋅, ⋅). In this final step we do not distinguish between the cases d > 2
and d = 2. The uniform bounds (in ε) (1.22)-(1.18) and (1.20)-(1.21) for the family {Gε,D(a; ⋅, ⋅)}ε↓0
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allow us to argue by weak-compactness that, modulo a subsequence, for 1 ≤ q < d
d−1
Gε,D(a; ⋅, ⋅)⇀ GD(a; ⋅, ⋅) in W 1,qloc (Rd ×Rd), (1.84)∇x,yGε,D(a; ⋅, ⋅)⇀ ∇x,yGD(a; ⋅, ⋅) in L2loc(Rd ×Rd ∖ {x = y}), (1.85)∇∇Gε,D(a; ⋅, ⋅)⇀ ∇∇GD(a; ⋅, ⋅) in L2loc(Rd ×Rd ∖ {x = y}). (1.86)
Since GD(a; ⋅, ⋅) ∈ W 1,qloc (Rd ×Rd) with GD(a; ⋅, ⋅) ≡ 0 outside D ×D, it follows respectively that for
almost every y ∈ Rd
GD(a, ⋅, y) ∈W 1,qloc (Rd),
GD(a, ⋅, y) = 0 almost everywhere outside D.
We now show that for almost every y ∈ Rd, the application GD(a, ⋅, y) solves (1.12): By construction
of Gε,D, it holds indeed that for almost every y ∈ Rd and every ζ ∈ C∞0 (D)
∫ ∇ζ(x) ⋅ a(x)∇Gε,D(a;x, y)
−ε∫ Lnζ(x)Gε,D(a;x, y) = ζ(y).
For every ρ ∈ C∞0 (Rd), the previous identity yields
∫ ρ(y)∫ ∇ζ(x) ⋅ a(x)∇Gε,D(a;x, y)
−ε∫ ρ(y)∫ Lnζ(x)Gε,D(a;x, y) = ∫ ρ(y)ζ(y),
so that for ε→ 0, by weak convergence (1.84), we get
∫ ρ(y)∫ ∇ζ(x) ⋅ a(x)∇GD(a;x, y) = ∫ ρ(y)ζ(y). (1.87)
The arbitrariness of the test function ρ ∈ C∞0 (Rd) implies that for almost every y ∈ Rd
∫ ∇ζ(x) ⋅ a(x)∇GD(a;x, y) = ζ(y). (1.88)
We now appeal to the separability of C∞0 (D) with respect to the C1 topology to conclude that for
almost every y ∈ Rd and for every ζ ∈ C∞0 (D)
∫ ∇ζ(x) ⋅ a(x)∇GD(a;x, y) = ζ(y), (1.89)
i.e. for almost every y ∈ Rd a solution GD(a; ⋅, y) of (1.12) exists. Reasoning in the same way, from
(1.37) and weak convergence (1.86) we also obtain that for every R > 0, z ∈ Rd and almost every
y ∈ {∣y − z∣ > 2R}, the function ∇yGD(a; ⋅, y) solves⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇∇yGD(a; ⋅, y) = 0 in {∣x − z∣ < R} ∩D∇yGD(a; ⋅, y) = 0 in {∣x − z∣ < R} ∩ ∂D. (1.90)
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Furthermore, appealing to (1.84), (1.85) and (1.86) and the lower semicontinuity of the bounds
(1.18)-(1.19), (1.22) and (1.20)-(1.21), we get that they hold also for GD(a; ⋅, ⋅); in particular,
inequalities (1.18)-(1.19) imply that GD(a; ⋅, ⋅) satisfies bound (1.10) for any α ∈ (d − 2, d) as well
as bound (1.11) for any R > 0 if d > 2 and for any R ≳D 1 if d = 2. Thus, GD(a; ⋅, ⋅) is the Green
function for the domain D. By uniqueness (cf. Lemma 0) and symmetry of the operator −∇ ⋅ a∇,
cf. (1.9), we also have that for all a ∈ Ω, z ∈ Rd, R > 0 and almost every x, y ∈ Rd it holds
GD(a;x, y) = GD(a; y, x), (1.91)
GD(a(⋅ + z);x, y) = GD+z(a;x + z, y + z), (1.92)
GD(a;Rx,Ry) = R2−dGR−1D(a(R ⋅);x, y). (1.93)
Remark 2. We observe that also for GD holds a representation formula for weak solutions of⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u = f in Du = 0 in ∂D, (1.94)
with f ∈ Lq(D), q > d and compactly supported. This may easily follows by uniqueness of the
solution u (via Riesz’s representation theorem) and the fact that the function
uˆ(x) = ∫ GD(a; y, x)f(y)dy
is well defined and such that ∇uˆ ∈ L2(D), thanks to the bounds (1.19), (1.20) and (1.21). Note that
uˆ weakly solves (1.94): This may be shown as for (1.55) first for smooth test functions and then
extended by standard approximation.
We also have that for any f ∈ L2(D) and g ∈ [L2(D)]d with compact support, the weak solution of⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u = f +∇ ⋅ g in Du = 0 in ∂D, (1.95)
admits the representation
u(x) = ∫ GD(a; y, x)f(y)dy − ∫ ∇GD(a; y, x) ⋅ g(y)dy,
whenever x is outside the support of both g and f . We first consider the family {uε}ε>0 of solutions
to the approximate problems (1.54) with the same r.h.s. : By standard weak-compactness arguments,
(up to a subsequence) {uε}ε>0 weakly converge in W 1,2loc (D) to the solution u of (1.95). We thus
conclude the identity above by using (1.55), together with (1.85)-(1.86), and the uniqueness of the
(weak) limit.
1.1.3 Proof of Corollary 2 and 3
Proof of Corollary 2.
Let D ⊆ Rd with d ≥ 2 be as in the statement of Corollary 2. Modulo a change of coordinates,
we can assume that there exists a bounded interval I ⊆ R such that D ⊆ I × Rd−1. In addition,
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without loss of generality we may suppose that ∣I ∣ = 1: It will become clear along the proof that the
estimates obtained depend on the size of I. For I ×Rd−1 as above, we write x¯ = (x1, x′) ∈ I ×Rd−1.
The main ingredient for the argument of Corollary 2 is the following elliptic regularity result ([61],
Lemma 2.2), adapted to elliptic systems with Dirichlet boundary conditions. We postpone its proof
to the Appendix 1.3.
Lemma 6. Let D be as introduced above, and a ∈ Ω such that it satisfies (1.8). For g ∈ L2(D)d,
let u solve (in the sense of Definition 1 with ε = 0 and R = +∞)⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u = ∇ ⋅ g in Du = 0 in ∂D.
Then, there exists a constant C0 depending on d, λ (and the size of I) such that for any x
′
0 ∈ Rd−1,
it holds
∫ exp ( ∣x′ − x′0∣
C0
)∣∇u∣2 ≲ ∫ exp ( ∣x′ − x′0∣
C0
)∣g∣2. (1.96)
We start by claiming that the previous lemma, together with an application of Lemma 4, yields
(1.23). More precisely, we have for every z ∈ Rd and R > 0 that
∫∣y−z∣>8R ∫{∣x−z∣<R} ∣∇∇GD(a;x, y)∣2 ≲ exp (−2RC0 ), (1.97)
with C0 as in Lemma 6. Indeed, for a vector field g ∈ L2(D)d with supp(g) ⊆ {∣x− z∣ < 2R}∩D, we
apply Lemma 6 with x′0 = z′ to the solution of⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇u = ∇ ⋅ g in Du = 0 in ∂D
and obtain, by using the formulas of Remark 2 in (1.96), that
∫∣y−z∣>4R exp ( ∣y′ − z′∣C0 )×∣∫∣x−z∣<2R∇∇GD(a;x, y) ⋅ g(x)∣2 ≲ exp (2RC0 )∫ ∣g∣2. (1.98)
We now apply to (1.98) Lemma 4, this time in the case ε = 0, with functionals given by ∫ g, measure
µ(dy) = exp ( ∣y′−z′∣
C0
)dy∣{∣y−z∣>4R} and to the family of functions {∇GD(a; y, ⋅)}{∣y−z∣>4R}, a-harmonic
in {∣x − z∣ < 2R} ∩D by (1.91) and (1.90). From (1.98) we thus infer
∫∣y−z∣>4R ∫∣x−z∣<Rexp ( ∣y′ − z′∣C0 )∣∇∇GD(a;x, y)∣2 ≲ exp (2RC0 ), (1.99)
which implies inequality (1.97) since for R ≳D 1 it holds the inclusion
{∣y − z∣ > 8R} ∩D ⊆ R × {∣y′ − z′∣ > 4R} ∩D.
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To obtain also (1.24) we argue similarly to Step 3. of Theorem 1; we first tackle the bound
for the gradient of GD: Without loss of generality we may reduce ourselves to consider the case{∣x − z∣ < R} ∩D ≠ ∅ and fix z = 0. For every R ≳D 1 the rectangle I × (−2R,2R)d−1 is such that
{∣y∣ < R} ∩D ⊆ I × (−2R,2R)d−1 ⊆ {∣y∣ < 4R} ∩D.
and thus
∫∣y∣<R ∫∣x∣>8R ∣∇GD(a;x, y)∣2 ≤ ∫I×(−2R,2R)d−1 ∫∣x∣>8R ∣∇GD(a;x, y)∣2.
Since by (1.91) and (1.36) the application ∇Gε,D(a;x, y) vanishes outside D, we may apply Poincare´’s
inequality in I × (−2R,2R)d−1 and get from the previous inequality that
∫∣y∣<R ∫∣x∣>8R ∣∇GD(a;x, y)∣2 ≲D R2 ∫I×(−2R,2R)d−1 ∫∣x∣>8R ∣∇∇GD(a;x, y)∣2
and thus that
∫∣y∣<R ∫∣x∣>8R ∣∇Gε,D(a;x, y)∣2
≲D R2 ∫∣y∣<4R ∫∣x∣>8R ∣∇∇Gε,D(a;x, y)∣2 (1.97)≲D R2 exp (−2RC0 ). (1.100)
This trivially yields (1.24) for ∇GD.
The bound (1.24) for GD follows from (1.100) by an application of Poincare´’s inequality, this time
in the domain {∣x − z∣ > R} ∩D. 9
Proof of Corollary 3. Throughout this proof we assume d > 2 and recall that, for a ∈ Ω,we
adopt the notation G(a, ⋅, ⋅) for the Green function for the whole space Rd.
Step 1: ⟨⋅⟩-almost sure solutions of (1.12) and (1.15). We show that with the additional structure⟨⋅⟩ on Ω, it holds that
∀ a.e. y ∈ Rd and ⟨⋅⟩- a.e. a ∈ Ω, G(a; ⋅, y) solves (1.12), (1.101)∀ a.e. y ∈ Rd and ⟨⋅⟩- a.e. a ∈ Ω, ∇yG(a; ⋅, y) solves (1.15), (1.102)
and for every R > 0, z ∈ Rd, almost every x, y ∈ Rd and ⟨⋅⟩-almost every a ∈ Ω,
G(a;x, y) = G(a; y, x), (1.103)
G(a, x + z, y + z) = G(a(⋅ + z), x, y), (1.104)
G(a;Rx,Ry) = R2−dG(a(R ⋅);x, y). (1.105)
In other words, we prove that the ensemble on Ω, chosen to be such that the L1(Ω) space is
separable (cf. Section 1.0.4 ), allows to exchange in (1.12) and (1.15) as well as (1.91), (1.92) and
(1.93) the order of the quantors a and x, y. This will be useful in the next steps, when we treat
G(⋅; ⋅, y) and ∇yG(⋅; ⋅, y) as almost sure solutions of respectively (1.12) and (1.15).
9The argument is analogous to the one for (1.73) of Step 3. of Theorem 1.
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From Theorem 1, we have that for every φ ∈ L1(Ω) and ζ, ρ ∈ C∞0 (Rd) it holds
⟨φ(a)∫ ρ(y)∫ ∇ζ(x) ⋅ a(x)∇G(a;x, y)⟩ = ⟨φ(a)∫ ρ(y)ζ(y)⟩,
or equivalently by Fubini’s theorem,
∫ ρ(y)⟨φ(a)∫ ∇ζ(x) ⋅ a(x)∇G(a;x, y)⟩ = ∫ ρ(y)⟨φ(a)ζ(y)⟩.
As the test function ρ ∈ C∞0 (Rd) is arbitrary, we infer that for almost every y ∈ Rd
⟨φ(a)∫ ∇ζ(x) ⋅ a(x)∇G(a;x, y)⟩ = ⟨φ(a)ζ(y)⟩. (1.106)
Since the space L1(Ω) is separable, it also follows that for almost every y ∈ Rd and ⟨⋅⟩-almost every
a ∈ Ω
∫ ∇ζ(x) ⋅ a(x)∇G(a;x, y) = ζ(y).
We now appeal to the separability of C∞0 (Rd) with respect to the C1 topology, to conclude that
for almost every y ∈ Rd, ⟨⋅⟩-almost every a ∈ Ω and for every ζ ∈ C∞0 (Rd),
∫ ∇ζ(x) ⋅ a(x)∇G(a;x, y) = ζ(y),
i.e. claim (1.101). With an analogous argument, from (1.90) we also prove (1.102).
In a similar way we obtain identities (1.103), (1.104) and (1.105): We show the argument only
for (1.105) since the arguments for the other two are analogous. Identity (1.93) with a fixed R > 0
yields for any triple φ ∈ L1(Ω), ζ, ρ ∈ C∞0 (Rd)
⟨φ(a)∫ ∫ ζ(x)ρ(y)G(a,Rx,Ry)⟩ = R2−d⟨φ(a)∫ ∫ ζ(x)ρ(y)G(aˆ, x, y)⟩,
with ˆ ∶ Ω → Ω such that aˆ(⋅) ∶= a(R ⋅). By Fubini’s theorem we may exchange the order of
integration in the previous identity and obtain that
∫ ∫ ζ(x)ρ(y)⟨φ(a)G(a,Rx,Ry)⟩ = R2−d ∫ ∫ ζ(x)ρ(y)⟨φ(a)G(aˆ, x, y)⟩.
Therefore, separability of L1(Ω) yields that for almost every x, y ∈ Rd and ⟨⋅⟩-almost every a ∈ Ω,
identity (1.105) holds.
Step 2: Spatially averaged annealed bounds. We argue that for almost every y ∈ Rd and R > 0
⟨∫
R<∣x−y∣<2R ∣G(a;x, y)∣2⟩ ≲ R4−d, (1.107)⟨∫∣x−y∣>R ∣∇G(a;x, y)∣2 + ∣∇yG(a;x, y)∣2⟩ ≲ R2−d, (1.108)⟨∫∣x−y∣>R ∣∇∇G(a;x, y)∣2⟩ ≲ R−d. (1.109)
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We claim that it is sufficient to prove (1.107),(1.108) and (1.109) for R = 1: Let us assume for
instance that (1.107) holds for a R = 1, namely that
⟨∫
1<∣x−y∣<2 ∣G(a;x, y)∣2⟩ ≲ 1. (1.110)
Since for almost every x, y ∈ Rd, ⟨⋅⟩-almost every a ∈ Ω and every countable set of radii R identity(1.105) holds, we may infer from (1.110) that for almost every y ∈ Rd, bound (1.107) is true for
every R ∈ R. We now show that with an appropriate choice of R, we extend (1.107) to any R > 0:
Picking
R ∶= {2−n, n ∈ N} ∪N,
for every R > 0 there exist R1,R2 ∈R such that R1 ≤ R ≤ R2 with RR1 , R2R ≤ 2. Thus
⟨∫
R<∣x−y∣<2R∣G(a;x, y)∣2⟩≤ ⟨∫
R1<∣x−y∣<2R1 ∣G(a;x, y)∣2⟩ + ⟨∫R2<∣x−y∣<2R2 ∣G(a;x, y)∣2⟩≲ R4−d1 +R4−d2 ≲ R4−d.
The same reasoning holds for (1.108) and (1.109). Moreover, since the previous argument may be
adapted to any fixed R ≃ 1, for convenience in the next estimates, we prove (1.107),(1.108) and
(1.109) with R = 3.
We start with inequality (1.109): We claim that it is enough to prove that for almost every
y ∈ Rd and δ << 1,  
∣y′−y∣<δ⟨∫∣x−y′∣>3 ∣∇∇G(a;x, y′)∣2⟩ ≲ 1, (1.111)
Indeed, using (1.22) we may send δ → 0 and conclude by Lebesgue Differentiation Theorem.
We thus prove (1.111): We take the average ⟨⋅⟩ into inequality (1.22) with z = y, R = 2 and,
after integrating in the x and y′-variables, we obtain
⟨∫∣y′−y∣<1 ∫∣x−y∣>2 ∣∇∇G(a;x, y′)∣2⟩ ≲ 1 (1.112)
and also
⟨∫∣y′−y∣<1 ∫∣x−y′∣>3 ∣∇∇G(a;x, y′)∣2⟩ ≲ 1. (1.113)
We now consider n ∼ δ−d disjoint balls of radius δ << 1 centered in {wi}ni=1 points and contained in
the unitary ball centered at the origin: The previous inequality yields
n∑
i=1⟨∫∣y′−wi−y∣<δ ∫∣x−y′∣>3∣∇∇G(a;x, y′)∣2⟩≤ ⟨∫∣y′−y∣<1 ∫∣x−y′∣>3 ∣∇∇G(a;x, y′)∣2⟩ ≲ 1. (1.114)
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Moreover, thanks to (1.104) and stationarity, we rewrite the l.h.s. of the previous inequality as
n∑
i=1⟨∫∣y′−wi−y∣<δ ∫∣x−y′∣>3 ∣∇∇G(a;x, y′)∣2⟩= n∑
i=1⟨∫∣y′−wi−y∣<δ ∫∣x−y′∣>3 ∣∇∇G(a;x −wi, y′ −wi)∣2⟩,
and, by the change of coordinates x = x −wi and y′ = y′ −wi, as
n∑
i=1⟨∫∣y′−wi−y∣<δ ∫∣x−y′∣>3 ∣∇∇G(a;x, y′)∣2⟩=n⟨∫∣y′−y∣<δ ∫∣x−y′∣>3 ∣∇∇G(a;x, y′)∣2⟩≃δ−d⟨∫∣y′−y∣<δ ∫∣x−y′∣>3 ∣∇∇G(a;x, y′)∣2⟩.
Inserting this into the l.h.s. of (1.114) allows to conclude (1.111) and thus establish (1.109).
The bound (1.108) for ∇G follows analogously from inequality (1.19). To show (1.108) also for∇yG we use Sobolev’s inequality in {∣z − y∣ > 2}
(∫∣x−y∣>2 ∣∇yG(a;x, y)∣ 2dd−2 )
d−2
2d ≲ (∫∣x−y∣>2 ∣∇∇G(a;x, y)∣2)
1
2
,
together with Ho¨lder’s inequality
∫
2<∣x−y∣<4 ∣∇yG(a;x, y)∣2 ≲ (∫∣x−y∣>2 ∣∇yG(a;x, y)∣ 2dd−2 )
d−2
d
,
and get
⟨∫
2<∣x−y∣<4∣∇yG(a;x, y)∣2⟩ ≲ ⟨∫∣x−y∣>2 ∣∇∇G(a;x, y)∣2⟩ (1.109)≲ 1. (1.115)
Since as we argue above we may assume that (1.105) holds for almost every x, y ∈ Rd, ⟨⋅⟩-almost
every a ∈ Ω and on a countable set of radii, we infer that from the above inequality we have also
for every n ∈ N that
⟨∫
2n<∣x−y∣<2n+1 ∣∇yG(a;x, y)∣2⟩ ≲ 2n(2−d),
so that summing over n ∈ N we conclude (1.108) also for ∇yG. Inequality (1.107) follows from
(1.108) for ∇G, again by Sobolev’s and Ho¨lder’s inequality.
Step 3: Spatially pointwise estimates. We now post-process (1.107), (1.108) and (1.109) to
obtain (1.25),(1.26) and (1.27). Reasoning as in Step 2, without loss of generality it suffices to
prove (1.25),(1.26) and (1.27) for almost every x, y ∈ Rd with 10 < ∣x − y∣ < 12. Let w ∈ Rd be fixed;
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We claim that if u(a; ⋅) is a-harmonic in {∣y − w∣ ⩽ 8} for ⟨⋅⟩-almost every a ∈ Ω, then for almost
every y ∈ Rd with ∣y −w∣ < 1, it holds
⟨∣u(a; y)∣⟩ + ⟨∣∇u(a; y)∣⟩≲ ⟨∫
2<∣z−y∣<6 ∣∇u(a; z)∣2⟩ 12 + ⟨∫2<∣z−y∣<6 ∣u(a; z)∣2⟩ 12 . (1.116)
Before proving (1.116), we show how to conclude the argument for (1.25),(1.26) and (1.27). We
start with (1.25): By symmetry (1.103) and (1.101), for almost every x ∈ Rd and ⟨⋅⟩-almost every
a ∈ Ω the application u(a; y) = G(a;x, ⋅) is a-harmonic in ∣x − y∣ > 2. Moreover, since we may select
in this domain N ≲ 1 balls of radius 8, centered in {wi}Ni=1 points such that their union covers the
annulus 10 < ∣x−y∣ < 12, estimate (1.116) yields that for almost every y such that {10 < ∣x−y∣ < 12}
⟨∣G(a;x, y)∣⟩≲⟨∫
2<∣z−y∣<6 ∣G(a;x, z)∣2⟩ 12 + ⟨∫2<∣z−y∣<6 ∣∇zG(a;x, z)∣2⟩ 12(1.103)≲ ⟨∫
2<∣z−y∣<6 ∣G(a;x, z)∣2⟩ 12 + ⟨∫2<∣z−y∣<6 ∣∇G(a; z, x)∣2⟩ 12 .
In addition, by the inclusion
{10 < ∣x − y∣ < 12} ∩ {2 < ∣z − y∣ < 6} ⊆ {10 < ∣x − y∣ < 12} ∩ {4 < ∣z − x∣ < 18}
we conclude from the previous inequality that
⟨∣G(a;x, y)∣⟩ ≲ ⟨∫
4<∣z−x∣<18∣G(a;x, z)∣2⟩ 12 + ⟨∫∣z−x∣>4∣∇G(a; z, x)∣2⟩ 12 (1.107)−(1.108)≲ 1 ,
i.e. bound (1.25).
In order to have also (1.26)-(1.27), we consider u(a; y) = ∇G(a;x, y) which, thanks to symmetry
(1.103) and (1.102), for almost every x ∈ Rd and ⟨⋅⟩-almost every a ∈ Ω is a-harmonic in {∣y−x∣ > 2}.
Therefore, reasoning as for bound (1.25), we may apply estimate (1.116) to this choice of u and get
that for almost every y such that {10 < ∣x − y∣ < 12}
⟨∣∇G(a;x, y)∣⟩ + ⟨∣∇∇G(a;x, y)∣⟩≲ ⟨∫
2<∣z−y∣<6 ∣∇G(a;x, z)∣2⟩ 12 + ⟨∫2<∣z−y∣<6 ∣∇∇G(a;x, z)∣2⟩ 12(1.103)≲ ⟨∫
2<∣z−y∣<6∣∇xG(a; z, x)∣2⟩ 12 + ⟨∫2<∣z−y∣<6∣∇∇G(a;x, z)∣2⟩ 12
≲⟨∫∣z−x∣>4∣∇xG(a; z, x)∣2⟩ 12 + ⟨∫∣z−x∣>4∣∇∇G(a;x, z)∣2⟩ 12 (1.108)−(1.109)≲ 1.
We now argue that (1.116) is implied by the following deterministic result: Let w ∈ Rd and a
family of applications {u(a; ⋅)}a∈Ω a-harmonic in {∣y −w∣ < 8}- Then for any fixed a ∈ Ω we have for
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almost every {∣y −w∣ < 1}
∣u(a; y)∣ ≲ (∫
2<∣z−y∣<6∣∇G(a; z, y)∣2 + ∣G(a; z, y)∣2)
1
2
× (∫
2<∣z−y∣<6 ∣u(a; z)∣2 + ∣∇u(a; z)∣2)
1
2
. (1.117)
and
∣∇u(a; y)∣ ≲ (∫
2<∣z−y∣<6∣∇∇G(a; z, y)∣2 + ∣∇yG(a; z, y)∣2)
1
2
× (∫
2<∣z−y∣<6 ∣u(a; z)∣2 + ∣∇u(a; z)∣2)
1
2
. (1.118)
Indeed, arguing again by separability of L1(Ω), we also infer that the previous bounds hold for
almost every y ∈ Rd such that ∣y −w∣ < 1 and for ⟨⋅⟩-almost every a ∈ Ω. Therefore, we may take in
(1.117) and (1.118) the expected value, use Cauchy-Schwarz’s inequality in ⟨⋅⟩ and estimate
⟨∣u(a; y)∣⟩ ≲(⟨∫
2<∣z−y∣<6 ∣G(a; y, z)∣2 + ∣∇zG(a; y, z)∣2⟩)
1
2
× (⟨∫
2<∣z−y∣<6 ∣∇u(a; z)∣2 + ∣u(a; z)∣2⟩)
1
2
(1.103)≲ (⟨∫
2<∣z−y∣<6 ∣G(a; z, y)∣2 + ∣∇zG(a; y, z)∣2⟩)
1
2
× (⟨∫
2<∣z−y∣<6 ∣∇u(a; z)∣2 + ∣u(a; z)∣2⟩)
1
2
,
⟨∣∇u(a; y)∣⟩ ≲(⟨∫
2<∣z−y∣<6 ∣∇G(a; y, z)∣2 + ∣∇∇G(a; y, z)∣2⟩)
1
2
× (⟨∫
2<∣z−y∣<6 ∣u(a; z)∣2 + ∣∇u(a; z)∣2⟩)
1
2
(1.103)≲ (⟨∫
2<∣z−y∣<6 ∣∇yG(a; z, y)∣2 + ∣∇∇G(a; y, z)∣2⟩)
1
2
× (⟨∫
2<∣z−y∣<6 ∣u(a; z)∣2 + ∣∇u(a; z)∣2⟩)
1
2
.
Inequality (1.116) follows by (1.107),(1.108) and (1.109).
It thus only remains to tackle (1.117) and (1.118): Without loss of generality, let us fix w = 0.
For a cut-off function η of {∣y∣ ⩽ 3} in {∣y∣ ⩽ 5} we may define10
v = ηu, f = −∇η ⋅ a∇u, g = −a(∇ηu)
10Since we are working in the systems’ setting, to be notationally rigorous we should write u⊗∇η instead of u∇η.
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and have, by our assumption that u(a; ⋅) is a-harmonic in {∣y∣ < 8}, that
−∇ ⋅ a∇v = −∇ ⋅ a(∇ηu + η∇u) = ∇ ⋅ g + f.
Hence, the representation formula (see Remark 2) yields for almost every y with ∣y∣ < 1 that
u(a; y) =∫ (G(a; y, z)f(a; z) −∇zG(a; y, z) ⋅ g(a; z))dz,
∇u(a; y) =∫ (∇G(a; y, z)f(a; z) −∇∇G(a; y, z) ⋅ g(a; z))dz.
By definition of η, v, f , and g together with conditions (1.7)-(1.6), Ho¨lder’s inequality implies that
∣u(a; y)∣ ≲(∫
3<∣z∣<5 ∣G(a; y, z)∣2)
1
2 (∫
3<∣z∣<5 ∣∇u(a; z)∣2)
1
2
+ (∫
3<∣z∣<5 ∣∇zG(a; y, z)∣2)
1
2 (∫
3<∣z∣<5 ∣u(a; z)∣2)
1
2
,
∣∇u(a; y)∣ ≲(∫
3<∣z∣<5 ∣∇G(a; y, z)∣2)
1
2 (∫
3<∣z∣<5 ∣∇u(a; z)∣2)
1
2
+ (∫
3<∣z∣<5 ∣∇∇G(a; y, z)∣2)
1
2 (∫
3<∣z∣<5 ∣u(a; z)∣2)
1
2
,
and thus (1.117) and (1.118).
1.1.4 Fourier Approach
Here we summarize how the Fourier method developed in [17] can be used to prove Corollary
3 provided the system is uniformly elliptic, so we shall assume that both (1.6) and (1.8) hold.
The method is based on a representation of the Fourier transform of G in terms of a function
Φ ∶ Ω ×Rd → L(Y d, Y ), which satisfies an elliptic PDE on Ω.
To define the PDE for Φ we introduce some notation. First observe that ξ ∈ Rd can be regarded
as being in the space L(Y,Y d). In that case we denote its adjoint by ξ∗ ∈ L(Y d, Y ). Similarly
the gradient operator D acts on functions F ∶ Ω → Y to yield a function DF ∶ Ω → Y d with(DF )i ∶=DiF for i = 1, ..., d defined as
DiF (a) ∶= lim
h↓0 F (a(⋅ + hei)) − F (a)h ,
with ei denoting the standard ith-versor in Rd. We denote by D∗ the corresponding divergence
operator, which takes a function F ∶ Ω → Y d to a function D∗F ∶ Ω → Y . Using this notation, the
function Φ is the solution to the equation
P(D∗ + iξ∗)a(D − iξ)Φ(a, ξ) = −P(D∗ + iξ∗)a , a ∈ Ω, ξ ∈ Rd, (1.119)
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where P is the projection operator on L2(Ω) orthogonal to the constant. We can see using (1.8)
that the function a→ (D − iξ)Φ(a, ξ) ∈ L(Y d, Y d) is in L2(Ω,L(Y d, Y d)). To do this we apply the
adjoint Φ(a, ξ)∗ ∈ L(Y,Y d) to (1.119) and take the expectation. This yields the inequality
∥(D − iξ)Φ(⋅, ξ)∥L2(Ω,L(Y d,Y d)) ⩽ 1
λ
∀ξ ∈ Rd . (1.120)
Next we define a function q ∶ Rd → L(Y d, Y d) by
q(ξ) = ⟨ a ⟩ + ⟨ a(D − iξ)Φ(a, ξ) ⟩ . (1.121)
Then from (1.7), (1.8) it follows that q(ξ) is Hermitian for ξ ∈ Rd and
λ∣y∣2 ⩽ y ⋅ q(ξ)y ⩽ ∣y∣2 ∀y ∈ Y d . (1.122)
From (1.122) we conclude that ξ∗q(ξ)ξ ∈ L(Y,Y ) is invertible provided ξ ≠ 0.
Generalizing the representation of [17] (see equation (2.4) of [17] or equation (8.1) of [16]) to
the case of systems, we see that ∇xG(a;x, y) is given by the Fourier inversion formula
∇xG(a;x, y) = − i(2pi)d ∫Rd dξ e−i(x−y)⋅ξ {ξ + (D − iξ)Φ(a(⋅ + x), ξ)ξ } [ξ∗q(ξ)ξ]−1 . (1.123)
Let H be a Hilbert space with norm ∥ ⋅∥ and consider functions f ∶ Rd →H. For 1 ⩽ p <∞ we define
the weak spaces Lpw(Rd,H) in the usual way. That is f ∈ Lpw(Rd,H) if
m{ξ ∈ Rd ∶ ∥f(ξ)∥ > k } ⩽ C
kp
∀k > 0. (1.124)
The norm of f , which we denote by ∥f∥w,p, is the smallest constant C for which (1.124) holds. The
following lemma can be proved in the the same way as Lemma 3.5 of [17].
Lemma 7. Let H = L2(Ω,L(Y d, Y d)) and f ∶ Rd →H be the function
f(ξ) = ∂nξ (D − iξ)Φ(⋅, ξ) = [ d∏
i=1 ( ∂∂ξi )
ni] (D − iξ)Φ(⋅, ξ) , (1.125)
where n = (n1,⋯, nd) satisfies 0 < ∣n∣ < d/2. Then f ∈ Lpw(Rd,H) with p = d/∣n∣ and ∥f∥w,p ⩽ Cd(λ),
where the constant Cd(λ) depends only on λ and d.
Comments on Lemma 7.
We give below the main ideas to prove Lemma 7 as in [17] (Lemma 3.5). We use a scalar nota-
tion, but all the arguments and techniques hold also for systems. The proof mainly relies on the
representation formula for Φ [see Lemma 3.2 in [17]]
(D − iξ)Φ = (1 −PTb,ξ)−1TξP(a) (1.126)
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where
Tξ(ρ)(a) ∶= ∫Rd ∇2G(I;x,0)e−ix⋅ξ [ρ] (a(⋅ + x))dx, (1.127)
Tb,ξ(ρ)(a) ∶= ∫Rd ∇2G(I;x,0)e−ix⋅ξ [bρ] (a(⋅ + x))dx
if ρ is a random variable ρ ∶ Ω→ Rd and b = I − a. This can be obtained from (1.119) by a standard
perturbation argument applied to the operator (D∗ + iξ∗)a(D − iξ). Being ∣∣Tb,ξ ∣∣ ≤ ∣∣b∣∣L∞(Ω) < 1,
(1.126) is well defined and its Neumann series converges. Moreover, derivatives with respect to ξ
of (1.127) can be explicitly written as
∂nξ Tξ(ρ)(a) ∶= (−i)∣n∣ ∫Rd xn∇2G(I;x,0)e−ix⋅ξ [ρ] (a(⋅ + x))dx (1.128)
∂nξ Tb,ξ(ρ)(a) ∶= (−i)∣n∣ ∫Rd xn∇2G(I;x,0)e−ix⋅ξ [bρ] (a(⋅ + x))dx.
Note that in a rigorous formulation, to assure the convergence of the integrals in (1.127), one
should first work with the massive Green function GT associated to the operator T
−1 −∇ ⋅a∇ ([34],
Definition 2.4) and then pass to the limit T → +∞ and obtain G. To keep notation lean, we neglect
this issue. For the same reason, we restrict our attention to the case d = 3.
Due to (1.126) and (1.128), f(ξ) in (1.125) is equal to a sum of terms containing derivatives as in
(1.128). Hence, for d = 3 we get (∣n∣ = 1 < 3
2
)
∂ξi(D − iξ)Φ = (1 −PTb,ξ)−1∂ξiTξP(a)+ (1 −PTb,ξ)−1P∂ξiTb,ξ(1 −PTb,ξ)−1TξP(a). (1.129)
More precisely, each term on the r.h.s. of (1.129) may be rewritten an operator acting on ∂ξi [Gˆ(I; ξ,0)ξjξk] ∈
L3w(R3), i.e. (1 −PTb,ξ)−1∂ξiTξP(a) = S1(∂ξi [Gˆ(I; ξ,0)ξjξk]), (1.130)(1 −PTb,ξ)−1P∂ξiTb,ξ(1 −PTb,ξ)−1TξP(a)= S2(∂ξi [Gˆ(I; ξ,0)ξjξk]). (1.131)
Lemma 7 follows once it is proved that S1 and S2 are bounded from Lpw(R3) to Lpw(R3, L2(Ω)) for
every p ∈ (2,+∞). The most challenging operator is S2: The one associated to the second term on
the r.h.s. of (1.129), where the derivative falls on (1 − PTb,ξ)−1. To deal with it, it is convenient
to first prove its boundedness from Lp(R3) to Lp(R3, L2(Ω)) for p ∈ {2,+∞} and then use Hunt’s
interpolation theorem. The case p = +∞ follows by an application of Bochner’s theorem (cf. [17],
formula (3.14)), while for p = 2 the main idea relies on the fact that (1−PTb,ξ)−1 can be written in
Neumann series and every term can be explicitly expressed. Once explicit, one can recognize that
each term acts on a function by essentially taking multiple convolutions of its Fourier transform
with the Hessian of the standard Green function G(I;x, y). Such a convolution kernel does not
increase the (Frobenius) norm of the function.
A generalization to higher dimensions is in the same spirit but has to deal with more involved
operators S1,S2, ...SN (for N = N(d)). The upper bound for the number of derivatives ∣n∣ is
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related to the strict condition p > 2 which ensures the boundedness of the operators between the
Lp-weak spaces (see Lemma 3.7 and Lemma 3.9 in [17]).
The following lemma implies (1.108) of Corollary 3 provided d is odd. In order to prove (1.108)
when d is even we would need to extend Lemma 7 to include fractional derivatives, something that
is also required in [17].
Lemma 8. Let d ⩾ 3 and n = (n1⋯, nd) be a non-negative integer tuple such that d/2−1 < ∣n∣ < d/2.
Then for any R > 0 there exists a constant Cd(λ) depending only on λ, d such that
⟨∫∣x∣<R x2n∣∇xG(⋅;x,0)∣2 dx⟩ ⩽ Cd(λ)R2(∣n∣+1)−d . (1.132)
Proof. We have from (1.123) on integration by parts that
xn∇xG(a;x,0) = ∫Rd dξ e−ix⋅ξ f(a(⋅ + x), ξ)∣ξ∣ , where
f(a, ξ) = ∣ξ∣ i3−∣n∣(2pi)d ∂nξ [{ξ + (D − iξ)Φ(a, ξ)ξ }{ξ∗q(ξ)ξ}−1] . (1.133)
Taking H = L2(Ω,L(Y,Y d)), it follows from (1.121), (1.122) and Lemma 7 that f ∶ Rd → H is in
Lpw(Rd,H) with p = d/∣n∣, and ∥f∥w,p ⩽ Cd(λ) for some constant Cd(λ) depending only on λ, d. Let
φ be a cut-off function for {∣x∣ < 1} in {∣x∣ < 2}. Then from (1.133) we have that
⟨∫Rd φ(x/R)x2n∣∇xG(⋅;x,0)∣2 dx⟩ =
∫Rd×Rd dξ dξ′ Rdφˆ(R(ξ − ξ′)) ⟨f(⋅, ξ)∗∣ξ∣ f(⋅, ξ′)∣ξ′∣ ⟩ . (1.134)
It follows from (1.134) that
∣⟨∫Rd φ(x/R)x2n∣∇xG(⋅;x,0)∣2 dx⟩∣ ⩽
∫Rd×Rd dξ dξ′ Rd∣φˆ(R(ξ − ξ′))∣g(ξ)∣ξ∣ g(ξ′)∣ξ′∣ , (1.135)
where g ∶ Rd → R+ is in Lpw(Rd) with p = d/∣n∣.
We can estimate the RHS of (1.135) by using the inequality
∫
E
g(ξ)q dξ ⩽ Cqm(E)1−q/p∥g∥q/pp,w , ∀ measurable E ⊆ Rd, 1 ⩽ q < p, (1.136)
where the constant Cq diverges as q → p. We consider for any A > 0 the integral
Rd ∫∣ξ−ξ′∣<A/R dξ dξ′ g(ξ)∣ξ∣ g(ξ′)∣ξ′∣ ⩽ Rd [∫∣ξ∣<4A/R dξ g(ξ)∣ξ∣ ]
2 +
2Rd ∫∣ξ∣>2A/R, ∣ζ∣<A/R dξ dζ g(ξ)g(ξ + ζ)∣ξ∣2 . (1.137)
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Taking q = 1 in (1.136), we see that the first term on the RHS of (1.137) is bounded by
CRd (A
R
)2(d−1−d/p) ⎡⎢⎢⎢⎣
∞∑
j=0 2−j(d−1−d/p)
⎤⎥⎥⎥⎦
2
, (1.138)
where C is a constant depending only on d and ∥g∥p,w. Taking p = d/∣n∣, we see that the sum in
(1.138) converges provided ∣n∣ < d − 1. If this is the case then the first term on the RHS of (1.137)
is bounded by CA2(d−1−∣n∣)R2(∣n∣+1)−d, where C depends only on λ, d. To estimate the second term
in (1.137) we take q = 2 in (1.136). Thus it is bounded by
CRd (A
R
)2(d−1−d/p) ∞∑
j=0 2j(d−2−2d/p) , (1.139)
where C is a constant depending only on d and ∥g∥p,w. Taking p = d/∣n∣ as before, we see that the sum
in (1.139) converges provided ∣n∣ > d/2 − 1. We have therefore shown that if d/2 − 1 < ∣n∣ < d/2 then
the LHS of (1.137) is bounded by CR2(∣n∣+1)−dA2(d−1−∣n∣), where C is a constant depending only on
λ, d. Now using the fact that for any k = 1,2, .., there is a constant Ck such that ∣φˆ(ζ)∣ ⩽ Ck/[1+∣ζ ∣k],
we conclude from (1.135) that (1.132) holds.
1.2 Higher moment bounds for the Green function
We fix a coefficient field a bounded and uniformly elliptic in the sense of (1.6) and (1.7). We
remark that in the proofs of the results contained in this section the symmetry assumption on a is
not necessary. Therefore we state the results as a priori estimates also for a general non-symmetric
coefficient field a.
The section is organized as follows. In the next subsection we will give the main result and
its corollaries. In Subsection 1.2.2 we prove Theorem 9 in the case d ⩾ 3. We conclude with
Subsection 1.2.3, where we prove the statement in two dimensions.
1.2.1 The main result
We recall that for d > 2, for a fixed a, we denote with G(a; ⋅, ⋅) the Green function for the whole
space Rd, i.e. G(a; ⋅, ⋅) = GRd(a; ⋅, ⋅) as introduced in (1.12) of Section 1.0.4.
Theorem 9. Let d > 2, and let x0, y0 ∈ Rd with ∣x0 − y0∣ ⩾ 10. For a point x ∈ Rd, let r∗(x) denote
a radius such that for R ⩾ r ⩾ r∗(x) and any a-harmonic function u in {∣x′ − x∣ < R} we have
 
{∣x′−x∣<r} ∣∇u∣2 ⩽ C(d, λ)
 
{∣x′−x∣<R} ∣∇u∣2 . (1.140)
64
Then
∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣∇∇G(a;x, y)∣2 dxdy ⩽ C(d, λ)(r∗(x0)r′∗(y0)∣x0 − y0∣2 )
d
, (1.141)
∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣∇yG(a;x, y)∣2 dxdy ⩽ C(d, λ)∣x0 − y0∣2 (r∗(x0)r′∗(y0)∣x0 − y0∣2 )
d
, (1.142)
∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣∇xG(a;x, y)∣2 dxdy ⩽ C(d, λ)∣x0 − y0∣2 (r′∗(x0)r∗(y0)∣x0 − y0∣2 )
d
, (1.143)
∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣G(a;x, y)∣2 dxdy ⩽ C(d, λ)∣x0 − y0∣4 (r∗(x0)r′∗(y0) + r′∗(x0)r∗(y0)∣x0 − y0∣2 )
d
.
(1.144)
where r′∗(y) denotes the minimal radius for the adjoint coefficient field at at the point y.
Though the Green’s function does not exist in the case d = 2, with the help of the Green function
in R3 we can at least define and estimate “its gradient”:
Corollary 10. Let d = 2, let a be a uniformly elliptic coefficient field on R2 in the sense of (1.6)
and (1.7), and let x0, y0 ∈ R2 with ∣x0 − y0∣ ⩾ 10. Then for a.e. y ∈ R2 there exists a function on
R2, which we denote ∇G(a; ⋅, y), so that for a.e. y ∈ R2 it satisfies in a weak sense
−∇ ⋅ a∇G(a;x, y) = δ(x − y),
and we have estimates for ∇G as well as for ∇y∇G:
∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣∇∇G(a;x, y)∣2 dxdy ⩽ C(λ)(r′∗(x0)r∗(y0))
2∣x0 − y0∣4 , (1.145)
∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣∇G(a;x, y)∣2 dxdy ⩽ C(λ)(r′∗(x0)r∗(y0))
2∣x0 − y0∣2 . (1.146)
Remark 3. It is clear from the proof of Theorem 9 that all the above estimates, i.e. (1.141)-(1.146),
are true also if the domains of integration {∣x−x0∣ < 1} and {∣y−y0∣ < 1} are replaced by larger balls
with the corresponding radii r∗.
Using the Gaussian bounds on r∗ for the case of coefficient fields with finite range of dependence,
which were obtained in [35], Theorem 9 implies the following bounds:
Corollary 11. Suppose ⟨⋅⟩ is an ensemble of λ-uniformly elliptic coefficient fields which is station-
ary and of unity range of dependence, and let d ⩾ 2. Then there exist C(d, λ) such that for every
two points x0, y0 ∈ Rd, ∣x0 − y0∣ ⩾ 10, and every  > 0 we have
⟨exp((C ∣x0 − y0∣2d ∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣∇∇G(⋅;x, y)∣2 dxdy)
d(1−))⟩ <∞,
⟨exp((C ∣x0 − y0∣2d−2 ∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣(∇x,∇y)G(⋅;x, y)∣2 dxdy)
d(1−))⟩ <∞,
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and in d ⩾ 3 also
⟨exp((C ∣x0 − y0∣2d−4 ∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣G(⋅;x, y)∣2 dxdy)
d(1−))⟩ <∞.
In the case of coefficient fields with stronger correlations we can use the result from [30]:
Corollary 12. Suppose d ⩾ 2, and that the ensemble ⟨⋅⟩ is stationary and satisfies a logarithmic
Sobolev inequality of the following type: There exists a partition {D} of Rd not too coarse in the
sense that for some 0 ⩽ β < 1 it satisfies
diam(D) ⩽ (dist(D) + 1)β ⩽ C(d)diam(D).
Moreover, let us assume that there is 0 < ρ ⩽ 1 such that for all random variables F
⟨F 2 logF 2⟩ − ⟨F 2⟩ log ⟨F 2⟩ ⩽ 1
ρ
⟨∥∂F
∂a
∥2⟩ ,
where the carre´-du-champ of the Malliavin derivative is defined as
∥∂F
∂a
∥2 ∶=∑
D
⎛⎝∫D∣∂F∂a ∣
2⎞⎠ .
Then there exists a constant 0 < C <∞, depending only on d, λ, ρ, β, such that
⟨exp((C ∣x0 − y0∣2d ∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣∇∇G(⋅;x, y)∣2 dxdy)
d(1−β))⟩ <∞,
⟨exp((C ∣x0 − y0∣2d−2 ∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣(∇x,∇y)G(⋅;x, y)∣2 dxdy)
d(1−β))⟩ <∞,
and in d ⩾ 3 also
⟨exp((C ∣x0 − y0∣2d−4 ∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣G(⋅;x, y)∣2 dxdy)
d(1−β))⟩ <∞.
1.2.2 Proof of Theorem 9
The proof is inspired by the same duality argument of Avellaneda and Lin of Subsection 1.1 and it
has very similar features with the argument in Theorem 1 of Section 1.1.
We first state two auxiliary lemmas, which are needed for the main estimate the second mixed
derivative (1.141). Then, (1.142) will follow from (1.141) using Poincare´ inequality and one addi-
tional estimate. Next we observe that (1.143) can be obtained from (1.142) by replacing the role of
x and y, which can be done by considering the adjoint at instead of a. Finally, (1.144) will follow
from (1.143) in a similar way as (1.142) follows from (1.141).
The first lemma extends the mean value property assumed in Theorem 9 from the gradients of
a-harmonic functions to the functions themselves:
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Lemma 13. Let R0 ⩾ r∗(0), and let u be an a-harmonic function in {∣x∣ < R0}. Then we have
 
{∣x∣<r∗(0)} ∣u∣2 ⩽ C(d, λ)
 
{∣x∣<R0} ∣u∣2 . (1.147)
We postpone the proof of Lemma 13 to Appendix 1.3.
The second lemma has already been introduced in the previous section (see Lemma 4, Section
1.1). For convenience, we recall it below by restricting ourselves to the case which serves our current
purposes and which corresponds to ε = 0 in Lemma 4:11
Lemma 14. For a radius R > 0 and a satisfying (1.6) and (1.7), we consider a σ-finite measure µ
on a-harmonic functions u in {∣x∣ < 2R}. Then,
∫ ∫∣x∣<R ∣∇u∣2 dxdµ ≲ supF ∫ ∣Fu∣2dµ,
where the sup runs over all the (linear) functionals F bounded by
∣Fu∣2 ≲ ∫{∣x∣<2R} ∣∇u∣2.
Proof of Theorem 9. We denote R0 ∶= ∣x0 − y0∣/3 and recall that ≲ stands for ≤ C with the
constant depending only on λ and d. Without loss of generality we assume that r∗(x0), r′∗(y0) ≥ 1.
We start with inequality (1.141): For f ∈ L2(Rd,Rd) supported in {∣y−y0∣ < R0}, let u be the finite
energy solution of −∇ ⋅ a∇u = −∇ ⋅ f in Rd
for which holds the energy estimate
∫Rd ∣∇u∣2 ≲ ∫Rd ∣f ∣2 .
Since u is by construction a-harmonic in {∣x − x0∣ < R0}, it follows that if r∗(x0) ≤ R0, then
∫∣x−x0∣<1 ∣∇u∣2 (1.140)≲ (r∗(x0)R0 )
d ∫∣x−x0∣<R0 ∣∇u∣2.
If otherwise R0 < r∗(x0), then the same estimate holds immediately. Therefore, combining the
previous two inequalities yields
∫∣x−x0∣<1 ∣∇u∣2 ≲(r∗(x0)R0 )
d ∫ ∣f ∣2
and, by smuggling in the Green’s function representation formula
∇u(x) = ∫∣y−y0∣<R0 ∇∇G(a;x, y)f(y),
11Lemma 4 is introduced in the setting of symmetric coefficient fields; a brief inspection of its proof shows that
this assumption is not necessary.
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also
∫∣x−x0∣<1 ∣∫∣y−y0∣<R0 ∇∇G(a;x, y)f(y)∣2 ≲ (r∗(x0)R0 )
d ∫ ∣f ∣2 . (1.148)
We thus may apply Lemma 14 to the family {∇xG(a;x, y)}∣x−x0∣<1, which are at-harmonic functions
in {∣y−y0∣ < R0}. The functionals are given by ∫ f ⋅ and the measure µ = dy∣{∣y−y0∣<R0}; from (1.148)
we thus infer that
∫∣x−x0∣<1 ∫∣y−y0∣<R02 ∣∇∇G(a;x, y)∣2 ≲ (r∗(x0)R0 )
d
.
Moreover, we appeal again to (1.140) (if r′∗(y0) ≤ R02 , otherwise the same holds trivially) to conclude
that
∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣∇∇G(a;x, y)∣2 ≲ (r′∗(y0)R0 )
d ∫∣x−x0∣<1 ∫∣y−y0∣<R02 ∣∇∇G(a;x, y)∣2 ≲ (r∗(x0)r
′∗(y0)
R20
)d.
We thus established (1.141).
We argue (1.142) in the following way: Using Poincare´’s inequality we can control the difference
between ∇yG and its averages over {∣x−x0∣ < 1} by the L2-norm of ∇∇G, which we already control
by (1.141). Hence, to obtain (1.142) it is enough to estimate averages
ﬄ∣x−x0∣<1∇yG(a;x, y). Indeed,
by Poincare´ inequality in the x-variable we have
∫∣y−y0∣<1 ⎛⎝∫∣x−x0∣<1 ∣∇yG(a;x, y) − (
 
∣x−x0∣<1∇yG(a;x′, y)dx′)∣
2
dx
⎞⎠ dy (1.149)
≲∫∣y−y0∣<1 ∫∣x−x0∣<1 ∣∇∇G(x, y)∣2 dxdy
(1.141)≲ (r∗(x0)r′∗(y0)
R20
)d .
By the triangle inequality we have
∫∣y−y0∣<1 ∫∣x−x0∣<1 ∣∇yG(a;x, y)∣2 dxdy
≲ ∫∣y−y0∣<1 ⎛⎝∫∣x−x0∣<1 ∣∇yG(a;x, y) − (
 
∣x−x0∣<1∇yG(a;x′, y)dx′)∣
2
dx
⎞⎠ dy
+ ∣B1∣∫∣y−y0∣<1 (
 
∣x−x0∣<1∇yG(a;x, y)dx)
2
dy,
and so (1.142) follows from (1.149) provided we show that
∫∣y−y0∣<1 (
 
∣x−x0∣<1∇yG(a;x, y)dx)
2
dy ≲ (r∗(x0)r′∗(y0))d
R2d−20 . (1.150)
68
We argue (1.150) similarly to (1.141): For an arbitrary f ∈ L2(Rd,Rd) supported in {∣y − y0∣ <
R0}, the finite energy solution u of −∇ ⋅ a∇u = −∇ ⋅ f in Rd
satisfies the energy estimate ∫ ∣∇u∣2 ≲ ∫Rd ∣f ∣2 . (1.151)
and by Ho¨lder’s and Sobolev’s inequality ( we are in d > 2) also
∫∣x−x0∣<R0 ∣u∣2 ≤ R20(∫∣x−x0∣<R0 ∣u∣ 2dd−2 )
d−2
d ≲ R20 ∫ ∣∇u∣2 ≲ R20 ∫ ∣f ∣2 .
Since by construction u is a-harmonic, Lemma 13 and the previous inequality imply
∫∣x−x0∣<1 ∣u∣2 ≲ R20(r∗(x0)R0 )
d ∫ ∣f ∣2 ,
and, after smuggling in the representation formula for u, we obtain
∫∣x−x0∣<1 ∣∫∣y−y0∣<R0 ∇yG(a; y, x)f(y)∣2 ≲ R20(r∗(x0)R0 )
d ∫ ∣f ∣2 . (1.152)
We remark that also in the previous two inequalities we apply Lemma 13 in the case r∗(x0) ≤ R0;
if otherwise, the same estimates holds trivially. By Jensen’s inequality, (1.152) yields
∣∫∣y−y0∣<R0(∫∣x−x0∣<1∇yG(a; y, x))f(y)∣2 ≲ R20(r∗(x0)R0 )
d ∫ ∣f ∣2 ,
and thus by duality also
∫∣y−y0∣<R0 ∣∫∣x−x0∣<1∇yG(a; y, x)∣2 ≲ R20(r∗(x0)R0 )
d
.
It thus remains to observe that the argument on the l.h.s. in the previous inequality is the gradient
(in y) of an at-harmonic function in {∣y−y0∣ < R0}: For r′∗(y0) ≤ R0 the mean value property (1.140)
thus applies and yields
∫∣y−y0∣<1 ∣∫∣x−x0∣<1∇yG(a; y, x)∣2 ≲ (r′∗(y0)R0 )
d ∫∣y−y0∣<R0 ∣∫∣x−x0∣<1∇yG(a; y, x)∣2 ≲ R20(r∗(x0)r′∗(y0)R20 )
d
.
If otherwise R0 < r′∗(y0), then the same holds trivially. We thus establish (1.150) and also (1.142).
Similarly to the proof of (1.142), we use Poincare´’s inequality to show that (1.144) follows from
(1.143) provided we control averages of G. By Poincare´’s inequality in the x-variable we indeed
have
∫∣y−y0∣<1 ⎛⎝∫∣x−x0∣<1 ∣G(a;x, y) − (
 
∣x−x0∣<1G(a;x′, y)dx′)∣
2
dx
⎞⎠ dy (1.153)
≲∫∣y−y0∣<1 ∫∣x−x0∣<1 ∣∇xG(a;x, y)∣2 dxdy
(1.143)≲ R20 (r′∗(x0)r∗(y0)R20 )
d
.
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Then by the triangle inequality we have
∫∣y−y0∣<1 ∫∣x−x0∣<1 ∣G(a;x, y)∣2 dxdy
≲ ∫∣y−y0∣<1 ⎛⎝∫∣x−x0∣<1 ∣G(a;x, y) − (
 
∣x−x0∣<1G(a;x′, y)dx′)∣
2
dx
⎞⎠ dy
+ ∣B1∣∫∣y−y0∣<1 (
 
∣x−x0∣<1G(a;x, y)dx)
2
dy,
and so (1.144) follows from
∫∣y−y0∣<1 (
 
∣x−x0∣<1G(a;x, y)dx)
2
dy ≲ (r∗(x0)r′∗(y0))d
R2d−40 . (1.154)
Similarly as for (1.142), we consider an arbitrary f ∈ L2(Rd,R) supported in {∣y − y0∣ < R0}, and
this time we take the finite energy solution of
−∇ ⋅ a∇u = f in Rd.
We test the equation with u to obtain:
λ∫Rd ∣∇u∣2 ⩽ ∫∣y−y0∣<R0 fu ⩽ R d20 (∫∣y−y0∣<R0 ∣f ∣2)
1
2 ( ∣y−y0∣<R0 ∣u∣2)
1
2
Jensen,d⩾3⩽ R d20 (∫∣y−y0∣<R0 ∣f ∣2)
1
2 ( ∣y−y0∣<R0 ∣u∣ 2dd−2 )
d−2
2d
= R0 (∫∣y−y0∣<R0 ∣f ∣2)
1
2 (∫∣y−y0∣<R0 ∣u∣ 2dd−2 )
d−2
2d
Sobolev≲ R0 (∫∣y−y0∣<R0 ∣f ∣2)
1
2 (∫Rd ∣∇u∣2)
1
2
,
and so ∫Rd ∣∇u∣2 ≲ R20 ∫∣y−y0∣<R0 ∣f ∣2 .
This, together with Ho¨lder’s and Sobolev’s inequality yields
∫∣x−x0∣<R0 ∣u∣2 ≲ R40 ∫∣y−y0∣<R0 ∣f ∣2 . (1.155)
We point out that compared to the proof of (1.141) or (1.142), we got an additional R20 due to the
right-hand side of the equation being f and not ∇ ⋅ f .
As before, we may use (1.140) to get
∫∣x−x0∣<1 ∣u∣2 ≲ R40(r∗(x0)R0 )
d ∫ ∣f ∣2 ,
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and, by the representation formula and Jensen inequality, also infer
∣∫∣y−y0∣<R0(∫∣x−x0∣<1G(a;x, y))f(y)∣2 ≲ R40(r∗(x0)R0 )
d ∫ ∣f ∣2 ,
Duality implies
∫∣y−y0∣<R0 ∣∫∣x−x0∣<1G(a;x, y)∣2 ≲ R40(r∗(x0)R0 )
d
.
We conclude (1.154) by observing that ∫∣x−x0∣<1G(a;x, y) is an at-harmonic function in {∣y−y0∣ < R0}
and by using Lemma 13.
1.2.3 Estimates in d = 2: Proof of Corollary 10
We provide a generalization of (1.142)-(1.143) in the two-dimensional case. When d = 2, the Green’s
function for the whole space R2 does not exist; nevertheless, we may give a definition for ∇xG via
the Green’s function on R3. To this purpose we introduce the following notation: If x¯ ∈ R3, we
write x¯ = (x,x3) ∈ R2 × R and denote by ¯{∣x∣ < r} ⊆ R3 and {∣x∣ < r} ⊆ R2 the balls of radius r
and centered at the origin. For a given bounded and uniformly elliptic coefficient field a in R2, we
introduce its extension to R3 given by
a¯(x¯) = ( 1 0
0 a(x) ) (1.156)
and the Green’s function G¯ = G¯(a¯, x¯, y¯) solution of
−∇x¯ ⋅ a¯∇x¯G¯(a¯; ⋅, y¯) = δ(⋅ − y¯).
It will become clear below that the argument for the representation formula for ∇G through ∇xG¯
calls for the notion of pointwise existence in y¯ ∈ R3 of the Green’s function G¯(a¯; ⋅, y¯). As mentioned
in Section 1, in the case of systems we may only rely on a definition of the Green’s function for
almost every singularity point y¯. Therefore, differently from the previous sections, we need to bear
in mind this weaker notion of existence of G¯. Furthermore, we point out that if r′∗(x0) and r∗(y0)
are not both finite, then inequalities (1.145)-(1.146) hold trivially (as a priori estimates). Therefore,
when proving (1.145)-(1.146), we restrict ourselves to the case r′∗(x0), r∗(y0) < +∞.
We first observe that by definition (1.156) for a¯ it holds for x¯ ∈ R3
r∗(a¯, x¯) ≲ r∗(a, x). (1.157)
This follows indeed from the definition (1.2) of r∗: Since by (1.156) the correctors (φ¯, σ¯) (see [30,
Lemma 1]) for a¯ are the trivial extensions of (φ,σ) for a, we have that
1
s2
 
B¯s
∣(φ¯, σ¯) −  
B¯s
(φ¯, σ¯)∣2 = inf
c
( 1
s2
 
B¯s
∣(φ¯, σ¯) − c∣2) ≤ 1
s2
 
B¯s
∣(φ¯, σ¯) −  
Bs
(φ,σ)∣2,
and, by the inclusion B¯s ⊆ Bs × (−s; s) ⊆ R3, also that
1
s2
 
B¯s
∣(φ¯, σ¯) −  
B¯s
(φ¯, σ¯)∣2 ≲ 1
s2
 
Bs
∣(φ,σ) −  
Bs
(φ,σ)∣2.
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Taking the infimum over s > 0 yields (1.157).
Step 1. We argue that for almost every y ∈ R2 the function ∇G (since G does not exist, ∇G should
be understood as a symbol for a function and not derivative of some function G), defined through
∇G(a; ⋅, y) ∶= ∫R∇xG¯(a¯; (⋅, x3), (y, y3))dx3, (1.158)
satisfies for every ζ ∈ C∞0 (R2)
∫ ∇xζ(x) ⋅ a(x)∇G(a;x, y)dx = ζ(y), (1.159)
i.e., in a weak sense it solves −∇x ⋅ a∇G(a; ⋅, y) = δ(⋅ − y).
By definition of G¯(a¯; ⋅, ⋅), we have for almost every y¯ ∈ R3 and every ζ¯ ∈ C∞0 (R3)
∫ ∇x¯ζ¯(x¯) ⋅ a¯∇x¯G¯(a¯; x¯, y¯)dx¯ = ζ¯(y¯).
Thus, for any ρ¯ ∈ C∞0 (R3) this yields
∫ ρ¯(y¯)∫ ∇x¯ζ¯(x¯) ⋅ a¯∇x¯G¯(a; x¯, y¯)dx¯dy¯ = ∫ ρ¯(y)ζ¯(y¯)dy¯.
We now choose a sequence {ζ¯n}n∈N of test functions ζ¯n = ηnζ, with ζ = ζ(x) ∈ C∞0 (R2) and
ηn = ηn(x3) smooth cut-off function for {∣x3∣ < n} in {∣x3∣ < n + 1}: From the previous identity and
definition (1.156) it follows
∫ ρ¯(y¯)∫ ζ(x)η′n(x3)∂x3G¯(a¯; x¯, y¯)dx¯dy¯+ ∫ ρ¯(y¯)∫ ηn(x3)∇ζ(x) ⋅ a∇G¯(a¯; x¯, y¯)dx¯dy¯ = ∫ ρ¯(y)ζ(y)dy¯.
We now want to send n → +∞ in the previous identity : By our assumptions on ρ¯ and ζ¯n, if we
show that
∫
supp(ρ¯) ∫supp(ζ)×R ∣∇x¯G¯(a¯; x¯, y¯)∣dx¯dy¯ < +∞, (1.160)
then by the Dominated Convergence Theorem we may conclude that
∫ ρ¯(y¯)∫ ∇ζ(x) ⋅ a(∫R∇G¯(a¯; x¯, y¯)dx3)dxdy¯ = ∫ ρ¯(y¯)ζ(y)dy¯,
and thus (1.159) by the arbitrariness of the test function ρ¯ and the separability of C∞0 (R2).
To argue inequality (1.160) we proceed as follows: We first remark that, since in (1.141) and (1.143)
the choice of integrating on balls of unitary radius is not strictly necessary for the argument, as
long as the two points x¯0, y¯0 and in particular the balls over which we want to integrate are far
apart, we may extend bound (1.143) (to suit our purposes, we state it only for G¯ and when d = 3)
to
∫∣x¯−x¯0∣<M ∫∣y¯−y¯0∣<M ∣∇¯xG¯(a¯; x¯, y¯)∣2 ≲M6 (r∗(y¯0)r′∗(x¯0))
3∣x¯0 − y¯0∣4 , (1.161)
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for any constant M ≥ 1 and a pair of points ∣x¯0 − y¯0∣ > 3M .
For the sake of simplicity, when no ambiguity occurs, we skip in the next estimates the arguments
a¯, x¯ and y¯ in ∇¯G¯. Let us choose a constant M ≥ 1 such that supp(ρ) ⊆ {∣y¯ − (y0,0)∣ < M} and
supp(ζ) ⊆ {∣x−x0∣ <M}, where the balls BM(y0) and {∣x−x0∣ <M} are allowed to overlap. Hence
inequality (1.160) is implied by
∫∣y¯−(y0,0)∣<M ∫{∣x−x0∣<M}×R ∣∇x¯G¯∣dx¯dy¯ < +∞. (1.162)
We now cover the cylinder {∣x − x0∣ <M} ×R with countably many balls of radius 2M centered at
the points (x0,±Mn) ∈ R3. We thus bound the previous integral by
∫∣y¯−(y0,0)∣<M ∫{∣x−x0∣<M}×R ∣∇x¯G¯∣dx¯dy¯ ≤ +∞∑n=0∫∣y¯−(y0,0)∣<M ∫∣x¯−(x0,±Mn)∣<2M ∣∇x¯G¯∣dx¯dy¯≲ ∫∣y¯−(y0,0)∣<M ∫∣x¯−(x0,0)∣<2M ∣∇x¯G¯∣dx¯dy¯ + ∑n>4∫∣y¯−(y0,0)∣<M ∫∣x¯−(x0,±Mn)∣<2M ∣∇x¯G¯∣dx¯dy¯.
Since by Chapter 1 we have that ∇x¯G¯(a¯; ⋅, ⋅) ∈ L1loc(R3 ×R3), the first integral on the r. h. s. of the
previous identity is finite. An application of Ho¨lder’s inequality in both variables x and y yields for
the the sum over n
∑
n>4∫∣y¯−(y0,0)∣<M ∫∣x¯−(x0,±Mn)∣<2M ∣∇x¯G¯∣ ≲M3 ∑n>4(∫∣y¯−(y0,0)∣<2M ∫∣x¯−(x0,±Mn)∣<2M ∣∇¯G¯∣2)
1
2
.
We now may apply to the r.h.s. the bound (1.161) and thus obtain
∑
n>4∫∣y¯−(y0,0)∣<M ∫∣x¯−(x0,±Mn)∣<2M ∣∇x¯G¯∣ ≲ M4 ∑n>4(r∗((y0,0))r′∗(x0,±Mn)) 32n−2
(1.157)≲ M4(r∗(y0)r′∗(x0)) 32 ,
which is finite by our hypothesis r∗(y0), r′∗(x0) < +∞. Therefore, we established (1.160).
Before concluding Step 1, we show that the representation formula (1.158) does not depend on the
choice of the coordinate y3 ∈ R, namely that for almost every two values y0,3, y1,3 ∈ R, for almost
every y0, x0 ∈ R2
∫R∇xG¯(a¯; (x0, x3), (y0, y0,3))dx3 = ∫R∇xG¯(a¯; (x0, x3), (y0, y1,3))dx3. (1.163)
Without loss of generality we assume y0,3 = 0: Since by the uniqueness of G¯(a¯; ⋅, ⋅), for every z¯ ∈ R3
and almost every x¯, y¯ ∈ R3
G¯(a¯; x¯ + z¯, y¯ + z¯) = G¯(a¯(⋅ + z¯); x¯, y¯),
by choosing z¯ = (0, z3) and using definition (1.156) for a¯, we get
G¯(a¯; x¯ + z¯, y¯ + z¯) = G¯(a¯; x¯, y¯). (1.164)
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Let x0, y0 ∈ R2 and y1,3 ∈ R3 be fixed: For every δ > 0 we may write
 
∣x−x0∣<δ
 
∣y¯−(y0,y1,3)∣<δ ∫R∇xG¯(a¯; x¯, y¯)dx¯dy¯=  ∣x−x0∣<δ
 
∣y¯−(y0,y1,3)∣<δ ∫R∇xG¯(a¯; (x,x3 − y1,3 + y1,3), (y, y3 − y1,3 + y1,3))dx¯dy¯,
and use (1.164) with z¯ = (0, y1,3) to get
 
∣x−x0∣<δ
 
∣y¯−(y0,y1,3)∣<δ ∫R∇xG¯(a¯; x¯, y¯)dx¯dy¯ =
 
∣x−x0∣<δ
 
∣y¯−(y0,0)∣<δ ∫R∇xG¯(a¯; x¯, y¯)dx¯dy¯.
We now appeal to Lebesgue’s theorem and conclude (1.161).
Step 2. Proof of (1.146). Denoting B ∶= {∣y − y0∣ < 1} × (−r∗(y0)/2, r∗(y0)/2), the independence of
(1.158) from y3 yields
∫B ∫∣x−x0∣<1 ∣∫R∇x¯G¯(x¯, y¯)dx3∣2dxdy¯ = r∗(y0)∫∣y−y0∣<1 ∫∣x−x0∣<1 ∣∫R∇x¯G¯(x¯, (y,0))dx3∣2 dxdy(1.158)= r∗(y0)∫∣y−y0∣<1 ∫∣x−x0∣<1 ∣∇G(a;x, y)∣2 dxdy.
Since B ⊆ {∣y¯ − (y0,0)∣ < r∗(y0)}, from the previous identity we infer that for every x0, y0 ∈ R2 with∣x0 − y0∣ ≥ 3R0 ≥ 10
r∗(y0)∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣∇xG(a;x, y)∣2 dxdy = ∫B ∫∣x−x0∣<1 ∣∫R∇xG¯(a¯; x¯, y¯)dx3∣2 dxdy¯≲ ∫∣y¯−(y0,0)∣<r∗(y0) ∫∣x−x0∣<1 ∣∫R∇xG¯(a¯; x¯, y¯)dx3∣2 dxdy¯
⩽ ∫∣y¯−(y0,0)∣<r∗(y0) ∫∣x−x0∣<1( ∞∑n=−∞∫ (n+1)r
′∗(x0)
nr′∗(x0) ∣∇xG¯(a¯; x¯, y¯)∣dx3)
2
dxdy¯.
We define a sequence
an ∶= (r′∗(x0)r∗(y0)) 34(∣x0 − y0∣2 + n2(r′∗(x0))2) 12
and observe that
( ∞∑
n=−∞∫ (n+1)r
′∗(x0)
nr′∗(x0) ∣∇xG¯(a¯; x¯, y¯)∣)
2 = ( ∞∑
n=−∞an
r′∗(x0)
an
 (n+1)r′∗(x0)
nr′∗(x0) ∣∇xG¯(a¯; x¯, y¯)∣)
2
Ho¨lder⩽ ( ∞∑
n=−∞a2n)( ∞∑n=−∞ (r′∗(x0))2a2n (
 (n+1)r′∗(x0)
nr′∗(x0) ∣∇xG¯(a¯; x¯, y¯)∣)
2)
Jensen⩽ ( ∞∑
n=−∞a2n)( ∞∑n=−∞ r′∗(x0)a2n ∫ (n+1)r
′∗(x0)
nr′∗(x0) ∣∇xG¯(a¯; x¯, y¯)∣2).
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Since ∞∑
n=−∞a2n ≲ (r′∗(x0)r∗(y0))
3
2∣x0 − y0∣r′∗(x0) , (1.165)
where for simplicity we assumed ∣x0 − y0∣ ⩾ r′∗(x0), we combine the three above relations to infer
r∗(y0)∫∣x−x0∣<1 ∫∣y−y0∣<1 ∣∇xG(a;x, y)∣2 dxdy
≲ (r′∗(x0)r∗(y0)) 32∣x0 − y0∣r′∗(x0) ∑n r
′∗(x0)
a2n× ∫∣y¯−(y0,0)∣<r∗(y0) ∫∣x¯−(x0,(n+1/2)r′∗(x0))∣<r′∗(x0) ∣∇xG¯(a¯; x¯, y¯)∣2 dx¯dy¯
(1.143),d=3≲ (r′∗(x0)r∗(y0)) 32∣x0 − y0∣r′∗(x0) ∑n r
′∗(x0)
a2n
a4n
(1.165)≲ (r′∗(x0)r∗(y0))3∣x0 − y0∣2r′∗(x0) ,
which is exactly (1.146).
Concerning (1.145), there are two possible ways how to proceed. For the first we observe that
(1.159) implies for every test function φ ∈ C∞c (R2)
∫ ∇φ(x) ⋅ a(x)(∫ ∇y∇G(a;x, y) ⋅ f(y)dy)dx = ∫ ∇φ ⋅ f = ∫ ∇φ ⋅ a∇u,
where f ∈ L2(R2;R2) and u is a solution of −∇ ⋅ a∇u = −∇ ⋅ f . Therefore we have that
∇u(x) = ∫ ∇y∇G(a;x, y) ⋅ f(y)dy, (1.166)
and the proof of (1.141) applies verbatim. A different way would be to mimic the argument
for (1.146), i.e., to define ∇∇G as an integral of the second mixed derivative of the Green’s function
in three dimension.
1.3 Appendix
Proof of Lemma 0. Let a ∈ Ω and the domain D be fixed, and let us assume that G(1)D (a; ⋅, ⋅) and
G
(2)
D (a; ⋅, ⋅) are two Green’s functions. For the sake of simplicity, we skip the argument a in G(1)D
and G
(2)
D . We argue similarly to [34], Subsection A.3. : Let ρ ∈ C∞0 ({∣y∣ < 1}). For u ∶= G(1)D −G(2)D ,
we define for x, y ∈ Rd
uˆ(x, y) ∶= ∫ ρ(y − y′)u(x, y′)dy′
= ∫ ρ(y′ − y)(G(1)D (a;x, y′) −G(2)D (a;x, y′))dy′.
We first argue that for every y ∈ Rd,⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇uˆ(⋅, y) = 0 in Duˆ(⋅, y) = 0, in ∂D. (1.167)
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By definition of u, it indeed holds that for almost every y′ ∈ Rd and every ζ ∈ C∞0 (D)
∫ ∇ζ(x) ⋅ a(x)∇u(x,y′)dx
= ∫ ∇ζ(x) ⋅ a(x)(∇G(1)D (x, y′) −∇G(2)D (x, y′))dx (1.12)= 0.
Multiplying this with ρ(y′ − y) and integrating in y′, we thus have for every ζ ∈ C∞0 (D) that
0 = ∫ ∫ ∇ζ(x) ⋅ a(x)∇(ρ(y′ − y)u(x, y′))dxdy′
= ∫ ∇ζ(x) ⋅ a(x)∇(∫ ρ(y′ − y)u(x, y′)dy′)dx,
i.e. for every y ∈ Rd, uˆ(⋅, y) solves the equation in (1.167). The boundary conditions are trivially
satisfied since by definition of G(1) and G(2) we have
∫Rd∖D ∣uˆ(x, y)∣dx = ∫Rd∖D ∣∫ ρ(y′ − y)u(x, y′)dy′∣dx≤ ∫ ∣ρ(y′ − y)∣∫Rd∖D ∣G(1)(x, y′) −G(2)(x, y′)∣dxdy′ (1.12)= 0.
We now claim that for every y ∈ Rd fixed it holds
∫ ∣∇uˆ(x, y)∣2 dx < +∞. (1.168)
We start by noting that since
∫ ∣∇uˆ(x, y)∣2 dx = ∫ ∣∫ ρ(y′ − y)∇u(x, y′)dy′∣2 dx,
after smuggling into the r.h.s. the weight (∣x − y′∣α ∧ 1) 12 and using Ho¨lder’s inequality in the
y′-variable combined with ρ ∈ C∞0 ({∣y∣ < 1}), this may be estimated by
∫ ∣∇uˆ(x, y)∣2
≤∣∣ρ∣∣∞ ∫ ∫∣y′−y∣<1(∣x − y′∣α ∧ 1)−1 ∫∣y′−y∣<1(∣x − y′∣α ∧ 1)∣∇u(x, y′)∣2=∣∣ρ∣∣∞ ∫ ∫∣y′−y∣<1(∣x − y′∣−α ∨ 1)∫∣y′−y∣<1(∣x − y′∣α ∧ 1)∣∇u(x, y′)∣2. (1.169)
For i ∈ {1,2}, let αi < d be the exponent in the inequality (1.10) for G(i). Without loss of generality,
we assume that α1 < α2 < d so that for every z ∈ Zd we have
∫∣y−z∣<2 ∫∣x−z∣<2 ∣x − y∣α2 ∣∇u(x, y)∣2≤ ∫∣y−z∣<2 ∫∣x−z∣<2 ∣x − y∣α2(∣∇G(1)(x, y)∣2 + ∣∇G(2)(x, y)∣2)∣x−y∣<4, α1<α2≲ ∫∣y−z∣<2 ∫∣x−z∣<2 ∣x − y∣α1 ∣∇G(1)(x, y)∣2+ ∫∣y−z∣<2 ∫∣x−z∣<2 ∣x − y∣α2 ∣∇G(2)(x, y)∣2 (1.10)< +∞. (1.170)
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Since α = α2 < d we estimate for every x ∈ Rd
∫∣y′−y∣<1(∣x − y′∣−α ∨ 1) ≲ 1,
we may reduce (1.169), with this choice of α = α2, to
∫ ∣∇uˆ(x, y)∣2 ≲ ∣∣ρ∣∣∞ ∫ ∫∣y′−y∣<1(∣x − y′∣α ∧ 1)∣∇u(x, y′)∣2,
and, by choosing z ∈ Zd such that {∣y′ − y∣ < 1} ⊆ {∣y′ − z∣ < 2}, to
∫ ∣∇uˆ(x, y)∣2 ≲ ∣∣ρ∣∣∞ ∫ ∫∣y′−z∣<2(∣x − y′∣α ∧ 1)∣∇u(x, y′)∣2.
We now appeal to (1.10) and (1.11) to conclude (1.168).
Thanks to (1.168), we may test the equation in (1.167) with uˆ(⋅, y) itself, and obtain by (1.7) and
(1.12), that uˆ(⋅, y) = 0 almost everywhere in Rd. It thus follows by definition of uˆ that for every
y ∈ Rd and ζ ∈ C∞0 (Rd) we have
∫ ∫ ρ(y′ − y)ζ(x)(G(1)D (x, y′) −G(2)D (x, y′))dxdy′ = 0.
Therefore, by the arbitrariness of y ∈ Rd and of both ζ ∈ C∞0 (Rd) and ρ ∈ C∞0 ({∣y∣ < 1}) we conclude
that G
(1)
D = G(2)D for almost every x, y ∈ Rd.
Measurability of G,∇G and ∇∇G. We recall that the coefficient fields a are defined as
taking values in the finite-dimensional space L(Y d;Y d), with Y ≃ Rm for some m ≥ 1. In some
parts of this proof it comes handy to use the tensorial notation and write a(x) = {aαβij (x)}j,β=1,...,mi,α=1,...,d .
In view of Theorem 1, for every a ∈ Ω the map G(a; ⋅, ⋅) ∈W 1,ploc (Rd ×Rd) with p which may be
chosen to be 1 < p < d
d−1 and with bounds depending on a only via the ellipticity ratio λ. We thus
need to argue that, with the definition (1.16) of F for Ω, the map
G ∶ Ω→ Lp({∣(x, y)∣ < R}), a↦ G(a, ⋅, ⋅)∣{∣(x,y)∣<R}
is measurable for every R > 0. By separability of the Lp spaces (p < +∞) it suffices to show (see
Pettis, [63]) that the map G is weakly-measurable, i.e. that for every element φ ∈ Lp∗({∣(x, y)∣ < R})
of the dual space, the linear functional
Fφ ∶ Ω→ R, Fφ(a) = ∫∣(x,y)∣<RG(a;x, y)φ(x, y) is measurable (1.171)
(where on R we consider the standard Borel σ-algebra B(R)).
To prove (1.171) we argue in the following way: For δ > 0 we partition the space Rd into boxes{B(i)δ }i∈N of size δ and denote with Ωδ the subset of Ω containing those coefficient fields which are
constant on each B
(i)
δ . For x ∈ Rd, the box Qδ(x) stands for the box containing x ( unique for
almost every x). We introduce the sampling map
Mδ ∶ (Ω,F)→ (Ωδ,Fδ), Mδ(a)(x) =  
Bδ(x) a(z)dz, (1.172)
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where Fδ is the σ-algebra on Ωδ generated by Mδ.
We first claim that to prove (1.171) it is enough that Fφ ○Mδ is measurable for every δ > 0:
Indeed, if this holds, measurability of Fφ follows by the fact that we may write
Fφ(a) = lim
δ→0Fφ ○Mδ(a). (1.173)
Indeed, the uniform bounds in W 1,ploc of Theorem 1 yields that there exists a subsequence δn for
which {G(Mδn(a), ⋅, ⋅)} converges to G(a; ⋅, ⋅) weakly in W 1,ploc . We remark that the fact that the
limit is actually G(a, ⋅, ⋅) follows, similarly to Step 4 of Theorem 1, by uniqueness of the Green
function and by the fact that aδ(x)→ a(x) almost everywhere implies, since aδ, a ∈ L∞, also aδ → a
locally in Lqloc, 1 ≤ q < +∞. By the choice of φ, this implies that, for a subsequence, also Fφ ○Mδ(a)
converges to Fφ(a). This last limit may be upgraded to a limit for the whole family when δ → 0
again by uniqueness of the Green function.
It thus remains to argue the measurability of Fφ ○Mδ. Since Mδ is measurable by construction,
it suffices to show that
Fφ ∶ Ωδ → R is measurable (1.174)
with respect to Fδ and B(R). Note that, by definition, the space Ωδ may be rewritten as a countable
product-space
Ωδ = [L(Y d;Y d)]N ,
with elements aδ = (a1δ , a(2)δ , ...), a(i)δ ∈ L(Y d;Y d). We thus may define for every i ∈ N the “coordi-
nate” functions
Xi ∶ Ωδ ∋ aδ ↦ a(i)δ ∈ L(Y d;Y d).
We claim that Xi are measurable with respect to Fδ and B(L(Y d;Y d)): By construction of Fδ this
holds provided that the maps
Ω→ R, a↦  
B
(i)
δ
aαβkj (z)dz
are measurable with respect to F and B(R) for every i ∈ N and α, k = 1, ...,m and β, j = 1, ..., i.
This easily follows since each one of the previous maps may be seen as the pointwise limit (in a) of
maps ∣B(i)δ ∣−1 ∫ aβαij (z)χ(z)dz, χ ∈ C∞0 ,
which are measurable by definition of F . Therefore, also the coordinate functions Xi are measurable
for every i ∈ N and thus the σ-algebra Fδ contains the product σ-algebra ⊗i∈N B(L(Y d;Y d)) (i.e.
the coarsest sigma algebra on Ωδ such that the coordinate maps Xi are measurable). Hence, claim
(1.174) is implied by
Fφ ∶ Ωδ → R is measurable
with respect to ⊗i∈N Bi(L(Y d;Y d)). To prove this, it suffices to show that the map Fφ is continuous
in the product topology, i.e. in the topology of component-wise convergence (see Klenke [45],
Theorem 14.18). Let us thus assume that aδ,n → aδ component-wise: By the uniform bounds on
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the sequence of applications {G(aδ,n; ⋅, ⋅)}n∈N it follows, in a similar way of Step 4 of Theorem 1, by
the uniqueness of the Green function and the convergence of aδ that
G(aδ,n′ ; ⋅, ⋅)⇀ G(aδ; ⋅, ⋅) in W 1,ploc ,
for a subsequence {aδ,n′}. The choice of φ implies that also Fφ(aδ,n′) → Fφ(a). Moreover, the
uniqueness of the Green function yields that also the whole sequence Fφ(aδ,n) converges Fφ(a).
This implies that Fφ is continuous with respect to the product topology, and thus that it is also
measurable with respect to ⊗i∈N Bi. This yields also (1.174) and concludes the proof of the mea-
surability of G.
For ∇G we may argue in an analogous way; the same can be done for ∇∇G, this time exploiting
the off-diagonal bound (1.22) of Theorem 1.
Proof of Remark 1 . We start by showing that (1.29) implies that
sup∣z∣<R ∣u(z)∣ ≲ (
 
∣z∣<8R ∣u∣2)
1
2
(1.175)
if −∇ ⋅ a∇u = 0 in {∣x∣ < 8R}. And that (1.32), together with (1.29), yields in addition
sup∣z∣<R ∣∇u(z)∣ ≲ (
 
∣z∣<4R ∣∇u∣2)
1
2
. (1.176)
From this, it immediately follows that u and ∇u are bounded in {∣z∣ < R}, provided u has finite
energy in {∣z∣ < 8R}.
To show (1.175) and (1.176), we use an argument similar to the one of Corollary 3, Step 3.
Moreover, with a standard approximation argument we can assume that u and a are smooth. By
scaling, without loss of generality we can reduce ourselves to consider the case R = 1. For a cut-off
function η of {∣x∣ < 2} in {∣x∣ < 4}, we have12
−∇ ⋅ a∇(ηu) = −∇ ⋅ a(∇ηu) −∇η ⋅ a∇u − η∇ ⋅ a∇u. (1.177)
Therefore, since u is assumed a-harmonic, v ∶= ηu satisfies in {∣x∣ < 8} the equation
−∇ ⋅ a∇v = −∇ ⋅ a(∇ηu) −∇η ⋅ a∇u.
By the representation formula and the choice of the cut-off η, we get for almost every {∣x∣ < 1}
u(x) =∫ u(z)∇G(a; z, x) ⋅ a∇η(z)dz − ∫ G(a; z, x)∇η(z) ⋅ a∇u(z)dz,
∇u(x) =∫ u(z)∇∇G(a; z, x) ⋅ a∇η(z)dz − ∫ ∇xG(a; z, x)∇η(z) ⋅ a∇u(z)dz,
and since
∫ ∇∇G(a; z, x) ⋅ a∇η(z) (1.9)−(1.15)= ∇η(x) ∣x∣<1= 0,
12Similarly to Corollary 3 the correct notation would be u⊗∇η instead of u∇η.
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it also follows
u(x) =∫ u(z)∇G(a; z, x) ⋅ a∇η(z)dz − ∫ G(a; z, x)∇η(z) ⋅ a∇u(z)dz,
∇u(x) =∫ (u(z) − c)∇∇G(a; z, x) ⋅ a∇η(z)dz − ∫ ∇xG(a; z, x)∇η(z) ⋅ a∇u(z)dz,
for any constant c ∈ R. We now apply Ho¨lder’s inequality in the integrals on the r.h.s. of the
previous inequalities and obtain by (1.7) and the choice of the test-function η
∣u(x)∣ ≲ ∫
2<∣z∣<4 ∣∇G(a; z, x)∣∣u(z)∣ + ∫1<∣z∣<2 ∣G(a; z, x)∣∣∇u(z)∣ (1.178)
≲ (∫
2<∣z∣<4 ∣∇G(a; z, x)∣2 + ∣G(a; z, x)∣2)
1
2 (∫∣z∣<4 ∣u∣2 + ∣∇u∣2)
1
2
, (1.179)
and
∣∇u(x)∣ ≲ (∫
2<∣z∣<4 ∣∇∇G(a; z, x)∣2 + ∣∇xG(a; z, x)∣2)
1
2
× (∫∣z∣<4 ∣u − c∣2 + ∣∇u∣2)
1
2
. (1.180)
Ho¨lder’s inequality in {2 < ∣z∣ < 4} and Sobolev’s inequality in {∣z∣ > 2} imply
∫
2<∣z∣<4∣G(a; z, x)∣2 ≲ (∫2<∣z∣<4 ∣G(a; z, x)∣ 2dd−2 )
d−2
d ≲ ∫∣z∣>2 ∣∇G(a; z, x)∣2,
and analogously
∫
2<∣z∣<4∣∇xG(a; z, x)∣2 ≲ ∫∣z∣>2 ∣∇z∇xG(a; z, x)∣2=∫∣z∣>2 ∣∇∇G(a; z, x)∣2,
where in the last identity we use the symmetry of G, cf. (1.91). By plugging the two previous
inequalities in (1.179) and (1.180) respectively, we reduce to
∣u(x)∣ ≲(∫∣z∣>2 ∣∇G(a; z, x)∣2)
1
2 (∫
2<∣z∣<4 ∣u∣2 + ∣∇u∣2)
1
2
,
∣∇u(x)∣ ≲ (∫∣z∣>2 ∣∇∇G(a; z, x)∣2)
1
2 (∫∣z∣<4 ∣u − c∣2 + ∣∇u∣2)
1
2
.
By the assumptions ∣x∣ < 1 and d > 2, we can appeal to (1.29) and (1.32) to respectively get
∣u(x)∣ ≲ (∫∣z∣<4 ∣u∣2 + ∣∇u∣2)
1
2
,
∣∇u(x)∣ ≲ (∫∣z∣<4 ∣u − c∣2 + ∣∇u∣2)
1
2
.
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By choosing c = ﬄ∣z∣<4 u in the last estimate and applying Poincare´ inequality in {∣z∣ < 4}, we
conclude (1.176). To obtain (1.175) from the second to last inequality, we use that u is a-harmonic
in {∣z∣ < 8} and apply the Caccioppoli’s estimate
∫∣z∣<4 ∣∇u∣2 ≲ ∫∣z∣<8 ∣u∣2. (1.181)
This last one is proven by testing the equation −∇ ⋅ a∇u = 0 with η¯2u where η¯ cuts {∣z∣ < 4} in{∣z∣ < 8} and using13
∇(η¯u) ⋅ a∇(η¯u) = η¯2∇u ⋅ a∇u + 2η¯(u∇η¯) ⋅ a∇u + ∣u∣2∇η¯ ⋅ a∇η¯ (1.182)
(1.9)= ∇(η¯2u) ⋅ a∇u + ∣u∣2∇η¯ ⋅ a∇η¯ (1.183)
together with properties (1.7) and (1.6).
It remains to prove that (1.33) implies the Liouville property (1.34): Let us consider a ∈ Ω
smooth and let u solve −∇ ⋅ a∇u = 0 in Rd. Arguing analogously as for (1.176) (cf. also (1.180)),
(1.33) yields for every r ≤ R
sup∣z∣<r ∣∇u(z)∣ ≲ Rα2 (
 
∣z∣<4R ∣∇u∣2)
1
2
,
and thus
sup∣z∣<r ∣∇u(z)∣ ≲ Rβ(
 
∣z∣<4R ∣∇u∣2)
1
2
,
for every R ≥ 1 and β ∈ [α
2
,1). We now apply the rescaled Caccioppoli’s Inequality (1.181), namely
∫∣z∣<4R ∣∇u∣2 ≲ R−2 ∫∣z∣<8R ∣u∣2, (1.184)
and get
sup∣z∣<r ∣∇u(z)∣ ≲ R−1+β(
 
∣z∣<8R ∣u∣2)
1
2
,
Therefore, the Liouville property (L) is obtained by sending R → +∞ in this last inequality and by
the arbitrariness of r.
Proof of Lemma 4. Using translation and scaling invariance, up to a relabeling of the domain
D, an elementary covering argument shows that it is enough to establish (1.42) with radius R
replaced by R√
d
. Therefore, it suffices to show the result with the inner ball {∣x∣ < R√
d
}∩D replaced
by the cube (−R,R)d ∩D and the outer ball {∣x∣ < 2R} ∩D in (1.43) by the cube (−2R,2R)d ∩D.
13Also here, we should write u⊗∇η¯ and u⊗ u instead of u∇η and u × u.
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By scale invariance, again up to a relabeling of D, we may reduce to (−pi
4
, pi
4
)d∩D and (−pi
2
, pi
2
)d∩D,
respectively. Thus the proof boils down to showing that
∫ ∫(−pi4 ,pi4 )d ∣∇u∣2dxdµ ≲ supF ∫ ∣Fu∣2dµ, (1.185)
where the supremum is taken over all linear functionals F satisfying
∣Fv∣2 < ∫(−pi2 ,pi2 )d ∣∇v∣2dx. (1.186)
with v satisfying (i) and (ii) of Definition 1 in (−pi
2
, pi
2
)d ∩ ∂D.
We consider the Fourier cosine series coefficientsFu(k) ∶= √ 2
pid ∫(−pi2 ,pi2 )d u(x)Πdi=1 cos(kixi)dx for k ∈ Zd − {0}. (1.187)
We observe that if we show that for any even l ∈ N we have
∫(−pi4 ,pi4 )d ∣∇u∣2dx ≲ ∑k∈Zd−{0} 1∣k∣2l ∣Fu(k)∣2, (1.188)
then we conclude (1.185). Indeed, for every k ∈ Zd − {0}, the linear functional Fu(k) has the
boundedness property (1.186): since k ≠ 0, it holds for any c ∈ Rd
Fu(k) = ∫(−pi2 ,pi2 )d(u(x) − c)Πdi=1 cos(kixi)dx.
Choosing c = ﬄ(−pi2 ,pi2 )d u, we may apply Poincare´’s inequality in (−pi2 , pi2 )d and thus getFu(k) ≲ ∫(−pi2 ,pi2 )d ∣∇u(x)∣2dx
and also (1.186) by re normalizing the definition of the linear functionals given by (1.187). Hence,
after integrating in µ, we may reformulate (1.188) as
∫ ∫(−pi4 ,pi4 )d ∣∇u∣2dxdµ ≲ ∑k∈Zd−{0} 1∣k∣2l ∫ ∣Fu(k)∣2dµ.
Now picking l ∈ N with l > d
2
so that ∑k∈Zd−{0} 1∣k∣2l ≲ 1, we obtain (1.185).
We now turn to the argument for (1.188) and introduce the abbreviation ∥⋅∥ for the L2((−pi
2
, pi
2
)d)-
norm. Let η be a cut-off function for (−pi
4
, pi
4
)d in (−pi
2
, pi
2
)d with∑
1≤∣α∣≤n ∣∂αη∣ ≲ 1. (1.189)
The two ingredients for (1.188) are the interpolation inequality for any function v of zero spatial
average and even l ∈ N
∥ηlv∥ ≲ ∥ηl+1∇v∥ ll+1 ( ∑
k∈Zd−{0}
1∣k∣2l ∣Fv(k)∣2) 12(l+1)
+( ∑
k∈Zd−{0}
1∣k∣2l ∣Fv(k)∣2) 12 , (1.190)
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and the Caccioppoli estimate
∣∣ηm∇u∣∣ ≲ inf
c∈Rd ∣∣η(m−n)(u − c)∣∣, (1.191)
for m ≥ 2n.
Before proving (1.190) and (1.191) we show how to obtain (1.188) from them: We insert the
Caccioppoli estimate (1.191) with m = n2 in the interpolation inequality (1.190) with v = u −ﬄ(−pi2 ,pi2 )d u, η replaced by ηn and l = n − 1. Appealing to Young’s inequality we obtain
∣∣ηn(n−1)(u −  (−pi2 ,pi2 )d u)∣∣2 ≲ ∑k∈Zd−{0} 1∣k∣2l ∣Fu(k)∣2
and thus inequality (1.188) by another application of the Caccioppoli estimate (1.191) and the
choice of the support of η.
To obtain the interpolation estimate (1.190), we rewrite it without Fourier transform, appealing
to the representation of the Laplacian −△N with Neumann boundary conditions through the Fourier
cosine series by F(−△N)w(k) = ∣k∣2Fw(k):
( ∑
k∈Zd−{0}
1∣k∣2l ∣Fv(k)∣2) 12 = ∥w∥ where (−△N) l2w = v.
For (1.190) it thus suffices to show that for an arbitrary function w
∥ηl △ l2 w∥ ≲ ∥ηl+1∇△ l2 w∥ ll+1 ∥w∥ 1l+1 + ∥w∥. (1.192)
It is easily seen that this family of interpolation estimates indexed by even l follows from the
following two-tier family of interpolation inequalities indexed by m ∈ N
∥η2m△mw∥≲ ∥η2m+1∇△m w∥ 12 ∥η2m−1∇△m−1 w∥ 12 + ∥η2m−1∇△m−1 w∥ (1.193)
and
∥η2m−1∇△m−1w∥≲ ∥η2m△m w∥ 12 ∥η2m−2 △m−1 w∥ 12 + ∥η2m−2 △m−1 w∥. (1.194)
Indeed, plugging (1.194) in (1.193) yields
∥η2m△mw∥≲ ∥η2m+1∇△m w∥ 12 ∥η2m△m w∥ 14 ∥η2m−2 △m−1 w∥ 14+ ∥η2m+1∇△m w∥ 12 ∥η2m−2 △m−1 w∥ 12+ ∥η2m△m w∥ 12 ∥η2m−2 △m−1 w∥ 12 + ∥η2m−2 △m−1 w∥
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and after an application of Young’s inequality
∥η2m△mw∥≲ ∥η2m+1∇△m w∥ 23 ∥η2m−2 △m−1 w∥ 13+ ∥η2m+1∇△m w∥ 12 ∥η2m−2 △m−1 w∥ 12 + ∥η2m−2 △m−1 w∥= ∥η2m+1∇△m w∥ 23 ∥η2m−2 △m−1 w∥ 13+ ∥η2m+1∇△m w∥ 12 ∥η2m−2 △m−1 w∥ 14 ∥η2m−2 △m−1 w∥ 14 + ∥η2m−2 △m−1 w∥.
We apply once more Young’s inequality to the first to last term on the r.h.s and get
∥η2m△mw∥≲ ∥η2m+1∇△m w∥ 23 ∥η2m−2 △m−1 w∥ 13 + ∥η2m−2 △m−1 w∥.
By iterating the previous estimates we conclude (1.192) from (1.193) and (1.194).
Obviously, the two-tier family (1.193)-(1.194) reduces to the two estimates
∥η2m△ v∥ ≲ ∥η2m+1∇△ v∥ 12 ∥η2m−1∇v∥ 12 + ∥η2m−1∇v∥,∥η2m−1∇v∥ ≲ ∥η2m△ v∥ 12 ∥η2m−2v∥ 12 + ∥η2m−2v∥,
which by Young’s inequality follow from
∥η2m△ v∥ ≲ (∥η2m+1∇△ v∥ + ∥η2m△ v∥) 12 ∥η2m−1∇v∥ 12 ,∥η2m−1∇v∥ ≲ (∥η2m△ v∥ + ∥η2m−1∇v∥) 12 ∥η2m−2v∥ 12 .
Thanks to (1.189) and the choice of the support of η, these two last estimates immediately follow
from integration by parts, the Cauchy-Schwarz and the triangle inequalities.
In proving (1.191) we also introduce the notation (⋅, ⋅) for the usual L2-inner product in (−pi
2
, pi
2
)d.
We first observe that by identity (1.182) in the proof of Remark 1 and properties (1.7) and (1.6),
it holds for any test function η¯ in (−pi
2
, pi
2
)d
∫ ∇(η¯2u) ⋅ a∇u ≳ ∫ ∣∇(η¯u)∣2 − ∫ ∣∇η¯∣2∣u∣2
≳ ∫ η¯2∣∇u∣2 − ∫ ∣∇η¯∣2∣u∣2. (1.195)
We now test (1.41) with η2m(u − c); by the invariance of the equation under translations, we may
fix without loss of generality c = 0. Thanks to the cut-off function η, we obtain
∫ ∇(η2mu) ⋅ a∇u+ε d∑
i=1(∂ni (η2mu), ∂ni u) = 0,
and by (1.195)
λ∣∣ηm∇u∣∣2+ε d∑
i=1(∂ni (η2mu), ∂ni u) ≲ ∣∣∇ηmu∣∣2 (1.189)≲ ∣∣η(m−1)u∣∣2. (1.196)
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This last inequality implies (1.191) provided that we have that for every i = 1, ..., d it holds
ε(∂ni (η2mu), ∂ni u) ≳ −∣∣η(m−n)u∣∣2. (1.197)
To simplify the notation, we drop the index i. We claim that to obtain (1.197) it is sufficient to
show that
∣∣ηα∂ku∣∣ ≲ ∣∣η(α+l)∂k+lu∣∣ kk+l ∣∣η(α−k)u∣∣ lk+l + ∣∣η(α−k)u∣∣. (1.198)
Indeed, the l.h.s of (1.197) can be estimated from below by
ε(∂n(η2mu), ∂nu) ≳ ε∣∣ηm∂nu∣∣2 − ε n∑
i=1(∣∂iη2m∣∣∂n−iu∣, ∣∂nu∣)(1.189)≳ ε∣∣ηm∂nu∣∣2 − ε n∑
i=1(ηm−i∣∂n−iu∣, ηm∣∂nu∣),
and after an application of Cauchy-Schwarz’s inequality followed by Young’s inequality, by
ε(∂n(η2mu), ∂nu)
≳ ε∣∣ηm∂nu∣∣2 − εC n∑
i=1 ∣∣ηm−i∂n−iu∣∣2
≳ ε∣∣ηm∂nu∣∣2 − εC ∣∣η(m−n)u∣∣2 − εC n−1∑
i=1 ∣∣ηm−i∂n−iu∣∣2. (1.199)
We now may plug (1.198) with α = l = i and k = n − i in the terms of the sum in (1.199) and apply
Young’s inequality to conclude (1.197).
Inequality (1.198) is implied by the interpolation estimate
∣∣ηα∂u∣∣ ≲ ∣∣η(α−1)u∣∣ + ∣∣η(α+l)∂l+1u∣∣ 1(l+1) ∣∣η(α−1)u∣∣ l(l+1) , (1.200)
for all l ≥ 1, combined with an iterated application of Young’s inequality, similar to the one used to
infer (1.192) from (1.193)-(1.194). We prove (1.200) by induction on l: For l = 1, we estimate
∣∣ηα∂u∣∣2 = −(∂η2α∂u,u) − (η2α∂2u,u)(1.189)≲ (ηα−1∣u∣, ηα∣∂u∣) + (ηα−1∣u∣, ηα+1∣∂2u∣),
and use Cauchy-Schwarz’s inequality to get
∣∣ηα∂u∣∣2 ≲ ∣∣η(α−1)u∣∣∣∣ηα∂u∣∣ + ∣∣η(α+1)∂2u∣∣∣∣η(α−1)u∣∣.
Young’s inequality yields
∣∣ηα∂u∣∣2 ≲ ∣∣η(α−1)u∣∣2 + ∣∣η(α+1)∂2u∣∣∣∣η(α−1)u∣∣,
i.e. (1.200) with l = 1. Let us now assume that (1.200) holds for every i ≤ l and l > 1: first using
(1.200) with i = 1, we have
∣∣ηα∂u∣∣2 ≲ ∣∣η(α−1)u∣∣2 + ∣∣η(α+1)∂2u∣∣∣∣η(α−1)u∣∣,
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then, another application of (1.200) with i = l on ∣∣η(α+1)∂2u∣∣ yields
∣∣ηα∂u∣∣2≲∣∣η(α−1)u∣∣2 + ∣∣ηα∂u∣∣∣∣η(α−1)u∣∣+ ∣∣η(α+1+l)∂l+2u∣∣ 1(l+1) ∣∣ηα∂u∣∣ l(l+1) ∣∣η(α−1)u∣∣.
By Young’s inequality we can absorb the term ∣∣ηα∂u∣∣ on the r.h.s and thus obtain (1.200) with
l + 1 .
Proof of Lemma 5. Using translation and scaling invariance, up to a relabeling of the domain
D, we may reduce ourselves to R ≃ 1. As in the proof of Lemma 4 it is convenient to work with boxes
instead of balls and thus argue that for a function u satisfying (1.41) in the domain Rd∖[−pi
8
, pi
8
]d∩D
we have ∫ ∫Rd∖[−pi2 ,pi2 ]d ∣∇u∣2 dxdµ ≲ supF ∫ ∣Fu∣2dµ, (1.201)
where the supremum runs over all linear functionals F bounded in the sense of
∣Fv∣2 ≤ ∫Rd∖[−pi8 ,pi8 ]d ∣∇v∣2 dx, (1.202)
with v satisfying (i) and (ii) in the sense Definition 1 in Rd ∖ [−pi
8
, pi
8
]d.
We observe that Lemma 4 also implies by Poincare´’s inequality in (−pi
4
, pi
4
)d that for all w
satisfying (1.38) in (−pi
2
, pi
2
)d
∫ inf
c∈R∫(−pi4 ,pi4 )d ∣w − c∣2dxdµ ≲ supF ∫ ∣F(w)∣2dµ,
where the linear functionals F satisfy (1.40) in (−pi
2
, pi
2
)d. We want to argue that a similar estimate
holds also for u solving (1.41) in the domain Rd ∖ [−pi
8
, pi
8
]d ∩D, namely that
∫ inf
c∈R∫(−pi4 ,pi4 )d∖(−pi6 ,pi6 )d ∣u − c∣2dxdµ ≲ supF ∫ ∣F(u)∣2dµ, (1.203)
for all linear functionals satisfying (1.202).
Before tackling (1.203) we show how to conclude the proof: Thanks to (1.203), if we defineF0(u) ∶= ﬄ(−pi4 ,pi4 )d∖(−pi6 ,pi6 )d u, it holds by the triangle inequality
∫ ∫(−pi4 ,pi4 )d∖(−pi6 ,pi6 )d ∣u∣2dxdµ ≲ supF ∫ ∣F(u)∣2dµ + ∫ ∣F0u∣2dµ. (1.204)
We now observe that since d > 2, we may apply first Ho¨lder’s inequality in (−pi
4
, pi
4
)d ∖ (−pi
6
, pi
6
)d and
then Sobolev’s inequality in the outer domain {∣x∣ > pi
6
} to infer that
∣F0(u)∣2 ≲ (∫(−pi4 ,pi4 )d∖(−pi6 ,pi6 )d ∣u∣ 2dd−2 ) d−2d ≲ ∫Rd∖[−pi8 ,pi8 ]d ∣∇u∣2,
i.e. F0 satisfies (1.202). Therefore, it follows from (1.204) that
∫ ∫(−pi4 ,pi4 )d∖(−pi6 ,pi6 )d ∣u∣2dxdµ ≲ supF ∫ ∣F(u)∣2dµ. (1.205)
86
We obtain (1.201) by plugging in the previous estimate the Caccioppoli’s inequality
∫ ηˆ2m∣∇u∣2dx ≲ ∫ ∣u∣21(−pi4 ,pi4 )d∖(−pi6 ,pi6 )ddx (1.206)
where ηˆ is any cut-off function for the set Rd ∖ (−pi
5
, pi
5
)d in Rd ∖ (−pi
6
, pi
6
)d satisfying (1.189) and
m ∈ N , m > n. We remark that this last inequality is obtained in a similar way to (1.191), this time
testing the equation in (1.41) with ηˆ2mu which is an admissible test function since u solves (1.41).
This time, with a more careful look, we rewrite (1.196) as
λ∣∣ηˆm∇u∣∣2 + ε d∑
i=1(∂ni (ηˆ2mu), ∂ni u) ≲ ∣∣∇ηˆmu∣∣2 (1.207)≲∣∣ηˆ(m−1)u1(−pi5 ,pi5 )d∖(−pi6 ,pi6 )d ∣∣2
and the second term on the l.h.s of (1.207) as
ε(∂n(ηˆ2mu), ∂nu) ≳ ε∣∣ηˆm∂nu∣∣2 − ε n∑
i=1(∣∂iηˆ2m∣∣∂n−iu∣, ∣∂nu∣)≳ε∣∣ηˆm∂nu∣∣2 − ε n∑
i=1(ηˆm−i1supp(∇ηˆ)∣∂n−iu∣, ηˆm∣∂nu∣)≳ε∣∣ηˆm∂nu∣∣2 − εC n∑
i=1 ∣∣ηˆm−i∂n−iu1supp(∇ηˆ)∣∣2
≳ε∣∣ηˆm∂nu∣∣2 − εC ∣∣ηˆ(m−n)u1supp(∇ηˆ)∣∣2 − εC n−1∑
i=1 ∣∣ηˆm−i∂n−iu1supp(∇ηˆ)∣∣2.
We now choose another function η¯, satisfying (1.189) and such that it cuts off the set supp(∇ηˆ) in(−pi
4
, pi
4
)d ∖ (−pi
8
, pi
8
)d. We thus have for any α > 0
ηˆα1supp(∇ηˆ) ≲ (ηˆη¯)α ≲ ηˆα, supp(η¯ηˆ) ⊆ (−pi
4
,
pi
4
)d ∖ (−pi
6
,
pi
6
)d (1.208)
Therefore, we may bound
ε(∂n(ηˆ2mu), ∂nu)
≳ε∣∣ηˆm∂nu∣∣2 − εC ∣∣(ηˆη¯)(m−n)u∣∣2 − εC n−1∑
i=1 ∣∣(ηˆη¯)m−i∂n−iu∣∣2.
We now may apply the interpolation inequality (1.198) with η = ηˆη¯ to the second and third term
on the r.h.s. and appeal to (1.208) to estimate and conclude that
ε(∂n(ηˆ2mu), ∂nu) ≳ −ε∣∣ηˆ(m−n)u1(−pi4 ,pi4 )d∖(−pi6 ,pi6 )d ∣∣,
so that the Caccioppoli’s inequality (1.206) follows by the previous inequality and (1.207).
It thus remains only to prove inequality (1.203): we fix a η˜ to be a cut-off function of Rd∖(−pi
6
, pi
6
)d
in Rd ∖ (−pi
8
, pi
8
)d and set
u˜ ∶= η˜(u −  (−pi2 ,pi2 )d∖(−pi8 ,pi8 )d u).
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In the same spirit of Lemma 4, we define for k ∈ Zd − {0}
F˜u(k) ∶= √ 2
pid ∫(−pi2 ,pi2 )d η˜(u −
 
(−pi2 ,pi2 )d∖(−pi8 ,pi8 )d u)Πdi=1 cos(kixi)dx= √ 2
pid ∫(−pi2 ,pi2 )d u˜ Πdi=1 cos(kixi)dx = F(u˜)(k), (1.209)
with F(u˜)(k) the k-th coefficient of the cosine Fourier series of the function u˜ defined in (1.187).
We first note that the functional F˜(u)(k) satisfies (1.202) for all k ∈ Zd ∖ {0}: Indeed, similarly to
the proof of Lemma 4 we may write
∣F˜u(k)∣2 = (√ 2
pid ∫(−pi2 ,pi2 )d(u˜ −
 
(−pi2 ,pi2 )d∖(−pi8 ,pi8 )d u˜)Πdi=1 cos(kixi)dx)2,
so that first Cauchy-Schwarz’s inequality, then Poincare´’s inequality and the definition of u˜ yield
∣F˜u(k)∣2 ≲ ∫(−pi2 ,pi2 )d ∣∇u˜∣2dx≲ ∫(−pi2 ,pi2 )d∖(−pi8 ,pi8 )d ∣∇u∣2dx + ∫(−pi2 ,pi2 )d∖(−pi8 ,pi8 )d∣u −
 
(−pi2 ,pi2 )d∖(−pi8 ,pi8 )d u∣2dx
Another application of Poincare´’s inequality on the second term of the r.h.s implies (1.202). There-
fore, analogously to Lemma 4, if we show that for any even l ∈ N we have
inf
c∈R∫(−pi4 ,pi4 )d∖(−pi6 ,pi6 )d ∣u − c∣2dx ≲ ∑k∈Zd−{0} 1∣k∣2l ∣F˜u(k)∣2, (1.210)
we may conclude (1.203) by integrating in dµ and taking l > d
2
.
To show (1.210), we first apply the interpolation inequality (1.190) to the function u˜−ﬄ(−pi2 ,pi2 )d u˜
and observe that, if we choose as cut-off η in (1.190) any smooth function cutting (−pi
4
, pi
4
)d∖(−pi
5
, pi
5
)d
in (−pi
2
, pi
2
)d ∖ (−pi
6
, pi
6
)d, then it holds by our choice of u˜ that
inf
c∈R∫ η2l∣u − c∣2dx ≲ (∫ η2(l+1)∣∇u∣2) ll+1 ( ∑
k∈Zd−{0}
1∣k∣2l ∣F u˜(k)∣2) 1(l+1)
+ ∑
k∈Zd−{0}
1∣k∣2l ∣F u˜(k)∣2
(1.209)= (∫ η2(l+1)∣∇u∣2) ll+1 ( ∑
k∈Zd−{0}
1∣k∣2l ∣F˜u(k)∣2) 1(l+1)
+ ∑
k∈Zd−{0}
1∣k∣2l ∣F˜u(k)∣2.
Since our choice of η implies that the Caccioppoli inequality (1.191) holds also for u, we may buckle
up the previous estimate and get (1.210).
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Poincare´-Sobolev’s inequality (1.73). Without loss of generality, we assume that R = 1
and z = 0. We start by observing that (1.73) immediately follows if we combine the estimate
(∫∣x∣>1 ∣v∣p) 1p ≲ (∫∣x∣>1 ∣∇v∣2) 12 + (∫∣x∣>1 ∣v∣2) 12 (1.211)
for every 2 ≤ p < +∞ and v ∈W 1,2(R2), with the Poincare´’s inequality
(∫∣x∣>1 ∣w∣2) 12 ≲D (∫∣x∣>1 ∣∇w∣2) 12 (1.212)
for w ∈W 1,2(R2) which vanishes outside D.
By standard approximation, we may assume in both inequalities that w and v are C1(R2). We
first show (1.211): Thanks to Young’s inequality and by interpolation it is enough to prove that for
every integer p ≥ 1
(∫∣x∣>1 ∣v∣2p) 12p ≲ (∫∣x∣>1 ∣∇v∣2) p−12p (∫∣x∣>1 ∣v∣2) 12p . (1.213)
This, in turn, is implied by the same inequality on the whole space R2
(∫ ∣v∣2p) 12p ≲ (∫ ∣∇v∣2) p−12p (∫ ∣v∣2) 12p . (1.214)
Indeed, arguing as for the Sobolev’s inequality on outer domains, if v is defined in {∣x∣ > 1}, we may
extend it to the whole space by the radial reflection x→ x∣x∣2 , apply (1.214) and controlling
∫∣x∣<1 ∣v∣2 + ∣∇v∣2 ≲ ∫∣x∣>1 ∣v∣2 + ∣∇v∣2,
thanks to our choice of extension.
Inequality (1.214) for p = 1 is trivial; We thus show it for every p ≥ 2 by induction. For p = 2, the
Isoperimetric Inequality ([23], Section 5.6.1. Theorem 1) applied to v2 and the chain rule yield
(∫ ∣v∣4) 12 ≲ ∫ ∣∇(v2)∣ ≲ ∫ ∣v∣∣∇v∣,
so that after an application of Ho¨lder’s inequality this turns into
(∫ ∣v∣4) 12 ≲ (∫ ∣v∣2) 12 (∫ ∣∇v∣2) 12 ,
i.e. estimate (1.214) for p = 2. Let us now assume that (1.214) holds for p ≥ 2. Appealing to
the Isoperimetric Inequality applied this time to vp+1, we obtain by the chain rule and Ho¨lder’s
inequality that
(∫ ∣v∣2(p+1)) 12 ≲ (∫ ∣v∣2p) 12 (∫ ∣∇v∣2) 12 .
Plugging (1.214) with p in the previous inequality it follows
(∫ ∣v∣2(p+1)) 12 ≲ (∫ ∣∇v∣2) p−12 (∫ ∣v∣2) 12 (∫ ∣∇v∣2) 12
≲ (∫ ∣∇v∣2) p2 (∫ ∣v∣2) 12 .
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This establishes (1.214) for p + 1 and thus concludes the proof of (1.213).
We now turn to Poincare´’s inequality (1.212): Without loss of generality, we prove (1.212) on the
cylindrical domain (−1,1)×R. In the following estimates we write x = (x1, x2) ∈ (−1,1)×R. Thanks
to the geometry of the domain and our assumption on w, for every (x1, x2) ∈ (−1,1)×R∖ {∣x∣ < 1},
there exists a x′1 ∈ (−1,1) such that w(x′1, x2) = 0. We may thus bound∣w(x1, x2)∣2 = ∣w(x1, x2) −w(x′1, x2)∣2
≲ ∣∫ x′1
x1
∇w(z, x2)dz∣2 ≲ ∫(−1,1) ∣∇w(z, x2)∣2dz,
where in the last inequality we applied Ho¨lder’s inequality in z and the fact that x1, x
′
1 ∈ (−1,1).
Therefore, estimate (1.212) follows once we integrate the previous inequality in {∣x∣ > 1} and appeal
again to the Dirichlet boundary conditions.
Proof of Lemma 6. Throughout this proof, we use the same notation of Corollary 2. We
recall that ≲D stands for ≤ C with a constant depending on d, λ and the smallest bounded direction
of D. Moreover, without loss of generality, we may reduce ourselves to work in a cylindrical domain
D = I ×Rd−1 with I ⊆ R bounded. Therefore since in this setting the implicit multiplicity constant
in (1.96) depends on D through the size of I, we may substitute the notation ≲D with ≲I . We
start by observing that it is sufficient to prove that there exists a constant C0 such that for every
i = 1, ..., d − 1
∫ exp (−x′i − x′0,i
C0
)∣∇u∣2 ≲I ∫ exp (−x′i − x′0,i
C0
)∣g∣2, (1.215)
∫ exp (x′i − x′0,i
C0
)∣∇u∣2 ≲I ∫ exp (x′i − x′0,i
C0
)∣g∣2, (1.216)
where x′ = (x′1, .., x′d−1) and x′0 = (x′0,1, .., x′0,d−1). Indeed, from (1.215)-(1.216) it follows that
∫ d−1∑
i=1 exp ( ∣x
′
i − x′0,i∣
C0
)∣∇u∣2 ≲I ∫ d−1∑
i=1 exp ( ∣x
′
i − x′0,i∣
C0
)∣g∣2
and thus also (1.96) thanks to the convexity of the function exp( ∣s∣
C0
) and the equivalence of the
norms in Rd−1.
Without loss of generality, we fix x′0 = 0 in (1.215)-(1.216). We start with the argument for
(1.215) for a fixed i, say i = 1. As D is unbounded, we are not allowed a priori to test the equation
before (1.96) with exp (± x′1
C0
)u. We first need to consider the following approximate problem: For
every M ∈ N, let DM ∶= I × (−M ;+∞)d−1 and uM be the solution of⎧⎪⎪⎨⎪⎪⎩−∇ ⋅ a∇uM = ∇ ⋅ gM in DMuM = 0 in ∂DM , (1.217)
where gM(x1, x′) = X(−(M−1),+∞)d−1(x′)g(x1, x′). We start by showing that if we prove (1.215) for
every uM , namely
∫ exp (− x′
C0
)∣∇uM ∣2 ≲I ∫ exp (− x′
C0
)∣gM ∣2, (1.218)
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then we can conclude (1.215). Indeed, thanks to the geometry of the domain and the Dirich-
let boundary conditions in ∂I × (−M ;+∞)d−1 for every x′ ∈ (−M ;+∞)d−1 it holds by Poincare`’s
inequality in I that
∫
D
∣u(x1, x′)∣2dx1 ≤ ∣I ∣2 ∫ ∣∇x1u(x1, x′)∣2. (1.219)
Therefore, by integrating over x′ ∈ R, it follows
∫
D
∣uM ∣2 ≤ ∣I ∣2 ∫ ∣∇uM ∣2 ≲I ∫ ∣∇uM ∣2,
and by the energy estimate and the definition of gM ,
∫
D
∣uM ∣2 ≲I ∫ ∣∇uM ∣2 ≲I ∫ ∣gM ∣2 ≲I ∫ ∣g∣2
Thus, {uM}M∈N is uniformly bounded in W 1,2(Rd) and, up to subsequences, weakly converges to
u, the solution of the equation before (1.96). In addition, since by construction D1 ⊆ . . . ⊆ DN ⊆
DN+1 ⊆ . . . ⊆D, from (1.218) it holds that for every N,M ∈ N with N ≤M
∫
DN
exp (− x′1
C0
)∣∇uM ∣2 ≲I ∫ exp (− x′1
C0
)∣g∣2.
If we send M → +∞ we obtain by weak lower semi-continuity
∫
DN
exp (− x′1
C0
)∣∇u∣2 ≲I ∫ exp (− x′1
C0
)∣g∣2.
Taking also the limit N → +∞, we conclude (1.215).
We turn now to the argument for (1.218): in the rest of the proof, we write u, g respectively
for uM and gM . By multiplying the inequality (1.219) with ρ(x′1) ∶= exp (− x′1C0 ), C0 > 0, and then
integrating over x′ ∈ Rd−1, we obtain
∫
D
ρ∣u∣2 ≲I ∫
D
ρ∣∂x1u∣2 ≲I ∫
D
ρ∣∇u∣2, (1.220)
which implies, being ∇u ∈ L2(D) and ρ ∈ L∞(DM), that also u and ρu ∈ L2(DM). Therefore, we
can test the equation in (1.217) with ρu and use assumption (1.8) on a ∈ Ω to bound
λ∫ ρ∣∇u∣2 ≤ ∫ ρ∇u ⋅ a∇u
(1.6)≲ ∫ ∣u∣ ∣∂x′1ρ∣∣∇u∣ + ∫ ρ∣∇u∣∣g∣ + ∫ ∣u∣ ∣∂x′1ρ∣∣g∣. (1.221)
By our choice of ρ, we thus obtain
∫ ρ∣∇u∣2 ≲ 1
C0
∫ ρ∣u∣∣∇u∣ + 1
C0
∫ ρ∣u∣∣g∣ + ∫ ρ∣∇u∣∣g∣, (1.222)
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so that Ho¨lder’s inequality in every term of the r.h.s yields
∫ ρ∣∇u∣2 ≲ 1
C0
(∫ ρ∣u∣2) 12 (∫ ρ∣∇u∣2) 12 (1.223)
+ 1
C0
(∫ ρ∣u∣2) 12 (∫ ρ∣g∣2) 12 + (∫ ρ∣∇u∣2) 12 (∫ ρ∣g∣2) 12 .
Appealing to (1.219), (1.223) turns into
∫ ρ∣∇u∣2 ≲I 1
C0
∫ ρ∣∇u∣2
+ 1
C0
(∫ ρ∣∇u∣2) 12 (∫ ρ∣g∣2) 12 + (∫ ρ∣∇u∣2) 12 (∫ ρ∣g∣2) 12 .
Therefore, after an application of Young’s inequality in the last two terms on the r.h.s., we may
choose C0 > C(λ, ∣I ∣), absorb the term ∫ ρ∣∇u∣2 and thus establish (1.218).
Inequality (1.216) follows similarly by considering an approximate problem in D × (−∞;M)d−1
and ρ = exp ( x′
C0
).
Proof of Lemma 13. Throughout the proof we write r∗ instead of r∗(0). We assume that
2r∗ < R0, since otherwise (1.147) is trivial. For r ∈ [r∗,R0] we denote ur ∶= ﬄ{∣x∣<r} u. We have
 
Br∗
∣u − ur∗ ∣2 Poincare´≲ r2∗  
Br∗
∣∇u∣2 (1.140)≲ r2∗  
BR0/2
∣∇u∣2
≲( r∗
R0
)2  ∣x∣<R0 ∣u∣2 ⩽
 
{∣x∣<R0} ∣u∣2 .
Hence, to prove (1.140) it is enough to show
∣ur∗ ∣2 = ∣ ∣x∣<2r∗ u∣
2 ≲  {∣x∣<R0} ∣u∣2 . (1.224)
To prove it, we use the following estimate
∣ur − u2r ∣ ≲ r ( ∣x∣<2r ∣∇u∣2)
1
2
, (1.225)
which in fact holds for any function u ∈W 1,2({∣x∣ < 2r}).
We first argue how to obtain (1.224) the proof thanks to estimate (1.225): Let n ⩾ 0 be the
largest integer that satisfies 2nr∗ ⩽ R0/2; using (1.225) multiple times we get
∣ur∗ − u2nr∗ ∣ ⩽ n−1∑
k=0 ∣u2kr∗ − u2k+1r∗ ∣ (1.225)≲
n−1∑
k=0 2
kr∗ ( ∣x∣<2k+1r∗ ∣∇u∣2)
1
2
(1.140)≲ ( {∣x∣<R02 } ∣∇u∣2)
1
2 n−1∑
k=0 2
kr∗ ≲ R0 ( 1
R20
 
{∣x∣<R0} ∣u∣2)
1
2 = ( {∣x∣<R0} ∣u∣2)
1
2
.
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Using Jensen’s inequality and the fact that R0 ⩽ 2n+2r∗ we get
∣u2nr∗ ∣ = ∣ {∣x∣<2nr∗} u∣ ⩽ (
 
{∣x∣<2nr∗} ∣u∣2)
1
2 ≲ ( {∣x∣<R0} ∣u∣2)
1
2
.
Combination of the two previous estimates then gives (1.224).
It remains to prove (1.225). Using Jensen’s and Poincare´’s inequalities we get
∣ur − u2r ∣ = ∣ ∣x∣<r(u − ur) − (u − u2r)∣ ≲
 
∣x∣<r ∣u − ur ∣ +
 
∣x∣<2r ∣u − u2r ∣
≲ ( ∣x∣<r ∣u − ur ∣2)
1
2 + ( ∣x∣<2r ∣u − u2r ∣2)
1
2 ≲ r ( ∣x∣<2r ∣∇u∣2)
1
2
.
Chapter 2
Large-scale behavior of decaying
a-harmonic functions on exterior
domains
In this chapter the main problem discussed is the following: We consider an a-harmonic function
in an exterior domain, i.e., a decaying solution of
−∇ ⋅ a∇u = 0 in {∣x∣ > r},
for a bounded and uniformly elliptic coefficient field a = a(x). We are interested to compare u
with solutions of a simpler equation given by a constant-coefficients operator. More precisely, for
u with a given power-law decay at infinity, we want to understand how and at which scale it is
possible to approximate its behavior via solutions of an operator in the form −∇ ⋅ ahom∇, where
ahom is a constant elliptic tensor. This question is strictly connected and related to the context
of homogenization: In fact, although the result we present belongs to a more general setting and
it is purely deterministic, we are mainly concerned in its application in homogenization and, in
particular, in stochastic homogenization. After stating the main theorems, we comment more on
their application to stochastic homogenization.
A fundamental role in the works presented here is played by correctors: Roughly speaking,
these objects provide a correction to ahom-harmonic polynomials so that they become a-harmonic
by accounting for the oscillations of the coefficient field a. In our setting we focus mainly on the first
and second-order correctors, which are respectively the corrections to linear and quadratic ahom-
harmonic polynomials. Correctors (suitably “augmented” by also considering the corrections to the
fluxes) encode the closeness of the operator −∇ ⋅ a∇ to the constant-coefficients −∇ ⋅ ahom∇: More
precisely, if above a certain scale the correctors are “small”, then we have that at that same scale a-
harmonic functions may be properly approximated by solutions of the constant-coefficient equation.
The “smallness” of the correctors is expressed in the sense of their growth: We require that they have
a sublinear growth at infinity. For the first-order correctors, asking for some sort of sublinearity
property is not surprising: to be an actual correction, we need that the correctors are smaller
compared to linear functions. In our main result, stated and proven in Section 2.2, we give the
following approximation result: Given an a-harmonic function u in an exterior domain with a given
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power-rate decay at infinity, we approximate it via decaying solutions of the constant-coefficient
equation, suitably modified with the help of the above mentioned correctors. In particular, we
show that the efficiency of this approximation is governed by the behavior of the correctors: If we
consider the approximation error given by the difference between u and its approximation, then
there is a correspondence between the smallness of this error and the sublinear growth of the first
and second-order correctors.
In Section 2.3 we argue how to apply the techniques of the previous section to compare the Green
function G(a; ⋅, ⋅) associated to −∇⋅a∇ to the homogeneous Green function Ghom(x, y) = Ghom(x−y)
associated to the operator −∇ ⋅ ahom∇. This result relies on a duality argument, similar to the one
already exploited in Chapter 1, and on an estimate comparing, in the same spirit of Section 2.2,
a-harmonic solutions in the exterior domain to ahom-harmonic solutions. More precisely, in this
case the a-harmonic function in an exterior domain is the decaying solution of−∇ ⋅ a∇u = ∇ ⋅ g in Rd,
for a given compactly supported g ∈ L2(Rd;Rd). We show that, under the same assumption of
Section 2.2 on the sublinearity of the first-order correctors , we may successfully approximate u via
a function v, corrected only with (φ,σ), which is univoquely identified as the decaying solution of
the constant-coefficient PDE −∇ ⋅ ahom∇v = ∇ ⋅ g˜ in Rd,
with g˜ obtained as an explicit correction of g. Of course, the use of only (φ,σ) in the correction of v,
gives a decay rate for the approximation error which is worse than the one obtained in Section 2.2.
The advantage and the reason for this apparently weaker and more restricted statement is given
by the fact that in this case we may univoquely identify the approximation of u via the explicit
formulation of v.
Finally, in the last section we give some auxiliary results used and cited along the chapter.
We remark that all the results extend also to the case of systems. In the sake of keeping a lean
notation, we stick to a scalar notation.
2.1 Setting and notation
Our main object of interest are a-harmonic functions in exterior domains of Rd with d ≥ 2, i.e.,
(weak) solutions of −∇ ⋅ a∇u = 0 in {∣x∣ > r} (2.1)
for r > 0. The coefficient field a ∶ Rd → Rd×d in (2.1) is assumed to be bounded and uniformly elliptic
(coercive) in the sense that there exists λ ∈ (0,1) such that
∀ϕ ∈ C∞c (Rd) ∶ ∫ ∇ϕ ⋅ a∇ϕ ⩾ λ∫ ∣∇ϕ∣2 and ∀x ∈ Rd, ξ ∈ Rd ∶ ∣a(x)ξ∣ ⩽ ∣ξ∣. (2.2)
For a constant matrix ahom satisfying (2.2) we introduce the notion of first-order correctors: For
k = 1, . . . , d, the first-order scalar corrector φk is defined as a correction of the linear function xk so
that it becomes a-harmonic, i.e. −∇ ⋅ a∇(xk + φk) = 0 in Rd, (2.3)
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while the first-order flux corrector σi ∈ L2loc(Rd×d) provides a correction for the flux a∇(xi + φi) =
a(ei +∇φi) by solving
a(ei +∇φi) − ahomei = ∇ ⋅ σi, σi skew, (2.4)
where (∇ ⋅ σi)j = ∂kσijk.
In a similar way, we define the second-order scalar correctors as corrections of second order ahom-
harmonic polynomials so that they become a-harmonic: Let E denote the set of d × d-symmetric
matrices E ∈ Rd×d for which Eijxixj is ahom-harmonic. Equivalently, E is the set of all symmetric
matrices such that we have Eijahom,ij = 0. Given Eijxixj , we define ψE as a function solving
−∇ ⋅ a∇(Eij(xixj + φjxi + φixj) + ψE) = 0. (2.5)
Although the previous equation is not enough to define a unique ψE , in our statements we require
further conditions on ψE so that it is uniquely defined (up to a constant). Since ψE is linear in
E ∈ E , we formally introduce the family of functions ψ ∶= {ψij}di,j=1 such that ψE = Eijψij and so
that equation (2.5) may be reformulated as
−∇ ⋅ a∇(Eij(xixj + xiφj + φixj + ψij)) = 0. (2.6)
For notational convenience, we work with the functions ψij instead of ψE , bearing in mind that
they are well-defined only as long as we take a linear combination with coefficients belonging to E .
Given E ∈ E and a constant vector CE ∈ Rd, we define the corresponding second-order flux
corrector ΨE : Motivated by the following computation
a∇(xixj+xiφj + φixj + ψij)= xia(ej +∇φj) + xja(ei +∇φi) + eiaφj + ejaφj + a∇ψij
(2.3)= xi(ahomej + (∇ ⋅ σj)) + xj(ahomei + (∇ ⋅ σi)) + eiaφj + ejaφj + a∇ψij= ahom∇(xixj) +∇ ⋅ (xiσj + xjσi) + ((aφi − σi)ej + (aφj − σj)ei + a∇ψij),
(2.7)
we see that for E ∈ E
Eij [a∇(xixj + xiφj + φixj + ψij) − ahom∇(xixj) −∇ ⋅ (xiσj + xjσi)]= Eij((aφi − σi)ej + (aφj − σj)ei + a∇ψij).
Since the l.h.s. is divergence-free, so is the r.h.s. and this allows us to introduce the second-order
flux corrector ΨE defined through
∇ ⋅ΨE = Eij ((aφi − σi)ej + (aφj − σj)ei + a∇ψij) − CE , ΨE skew. (2.8)
As mentioned above, the functions ψij are not themselves well-defined, and we need to consider
only linear combinations resulting in ψE for E ∈ E . Since the same is true for the flux corrector
ΨE and the vector CE , we allow ourselves to use the same understanding as for {ψij}di,j=1 for the
family {Ψij}di,j=1 and a tensor C ∈ Rd×d×d solving for i, j = 1, ..., d∇ ⋅Ψij = (aφi − σi)ej + (aφj − σj)ei + a∇ψij − Cij , Ψij skew. (2.9)
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Since both φ and ψ serve as a “correction” of respectively linear and quadratic polynomials, it
is sensible to require that these object grow less than the polynomials that they correct, i.e. that
φ grows sublinearly at infinity and that ψ grows subquadratically. It follows from their definition
that the same should be respectively required for σ and Ψ.
The introduction of ahom and C looks so far totally arbitrary: For a given ahom we define accord-
ingly the first-order corrector (φi, σi)i=1,...,d and by fixing in addition the tensor C, we introduce
also the second-order corrector (ψij ,Ψij)i,j=1,...,d. In the context of homogenization, either periodic
or stochastic, both ahom and C are chosen and defined via a representation formula; in particular,
in this case the matrix ahom corresponds to the homogenized coefficient, in the sense that on large
scales the behavior of solutions associated to the heterogeneous operator to −∇ ⋅ a∇ resemble the
one of solutions associated to −∇ ⋅ ahom∇. In this case, the notion of correctors is well-established
and understood: We comment more on this after the main result.
If a is not symmetric, then the adjoint correctors (φ∗i , σ∗i )i=1,...,d and ψ∗E solve the equations
(2.3)-(2.4) and (2.6) with a and ahom substituted by their transposed a
t and athom. Note that the
space E associated to ahom coincides with the one analogously defined for the transposed athom.
Moreover, as for ψE , we may formally consider the basis (ψ∗ij)i,j=1,...,d. Since it is not needed for
our results, in the sake of simplicity we do not consider also the adjoint corrector (Ψ∗ij)i,j=1,...,d:
This in fact requires the introduction also of a new tensor C∗ whose relationship with C cannot be
made explicit in such a general setting. In the context of homogenization C∗ is univoquely related
to the choice of the tensor C. We prove also this claim in the Appendix 2.4.
Notation. We shall denote by C = C(⋅) a generic constant, the value of which depends only
on the arguments in the parentheses, and whose value may change throughout the computation.
The symbols ≲ and ≳ indicate that the estimates hold up to a multiplicative constant C, e.g.,
a ≲ b stands for a ⩽ Cb. All integrals without specified domain of integration are understood as
integrals over the whole space Rd and, unless stated otherwise, are assumed to be with respect to
the x-variable. Finally, throughout the whole chapter we use Einstein’s summation convention over
repeated indices.
2.2 Main results
This section contains the main results of this chapter and is organized as follows: We first give the
main statements in a purely deterministic setting and only afterwards we give the application of
the theorems to the context of homogenization and we discuss the generality of our assumptions.
In Subsection 2.2.2 we give and prove some auxiliary results for Theorem 15 and 16, together with
another approximation result for a-harmonic functions (Theorem 18). In Subsection 2.2.3 we finally
argue the two main theorems.
Theorem 15. Let k ≥ 0 and d > 2. Suppose that for a matrix ahom satisfying (2.2) and for a tensorC both correctors (φ,σ) and (ψ,Ψ), defined by (2.3), (2.4), (2.6), (2.9), and the adjoints (φ∗, σ∗)
and ψ∗ exist and grow sublinearly at the origin in the sense that there exist 0 < β2 < β1 < 1 and a
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radius r∗ <∞ such that for r ⩾ r∗ and E ∈ E
( ∣x∣<r ∣(φ,σ)∣2)
1
2 + ( ∣x∣<r ∣(φ∗, σ∗)∣2)
1
2 ⩽ ( r
r∗ )1−β1 , (2.10)
( ∣x∣<r ∣(ψE ,ΨE) −
 
∣x∣<r(ψE ,ΨE)∣2)
1
2 + ( ∣x∣<r ∣ψ∗E −
 
∣x∣<r ψ∗E ∣2)
1
2 ⩽ ∣E∣ ( r
r∗ )1−β2 . (2.11)
Then for any finite-energy a-harmonic function u in the exterior domain {∣x∣ ⩾ r∗} with power-law
decay at infinity in the sense that for some C0 <∞ and k ≥ 0
( 1
rd
∫∣x∣>r ∣∇u∣2)
1
2 ≤ C0(r∗
r
)d−1+k( 1
rd∗ ∫∣x∣>r∗ ∣∇u∣2)
1
2
for all r ≥ r∗, (2.12)
there exist an ahom-harmonic function v in the same domain satisfying
sup{∣x∣>r∗} ∣x∣d−2+k ∣v(x)∣ ≤ C(d, k, λ, β1, β2)( 1r∗ ∫∣x∣>r∗ ∣∇u∣2)
1
2
(2.13)
and a function v˜ satisfying⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
−∇ ⋅ ahom∇v˜ = 1
2
∇ ⋅ (Cij∂ijv) for {∣x∣ ⩾ 2r∗}
sup{∣x∣>r∗} ∣x∣d−1+k ∣v˜(x)∣ ≤ C(d, k, λ, β1, β2, ∣C∣) ( 1r∗ ∫∣x∣>r∗ ∣∇u∣2)
1
2
,
(2.14)
such that for any r ⩾ 4r∗ we have
( 1
rd
∫∣x∣>r ∣∇(u − (1 + φi∂i+12(ψij −
 
Br∗
ψij)∂ij)v − (1 + φi∂i)v˜)∣2) 12
⩽ C(d, k, λ, β1, β2)(r∗
r
)(d−1+k)+1+β2( 1
rd∗ ∫∣x∣>r∗ ∣∇u∣2)
1
2
. (2.15)
The next statement is an extension of Theorem 15 and shows that we may localize the previous
estimate to a neighborhood of a point x0, provided that we control the growth of the correctors at
x0 as well:
Theorem 16. Under the assumptions of Theorem 15, let x0 ∈ Rd be such that ∣x0∣ ⩾ 4r∗. If we
assume that for (φ,σ) and (ψ,Ψ) the analogues of (2.10) and (2.11) centered at the point x0 hold,
namely that
( ∣x−x0∣<r ∣(φ,σ)∣2)
1
2 ⩽ ( r
r∗ )1−β1 for r ⩾ r∗, (2.16)
( ∣x−x0∣<r ∣(ψE ,ΨE) −
 
∣x−x0∣<r(ψE ,ΨE)∣2)
1
2 ⩽ ∣E∣ ( r
r∗ )1−β2 for r ⩾ r∗, E ∈ E , (2.17)
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then
( ∣x−x0∣<r∗ ∣∇(u − (1 + φi∂i+12(ψij −
 
Br∗
ψij)∂ij)v − (1 + φi∂i)v˜)∣2) 12
≤ C(d, k, λ, β1, β2)( r∗∣x0∣ )
(d−1+k)+1+β2( 1
rd∗ ∫∣x∣>r∗ ∣∇u∣2)
1
2
. (2.18)
Whenever k ≥ 1, the previous results may be extended also to the case d = 2. We note that in
the statement of Theorems 15 and 16 the terms in the form (ψij − ﬄBr∗ ψij)∂ijv and Cij∂ijv are
well-defined since the function v is by assumption ahom-harmonic in {∣x∣ ⩾ 2r∗}.
2.2.1 Application of Theorem 15 and Theorem 16 to homogenization.
In the context of homogenization our main result may be understood as an estimate on the
homogenization error : As mentioned above, in this case ahom is the homogenized coefficient and
therefore the term on the l.h.s. of (2.15) and (2.18) corresponds to the difference between an a-
harmonic function and a suitably corrected solution of the homogeneous equation. The structure of
the correction for the functions v and v˜, as well as the appearance of C in (2.14), is not surprising in
this case: This can be seen from the classical two-scale expansion (see [13], [2] for the periodic case
and [62] for the stochastic case), where the solution u of the heterogeneous equation is expanded
around the solution u0 of the corresponding homogenized problem. For the interested reader, we
give a self-contained and detailed display of this in the Appendix 2.4. We remark that the choice of
the correction for v and v˜ is such that it satisfies the following fundamental property: If we assume
that u and uhom are such that
−∇ ⋅ a∇u = ∇ ⋅ ahom∇uhom in D ⊆ Rd,
then the function given by
w = u − (1 + φi∂i + 1
2
ψij∂ij)uhom − (1 + φi∂i)u˜hom,
with u˜hom solving
−∇ ⋅ ahom∇u˜hom = ∇ ⋅ (Cij∂ijuhom) in D,
satisfies
−∇ ⋅ a∇w = ∇ ⋅ ((aψij −Ψij)∇∂ijuhom + (aφi − σi)∇∂iu˜hom) in D.
Notice that the r.h.s. of the equation solved by w is conveniently in divergence form and depends
only on the first and second order correctors and ∇2u˜hom and ∇3uhom. If D is unbounded, e.g.
D = {∣x∣ > r}, then assuming that the correctors are sublinearly growing, we might hope for the
gradient of ∇w to have a better decay than ∇uhom and ∇u˜hom.
The proof of this result is contained in the argument of Theorem 15 and 16.
99
As mentioned before, it is well-known that the correctors play a fundamental role in homoge-
nization. In periodic homogenization, once the correctors are constructed, the sublinearity auto-
matically follows by periodicity (in fact correctors in this case are not only sublinear, but bounded).
In stochastic homogenization, under the basic assumptions of stationarity and ergodicity for the
probability space on the coefficient fields, the existence of a sublinear φ is a well-known result and
dates back to the works of Kozlov [47] and Papanicolau and Varadhan [62]. Gloria, Neukamm
and Otto [30] show that also a sublinear σ exists. In [24], Fischer and Otto construct also the
second-order corrector ψE defined in (2.5), provided that the first-order corrector (φ,σ) satisfies
the following sublinear growth condition which is weaker than (2.10): Defining
r ∶= sup
R⩾r
1
R
( ∣x∣<R ∣φ∣2 + ∣σ∣2)
1
2
2,r ∶= ∞∑
m=0 min{1,2m+1/r}2m , (2.19)
they require
lim
r→∞ 2,r = 0, (2.20)
a condition equivalent to ∑∞m=0 2m <∞. If we assume that both (φ,σ) and ψE exist and have the
sublinear decay required by Theorem 15, it follows that we may define a C such that
∣EjiCji∣ ≲ ∣E∣ for all E ∈ E (2.21)
and ΨE introduced in (2.9) exists for every E ∈ E . In addition, this choice of C is such that if a is
symmetric, then for every i, j, k = 1, ..., d
Cijk + Ckji + Cikj = 0. (2.22)
For completeness, we prove these claims in the Appendix 2.4.
We also remark that in the symmetric case (i.e. a = at) the statement of Theorem 15 is noticeably
simplified: Not only we do not need to distinguish the correctors with their adjoints, but we also do
not need to consider the function v˜. In fact, the r.h.s. of the equation in (2.14) depends only on the
symmetric part of C and therefore vanishes by (2.22). Thus, the function v˜ becomes ahom-harmonic
with a decay at infinity faster than v and it may be included in the definition of v itself.
Though the second-order corrector ψ serves as a correction to a quadratic function (and there-
fore a priori we only expect it to be subquadratic), we benefit from the use of the second-order
corrector only if it is sublinear, i.e., if we assume both (2.10) and (2.11). Since the first-order
corrector is expected to be one order better than the second-order corrector, requiring that β2 < β1
in the statement of the theorem should not be viewed as a loss of generality. The question of the
growth of (φ,σ) in the stochastic setting was addressed by Gloria, Neukamm and Otto [30] (see also
work of Fischer and Otto [25]). In the case of the second-order correctors (ψ,Ψ), methods similar
to the ones used in [30] should be sufficient to rigorously prove analogous estimates on their growth.
In fact, assuming that the ensemble satisfies a standard Spectral Gap estimate (see, e.g., [30] for
its definition), we expect (ψ,Ψ) to grow like a square-root in the case d = 3, and grow slower than
any positive power in d ⩾ 4 (see [12]).
The results of this section display a correspondence between the decay of the homogenization
error and the sublinearity exponent, of both the first-order and the second-order correctors. Our
aim is to show that if the a-harmonic function u has an appropriate rate of decay at infinity, then
the decay of the homogenization error is better by almost two orders. Moreover, we think that
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Theorem 15 and Theorem 16 may be further generalized: If the homogenization error is defined
using the two-scale expansion up to the order n with the help of higher-order correctors, then the
decay exponent of the homogenization error for any a-harmonic u with k vanishing invariant is
given by (d − 1 + k) + (n − 1) + β, provided the n-th order augmented corrector satisfies a condition
similar to (2.11). We give further comments on this issue along the proofs of the theorems.
Without going too much into details, let us mention few works in stochastic homogeniza-
tion which made use of the same techniques. First, in the periodic and discrete setting, Gloria,
Neukamm, and Otto [31] provide an estimate on the homogenization error in the H1 norm. In
the continuum setting, a pointwise estimate (even for the parabolic equation) was later obtained
by Gu and Mourrat [38]. Finally, based on the work of Mourrat and the last author [56], a better
understanding of fluctuations of the homogenization error was achieved by Gu and Mourrat [39]. In
[37], in the discrete setting with a diagonal (i.e. random conductance model), Gu uses a two-scale
expansion to further investigate the fluctuations of the homogenization error and proves moment
bounds and stationarity properties of higher-order correctors.
2.2.2 Auxiliary results
The fundamental ingredient in the proof of Theorem 15 and 16 is given by the large scale Ck,α-
regularity theory first introduced by Gloria, Neukamm and Otto [30] and then developed by Fischer
and Otto [24]. In this section we restate it and prove some consequences of this theory: Proposition
1 and 2 provide the main tools for the proof of the two main theorems, while Theorem 18 is an
approximation result for a-harmonic functions in exterior domains, in a different spirit with respect
to Theorem 15 and 16. Throughout this section we assume that a, ahom and C are fixed.
Before stating the results of this section, we need to introduce the notions of higher-order
correctors and vanishing invariants. As in [24], we generalize (2.6) to higher order. In particular,
for our purpose we do it for the transposed matrix at: For k ≥ 1, we denote with Pkahom the space
of ahom-harmonic homogeneous polynomials Pk of degree k. Note that Pkahom = Pkathom . For any
Pk ∈ Pkahom we define ψ∗Pk as solution of
−∇ ⋅ at∇(Pk + φ∗i ∂iPk + ψ∗Pk) = 0 (2.23)
(with the understanding that if k = 1, then ψ∗Pk ≡ 0). Under the mild sublinearity assumption (2.20)
for (φ∗, σ∗), Fischer and Otto [24] prove that for every Pk ∈ Pkahom and every k ≥ 1 there exists a
ψ∗Pk .
For k ≥ 1 we say that an a-harmonic function u defined in {∣x∣ > r0} has k vanishing invariants if
for 0 ≤ l ≤ k − 1
∫ ∇ηr0 ⋅ ((Pl + ∂iPlφ∗i + ψ∗Pl)a∇u − uat∇(Pl + ∂iPlφ∗i + ψ∗Pl)) = 0 for Pl ∈ P lahom , (2.24)
where ηr0(x) = η( xr0 ) and η is a cut-off function for {∣x∣ < 1} in {∣x∣ < 2}. We recall that here and
throughout the section we use the understanding that when k = 0,1, ψ∗Pk ≡ 0 for every Pk ∈ Pkahom .
We remark that requiring that u has one vanishing invariant (or equivalently the 0-th invariant
vanishing), means that u has vanishing flux, i.e.
∫ ∇ηr0 ⋅ (a∇u) = 0, (2.25)
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while the case k = 0 means that we do not have any requirements on u. We also note that by the
Divergence Theorem the l.h.s of (2.24) may be rewritten as
−∫
∂Br0
ν ⋅ (uat∇(Pl + ∂iPlφ∗i + ψ∗Pl)−(Pl + ∂iPlφ∗i + ψ∗Pl)a∇u)
= −∫
∂B2r0
ν ⋅ (uat∇(Pl + ∂iPlφ∗i + ψ∗Pl) − (Pl + ∂iPlφ∗i + ψ∗Pl)a∇u),
by either considering ηr0 or 1 − ηr0 . We speak of invariants since, by similar means, it follows from
(2.24) that the value of the boundary integral ∫∂Ω ν ⋅ (uat0∇P − Pa0∇u) does not depend on the
open set Ω, provided the latter contains {∣x∣ < 2r0}. In the constant-coefficient case (say a(x) = a0),
if Pka0 is the space of homogeneous a0-harmonic polynomials of degree k ≥ 0, we say that the k-th
invariant of an a0-harmonic function u in {∣x∣ > r0} vanishes if
∫ ∇ηr0 ⋅ (Pa0∇u − uat0∇P) = 0, for all P ∈ Pk0 .
A particular class of a0-harmonic functions in exterior domains which have the first k (0-th, 1-st,
..., (k − 1)-th) vanishing invariants is given by the k-th and higher order derivatives of the Green
function G associated to −∇ ⋅a0∇: In this case it is clear that prescribing that the first k invariants
vanish (starting from the 0-th) corresponds to requiring that the function decays at least as fast as∣x∣−(d−2+k) at infinity. Keeping in mind as a prototype the Green function G, (2.24) generalizes, with
the help of the scalar correctors ψ∗Pk , the concept of vanishing invariants to the case of a-harmonic
functions in exterior domains.
In the next theorem we summarize the large-scale Ck,α-theory for a-harmonic functions (Lemma
2 in [30] for k = 1 and Theorem 3 in [24] for k ≥ 2). For our purpose, we state the result for the
adjoint problem.
Theorem 17. Let k ⩾ 1, 0 < α < 1, and let us assume that (φ∗, σ∗) satisfy the growth condition
(2.20). Let r0 ≥ 1 be large enough so that 2,r0 ⩽ 0 for some 0 = 0(d, λ, k,α). Then for any
r0 ⩽ r ⩽ R and any at-harmonic function u in BR, it holds
inf
Pκ∈Pκahom ,
1≤κ≤k
( ∣x∣<r ∣∇u−∇ k∑κ=1(Pκ+∂iPκφ∗i +ψ∗Pκ)∣2)
1
2 ⩽ C(d, λ, k,α) ( r
R
)k−1+α ( ∣x∣<R ∣∇u∣2)
1
2
. (2.26)
In particular, when k = 1 it is enough to assume 2,r0 ⩽ 0 without (2.20).
From Theorem 17 we obtain two propositions:
Proposition 1. Let l ≥ 0, β ∈ (0,1), d ≥ 2, and let us assume that the growth condition (2.20)
holds for (φ∗, σ∗). Let r0 ≥ 1 be large enough such that 2,r0 ≤ 0 for some 0 = 0(d, λ, l, β) ≪ 1.
We consider a finite-energy solution w of
−∇ ⋅ a∇w = ∇ ⋅ h in {∣x∣ > r0}, (2.27)
with h ∈ L2({∣x∣ > r0};Rd) satisfying
( 1
rd
∫∣x∣>r ∣h∣2)
1
2 ≤ (r0
r
)d+(l−1)+β( 1
rd0
∫∣x∣>r0 ∣h∣2)
1
2
for r ≥ r0. (2.28)
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For η, a cut-off function for {∣x∣ ⩽ 1} in {∣x∣ ⩽ 2}, we define its rescaled version ηr(⋅) ∶= η( ⋅r ).
Assuming that for every 0 ≤ κ ≤ l and Pκ ∈ Pκahom
lim
r→+∞∫ ∇ηr ⋅ ((Pκ + ∂iPκφ∗i + ψ∗Pκ)a∇w −wat∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)) = 0, (2.29)
we have
( 1
rd
∫∣x∣>r ∣∇w∣2)
1
2 ≤ C(d, λ, l, β)(r0
r
)d+(l−1)+β( ∣x∣>r0 ∣∇w∣2 + 1rd0 ∫∣x∣>r0 ∣h∣2)
1
2
for r ≥ 2r0.
(2.30)
We recall that, in the sake of notational simplicity, we assume that ψ∗Pk ≡ 0 for k ∈ {0,1}.
Roughly speaking, Proposition 1 shows that, provided that the solution of an equation in the
form of (2.27) has enough vanishing invariants, we may transfer the L2-decay at infinity of the r.h.s.
h to the gradient of the solution ∇w. Note that, though h and ∇w in (2.27) live on the same level,
the previous statement is not true in general since we may always perturb the solution w with an
a-harmonic function having a slower decay at infinity (e.g. by adding the Green function).
Since the work of Gloria, Neukamm, and Otto [30, (15) in Lemma 2], we know that any a-
harmonic function u satisfies
ﬄ
Br
∣∇u∣2 ⩽ C(d, λ) ﬄ
BR
∣∇u∣2, provided r ⩽ R are above certain scale.
The next result is an extension of such C1,0-estimate to the case of equation with non-zero r.h.s.:
Proposition 2. Let us assume that for h ∈ L2({∣x∣ < R};Rd) a function w ∈ L2({∣x∣ < R}) solves
−∇ ⋅ a∇w = ∇ ⋅ h in {∣x∣ < R}. (2.31)
If there exists r0 ≤ R such that
( 
Br
∣(φ,σ) −  
Br
(φ,σ)∣2) 12 ≤ 0r, for r0 ≤ r ≤ R, (2.32)
for some 0 = 0(d, λ) ≪ 1, then we have
( 
Br0
∣∇w∣2) 12 ≤ C(d, λ)(⌊log(R/r0)⌋∑
i=0 (
 
An
∣h∣2) 12 + ( 
BR
∣∇w∣2) 12 ), (2.33)
where An ∶= {2n−1r0 ⩽ ∣x∣ ⩽ 2nr0} for n ⩾ 1 and A0 ∶= {∣x∣ ⩽ r0}.
In the following theorem we state that, provided that the correctors have an appropriate sublin-
ear growth, the space of a-harmonic functions in an exterior domain with a given power law decay
may be approximated by a finite dimensional space. This result generalizes to the non-constant
coefficient case a well-known Liouville-type property for decaying harmonic functions (i.e. decaying
solutions of (2.1) with △u = 0). Moreover, we also show that the dimension of the approximating
space is independent of the coefficient field a.
Theorem 18. Let k ⩾ 1, d > 2, and let us assume that (φ∗, σ∗) satisfy the growth condition
(2.20). Let also r0 be large enough so that 2,r0 ⩽ 0 for some 0 = 0(d, λ, k). Then there exists a
finite dimensional linear space Hk of a-harmonic functions in the exterior domain {∣x∣ > r0} and a
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constant C = C(d, λ, k), such that for any decaying a-harmonic function u in this exterior domain
and any R ⩾ r0 we have
inf
U∈Hk( 1Rd ∫∣x∣>R ∣∇u −∇U ∣2)
1
2 ⩽ C (r0
R
)d+k ( 1
rd0
∫
r0<∣x∣<2r0 ∣∇u∣2)
1
2
. (2.34)
Moreover, the dimension of Hk is the same as the dimension of the analogous space in the Euclidean
setting (the case a = I).
While we stated Theorem 18 only in the case d > 2, by inspecting its proof one realizes that it
also holds in the case d = 2 provided we state it only for functions u with vanishing flux (see (2.25)).
Next, we note that the spaces Hk cannot be uniquely defined. For example, in the Euclidean case
the space H1 may be spanned by the fundamental solution Ghom and its first derivatives ∂iGhom,
but it may also be chosen as generated by the same family of functions perturbed by higher-
order derivatives of Ghom: Since ∇∂iGhom decays like ∣x∣−d, we see that in the estimate (2.34) the
difference between ∇u and ∇U has by one power better decay than ∇U . In the Euclidean case,
Arnold [9] draws an analogy between the fundamental solution and its derivatives and harmonic
polynomials. In particular, he shows that the dimension of Hk is the same as the dimension of
harmonic polynomials with degree at most k. For example, in the Euclidean case H2 consists of
Ghom, ∇Ghom, and ∇2Ghom, and its dimension is 1 + d + (d(d+1)2 − 1). We remark that the −1 in
the previous formula stems from the fact that ∆Ghom = ∑di=1 ∂2xixiGhom = 0, i.e., second derivatives{∂xixjGhom}1⩽i⩽j⩽d are not linearly independent.
Proof of Proposition 1 and Proposition 2. In the proofs of the two propositions we will
use the following auxiliary lemma, which can be viewed as an improvement of Theorem 17 in
the sense that we may replace the harmonic polynomials {Pκ}1≤κ≤l, appearing in the l.h.s of the
excess inequality (2.26) and chosen as the best approximation in the intrinsic sense on scale r,
by polynomials which are independent of r. For our purpose we state this lemma for the adjoint
problem.
Lemma 19. Let l ≥ 0, d ≥ 2, α ∈ (0,1) , and let us assume that the growth condition (2.20) holds
for (φ∗, σ∗). Let r0 ≥ 1 be large enough such that 2,r0 ≤ 0 for some 0 = 0(d, λ, l, α) ≪ 1. Given
R ≥ r0 and an at-harmonic u in {∣x∣ < R} we define
(P¯1, ..., P¯l) ∶= argmin
Pκ∈Pκahom ,
1≤κ≤l
( 
Br0
∣∇u − ∑
1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
. (2.35)
Then for every r0 ≤ r ≤ R it holds that
( 
Br
∣∇u − ∑
1≤κ≤l∇(P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)∣2)
1
2 ≲ ( r
R
)l−1+α( ∣x∣<R ∣∇u∣2)
1
2
(2.36)
and
∑
1≤κ≤l ∣∣∣P¯κ∣∣∣rκ−1 ≲ (
 
∣x∣<r ∣∇u∣2)
1
2 ≲ ( ∣x∣<R ∣∇u∣2)
1
2
. (2.37)
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Proof of Lemma 19. Throughout the proof ≲ denotes ⩽ C, where C is a generic constant that
only depends on d, λ, l, α. For Pκ ∈ Pκahom we define ∣∣∣Pκ∣∣∣ ∶= sup∣x∣<1 ∣Pκ(x)∣. We note that since
m(κ, d) ∶= dim(Pκahom) < +∞, all the norms of this space are equivalent (up to a constant depending
on κ ≤ l and d and thus ≲ 1). Moreover,∣∣∣∂βPκ∣∣∣ ≲ ∣∣∣Pκ∣∣∣, for 1 ≤ ∣β∣ ≤ κ. (2.38)
We first claim that for every r ≥ r0 and any Pκ ∈ Pkahom , 1 ≤ κ ≤ l we have the following
non-degeneracy condition
( ∣x∣<r ∣ ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2 ∼ ∑
1≤κ≤l ∣∣∣Pκ∣∣∣ rκ−1. (2.39)
We show the upper bound by estimating
( ∣x∣<r ∣ ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
≲ ∑
1≤κ≤l(
 
∣x∣<r ∣∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
≲ ∑
1≤κ≤l ∣∣∣Pκ∣∣∣(rκ−1 + rκ−2(
 
∣x∣<r ∣φ∗∣2) 12 + rκ−1(
 
∣x∣<r ∣∇φ∗ + Id∣2) 12 ) + (
 
∣x∣<r ∣∇ψ∗Pκ ∣2)
1
2
.
(2.40)
Assumption (2.20) and the choice of r0 imply that
( ∣x∣<r ∣φ∗∣2) 12 ≲ 0r. (2.41)
Equation (2.3) and Caccioppoli’s inequality yield
( ∣x∣<r ∣∇φ∗ + Id∣2) 12 ≤ r−1(
 
∣x∣<2r ∣φ∗ + x∣2) 12 (2.42)
and thus also
( ∣x∣<r ∣∇φ∗ + Id∣2) 12 ≲ (1 + 0).
Moreover, by [24, Theorem 10] we have that
( ∣x∣<r ∣∇ψ∗Pκ ∣2)
1
2 ≲ 0∣∣∣Pκ∣∣∣rκ−1. (2.43)
Inserting the previous inequalities into the r.h.s of (2.40) we conclude
( ∣x∣<r ∣ ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2 ≲ ∑
1≤κ≤l ∣∣∣Pκ∣∣∣rκ−1.
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We now tackle the lower bound: By Poincare´’s inequality we write
( ∣x∣<r ∣ ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2 ≳ r−1 inf
a∈R(
 
∣x∣<r ∣ ∑1≤κ≤lPκ + ∂iPκφ∗i + ψ∗Pκ − a∣2)
1
2
,
so that the triangle inequality yields
( ∣x∣<r ∣ ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
≳ r−1 inf
a∈R(
 
∣x∣<r ∣ ∑1≤κ≤lPκ − a∣2)
1
2 − r−1 inf
a∈R(
 
∣x∣<r ∣ ∑1≤κ≤l∂iPκφ∗i + ψ∗Pκ − a∣2)
1
2
. (2.44)
By the transversality of the homogeneous polynomials {Pκ}1≤κ≤k, it holds that
r−1 inf
a∈R(
 
∣x∣<r ∣ ∑1≤κ≤lPκ − a∣2)
1
2 ≳ ∑
1≤κ≤l ∣∣∣Pκ∣∣∣rκ−1.
It thus remains to estimate the second term on the r.h.s. of (2.44): By choosing a = ﬄ ψ∗Pκ , we
apply the triangle-inequality and (2.41) to get
r−1 inf
a∈R(
 
∣x∣<r ∣ ∑1≤κ≤l∂iPκφ∗i + ψ∗Pκ − a∣2)
1
2 ≲ r−1(∣∣∣Pκ∣∣∣0rκ + ( ∣x∣<r ∣ψ∗Pκ −
 
ψ∗Pκ ∣2) 12 ).
Poincare´’s inequality in {∣x∣ < r} and (2.43), combined with the fact that 0 ≪ 1, yield (2.39).
As a second step we prove that if u is at-harmonic in {∣x∣ < R}, and we define for every r0 ≤ r ≤ R
(P r1 , ..., P rl ) ∶= argmin
Pκ∈Pκahom ,
1≤κ≤l
( ∣x∣<r ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
, (2.45)
then
∑
1≤κ≤l ∣∣∣P rκ − PRκ ∣∣∣Rκ−1 ≲ infPκ∈Pκahom ,
1≤κ≤l
( ∣x∣<R∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
. (2.46)
By dyadic decomposition and the triangle-inequality, it is enough to show that for r < r′ ≤ 2r
∑
1≤κ≤l ∣∣∣P rκ − P r′κ ∣∣∣Rκ−1 ≲ ( rR)
α
inf
Pκ∈Pκahom ,
1≤κ≤l
( ∣x∣<R ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
.
Since 1 ≤ κ ≤ l it is enough to prove that
∑
1≤κ≤l ∣∣∣P rκ − P r′κ ∣∣∣rκ−1 ≲ ( rR)
l−1+α
inf
Pκ∈Pκahom ,
1≤κ≤l
( ∣x∣<R ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
.
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By Theorem 17, the previous inequality holds as soon as we show that
∑
1≤κ≤l ∣∣∣P rκ − P r′κ ∣∣∣rκ−1 ≲ infPκ∈Pκahom ,
1≤κ≤l
( ∣x∣<r ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
+ inf
Pκ∈Pκahom ,
1≤κ≤l
( ∣x∣<r′ ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
.
This is obtained from (2.39) applied to (P r1 − P r′1 , ..., P rk − P r′k ), the triangle inequality and the
definition (2.45). We thus established (2.46).
We are now ready to prove (2.36): By the triangle inequality (and the linearity of ψ∗Pk) we
indeed have that for r ≥ r0
( 
Br
∣∇u − ∑
1≤κ≤l∇(P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)∣2)
1
2
≲ ( 
Br
∣∇u − ∑
1≤κ≤l∇(P rκ + ∂iP rκφ∗i + ψP rκ )∣2)
1
2
+ ( ∣x∣<r ∣ ∑1≤κ≤l∇(P¯κ − P rκ + ∂i(P¯κ − P rκ)φ∗i + ψP¯κ−P rκ )∣2)
1
2
(2.26),(2.39)≲ ( r
R
)l−1+α( 
BR
∣∇u∣2) 12 + ∑
1≤κ≤l ∣∣∣P¯κ − P rκ ∣∣∣rκ−1.
Recalling the definition (2.35), we may apply to the second term in the r.h.s. estimate (2.46) with(r,R) substituted by (r0, r) and conclude that
( 
Br
∣∇u − ∑
1≤κ≤l∇(P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)∣2)
1
2
≲ ( r
R
)l−1+α( 
BR
∣∇u∣2) 12 + inf
Pκ∈Pκahom ,
1≤κ≤l
( ∣x∣<r ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
(2.26)≲ ( r
R
)l−1+α( 
BR
∣∇u∣2) 12 .
We finally turn to the argument for (2.37): For this purpose we first claim that for all radii r ⩾ r0
∑
1≤κ≤l ∣∣∣P rκ ∣∣∣rκ−1 + infPκ∈Pκahom ,
1≤κ≤l
( ∣x∣<r ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i +ψ∗Pκ)∣2)
1
2
≲ ( ∣x∣<r ∣∇u∣2)
1
2
. (2.47)
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That the second term on the l.h.s. is dominated by the r.h.s. is immediate. For the first term on
the l.h.s. we note that inequality (2.39), the triangle inequality in L2({∣x∣ < r}) and the definition
(2.45) yield
∑
1≤κ≤l ∣∣∣P rκ ∣∣∣rκ−1 ≲ (
 
∣x∣<r ∣ ∑1≤κ≤l∇(P rκ + ∂iP rκφ∗i + ψ∗P rκ )∣2)
1
2
⩽( ∣x∣<r ∣∇u − ∑1≤κ≤l∇(P rκ + ∂iP rκφ∗i + ψ∗P rκ )∣2)
1
2 + ( ∣x∣<r ∣∇u∣2)
1
2
= inf
Pκ∈Pκahom ,
1≤κ≤l
( ∣x∣<r ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2 + ( ∣x∣<r ∣∇u∣2)
1
2
.
Equipped with (2.47), and more importantly (2.46) and (2.26), we may now tackle (2.37). For
the first estimate in (2.37), we appeal to the triangle inequality, definition (2.35), inequality (2.46)
with (r,R) replaced by (r0, r), and (2.47):
∑
1≤κ≤l ∣∣∣P¯κ∣∣∣rκ−1 ⩽ ∑1≤κ≤l ∣∣∣P rκ ∣∣∣rκ−1 + ∑1≤κ≤l ∣∣∣P¯κ − P rκ ∣∣rκ−1(2.46)≲ ∑
1≤κ≤l ∣∣∣P rκ ∣∣∣rκ−1
+ inf
Pκ∈Pκahom ,
1≤κ≤l
( ∣x∣<r ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
(2.47)≲ ( ∣x∣<r ∣∇u∣2)
1
2
.
For the second estimate in (2.37), we use the triangle inequality in L2(Br) and in the Euclidean
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space, (2.26), (2.46), and (2.47):
( ∣x∣<r ∣∇u∣2)
1
2 (2.39)≲ ∑
1≤κ≤l ∣∣∣P rκ ∣∣∣rκ−1 + infPκ∈Pκahom ,
1≤κ≤l
( ∣x∣<r ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
≲ ∑
1≤κ≤l ∣∣∣PRκ ∣∣∣Rκ−1 + ∑1≤κ≤l ∣∣∣P rκ − PRκ ∣∣∣Rκ−1
+ inf
Pκ∈Pκahom ,
1≤κ≤l
( ∣x∣<r ∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
(2.46)≲ ∑
1≤κ≤l ∣∣∣PRκ ∣∣∣Rκ−1
+ max
ρ∈{r,R}( infPκ∈Pκahom ,
1≤κ≤l
( 
Bρ
∣∇u − ∑
1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2 )
(2.26)≲ ∑
1≤κ≤l ∣∣∣PRκ ∣∣∣Rκ−1
+ inf
Pκ∈Pκahom ,
1≤κ≤l
( ∣x∣<R∣∇u − ∑1≤κ≤l∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
(2.47)≲ ( ∣x∣<R ∣∇u∣2)
1
2
.
Equipped with Lemma 19 we give the argument for Proposition 1:
Proof of Proposition 1. Without loss of generality, we may assume that r0 = 1 and∫∣x∣>1 ∣∇w∣2 + ∫∣x∣>1 ∣h∣2 = 1. As a first step, we show that there exists a w¯ (with square integrable
gradient), h¯, and f¯ defined on Rd (in contrast with w, which is not defined in B1) such that−∇ ⋅ a∇w¯ = ∇ ⋅ h¯ + f¯ , (2.48)
with ∇w¯ = ∇w in {∣x∣ ⩾ 2}, supp h¯ ⊆ {∣x∣ ⩾ 1}, supp f¯ ⊆ {∣x∣ ⩽ 2}. (2.49)
The terms f¯ and h¯ on the r.h.s. of (2.48) satisfy the estimates
(∫ ∣f¯ ∣2) 12 ≲ 1, (2.50)
(∫∣x∣⩾r ∣h¯∣2)
1
2 ≲ 1
r
d
2+l−1+β for r ⩾ 1. (2.51)
To argue (2.48)-(2.51) we select a cut-off function η for {∣x∣ ⩾ 2} in {∣x∣ ⩾ 1} and set
w¯ ∶= η(w −wavg), h¯ ∶= ηh − (w −wavg)a∇η, f¯ ∶= −∇η ⋅ (a∇w + h),
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where wavg is the average of w on the annulus {1 ⩽ ∣x∣ ⩽ 2}. By the choice of η, (2.49) is clearly
satisfied. Since
∇w¯ = η∇w + (w −wavg)∇η and thus − a∇w¯ − h¯ = −η(a∇w + h),
we infer from (2.27) that also (2.48) holds. The estimate (2.50) on f¯ follows from the assumptions
on a, w and (2.28) on h. For the estimate (2.51) on h¯, we note that for the contribution to h¯ given
by ηh , the estimate immediately translates from (2.28); for the term −(w−wavg)a∇η we note that
it is supported in {1 ⩽ ∣x∣ ⩽ 2} and estimated by a multiple of ∣w − wavg∣. Therefore, the desired
estimate follows from Poincare´’s inequality with mean value zero on the annulus {1 ⩽ ∣x∣ ⩽ 2}.
We now claim that, relying on the asymptotically vanishing invariants (2.29), we have that
∫ f¯ = 0, ∫ (∇(Pκ + ∂iPκφ∗i + ψ∗Pκ) ⋅ h¯ − (Pκ + ∂iPκφ∗i + ψ∗Pκ)f¯) = 0 for 1 ≤ κ ≤ l. (2.52)
The first identity above immediately follows from the support properties of η and equation (2.27).
For a fixed 1 ≤ κ ≤ l we observe that for ηr as in the statement of Proposition 1 it holds for any
r ≥ 1
∫ ηr(∇(Pκ + ∂iPκφ∗i + ψ∗Pκ) ⋅ h¯ − (Pκ + ∂iPκφ∗i + ψ∗Pκ)f¯)= ∫ ∇(ηr(Pκ + ∂iPκφ∗i + ψ∗Pκ)) ⋅ h¯ − ∫ ηr(Pκ + ∂iPκφ∗i + ψ∗Pκ)f¯ − ∫ ∇ηr ⋅ ((Pκ + ∂iPκφ∗i + ψ∗Pκ)h¯)
(2.48)= ∫ ∇(ηr(Pκ + ∂iPκφ∗i + ψ∗Pκ)) ⋅ a∇w¯ − ∫ ∇ηr ⋅ ((Pκ + ∂iPκφ∗i + ψ∗Pκ)h¯).
Moreover, since by (2.23) it holds
∫ ηr∇(Pκ + ∂iPκφ∗i + ψ∗Pκ) ⋅ a∇w¯ = −∫ ∇ηr ⋅ (w¯a∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)),
we infer from the previous two calculations and the support properties of ηr that for every r ⩾ 2
∫ ηr(∇(Pκ + ∂iPκφ∗i +ψ∗Pκ) ⋅ h¯ − (Pκ + ∂iPκφ∗i + ψ∗Pκ)f¯)= ∫ ∇ηr ⋅ ((Pκ + ∂iPκφ∗i + ψ∗Pκ)a∇w¯ − w¯at∇(Pκ + ∂iPκφ∗i + ψ∗Pκ))− ∫ ∇ηr ⋅ ((Pκ + ∂iPκφ∗i + ψPκ)h¯)
(2.49)= ∫ ∇ηr ⋅ ((Pκ + ∂iPκφ ∗i +ψ∗Pκ)a∇w −wat∇(Pκ + ∂iPκφ∗i + ψ∗Pκ))− ∫ ∇ηr ⋅ ((Pκ + ∂iPκφ∗i + ψ∗Pκ)h),
where in the last line we may substitute w¯ with w thanks to (2.23).
Therefore, if we take the limit for r → +∞ in the previous identity, we may conclude (2.52) by
assumption (2.29) provided that
∫ ∣∇(Pκ + ∂iPκφ∗i + ψ∗Pκ) ⋅ h¯ − (Pκ + ∂iPκφ∗i + ψ∗Pκ)f¯ ∣ < +∞ (2.53)
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and
lim
r→+∞∫ ∇ηr ⋅ ((Pκ + ∂iPκφ∗i + ψ∗Pκ)h) = 0. (2.54)
By the definition of ηr, using Ho¨lder’s inequality we get
∣∫ ∇ηr ⋅ ((Pκ + ∂iPκφ∗i + ψ∗Pκ)h)∣ ≤ r−1(∫
r<∣x∣<2r ∣Pκ + ∂iPκφ∗i + ψ∗Pκ ∣2)
1
2 (∫∣x∣>r ∣h∣2)
1
2
(2.28)≲ r−(l+β)( ∣x∣<2r ∣Pκ + ∂iPκφ∗i + ψ∗Pκ ∣2)
1
2
,
and claim that for r big enough
( ∣x∣<2r ∣Pκ + ∂iPκφ∗i + ψ∗Pκ ∣2)
1
2 ≲ ∣∣∣Pκ∣∣∣rκ. (2.55)
Since κ ≤ l, this yields (2.54). To argue (2.55) we estimate the l.h.s. by
( ∣x∣<2r ∣Pκ + ∂iPκφ∗i + ψ∗Pκ ∣2)
1
2 ≤ ( ∣x∣<2r ∣Pκ + ∂iPκφ∗i + ψ∗Pκ − ∫∣x∣<1 ψ∗Pκ ∣2)
1
2 + ∣∫∣x∣<1 ψPκ ∣
≤ ∣∣∣Pκ∣∣∣(rκ + rκ−1( ∣x∣<r ∣φ∗∣2) 12 + (
 
∣x∣<2r ∣ψ∗Pκ − ∫∣x∣<1 ψ∗Pκ ∣2) 12 )+ ∣∫∣x∣<1 ψ∗Pκ ∣,
and observe that, thanks to the assumption on r0, estimate (2.55) is implied if we show that
( ∣x∣<r ∣ψ∗Pκ − ∫∣x∣<1 ψ∗Pκ ∣2) 12 ≲ ∣∣∣Pκ∣∣∣0rκ. (2.56)
To show the previous estimate we bound
( ∣x∣<r ∣ψ∗Pκ − ∫∣x∣<1 ψ∗Pκ ∣2) 12 ≲ (
 
∣x∣<r ∣ψ∗Pκ − ∫∣x∣<r ψ∗Pκ ∣2) 12 + ∣
 
∣x∣<r ψ∗Pκ − ∫∣x∣<1 ψ∗Pκ ∣,
which, appealing to Poincare´’s inequality and (2.43) of Lemma 19, is controlled by
( ∣x∣<r ∣ψ∗Pκ − ∫∣x∣<1 ψ∗Pκ ∣2) 12 ≲ ∣∣∣Pκ∣∣∣rκ + ∣
 
∣x∣<r ψ∗Pκ − ∫∣x∣<1 ψ∗Pκ ∣.
By dyadic summation, Poincare´’s inequality and (2.43) we tackle also the second term:
∣ ∣x∣<r ψ∗Pκ − ∫∣x∣<1 ψ∗Pκ ∣ ≤ log r∑n=0 ∣
 
∣x∣<2n+1 ψ∗Pκ − ∫∣x∣<2n ψ∗Pκ ∣
≤ log r∑
n=0
 
∣x∣<2n ∣
 
∣x∣<2n+1 ψ∗Pκ − ψ∗Pk ∣ +
 
∣x∣<2n ∣ψ∗Pk − ∫∣x∣<2n ψ∗Pκ ∣
≤ 0∣∣∣Pκ∣∣∣ log r∑
n=0 2(n+1)κ ≲ ∣∣∣Pκ∣∣∣rκ.
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Therefore, inequality (2.56) holds, as so does (2.55) as well as (2.54).
It thus remain to argue (2.53): A decomposition in dyadic annuli, together with an application
of Ho¨lder’s inequality and the support properties (2.49), yields
∫ ∣∇(Pκ + ∂iPκφ∗i + ψ∗Pκ) ⋅ h¯ − (Pκ + ∂iPκφ∗i + ψ∗Pκ)f¯ ∣
≤ +∞∑
n=1(∫2n<∣x∣<2n+1 ∣∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2 (∫
2n<∣x∣<2n+1 ∣h¯∣2)
1
2
+ (∫∣x∣<2 ∣(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2 (∫∣x∣<2 ∣f¯ ∣2)
1
2
(2.50)−(2.51)≲ +∞∑
n=1 2−n(l−1+β)(
 
2n<∣x∣<2n+1 ∣∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
+ (∫∣x∣<2 ∣(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2
. (2.57)
Arguing as for (2.55), it immediately follows that the last term in (2.57) is finite. Using in addition
(2.23) and Caccioppoli’s inequality we may estimate
( 
2n<∣x∣<2n+1 ∣∇(Pκ + ∂iPκφ∗i + ψ∗Pκ)∣2)
1
2 ≲ 2−n( 
2n<∣x∣<2n+1 ∣Pκ + ∂iPκφ∗i + ψ∗Pκ − ∫∣x∣<1 ψPκ ∣2)
1
2
(2.56)≲ ∣∣∣Pκ∣∣∣2n(l−1),
and obtain (2.53) by inserting this last estimate into the r.h.s. of (2.57). We thus showed (2.52).
We finally prove (2.30) using a duality argument: For r ≥ 2 let h˜ ∈ L2(Rd;Rd) be supported in{∣x∣ > r} and let w˜ be the finite-energy solution of
−∇ ⋅ at∇w˜ = ∇ ⋅ h˜ in Rd. (2.58)
By the previous equation and (2.48) for w¯ it holds
∫ ∇w¯ ⋅ h˜ = ∫ ∇w˜ ⋅ h¯ − ∫ w˜f¯ ,
and by the second identity (2.52) with the choice of P¯1, ..., P¯k defined in (2.35) of Lemma 19, also
∫ ∇w¯ ⋅ h˜ = ∫ (∇w˜ − ∑
1≤κ≤l∇(P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)) ⋅ h¯ − ∫ (w˜ − ∑1≤κ≤l P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)f¯ .
Moreover, fixing
c ∶=  ∣x∣<2(w˜ − ∑1≤κ≤l P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ), (2.59)
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the first relation in (2.52) also allows us to rewrite
∫ ∇w¯ ⋅ h˜ = ∫ (∇w˜ − ∑
1≤κ≤l∇(P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)) ⋅ h¯ − ∫ (w˜ − ∑1≤κ≤l P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ − c)f¯ .
A decomposition into dyadic annuli, Ho¨lder’s inequality and (2.49) thus yield
∣∫ ∇w¯ ⋅ h˜∣ ≤ +∞∑
n=0(∫2n<∣x∣<2n+1 ∣∇w˜ − ∑1≤κ≤l∇(P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)∣2)
1
2 (∫
2n<∣x∣<2n+1 ∣h¯∣2)
1
2
+ (∫∣x∣<2 ∣w˜ − ∑1≤κ≤l P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ − c∣2)
1
2 (∫∣x∣<2 ∣f¯ ∣2)
1
2
.
We insert in the first sum the estimate (2.51) on h¯ while in the other term we appeal to the definition
of the constant c in (2.59) to apply Poincare´’s inequality and then use estimate (2.50) on f¯ . This
yields
∣∫ ∇w¯ ⋅ h˜∣ ≲ ∞∑
n=0( 12n )l−1+β (
 
B2n
∣∇w˜ − ∑
1≤κ≤l∇(P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)∣2)
1
2
. (2.60)
We now distinguish the case r ≤ 2n and r > 2n: If r > 2n, then we apply (2.36) of Lemma 19 and
get
( 
B2n
∣∇w˜ − ∑
1≤κ≤l∇(P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)∣2)
1
2 ≲ (2n
r
)l−1+α ( 
Br
∣∇w˜∣2) 12 .
In the case r ≤ 2n we have
( 
B2n
∣∇w˜ − ∑
1≤κ≤l∇(P¯κ+∂iP¯κφ∗i + ψ∗¯Pκ)∣2)
1
2
≤ ( 
B2n
∣∇w˜∣2) 12 + ( 
B2n
∣ ∑
1≤κ≤l∇(P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)∣2)
1
2
(2.39)≲ ( 
B2n
∣∇w˜∣2) 12 + ∑
1≤κ≤l ∣∣∣P¯κ∣∣∣2n(κ−1)
≲ ( 
B2n
∣∇w˜∣2) 12 + (2n
r
)l−1 ∑
1≤κ≤l ∣∣∣P¯κ∣∣∣rκ−1
(2.37)≲ ( 
B2n
∣∇w˜∣2) 12 + (2n
r
)l−1( 
Br
∣∇w˜∣2) 12 .
We now use the energy inequality for w˜
∫ ∣∇w˜∣2 ≤ ∫ ∣h˜∣2
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in the previous two inequalities and infer that
( 
B2n
∣∇w˜ − ∑
1≤κ≤l∇(P¯κ + ∂iP¯κφ∗i + ψ∗¯Pκ)∣2)
1
2
≲ { ( 2nr )l−1+α( 1r ) d2 for r > 2n( 2n
r
)l−1( 1
r
) d2 for r ≤ 2n }(∫ ∣h˜∣2)
1
2
.
Therefore, since α ∈ (0,1) in the statement of Theorem 1 could be arbitrarily chosen, we have
∣∫ ∇w¯ ⋅ h˜∣ ≲ (r−( d2+l−1+α) log r∑
n=0(2n)α−β + ∞∑n=log r( 12n )l−1+β(2
n
r
)l−1(1
r
) d2 )(∫ ∣h˜∣2) 12
≲ r−( d2+l−1+β)(∫ ∣h˜∣2) 12 .
Since the only constraint on h˜ was that it is supported in {∣x∣ > r} we conclude (2.30) by duality
and (2.49).
Proof of Proposition 2. We start by recalling that the assumption (2.32) implies (see [30,
(15) in Lemma 2]) for any a-harmonic function u in {∣x∣ < R′} the Mean Value Property
( ∣x∣<r ∣∇u∣2)
1
2 ≲ ( ∣x∣<R′ ∣∇u∣2)
1
2
for all r0 ≤ r ≤ R′ ⩽ R. (2.61)
By scaling we assume that r0 = 1 and without loss of generality that R = 2N , since otherwise
we can replace R with the largest 2N which is not larger than R. We decompose the function h on
the r.h.s. of (2.48) into (hn)n=0,...,N such that h0 is supported in A0 = {∣x∣ < 1} and hn is supported
in the annulus An = {2n−1 ⩽ ∣x∣ ⩽ 2n} for n = 1, . . . ,N . Let us define W = ∑Nn=0wn with wn the
finite-energy solution of −∇ ⋅ a∇wn = ∇ ⋅ hn in Rd. (2.62)
Since by (2.31) and by the definition of W the difference w −W is a-harmonic in {∣x∣ < R}, we
may appeal to (2.61) and the triangle inequality to get
( ∣x∣<1 ∣∇(W −w)∣2)
1
2 ≲( ∣x∣<R ∣∇(W −w)∣2)
1
2 ≲ ( ∣x∣<R ∣∇W ∣2)
1
2 + ( ∣x∣<R ∣∇w∣2)
1
2
≲ N∑
n=0(
 
∣x∣<R ∣∇wn∣2)
1
2 + ( ∣x∣<R ∣∇w∣2)
1
2
.
The energy estimate for (2.62) and the definition of hn also imply
( ∣x∣<1 ∣∇(W −w)∣2)
1
2 ≲( 1
R
) d2 N∑
n=0(∫ ∣hn∣2)
1
2 + ( ∣x∣<R ∣∇w∣2)
1
2
≲ N∑
n=0(
 
An
∣h∣2) 12 + ( ∣x∣<R ∣∇w∣2)
1
2
.
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Therefore, if we show that
( ∣x∣<1 ∣∇W ∣2)
1
2 ≲ N∑
n=0(
 
An
∣h∣2) 12 , (2.63)
using the triangle inequality we would get (2.33).
We argue (2.63) in the following way: For every n = 1, ...,N , the construction of hn and equation
(2.62) imply that the function wn is a-harmonic in {∣x∣ < 2n−1}, and thus we may use (2.61) and
the energy estimate for (2.62) to bound
( ∣x∣<1 ∣∇wn∣2)
1
2 ≲ ( ∣x∣<2n−1 ∣∇wn∣2)
1
2 ≲ ( 
An
∣h∣2) 12 .
In the case of n = 0, the energy estimate alone yields
( ∣x∣<1 ∣∇w0∣2)
1
2 ≲ ( ∣x∣<1 ∣h∣2)
1
2
.
Hence, for n = 0, ...,N , we have that
( ∣x∣<1 ∣∇wn∣2)
1
2 ≲( 
An
∣h∣2) 12 .
This, together with the triangle inequality for W
( ∣x∣<1 ∣∇W ∣2)
1
2 ⩽ N∑
n=0(
 
∣x∣<1 ∣∇wn∣2)
1
2
, (2.64)
allows us to conclude (2.63) and thus also the proof of Proposition 2.
Proof of Theorem 18. Throughout the proof ≲ denotes ⩽ C, where C is a generic constant
that only depends on the dimension d, the ellipticity ratio λ > 0, and the order k. As in Theorem 18,
also in the following auxiliary results of this section we assume that condition (2.20) holds.
The proof of Theorem 18 relies on the following Ck,1-estimate which follows from [24, Lemma
17]. Also in this case, we state the lemma for the adjoint problem:
Lemma 20. Let d ⩾ 2, k ⩾ 1, and let r0 be such that 2,r0 ⩽ 0 for some 0 ∶= 0(d, λ, k). Then for
any u, an at-harmonic function in Rd, we have for all r0 ⩽ r < R the Ck,1 decay estimate
Exck(r) ⩽ C(d, λ, k) ( r
R
)k ( 
BR
∣∇u∣2) 12 ,
where the k-th order excess is defined as
Exck(r) ∶= inf
Pκ∈Pκahom ,1⩽κ⩽k(
 
Br
∣∇u −∇ k∑
κ=1(Pκ + φ∗i ∂iPκ + ψ∗Pκ)∣2)
1
2
.
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Let N = N(k) ∶= ∑kl=0 dimP lahom denote the dimension of the space of ahom-harmonic polynomials
with degree at most k, and let P1, . . . , PN denote its basis, consisting of homogeneous polynomials.
Under the assumption of Lemma 20, for an element Pj in this basis we define the a-harmonic
function Aj ∶= Pj + φ∗i ∂iPj + (ψ∗Pj − ﬄB2r0 ψ∗Pj). Using the smallness of the correctors we see that
( 
B2r0
∣Aj ∣2) 12 = ( 
B2r0
∣Pj + φ∗i ∂iPj + (ψ∗Pj −  
B2r0
ψ∗Pj)∣2) 12
≲ rdegPj0 + rdegPj−10 ( 
B2r0
∣φ∗∣2) 12 + r0( 
B2r0
∣∇ψ∗Pj ∣2) 12 ≲ rdegPj0 .
(2.65)
where the last inequality is implied by the assumption (ﬄ
B2r0
∣φ∗∣2) 12 ⩽ r00 and Poincare´ inequality
together with the estimate on ∇ψ∗Pj
( 
B2r0
∣∇ψ∗Pj ∣2) 12 ≲ rdegPj−10 0, (2.66)
which immediately follows from (2.43).
In addition we have that {Aj}Nj=1 are independent: More precisely, we claim that for any coef-
ficients αl  
Br0
∣Aj +∑
l≠j αlAl∣2 ⩾ C(k, d)r2 degPj0 . (2.67)
Indeed, by the triangle inequality we have
(∫
Br0
∣Aj +∑
l≠j αlAl∣2)
1
2 ⩾ (∫
Br0
∣Pj +∑
l≠j αlPl∣2)
1
2
− (∫
Br0
∣φ∗i (∂iPj +∑
l≠j αl∂iPl) + (ψ∗Pj −
 
B2r0
ψ∗Pj) +∑
l≠j αl(ψ∗Pl −
 
B2r0
ψ∗Pl)∣2) 12 .
On the one hand, by the transversality of ahom-harmonic polynomials we have
(∫
Br0
∣Pj +∑
l≠j αlPl∣2)
1
2 ⩾ r d20
C(k, d)(r2 degPj0 +∑l≠j α2l r2 degPl0 ) 12 ,
while on the other hand the smallness assumption on the correctors and Ho¨lder’s inequality yield
(∫
Br0
∣φ∗i (∂iPj +∑
l≠j αl∂iPl) + (ψ∗Pj −
 
B2r0
ψ∗Pj) +∑
l≠j αl(ψ∗Pl −
 
B2r0
ψ∗Pl)∣2) 12
⩽ C(k, d)((r2(degPj−1)0 +∑
l≠j α
2
l r
2(degPl−1)
0 ) 12 sup
i
(∫
Br0
∣φ∗i ∣2) 12
+ (∫
Br0
∣ψ∗Pj −  
Br0
ψ∗Pj ∣2) 12 + sup
l≠j αl(∫Br0 ∣ψ∗Pl −
 
Br0
ψ∗Pl ∣2) 12 )
⩽ C(k, d)r d20 0(r2 degPj0 +∑
l≠j α
2
l r
2 degPl
0 ) 12 ,
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where the last inequality follows again from Poincare´ inequality and (2.66). Hence, (2.67) is obtained
provided 0 was chosen small enough.
In the following lemma we construct the space Hk, which in the constant-coefficient case is
spanned by the fundamental solution and its derivatives up to order k.
Lemma 21. Under the assumptions of Lemma 20 there exist N a-harmonic functions in the exte-
rior domain {∣x∣ > r0}, which we label w1, . . . ,wN , such that for i = 1, . . . ,N :
( 1
rd0
∫ ∣∇wi∣2) 12 ⩽ C(k, d)r1−degPi0 , (2.68)
and for i, j = 1, . . . ,N
1
rd0
∫ ∇ηr0 ⋅ (Aja∇wi −wiat∇Aj) = δij , (2.69)
where ηr(x) ∶= η(x/r) with η smooth cutoff function for {∣x∣ < 1} in {∣x∣ < 2} and with Aj = Aj ∶=
Pj + φ∗i ∂iPj + (ψ∗Pj − ﬄB2r0 ψ∗Pj) as in the proof of Lemma 20.
Proof. We seek the functions wi as solutions of−∇ ⋅ a∇wi = fi, (2.70)
for some fi ∈ L2(Rd) supported in Br0 that will be fixed later on in the proof. Since the Aj ’s are
at-harmonic, thanks to integration by parts and equation (2.70), the l. h. s. in (2.69) turns into
1
rd0
∫ ∇ηr0 ⋅ (Aja∇wi −wiat∇Aj) = 1rd0 ∫ ηr0Ajfi.
We define for j = 1, ...,N
fj ∶= κj(Aj −PjAj)χBr0 , κj ∶= rd0(∫Br0 ∣Aj −PjAj ∣2)−1, (2.71)
where Pj denotes the orthogonal projection with respect to the inner product (g, g′) ∶= ∫Br0 gg′,
onto the space spanned by {Ai}i≠j . We remark that the normalizing prefactors κj are well-defined
by (2.67). Thanks to the choice of κj , such fj ’s satisfy (2.69) and by inequality (2.67), the energy
estimate for (2.70) and the definition (2.71) also
1
rd0
∫ ∣∇wi∣2 ≲ r20  
Br0
∣fi∣2 = r20( 
Br0
∣Aj −PjAj ∣2)−1 (2.67)≲ r2−2 degPi0 .
With the help of wki constructed in Lemma 21 we now prove Theorem 18:
Proof of Theorem 18. By homogeneity, we may w. l. o. g. assume (ﬄ
r0<∣x∣<2r0 ∣∇u∣2) 12 = 1.
First we define w ∶= u−∑Nj=1 cjwj , with {wj}Nj=1 constructed in Lemma 21 and with the coefficients
cj ∶= r−d0 ∫ ∇ηr0 ⋅ (Aja∇u−uat∇Aj) chosen so that for any j = 1, . . . ,N and r ⩾ r0 we have by (2.69)
∫ ∇ηr ⋅ (Aja∇w −wat∇Aj) = 0. (2.72)
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We start by observing that by the assumption on u to solve (2.68) and (2.70)-(2.71) we have
−∇ ⋅ a∇w = 0 in Rd ∖Br0 . (2.73)
Moreover, the definition of cj and the a
t-harmonicity of Aj imply for any u¯ ∈ R that
cj = r−d0 ∫ ∇ηr0 ⋅ (Aja∇u − (u − u¯)at∇Aj)
and therefore that
∣cj ∣ (2.2)≲ r−10 (( 
B2r0
∣Aj ∣2) 12 + r0( 
B2r0
∣∇Aj ∣2) 12 )( 
r0<∣x∣<2r0 ∣∇u∣2)
1
2 ≲ rdegPj−10 ,
where to get the first estimate we fix u¯ ∶= ﬄ
r0<∣x∣<2r0 u and use Poincare´ inequality
∫
r0<∣x∣<2r0 ∣u − u¯∣2 ≲ r20 ∫r0<∣x∣<2r0 ∣∇u∣2.
For the second inequality, we used (2.65) and its analogue for ∣∇Aj ∣, which can be proved in a
similar way. Hence, this estimate on cj together with (2.68) implies that
 
r0<∣x∣<2r0 ∣∇w∣2 ⩽ C(k, d).
Though wj ’s are defined on the whole space (not only in the exterior domain), this is not the
case for u, and therefore also w is also defined only in the exterior domain. As a next step, we
extend w to the origin by defining w˜ ∶= η(w− w¯), where η is a smooth cut-off function for {∣x∣ > 2r0}
in {∣x∣ > r0}, and w¯ ∶= ﬄr0<∣x∣<2r0 w. Since w is a-harmonic in the exterior domain {∣x∣ > r0}, we get−∇ ⋅ a∇w˜ = −∇ ⋅ a(∇η(w − w¯) + η∇(w − w¯)) = f +∇ ⋅ g, (2.74)
where f = −∇η ⋅ a∇(w − w¯) and g = −a∇η(w − w¯) are supported in r0 < ∣x∣ < 2r0 and satisfy 
r0<∣x∣<2r0 ∣f ∣2 ⩽ C(k, d)r−20 (2.75)
and by Poincare´ inequality in the annulus r0 < ∣x∣ < 2r0 also 
r0<∣x∣<2r0 ∣g∣2 ⩽ C(k, d). (2.76)
We now want to use a duality argument: We consider an arbitrary vector field h ∈ L2(Rd,Rd)
supported in {∣x∣ > R}, with R ⩾ 2r0, and by W we denote the finite-energy solution of−∇ ⋅ at∇W = ∇ ⋅ h. (2.77)
Then by the support assumption on h we have that
∫ ∇w ⋅ h = ∫ ∇w˜ ⋅ h (2.74)−(2.77)= ∫ g ⋅ ∇W − fW. (2.78)
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We now claim that for any Pκ ∈ Pκahom , κ = 1, . . . , k
∫ ∇w ⋅ h = ∫ (−f + g ⋅ ∇)(W − κ∑
k=0(Pκ + φ∗i ∂iPκ + ψ∗Pκ)), (2.79)
which, by (2.78), follows once that we show that
∫ (−f + g ⋅ ∇)( κ∑
k=0(Pκ + φ∗i ∂iPκ + ψ∗Pκ)) = 0
In addition, since ∑κk=1(Pκ + φ∗i ∂iPκ + ψ∗Pκ) belongs to the span of {Aj}Nj=1, it is enough to show
that ∫ (−f + g ⋅ ∇)Aj = 0: From (2.72) with r = 2r0, integration by parts, the at-harmonicity of Aj
and (2.74) it holds
0 = ∫ ∇η2r0 ⋅ (Aja∇w −wat∇Aj) = ∫ ∇η2r0 ⋅ (Aja∇w˜ − w˜at∇Aj) = ∫ (f − g ⋅ ∇)(Aj).
We remark that in the second identity we use that w = w˜ in the support of ∇η2r0 and that ∇η2r0 = 0
on the support of f, g. Therefore, (2.79) holds.
Taking the absolute value in (2.79) and applying Ho¨lder’s inequality we estimate
∣∫ ∇w ⋅ h∣ ⩽ (∫ ∣f ∣2 + ∣g∣2) 12
× (∫
B2r0
∣W − k∑
κ=0(Pκ + φ∗i ∂iPκ + ψ∗Pκ))∣2 + ∫B2r0 ∣∇(W −
k∑
κ=0(Pκ + φ∗i ∂iPκ + ψ∗Pκ))∣2)
1
2
,
and observe that if we choose the constant term
P0 =  
r0<∣x∣<2r0W −
k∑
κ=1(Pκ + φ∗i ∂iPκ + ψ∗Pκ)
we may apply Poincare´’s inequality to the r.h.s. and obtain
∣∫ ∇w ⋅ h∣ ⩽ (∫ ∣f ∣2 + ∣g∣2) 12 (∫
B2r0
∣∇(W − k∑
κ=1(Pκ + φ∗i ∂iPκ + ψ∗Pκ))∣2)
1
2
.
We now appeal to the Ck,1-estimate of Lemma 20 and estimates (2.75)-(2.76) to reduce the previous
inequality to
∣∫ ∇w ⋅ h∣ ⩽ C(k, d) (r0
R
) d2+k (∫ ∣∇W ∣2) 12 .
The standard energy estimate derived from (2.77) and the arbitrariness of h ∈ L2({∣x∣ > R},Rd)
allow us to conclude the proof of Theorem 18 by duality.
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2.2.3 Proofs of Theorem 15 and Theorem 16
Since the proof of Theorem 15 and of Theorem 16 share most of the ideas (the latter is a slight
extension of the first), we will present them simultaneously and comment where they differ. Before
we state the main steps in the proof, let us quickly describe in words the strategy: We consider w, a
difference between the a-harmonic function u and two corrected solutions v and v˜ of the constant-
coefficient ahom-equation and want to obtain an estimate on w outside a big ball, say in {∣x∣ > r}.
To this purpose, since (2.10)-(2.11) imply in particular (2.20) with r0 ≃ r∗, we want to apply
Proposition 1 with l = k + 1. Note that, since r0 ≃ r∗, the result of Propositions 1, holds also for r∗,
up to a change in the constants. The same is true for the result of Proposition 2 with r∗, provided
that the sum on the r.h.s. of (2.33) runs up to log r
r∗ +C with C ≲ 1. Thus, to appeal to Proposition
1, we first need to show that w solves an equation of the form −∇ ⋅ a∇w = ∇ ⋅ h in {∣x∣ > r∗} with h
satisfying (2.28), and then that w has 0-th, 1-st,... and k+1-th asymptotically vanishing invariants,
in the sense of (2.29). We first show that if w is in the form w ∶= u−(1+φi∂i+ 12ψij∂ij)v−(1+φi∂i)v˜,
then it always solves −∇ ⋅ a∇w = ∇ ⋅ h and h decays by 1+ β2 faster than ∇v. This is done in a way
similar to [30] and Section 1.2 of Chapter 1, with the difference that here we exploit the presence of
the second-order correctors (ψE ,ΨE) and the assumption on their sublinear growth (2.11). Thus,
it remains to choose an appropriate v, and corresponding v˜, so that w has enough invariants which
vanish asymptotically. More precisely, since by hypothesis the invariants of u vanish already up
the k − 1-th one, we need v to be so that it preserves the first k invariants of u and matches its
two next ones. We point out here that the assumption on the growth is required for the correctors
themselves in order to show the decay of the function h, and it is needed on their adjoints in order
to apply Proposition 1 to ∇w. For the proof of Theorem 16 we rely on the further condition (2.17)
and apply Proposition (2) in addition to Proposition (1): The strategy is therefore the same except
for an additional step where we show that the r.h.s of the equation solved by w satisfies also a
localized estimate around x0.
Throughout the proof ≲ denotes ⩽ C, where C is a generic constant that only depends on the
dimension d, the ellipticity ratio λ > 0, and the exponents β1, β2 ∈ (0,1). By a rescaling of space we
may assume w. l. o. g. that r∗ = 1; by homogeneity, we may w. l. o. g. assume (∫∣x∣>1 ∣∇u∣2) 12 = 1.
For the proof of Theorem 16, we set for abbreviation D ∶= 1
4
∣x0∣ ⩾ 1. At several points in the proof
we use the constant-coefficient Green function Ghom, which does not have to be well-defined in the
case d = 2. Nevertheless, we always use only its first and higher derivatives, which are well-defined
objects also in the case d = 2.
In the sake of simplicity, we fix in the proof k = 1, i.e., we only consider the case when for some
C0
( 1
rd
∫∣x∣>r ∣∇u∣2)
1
2 ≤ C0(1
r
)d(∫∣x∣>1 ∣∇u∣2)
1
2
for all r ≥ 1. (2.80)
It will become apparent how to extend the proof to the case of a general k ≥ 1.
We also point out that while the term 1
2
∂ijvψij in the statements of Theorem 15 and Theorem 16
is well defined thanks to the ahom-harmonicity of v in {∣x∣ > 1}, in some of the next estimates in
the proof we will abuse the notation by treating the functions {ψij} as singularly well-defined;
for example, we assume that ψij themselves satisfy (2.11) and (2.17). We do this in the sake of
notational simplicity, but this ambiguity can be easily circumvented by observing that, relying on
120
the fact that v is ahom-harmonic, we can always rewrite
∂ijv ψij = ∂ijv ψEij (2.81)
for a fixed collection {Eij}di,j=1 ⊆ E such that ∣Eij ∣ ≲ 1. In other words, the term ∂ijv ψij can always
be re-expressed as a linear combination of second derivatives ∂ijv and well-defined elements ψEij .
Similarly for Ψij , recalling the identity (2.7), it holds
∂ijv ((aφi − σi)ej + (aφj − σj)ei + a∇ψij) = ∂ijv Eijkl((aφl − σl)ek + (aφk − σk)el + a∇ψlk)
(2.8)= ∂ijv∇ ⋅ΨEij . (2.82)
For the interested reader, we postpone to the Appendix 2.4 the proof of identities (2.81) and (2.82).
Proof of Theorem 15 and 16.
Step 1. In this first step we prove that, whenever we pick u, v and v˜ as in the statements of
Theorem 15 and 16, then the difference
w ∶ = u − (1 + φi∂i + 1
2
ψ˜ij∂ij)v − (1 + φi∂i)v˜,
where the blended version of the corrector is defined as ψ˜ ∶= (1− η)(ψ − ﬄ∣x∣<1 ψ)+ η(ψ − ﬄ∣x−x0∣<1 ψ)
for a cut-off function η for {∣x − x0∣ ⩽D} in {∣x − x0∣ ⩽ 2D}, satisfies−∇ ⋅ a∇w = ∇ ⋅ h in {∣x∣ ⩾ 2} (2.83)
and for r ⩾ 2 it holds
(∫∣x∣⩾r ∣h∣2)
1
2 ≲ C(d, λ, β1, β2)
r
d
2+1+β2 . (2.84)
For the proof of Theorem 15 we replace the above cut-off function with η = 0, i.e., we just consider
ψ˜ ∶= ψ − ﬄ∣x∣<1 ψ.
More precisely, given a cut-off function η˜ for {∣x∣ < 1} in {∣x∣ < 2}, we define v˜ as the unique
decaying solution in Rd of −∇ ⋅ ahom∇v˜ = ∇ ⋅ (1
2
Cij∂ij(η˜v)). (2.85)
By standard means, it is easy to show that v˜ decays at infinity one order faster than v, i.e., that
sup
x∈Rd ((1 + ∣x∣)d∣v˜(x)∣ + (1 + ∣x∣)d+1∣∇v˜(x)∣ + (1 + ∣x∣)d+2∣∇2v˜(x)∣ + (1 + ∣x∣)d+3∣∇3v˜(x)∣) ≲ 1. (2.86)
This is expected since v˜ solves a second-order elliptic equation having as r.h.s. three derivatives
of v, which we recall is assumed to decay as the first derivative of the Green function. For the
interested reader we give a proof of this estimate in the Appendix 2.4.
We first show that −∇ ⋅ a∇w = ∇ ⋅ h where h ∶= h′ + h˜ with
h′ ∶= 1
2
(ψ˜ija − Ψ˜ij)∂ij∇v
+ 1
2
∂ijv(a( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij) + (
 
∣x∣<1 Ψij −
 
∣x−x0∣<1 Ψij))∇η, (2.87)
h˜ ∶= (aφi − σi)∂i∇v˜, (2.88)
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where the blended correctors have the form
ψ˜i ∶= (1 − η)(ψ −  ∣x∣<1ψ) + η(ψ −
 
∣x−x0∣<1ψ) = (ψ −
 
∣x∣<1ψ) + η(
 
∣x∣<1ψ −
 
∣x−x0∣<1ψ),
Ψ˜i ∶= (1 − η)(Ψ −  ∣x∣<1 Ψ) + η(Ψ −
 
∣x−x0∣<1 Ψ) = (Ψ −
 
∣x∣<1 Ψ) + η(
 
∣x∣<1Ψ −
 
∣x−x0∣<1 Ψ)
and η is a cut-off function for {∣x − x0∣ < D} in {∣x − x0∣ < 2D}. We point out that for the purpose
of the proof of Theorem 15 we get the above statement slightly simplified, since in that case η ≡ 0.
We consider the function w = u − [1 + φi∂i + 12 ψ˜ij∂ij]v − [1 + φi∂i]v˜ and observe that∇w = ∇u
− [(ei +∇φi)∂iv + φi∂i∇v + 1
2
∇ψij∂ijv + 1
2
∂ij∇v ψ˜ij + 1
2
∂ijv( ∣x∣<1ψij −
 
∣x−x0∣<1ψij)∇η]− [(ei +∇φi)∂iv˜ + φi∂i∇v˜].
Thus, using ∇ ⋅ a(ei +∇φi) = 0 (c.f. (2.3)), it holds
−∇ ⋅ a∇w = −∇ ⋅ a∇u + ∂i∇v ⋅ a(ei +∇φi) +∇ ⋅ [φia∇∂iv] + 1
2
∂ij∇v ⋅ a∇ψij
+ 1
2
∂ijv∇ ⋅ a∇ψij +∇ ⋅ [1
2
ψ˜ija∂ij∇v + 1
2
∂ijv( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij)a∇η]+ ∂i∇v˜ ⋅ a(ei +∇φi) +∇ ⋅ (aφi∂i∇v˜).
Using the identity a(ei + ∇φi) = ahomei + ∇ ⋅ σi of (2.4), and recalling that v is ahom-harmonic in{∣x∣ > 1} and that v˜ solves (2.85), we have in {∣x∣ > 2}∇∂iv ⋅ a(ei +∇φi) = ∇∂iv ⋅ (∇ ⋅ σi),∇∂iv˜ ⋅ a(ei +∇φi) = −∇ ⋅ (1
2
Cij∂ijv) +∇∂iv˜ ⋅ (∇ ⋅ σi).
Therefore, using the previous identities and that u is a-harmonic in {∣x∣ > 2}, we reduce to
−∇ ⋅ a∇w = ∇∂iv ⋅ (∇ ⋅ σi) +∇ ⋅ [φia∇∂iv] + 1
2
∂ij∇v ⋅ a∇ψij + 1
2
∂ijv∇ ⋅ a∇ψij
+∇ ⋅ [1
2
ψ˜ija∂ij∇v + 1
2
∂ijv( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij)a∇η]−∇ ⋅ (1
2
Cij∂ijv) +∇∂iv˜ ⋅ (∇ ⋅ σi) +∇ ⋅ (aφi∂i∇v˜)= A +B,
where we reorganized the terms into
A ∶= ∇∂iv ⋅ (∇ ⋅ σi) +∇ ⋅ [φia∇∂iv] + 1
2
∂ij∇v ⋅ a∇ψij + 1
2
∂ijv∇ ⋅ a∇ψij −∇ ⋅ (1
2
Cij∂ijv)
+∇ ⋅ [1
2
ψ˜ija∂ij∇v + 1
2
∂ijv( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij)a∇η], (2.89)
B ∶= ∇∂iv˜ ⋅ (∇ ⋅ σi) +∇ ⋅ (aφi∂i∇v˜).
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We start with B: The identity∇ζ ⋅ (∇ ⋅ σ) = ∇ ⋅ (ζ∇ ⋅ σ) = −∇ ⋅ (σ∇ζ) for skew σ (2.90)
applied on the first term yields (2.88), i.e.
B = ∇ ⋅ ((aφi − σi)∂i∇v˜) = ∇ ⋅ h˜.
It thus remain to tackle A in (2.89) and argue that A = ∇ ⋅ h′, with h′ defined in (2.87): We
start by applying identity (2.90) to the first term on the r.h.s. of (2.89) so that
A = ∇ ⋅ [(φia − σi)∇∂iv] + 1
2
∂ij∇v ⋅ a∇ψij + 1
2
∂ijv∇ ⋅ a∇ψij −∇ ⋅ (1
2
Cij∂ijv) (2.91)
+∇ ⋅ [1
2
ψ˜ija∂ij∇v + 1
2
∂ijv( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij)a∇η].
Moreover, thanks to (2.7) we have−∇ ⋅ a∇ψij = ∇ ⋅ [(aφi − σi)ej + (aφj − σj)ei],
so that 1
2
∂ijv∇ ⋅ a∇ψij = − 12∂ijv∇ ⋅ [(aφi −σi)ej + (aφj −σj)ei] and thus the first and third term on
the r.h.s. of (2.91) nicely combine into
∇ ⋅ [(φia − σi)∇∂iv] + 1
2
∂ijv∇ ⋅ a∇ψij
= ∇ ⋅ [(φia − σi)ej∂ijv] − 1
2
∂ijv∇ ⋅ [(aφi − σi)ej + (aφj − σj)ei]= ∇ ⋅ [(φia − σi)ej∂ijv] − ∂ijv∇ ⋅ [(aφi − σi)ej] = (φia − σi)ej ⋅ ∂ij∇v= 1
2
[(φia − σi)ej + (φja − σj)ei] ⋅ ∂ij∇v.
Using the previous identity and the fact 1
2
∇⋅[Cij∂ijv] = 12∇∂ijv ⋅Cij , which is true since C is constant,
we infer from (2.91) that
A = 1
2
[(φia − σi)ej + (φja − σj)ei + a∇ψij − Cij] ⋅ ∂ij∇v
+∇ ⋅ [1
2
ψ˜ija∂ij∇v + 1
2
∂ijv( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij)a∇η].
Using the identity ∇ ⋅Ψij = (φia−σi)ej + (φja−σj)ei + a∇ψij − Cij (see (2.9)) together with (2.90),
we finally arrive at
A = 1
2
∇ ⋅ [(ψ˜ija − Ψ˜ij)∂ij∇v
+ ∂ijv (a( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij) + (
 
∣x∣<1 Ψij −
 
∣x−x0∣<1 Ψij))∇η],
where to substitute Ψ by Ψ˜ we used
∇ ⋅Ψij = ∇ ⋅ Ψ˜ij −∇ ⋅ (η( ∣x∣<1 Ψij −
 
∣x−x0∣<1 Ψij)) = ∇ ⋅ Ψ˜ij − (
 
∣x∣<1 Ψij −
 
∣x−x0∣<1 Ψij)∇η
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and the following identity, which follows from the skew-symmetry of Ψij
∇∂ijv ⋅ ( ∣x∣<1 Ψij −
 
∣x−x0∣<1 Ψij)∇η = ∇ ⋅ [∂ijv(
 
∣x∣<1 Ψij −
 
∣x−x0∣<1 Ψij)∇η].
We thus established −∇ ⋅ a∇w = ∇ ⋅ (h′ + h˜) = ∇ ⋅ h, with h′ and h˜ as in (2.87)-(2.88).
In the setting of Theorem 16, we also need to estimate the contribution to h that comes from
the difference
ﬄ∣x∣<1 − ﬄ∣x−x0∣<1 of the averaged values: By the triangle inequality we write
∣ ∣x∣<1(ψ,Ψ) −
 
∣x−x0∣<1(ψ,Ψ)∣
≲ ( ∣x−x0∣<2D ∣(ψ,Ψ) −
 
∣x∣<1(ψ,Ψ)∣2)
1
2 + ( ∣x−x0∣<2D ∣(ψ,Ψ) −
 
∣x−x0∣<1(ψ,Ψ)∣2)
1
2
≲ ( ∣x∣<4D ∣(ψ,Ψ) −
 
∣x∣<1(ψ,Ψ)∣2)
1
2 + ( ∣x−x0∣<4D ∣(ψ,Ψ) −
 
∣x−x0∣<1(ψ,Ψ)∣2)
1
2
.
We focus on the first term (the second one is estimated analogously): By the same reasoning of
(2.56) in Proposition 1 we write
( ∣x∣<4D ∣(ψ,Ψ) −
 
∣x∣<1(ψ,Ψ)∣2)
1
2
≤ ( ∣x∣<4D ∣(ψ,Ψ) −
 
∣x∣<4D(ψ,Ψ)∣2)
1
2 + ∣ ∣x∣<4D(ψ,Ψ) −
 
∣x∣<1(ψ,Ψ)∣
(2.10),(2.11)≲ D1−β2 + ∣ ∣x∣<4D(ψ,Ψ) −
 
∣x∣<1(ψ,Ψ)∣,
and also
∣ ∣x∣<4D(ψ,Ψ) −
 
∣x∣<1(ψ,Ψ)∣ ≤ log 4D∑n=0 ∣
 
∣x∣<2n(ψ,Ψ) −
 
∣x∣<2n+1(ψ,Ψ)∣
≤ log 4D∑
n=0 (
 
∣x∣<2n+1 ∣(ψ,Ψ) −
 
∣x∣<2n+1(ψ,Ψ)∣2)
1
2 (2.10)−(2.11)≲ D1−β2 .
(2.92)
This yields
∣ ∣x∣<1(ψ,Ψ) −
 
∣x−x0∣<1(ψ,Ψ)∣ ≲D1−β2 (2.93)
and thus also estimates (2.87)-(2.88) in the setting of Theorem 16.
We are now ready to prove estimate (2.84). Writing h = h′ + h˜ with h′ and h˜ defined in (2.87)
and (2.88), we use in those estimate (2.13) on v, estimate (2.86) on v˜, and the above estimate (2.93)
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to obtain for ∣x∣ ⩾ 2:
∣h′∣ ≲ ∣x∣−(d+2)∣(ψ,Ψ) −  ∣x∣<1(ψ,Ψ)∣ +D1−β2 (∣∇η∣∣x∣−(d+1) + η∣x∣−(d+2)) , (2.94)∣h˜∣ ≲ ∣x∣−(d+2)∣(φ,σ)∣. (2.95)
In the case of Theorem 16, i.e., when η ≠ 0, by definition of η (a cut-off function for {∣x − x0∣ ⩽ D}
in {∣x − x0∣ ⩽ 2D}) we see that
D1−β2 (η∣x∣−(d+2) + ∣x∣−(d+1)∣∇η∣) ≲ ⎧⎪⎪⎨⎪⎪⎩0 ∣x − x0∣ ⩾ 2DD−(d+1+β2) ∣x − x0∣ ⩽ 2D.
Since ∣x0∣ = 4D, the contribution of the previous term to (∫∣x∣⩾r ∣h′∣2 + ∣h˜∣2) 12 vanishes for r ⩾ 6D
and is bounded by D−( d2+1+β2) for r ⩽ 6D. Thus, to conclude (2.84) we only need to turn to the
first terms on the r.h.s. of (2.94) and (2.95) and show that for r ⩾ 2
(∫∣x∣⩾r(∣x∣−(d+2)∣(φ,σ)∣)2)
1
2 + (∫∣x∣⩾r(∣x∣−(d+2)∣(ψ,Ψ) −
 
∣x∣<1(ψ,Ψ)∣)2)
1
2 ≲ 1
r
d
2+1+β2 , (2.96)
which, restricting to ψ and φ in our notation, follows by dyadic summation from
(∫
r⩽∣x∣⩽2r ∣ψ −
 
∣x∣<1 ψ∣2)
1
2 ≲ r d2+1−β2 .
This in turn is an immediate consequence of (2.92) and
(∫
r⩽∣x∣⩽2r ∣φ∣2)
1
2 ⩽ (∫
B2r
∣φ∣2) 12 (2.10)≲ r d2+1−β1 .
Therefore, inequality (2.96) and thus also (2.84) are established.
Equipped with this result, we now proceed to choose v so that it matches the invariants of u and
therefore asymptotically cancel the ones of w. We recall that since we prove the theorem for k = 1,
the function u is assumed to have 0-th vanishing invariant and our aim is thus to construct w such
that, not only the 0-th, but also the 1-st (linear) and the 2-nd (quadratic) invariant vanish. We
point out that, as the next two steps show, we need to cancel the linear and quadratic invariants in
two separate moves: This is due to the fact that, since we only assume that u has vanishing constant
invariants, we do not have a priori enough informations on its decay to infer that also the quadratic
invariants are at least finite. Therefore, we need to first correct u as in Step 1 by constructing a
w1 with both constant and linear asymptotically vanishing invariants. Then, we prove that this w1
has finite quadratic invariants and finally we correct w1 so that also the quadratic invariants are
cancelled.
Step 2. In this step we start dealing with the linear invariants: IfGhom is the constant-coefficient
Green function, then we can find a vector M1 ∈ Rd with ∣M1∣ ≲ 1 such that
v1 ∶=M1,i ∂Ghom
∂yi
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satisfies
sup∣x∣⩾2, k=0,...,5 ∣x∣d−1+k ∣∇kv1(x)∣ ≲ 1, (2.97)
u and v1 have vanishing constant invariants
∫ ∇ηr ⋅ a∇u = ∫ ∇ηr ⋅ ahom∇v1 = 0 for all r ≥ 1, (2.98)
and identical linear invariants
∫ ∇ηr ⋅ ((xi + φ∗i )a∇u − uat(ei +∇φ∗i )) = ∫ ∇ηr ⋅ (xiahom∇v1 − v1athomei), i = 1, . . . , d (2.99)
for all r ⩾ 1. If we now define v˜1 as the solution of (2.85) with v substituted by v1, the difference
w1 ∶ = u − (1 + φi∂i + 1
2
ψ˜ij∂ij)v1 − (1 + φi∂i)v˜1 (2.100)
has an asymptotically vanishing constant invariant
lim
r↑∞∫ ∇ηr ⋅ a∇w1 = 0 (2.101)
and asymptotically vanishing linear invariants
lim
r↑∞∫ ∇ηr ⋅ ((xi + φ∗i )a∇w1 −w1at(ei +∇φ∗i )) = 0 for i = 1, . . . , d. (2.102)
Furthermore, w1 has well-defined asymptotic quadratic invariants: There exists a matrix M2 =M2,ij
with ∣M2∣ ≲ 1 such that for E ∈ E the following limit exists and satisfies
lim
r↑∞∫ ∇ηr ⋅Eij((xixj + xiφ∗j + φ∗i xj + ψ∗ij)a∇w1 −w1at∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij))= EijM2,ij . (2.103)
Before proving this result, for notational simplicity we assume w. l. o. g. that ∫B1(ψ,Ψ) =∫B1 ψ∗ = 0. For i = 1, . . . , d we define
M1,i ∶= ∫ ∇η1 ⋅ ((xi + φ∗i )a∇u − uat(ei +∇φ∗i )). (2.104)
We start by arguing that ∣M1∣ ≲ 1: since xi + φ∗i is at-harmonic, we may rewrite
M1,i ∶= ∫ ∇η1 ⋅ ((xi + φ∗i )a∇u − (u −  
1<∣x∣<2 u)a∗(ei +∇φ∗i )),
and estimate by Ho¨lder’s inequality and the assumption on a and η1
∣M1,i∣ ≤ (∫
1<∣x∣<2 ∣xi + φ∗i ∣2)
1
2 (∫
1<∣x∣<2 ∣∇u∣2)
1
2 + (∫
1<∣x∣<2 ∣ei +∇φ∗i ∣2)
1
2 (∫
1<∣x∣<2 ∣u −
 
1<∣x∣<2 u∣2)
1
2
.
The first term on the r.h.s. is at most of order 1 thanks to (2.10). For the second term we
apply Caccioppoli’s inequality in the ball {∣x∣ < 2} to the term ei + ∇φ∗i , Poincare´’s inequality in
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{1 < ∣x∣ < 2} to u − ﬄ
1<∣x∣<2 u and then use again (2.10). Thanks to the uniform bound on ∣M1∣ and
by definition of v1, bound (2.97) follows from the homogeneity of the constant-coefficient Green
function Ghom.
We now turn to the invariants: The first term in (2.98) vanishes since it is clearly independent
of r ⩾ 1, and at the same time by (2.80) it follows immediately from Ho¨lder’s inequality together
with the assumptions on the support of ηr:
∣∫ ∇ηr ⋅ a∇u∣ ≤ rd−1( 
r<∣x∣<2r ∣∇u∣2)
1
2 (2.80)≲ r−1.
The identity in (2.98) follows from the definition of v1 =M1 ⋅ ∇Ghom since
∫ ∇ηr ⋅ ahom∇v1 =M1 ⋅ ∇ηr(0) = 0.
Regarding (2.99), it is enough to show it for r = 1 (the general case of r ⩾ 1 then follows from
a-harmonicity and ahom-harmonicity of respectively u and v1). After an integration by parts, by
the choice of v1 =M1 ⋅ ∇Ghom we have
∫ ∇η1 ⋅ (xiahom∇v1 − v1athomei) = ei ⋅M1
Identity (2.99) then follows from the choice of M1 (see (2.104)).
Next we turn to the asymptotic constant and linear invariants of w1, i.e., to (2.101) and (2.102).
Since we may reduce to consider r ⩾ 6D, we ignore the presence of η in the definition (2.100) of w1
so that ψ˜ = ψ − ﬄ
B1
ψ = ψ. In particular, we are allowed to use estimate (2.84) even in the case of
Theorem 16. We thus have by definition of w1 that
a∇w1 = a∇u − (∂i(v1 + v˜1)a(ei +∇φi) + φia∇∂i(v1 + v˜1) + 1
2
∂ijv1a∇ψij + 1
2
ψija∂ij∇v1)
(2.4)= a∇u − ahom∇(v1 + v˜1)− (∂i(v1 + v˜1)∇ ⋅ σi + φia∇∂i(v1 + v˜1) + 1
2
∂ijv1a∇ψij + 1
2
ψija∂ij∇v1).
(2.105)
Using the formula ∫ ∇ηr ⋅ (ζ∇ ⋅ σ + σ∇ζ) = 0 for skew σ, (2.106)
which follows from the last identity in (2.90) (and even holds if ζ a priori is not defined in {∣x∣ ⩽ r}
since it can be arbitrarily extended to the whole space), we derive
∫ ∇ηr ⋅ a∇w1 =
∫ ∇ηr ⋅ (a∇u − ahom∇(v1 + v˜1) − (φia − σi)∇∂i(v1 + v˜1) − 1
2
∂ijv1a∇ψij − 1
2
∂ij∇v1aψij),
which by the identity in (2.98) for the invariant of v1 and equation (2.85) for v˜1 collapses into
∫ ∇ηr ⋅ a∇w1 = ∫ ∇ηr ⋅ a∇u + 1
2
∫ ∇ηr ⋅ Cij∂ijv1 − ∫ ∇ηr ⋅ (φia − σi)∇∂iv˜1
− 1
2
∫ ∇ηr ⋅ (((φia − σi)ej + (φja − σj)ei + a∇ψij)∂ijv1 + ψija∂ij∇v1)
(2.9)= ∫ ∇ηr ⋅ a∇u − ∫ ∇ηr ⋅ (φia − σi)∇∂iv˜1 − 1
2
∫ ∇ηr ⋅ (∂ijv1(∇ ⋅Ψij) + ψija∂ij∇v1).
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Using again identity (2.106) we reduce to
∫ ∇ηr ⋅ a∇w1 = ∫ ∇ηr ⋅ a∇u − ∫ ∇ηr ⋅ (φia − σi)∇∂iv˜1 − 1
2
∫ ∇ηr ⋅ (aψij −Ψij)∂ij∇v1
Thanks to (2.98), the first term on the r.h.s. vanishes once that we take the limit in r; the estimate
(2.97) on v1 implies by Step 1 that (2.86) and (2.84) hold respectively for v1 and h1 and thus that
we may bound
∣∫ ∇ηr ⋅ a∇w1∣ ≲ o(1) + r−(d+3) ∫
B2r
∣(φ,σ)∣ + r−(d+3) ∫
B2r
∣(ψ,Ψ)∣
≲ o(1) + r−3 ( ∣x∣<2r ∣(φ,σ)∣)
1
2 + r−3 ( ∣x∣<2r ∣(ψ,Ψ)∣2)
1
2 (2.10)−(2.11)≲ o(1) + r−2−β2 .
Now we show (2.102). From the identity (2.105) and (2.4) we deduce
(xk+φ∗k)a∇w1 −w1at(ek +∇φ∗k)= ((xk + φ∗k)a∇u − uat(ek +∇φ∗k)) − (xkahom∇(v1 + v˜1) − (v1 + v˜1)athomek)− (xk + φ∗k)(∂i(v1 + v˜1)∇ ⋅ σi + φia∇∂i(v1 + v˜1) + 12∂ijv1a∇ψij + 12ψija∂ij∇v1)+ (φi∂i(v1 + v˜1) + 1
2
∂ijv1ψij)at(ek +∇φ∗k) + (v1 + v˜1)∇ ⋅ σ∗k − φkahom∇(v1 + v˜1).
Using that the linear invariants of u and v1 coincide, cf. (2.99), only the following terms survive
after the application of ∫ ∇ηr ⋅:
− (xkahom∇v˜1 − v˜1a∗homek) − φkahom∇(v1 + v˜1)− (xk + φ∗k)(∂i(v1 + v˜1)∇ ⋅ σi + φia∇∂i(v1 + v˜1) + 12∂ijv1a∇ψ˜ij + 12 ψ˜ija∂ij∇v1)+ (φi∂i(v1 + v˜1) + 1
2
∂ijv1ψ˜ij)at(ek +∇φ∗k) + (v1 + v˜1)∇ ⋅ σ∗k .
Moreover, since by formula (2.106) we have
∫ ∇ηr ⋅ (v1 + v˜1)∇ ⋅ σ∗k = −∫ ∇ηr ⋅ σ∗k∇(v1 + v˜1),
∫ ∇ηr ⋅ [(xk + φ∗k)∂i(v1 + v˜1)∇ ⋅ σi] =−∫ ∇ηr ⋅[∂i(v1 + v˜1)σi∇(xk + φ∗k) + (xk + φ∗k)σi∇∂i(v1 + v˜1)],
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we further reduce to
− (xkahom∇v˜1 − v˜1athomek) − (φkahom + σ∗k)∇(v1 + v˜1)− (xk + φ∗k)((φia − σi)∇∂i(v1 + v˜1) + 12∂ijv1a∇ψij + 12ψija∂ij∇v1)+ ((atφi − σ∗i )∂i(v1 + v˜1) + 12∂ijv1 atψij)(ek +∇φ∗k)= − (xkahom∇v˜1 − v˜1athomek) − (φkahom + σ∗k)∇(v1 + v˜1) − (xk + φ∗k)(φia − σi)∇∂iv˜1
− 1
2
(xk + φ∗k)(∂ijv1((φia − σi)ej + (φja − σj)ei + a∇ψij) + ψija∂ij∇v1)
+ ((atφi − σ∗i )∂i(v1 + v˜1) + 12∂ijv1 atψij)(ek +∇φ∗k)
(2.9)= − (xkahom∇v˜1 − v˜1athomek) − (φkahom + σ∗k)∇(v1 + v˜1) − (xk + φ∗k)(φia − σi)∇∂iv˜1
− 1
2
(xk + φ∗k)(∂ijv1∇ ⋅Ψij + Cij∂ijv1 + ∂ij∇v1aψij)
+ ((atφi − σ∗i )∂i(v1 + v˜1) + 12∂ijv1 atψij)(ek +∇φ∗k).
Using again identity (2.106) for the term with ∇ ⋅Ψij , the previous elements may be rewritten as
− (xkahom∇v˜1 − v˜1athomek) − (φkahom + σ∗k)∇(v1 + v˜1) − (xk + φ∗k)(φia − σi)∇∂iv˜1
− 1
2
(xk + φ∗k)(Cij∂ijv1 + ∂ij∇v1(aψij −Ψij))
+ ((atφi − σ∗i )∂i(v1 + v˜1) + 12∂ijv1atψij)(ek +∇φ∗k) + 12∂ijv1Ψij(ek +∇φ∗k).
Together with the estimates (2.13) and (2.86), this implies by Ho¨lder’s and Caccioppoli’s inequalities
that
∣∫ ∇ηr ⋅ ((xk + φ∗k)a∇w1 −w1at(ek +∇φ∗k))∣
≲ r−1 + r−1( ∣x∣<2r ∣(φ∗, σ∗)∣ + ∣(φ,σ)∣) 12 + r−3(r + (
 
∣x∣<2r ∣φ∗∣) 12 )(
 
∣x∣<2r ∣(φ,σ)∣) 12+ r−1(r + ( ∣x∣<2r ∣φ∗∣) 12 )(r−1 + r−2(
 
∣x∣<2r ∣(ψ,Ψ)∣) 12 )+ r−1  ∣x∣<2r(∣(φ∗, σ∗)∣ + ∣(φ,σ)∣)∣Id +∇φ∣ + r−2
 
∣x∣<2r ∣ψ∣∣Id +∇φ∗∣ + r−2
 
∣x∣<2r ∣Ψ∣∣Id +∇φ∗∣
(2.10),(2.11)≲ r−1 + r−β1 + r−(1+β1) + r−1 + r−(1+β2) ≲ r−β1 .
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To show (2.103), given E ∈ E we write
lim
r↑∞∫ ∇ηr ⋅Eij((xixj + xiφ∗j + φ∗i xj + ψ∗ij)a∇w1 −w1at∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij))= lim
r↑∞∫ ∇(ηr − η2) ⋅Eij((xixj + xiφ∗j + φ∗i xj + ψ∗ij)a∇w1 −w1at∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij))
(2.107)+ ∫ ∇η2 ⋅Eij((xixj + xiφ∗j + φ∗i xj + ψ∗ij)a∇w1 −w1at∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij)). (2.108)
We point out that since in the sake of simplicity we assumed that ∫B1 ψ∗ = 0, this doesn’t appear
in the l.h.s. of the previous identity. In the general case, we may appeal to the asymptotically
vanishing constant invariant (2.101) for w1 and rewrite
lim
r↑∞∫ ∇ηr ⋅Eij((xixj + xiφ∗j + φ∗i xj + ψ∗ij)a∇w1 −w1at∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij))= lim
r↑∞∫ ∇ηr ⋅Eij((xixj + xiφ∗j + φ∗i xj + ψ∗ij − ∫∣x∣<1 ψ∗ij)a∇w1 −w1at∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij)),
so that ∫B1 ψ∗ appears also in the terms in (2.107) and (2.108).
We note that the term in (2.108) is finite: We first observe that the integral is supported in{2 < ∣x∣ < 4}. We have that ∇u ∈ L2(Rd ∖ {∣x∣ < 1}) and that both Eij((xixj + xiφ∗j + φ∗i xj + ψ∗ij)
and Eij∇((xixj + xiφ∗j + φ∗i xj + ψ∗ij) are in L2({2 < ∣x∣ < 4}). Moreover, thanks to (2.97) and
(2.86), v1, v˜1 and their derivatives are bounded for ∣x∣ ⩾ 2. Therefore, the term in (2.108) is
finite and depends linearly on E, and we obtain (2.103) provided that the limit in (2.107) exists
and is finite. Since by (2.87), (2.88) −∇ ⋅ a∇w1 = ∇ ⋅ h1 for ∣x∣ ∈ (2,4) ∪ (6D,∞) where h1 =
1
2
(ψ˜∗ija−Ψ˜ij)∂ij∇v1+(aφ∗i −σ)∂i∇v˜1. Thus, after an integration by parts and by the a-harmonicity
of Eij((xixj + xiφ∗j + φ∗i xj + ψ∗ij), the limit in (2.107) can be written as
limr↑∞ ∫ ∇(ηr − η2) ⋅Eij((xixj + xiφ∗j + φ∗i xj + ψ∗ij)a∇w1 −w1a∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij))= lim
r↑∞∫ ∇((ηr − η2)Eij(xixj + xiφ∗j + φ∗i xj + ψ∗ij)) ⋅ h1= lim
r↑∞∫ ∇ηr ⋅Eij(xixj + xiφ∗j + φ∗i xj + ψ∗ij)h1 − ∫ ∇η2 ⋅Eij(xixj + xiφ∗j + φ∗i xj + ψ∗ij)h1+ lim
r↑∞∫ (ηr − η2)Eij∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij)) ⋅ h1.
We observe that
( ∣x∣<r ∣xixj + xiφ∗j + φ∗i xj + ψ∗ij ∣2)
1
2 ≤ r2 + r( ∣x∣<r ∣φ∣2)
1
2 + ( ∣x∣<r ∣ψ∣2)
1
2 (2.10)−(2.11)≲ r2. (2.109)
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Appealing to Ho¨lder’s inequality we get
∣∫ ∇ηr ⋅Eij(xixj + xiφ∗j + φ∗i xj + ψ∗ij)h1∣
≲ ∣E∣r−1r d2 ( ∣x∣<2r ∣xixj + xiφ∗j + φ∗i xj + ψ∗ij ∣2)
1
2 (∫∣x∣⩾r ∣h1∣2)
1
2
(2.84),(2.109)≲ ∣E∣r−1r d2 r2 1
r
d
2+1+β2 = ∣E∣r−β2 .
Finally, to estimate the last limit, by dyadic decomposition it is enough to show that
∫
r⩽∣x∣⩽2r ∣Eij∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij)) ⋅ h1∣ ≲ ∣E∣r−β2 . (2.110)
For that we use Caccioppoli’s estimate for the a-harmonic function Eij(xixj +xiφ∗j +φ∗i xj +ψ∗ij) in
form of
( ∣x∣<r ∣Eij(∇(xixj + xiφ∗j + φ∗i xj +ψ∗ij))∣2)
1
2 ≲ ∣E∣r−1( ∣x∣<r ∣xixj + xiφ∗j + φ∗i xj +ψ∗ij ∣2)
1
2 (2.109)≲ ∣E∣r,
which, after an application of Ho¨lder’s inequality on the l.h.s of (2.110), implies
∫
r⩽∣x∣⩽2r ∣Eij∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij)) ⋅ h1∣ ≲ ∣E∣r1+ d2 (∫∣x∣⩾r ∣h1∣2)
1
2 (2.84)≲ ∣E∣r−β2 .
Therefore, we proved that w1 has finite second invariants.
Step 3. We now further correct u in order to cancel also the quadratic invariants. To this
purpose we consider the function
w2 ∶= w1 − (1 + φi∂i)v2 = u − (1 + φi∂i + 1
2
ψ˜ij∂ij)v1 − (1 + φi∂i)(v˜1 + v2) (2.111)
where
v2 ∶=M2,ij ∂2Ghom
∂yi∂yj
, (2.112)
with M2 defined in Step 2, is chosen such that it is ahom-harmonic in {∣x∣ ⩾ 1}, has the same
quadratic invariants of w1 and it has one power better decay than v1:
sup∣x∣⩾2(∣x∣d+1∣∇v2(x)∣ + ∣x∣d+2∣∇2v2(x)∣ + ∣x∣d+3∣∇3v2(x)∣) ≲ 1. (2.113)
Then we claim that −∇ ⋅ a∇w2 = ∇ ⋅ h2 for ∣x∣ ⩾ 2, (2.114)
where ∇w2 and h2 satisfy (∫∣x∣⩾2 ∣∇w2∣2)
1
2 ≲ 1 (2.115)
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and
(∫∣x∣⩾r ∣h2∣2)
1
2 ≲ 1
r
d
2+1+β2 for r ⩾ 2. (2.116)
Under the assumptions of Theorem 16 we also have
(∫∣x−x0∣⩽r ∣h2∣2)
1
2 ≲ r d2+1−β2
Dd+2 for 1 ⩽ r ⩽D. (2.117)
Moreover, w2 has asymptotically vanishing constant, linear, and due to the choice of v2 also
quadratic invariants, namely
lim
r↑∞∫ ∇ηr ⋅ a∇w2 = 0, (2.118)
lim
r↑∞∫ ∇ηr ⋅ ((xi + φ∗i )a∇w2 −w2at(ei +∇φ∗i )) = 0 for i = 1, . . . , d, (2.119)
lim
r↑∞∫ ∇ηr ⋅Eij((xixj + xiφ∗j + φ∗i xj + ψ∗ij)a∇w2 −w2at∇(xixj + xiφ∗j + φ∗i xj + ψ∗ij)) = 0 (2.120)
for any E ∈ E .
Since M2 from the definition of v2 in (2.112) satisfies ∣M2∣ ≲ 1 by the previous step, the homo-
geneity of the constant-coefficient Green function yields (2.113). For (2.114), we observe that
w2 = w1 − (1 + φi∂i)v2= u − (1 + φi∂i + 1
2
ψ˜ij∂ij)v1 − (1 + φi∂i)(v˜1 + v2)
and that, defining v¯ = v1 + v˜1 + v2 and v˜ = v˜1 + v2, the bounds (2.13) and (2.86) are satisfied.
Moreover, in {∣x∣ > 2} the function v˜ solves (2.86) and
−∇ ⋅ ahom∇v˜ = 1
2
∇ ⋅ (Cij∂ijv1).
Therefore, equation (2.83) of Step 1 holds as well, namely that in {∣x∣ > 2} the function w2 solves
−∇ ⋅ a∇w2 = ∇ ⋅ h2 (2.121)
such that h2 = h′2 + h˜2 with
h′2 ∶= 12(ψ˜ija − Ψ˜ij)∂ij∇v1 (2.122)+ 1
2
∂ijv1(a( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij) + (
 
∣x∣<1 Ψij −
 
∣x−x0∣<1 Ψij))∇η,
h˜2 ∶= (aφi − σ)∂i∇(v˜1 + v2), (2.123)
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and satisfies (2.116). We now argue bound (2.115). Using the definition of w2 we get
∇w2 = ∇u − ∂i(v1 + v˜1 + v2) (ei +∇φi)
− ∂ijv1(φiej + 1
2
∇ψij + 1
2
( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij)∇η)− 1
2
∂ij∇v1((ψij −  ∣x∣<1 ψij) + η(
 
∣x∣<1 ψij −
 
∣x−x0∣<1 ψij))− ∂i∇(v˜1 + v2)φi.
From the estimate (2.93) on averages, and estimates (2.13), (2.86), and (2.113) on respectively v1,
v˜1, and v2, we thus obtain for ∣x∣ ⩾ 4
∣∇w2∣ ≲ ∣∇u∣ + ∣x∣−d∣id +∇φ∣ + ∣∂ijv1(φiej + φjei +∇ψij)∣ + ∣x∣−(d+1)D1−β2 ∣∇η∣
+ ∣x∣−(d+2)(∣ψ −  ∣x∣<1 ψ∣ + ηD1−β2) + ∣x∣−(d+2)∣φ∣. (2.124)
We now take the L2({∣x∣ ⩾ 4})-norm of ∇w2. By normalization ∫∣x∣>1 ∣∇u∣2 = 1, inequality (2.115)
is satisfied by the first term on the r.h.s. of (2.124). By the choice of the cut-off function η,
the function ∣x∣−(d+1)∣∇η∣ + ∣x∣−(d+2)η is supported in {∣x − x0∣ ⩽ 2D} and bounded by D−(d+2) so
that the contribution to (∫∣x∣⩾4 ∣∇w∣2) 12 of those two terms on the r.h.s. of (2.124) is estimated by
D−( d2+1+β2). By dyadic summation of (2.96), the remaining terms in the second line of (2.124) are
controlled as well and ≲ 1.
We now turn to the estimate of the (I+∇φ)-term in (2.124): By dyadic summation, it is enough
to show that
(∫
r⩽∣x∣⩽2r ∣id +∇φ∣2)
1
2 ≲ r d2 ,
and this follows from the standard Caccioppoli’s inequality in B2r and assumption (2.10):
(∫
B2r
∣id +∇φ∣2) 12 ≲ r d2−1 ( 
B4r
∣x + (φ −  
B4r
φ)∣2) 12
≲ r d2 + r d2−1 ( 
B4r
∣φ −  
B4r
φ∣2) 12 (2.10)≲ 1.
The last missing piece to estimate in (2.124) is ∣∂ijv1(φiej +φjei +∇ψij)∣: We first observe that
by identity (2.82) we have
∂ijv1 (φiej + φjei +∇ψij) = ∂ijv1Eijkl(φkel + φlek +∇ψkl),
so that by dyadic summation and estimate (2.13) on v1 it is enough to show for every i, j = 1, ..., d
that
(∫
r⩽∣x∣⩽2r ∣Eijkl(φkel + φlek +∇ψkl)∣2)
1
2 ≲ r d2+1−β2 . (2.125)
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Inequality (2.115) holds for the two terms with φ and this follows directly from (2.10); it thus
remains to argue (2.115) for the ∇ψ-term. Since by (2.7)-(2.9) we have for every E ∈ E that−∇ ⋅ aEijkl∇ψkl = ∇ ⋅ [Eijkl(aφk − σk)el], we may apply the standard Caccioppoli’s inequality and
conclude (2.125), and therefore establish bound (2.115), by assumptions (2.10) and (2.11).
We now tackle the last estimate (2.117): For this purpose, we note that because of the choice
of η, on {∣x − x0∣ <D}, the definition of h2 (c.f. (2.122)-(2.123)) turns into
h2 = ∂i∇(v˜1 + v2)(aφi − σi) + 1
2
∂ij∇v1(a(ψij −  ∣x−x0∣<1 ψij) − (Ψij −
 
∣x−x0∣<1 Ψij)),
so that by estimates (2.97), (2.86), and (2.113) respectively on v1, v˜1, and v2, we have for 1 ⩽ r ⩽D
that
( ∣x−x0∣<r ∣h2∣2)
1
2 ≲ D−(d+2)( ∣x−x0∣<r ∣(φ,σ)∣2)
1
2 +D−(d+2)( ∣x−x0∣<r ∣(ψ,Ψ) −
 
∣x−x0∣<1(ψ,Ψ)∣2)
1
2
(2.16),(2.92)≲ r d2+1−β2
Dd+2 .
We finally turn to the asymptotic invariants (2.118), (2.119) and (2.120). Since w1 has asymptot-
ically vanishing constant and linear invariants (see (2.101) and (2.102)), and v2 and its derivatives
decay according to (2.113), the limits (2.118) and (2.119) follow immediately from the growth
assumptions on the correctors.
We now turn our attention to the only nontrivial, quadratic invariants. Since we may assume
r ⩾ 6D, as before we ignore the presence of η in the definition (2.111) of w2 (and w. l. o. g. assume
that ∫B1(0)(ψ,Ψ) = 0).
From the definition of w2, we have the formula
a∇w2=a∇w1 − ∂iv2a(ei +∇φi) − φia∇∂iv2 (2.4)= a∇w1 − ahom∇v2 − ∂iv2∇ ⋅ σi − φia∇∂iv2.
(2.126)
Using (2.126) and (2.7) for the adjoint correctors we have that
limr↑∞ ∫ ∇ηr ⋅Ekl((xkxl + xkφ∗l + φ∗kxl + ψ∗kl)a∇w2 −w2at∇(xkxl + xkφ∗l + φ∗kxl + ψ∗kl))= lim
r↑∞∫ ∇ηr ⋅Ekl((xkxl + xkφ∗l + φ∗kxl + ψ∗kl)a∇w1 −w1at∇(xkxl + xkφ∗l + φ∗kxl + ψ∗kl))− lim
r↑∞∫ ∇ηr ⋅Ekl((xkxl)ahom∇v2 − v2athom∇(xkxl))− lim
r↑∞∫ ∇ηr ⋅Ekl(xkφ∗l + φ∗kxl + ψ∗kl)ahom∇v2− lim
r↑∞∫ ∇ηr ⋅Ekl(∇ ⋅ (xkσ∗l + xlσ∗k) + (atφ∗k − σ∗k)el + (atφ∗l − σ∗l )ek + at∇ψ∗kl)v2− lim
r↑∞∫ ∇ηr ⋅Ekl((xkxl + xkφ∗l + φ∗kxl + ψ∗kl)(∂iv2∇ ⋅ σi + φia∇∂iv2)+ lim
r↑∞∫ ∇ηr ⋅Ekl(∂iv2φi)at∇(xkxl + xkφ∗l + φ∗kxl + ψ∗kl)),
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where for the term on the fifth line we appealed to (2.7) and (2.9). We now appeal to (2.90) on the
first term of the sixth line and to identity (2.106) in the fifth line and get
limr↑∞ ∫ ∇ηr ⋅Ekl((xkxl + xkφ∗l + φ∗kxl + ψ∗kl)a∇w2 −w2at∇(xkxl + xkφ∗l + φ∗kxl + ψ∗kl))= lim
r↑∞∫ ∇ηr ⋅Ekl((xkxl + xkφ∗l + φ∗kxl + ψ∗kl)a∇w1 −w1at∇(xkxl + xkφ∗l + φ∗kxl + ψ∗kl)) (2.127)− lim
r↑∞∫ ∇ηr ⋅Ekl((xkxl)ahom∇v2 − v2athom∇(xkxl)) (2.128)− lim
r↑∞∫ ∇ηr ⋅Ekl((atφ∗k − σ∗k)el + (atφ∗l − σ∗l )ek + at∇ψ∗kl) v2 (2.129)− lim
r↑∞∫ ∇ηr ⋅Ekl(xk(ahomφ∗l − σ∗l ) + xl(ahomφ∗k − σ∗k) + ahomψ∗kl)∇v2 (2.130)− lim
r↑∞∫ ∇ηr ⋅Ekl((xkxl + xkφ∗l + φ∗kxl + ψ∗kl)((φia − σi)∇∂iv2) (2.131)+ lim
r↑∞∫ ∇ηr ⋅Ekl∂iv2(atφi + σi)∇(xkxl + xkφ∗l + φ∗kxl + ψ∗kl)). (2.132)
We first observe that by the choice of v2 and M2 (see (2.112) and (2.103)), the terms (2.127)
and (2.128) cancel each other. We will now argue that the rest, i.e., (2.129), (2.130), (2.131) and
(2.132), disappears in the limit. Indeed, by assumptions (2.10), (2.11), Poincare´’s inequality for ψ∗
combined with estimate (2.113), the integrals in (2.129), (2.130) and (2.131) satisfy:
(2.129) ≲ ∣E∣r−1( ∣x∣<2r ∣(φ∗, σ∗)∣2) 12 + r−2(
 
∣x∣<2r ∣ψ∗∣2) 12 ,
(2.130) ≲ ∣E∣r−2(r( ∣x∣<2r ∣(φ,σ)∣2) 12 + (
 
∣x∣<2r ∣(ψ,Ψ)∣2) 12 ),
(2.131) ≲ ∣E∣r−3(r2( ∣x∣<2r ∣(φ,σ)∣2) 12 + r(
 
∣x∣<2r ∣(φ,σ)∣2) 12 (
 
∣x∣<2r ∣(φ∗, σ∗)∣2) 12
+ ( ∣x∣<2r ∣(φ,σ)∣2) 12 (
 
∣x∣<2r ∣ψ∗∣2) 12 ),
and therefore (2.129) + (2.130) + (2.131) ≲ ∣E∣r−β2 . For the last term (2.132), we use Caccioppoli’s
inequality for the a-harmonic function Ekl(xkxl + xkφl + φkxl + ψkl) and get
(2.132) ≲ ∣E∣r−3( ∣x∣<2r ∣(φ,σ)∣2) 12 (r2 + r(
 
B4r
∣φ∣2) 12 + ( 
B4r
∣ψ∣2) 12 ) (2.10),(2.11)≲ ∣E∣r−β1 .
This concludes the proof of Step 3.
Step 4. Conclusion: We apply Proposition 1 to w2 and immediately obtain (2.15). To conclude
also Theorem 16 from Theorem 15 we first apply Proposition 2 to w2 in the domain {∣x − x0∣ <D}
and obtain that
( ∣x−x0∣<1 ∣∇w2∣2)
1
2 ≲ (logD)+1∑
i=0 (
 
∣x−x0∣≲2n ∣h∣2)
1
2 + ( ∣x−x0∣<D ∣∇w∣2)
1
2
.
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Using estimate (2.117) on the first term on the r.h.s. and (2.15) yields
(∫∣x−x0∣<1 ∣∇w2∣2)
1
2 ≲ 1
Dd+1+β2 .
Since by (2.111) and the choice of η in the definition of ψ˜ we have in {∣x − x0∣ < 1} that
w2 = u − (1 + φi∂i + 1
2
(ψij −  ∣x∣<1 ψij)∂ij)v1 − (1 + φi∂i)(v˜ + v2)− 1
2
( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij)∂ijv1,∇w2 = ∇(u − (1 + φi∂i + 1
2
(ψij −  ∣x∣<1 ψij)∂ij)v1 − (1 + φi∂i)(v˜ + v2))− 1
2
( ∣x∣<1 ψij −
 
∣x−x0∣<1 ψij)∂ij∇v1, (2.133)
to conclude Theorem 16 it is enough to show that the last term in (2.133) is not too large, i.e., that
(∫
B1(x0) ∣(
 
∣x∣<1 ψij −
 
∣x−x0∣<1 ψij)∂ij∇v1∣2)
1
2
≲D−(d+1+β2)).
This follows from the bound on the averages (2.93) and estimate (2.97) for v1.
This completes the proofs of Theorem 15 and Theorem 16.
2.3 Comparison between the Green function and the homo-
geneous Green function
The following theorem may be considered a variant of Theorem 15 which makes use only of the
first-order corrector (φ,σ) and is applied to functions solving −∇ ⋅ a∇u = ∇ ⋅ g, for g compactly
supported.
Theorem 22. Suppose that the correctors (φ,σ) and (φ∗, σ∗) exist and for a β ∈ (0,1) satisfy the
same sublinearity assumptions of Theorem 16. For g ∈ L2(Rd)d compactly supported in {∣x∣ < r∗},
let u be the decaying solution of −∇ ⋅ a∇u = ∇ ⋅ g in Rd. (2.134)
Then, there exists v defined through
−∇ ⋅ ah∇v = ∇ ⋅ (gi(ei + ∂iφ∗)) in Rd, (2.135)
such that (∫
Br∗(x0) ∣∇u − ∂iv(ei +∇φi)∣2)
1
2 ⩽ C(d, λ,α)( r∗∣x0∣ )
d+α (∫ ∣g∣2) 12 . (2.136)
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From this theorem, it follows that if G(a; ⋅, ⋅) is the Green function associated to −∇ ⋅ a∇ (see
Chapter 1 for the precise definition and existence of this object in the vectorial case) and Ghom(⋅, ⋅) =
Ghom(⋅ − ⋅) is the homogenized Green function solving
−∇ ⋅ ahom∇Ghom(⋅, y) = δ(⋅ − y) in Rd,
then
Corollary 23. Under the same conditions of Theorem 22, we have that
( 
B r∗
2
(x0)
 
B r∗
2
(0) ∣∇∇G(x, y) + ∂i∂jGh(x − y)(ei +∇φi(x))⊗ (ej +∇φj(y))∣2 dy dx)
1
2
⩽ C(d, λ,α)( r∗∣x0∣ )
d+α
.
The corollary compares G(x, y) to Gh(x − y) on the level of the mixed second derivatives∇∇G(x, y) (interpreted as a 1-1 tensor) and −∇2Gh(x − y), where the mixed derivative of the
homogenized Green’s function is corrected in both variables, leading to the expression −∂i∂jGh(x−
y)(ei + ∇φi(x)) ⊗ (ej + ∇φj(y)). The corollary monitors the rate of decay of this difference in an
almost pointwise way, just locally averaged over x ≈ x0 and y ≈ 0 and shows that, up to a logarithm,
the rate of the decay is ∣x0∣−d−α, which is by ∣x0∣−α stronger than the rate of decay of ∣x0∣−d of the−∇2Gh(x0). The main insight is thus that this relative error of ∣x0∣−α is dominated by the sublinear
growth rate of the corrector couple (φ,σ), where it is only necessary to control that growth at the
two points of interest, that is, 0 and x0. In this sense, Corollary 23 expresses a local one-to-one
correspondence between the sublinear growth of the corrector and the homogenization error.
2.3.1 Proofs
Proof of Theorem 22. Without loss of generality, we may assume that r∗ = 1 and that ∫ ∣g∣2 = 1.
The proof of this theorem follows the same strategy of the one for Theorem 16: We want to apply
proposition 1 and 2 to the difference
w ∶= u − (v + φ˜i∂iv), (2.137)
where φ˜ denotes the following blended version of the corrector:
φ˜ ∶= (1 − η)(φ −  
B1(0) φ) + η(φ −
 
B1(x0) φ), (2.138)
where η is a cut-off function for {∣x − x0∣ ⩽ R} in {∣x − x0∣ ⩽ 2R}.
We start observing that −∇ ⋅ a∇w = ∇ ⋅ h for ∣x∣ ⩾ 2, (2.139)
where ∇w and h satisfy the following estimates
(∫∣x∣⩾2 ∣∇w∣2)
1
2 ≲ 1 (2.140)
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and
(∫∣x∣⩾r ∣h∣2)
1
2 ≲ 1
r
d
2+α for r ⩾ 2, (2.141)
(∫∣x−x0∣⩽r ∣h∣2)
1
2 ≲ r d2
Rd+α for 1 ⩽ r ⩽ R. (2.142)
Moreover, w has an asymptotically vanishing constant invariant
lim
r↑∞∫ ∇ηr ⋅ a∇w = 0 (2.143)
and asymptotically vanishing linear invariants
lim
r↑∞∫ ∇ηr ⋅ ((xk + φ∗k)a∇w −wat(ek +∇φ∗k)) = 0 for k = 1, . . . , d. (2.144)
We start by observing that the representation formula for v yields by equation (2.135) and the
condition on the correctors and on g that
∣∇2v(x)∣ ≲ r−(d+1), for r ≥ 2. (2.145)
establishing the formula (2.139) with
h ∶= (φ˜ia − σ˜i)∇∂iv + ∂iv(( 
B1(0) φi −
 
B1(x0) φi)a − (
 
B1(0) σi −
 
B1(x0) σi))∇η, (2.146)
where, in line with (2.138), we have set
σ˜ ∶= (1 − η)(σ −  
B1(0) σ) + η(σ −
 
B1(x0) σ). (2.147)
Indeed, from definition (2.137) & (2.138) we obtain
∇w = ∇u − [∂iv(ei +∇φi + ( 
B1(0) φi −
 
B1(x0) φi)∇η) + φ˜i∇∂iv] (2.148)
and thus, using ∇ ⋅ a(ei +∇φi) = 0, cf. (2.3),
−∇ ⋅ a∇w = −∇ ⋅ a∇u +∇∂iv ⋅ a(ei +∇φi)+∇ ⋅ [∂iv( 
B1(0) φi −
 
B1(x0) φi)a∇η + φ˜ia∇∂iv].
Using the identity a(ei+∇φi) = ahei+∇⋅σi, cf. (2.4), we have ∇∂iv⋅a(ei+∇φi) = ∇⋅ah∇v+∇∂iv⋅(∇⋅σi).
Using that the r. h. s. of (2.134) & (2.135) are supported in B1, we thus obtain in {∣x∣ ⩾ 1}
−∇ ⋅ a∇w = ∇∂iv ⋅ (∇ ⋅ σi) +∇ ⋅ [∂iv( 
B1(0) φi −
 
B1(x0) φi)a∇η + φ˜ia∇∂iv].
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It remains to substitute σ by σ˜ and to bring the related part of the above r. h. s. into divergence
form. Indeed, by definition (2.147)
∇ ⋅ σi = ∇ ⋅ σ˜i −∇ ⋅ (η( 
B1(0) σi −
 
B1(x0) σi)) = ∇ ⋅ σ˜i − (
 
B1(0) σi −
 
B1(x0) σi)∇η,
and by the identities
∇ζ ⋅ (∇ ⋅ σ) = ∇ ⋅ (ζ∇ ⋅ σ) = −∇ ⋅ (σ∇ζ) for skew σ, (2.149)
we obtain as desired
∇∂iv ⋅ (∇ ⋅ σi) = −∇ ⋅ [σ˜i∇∂iv] −∇ ⋅ [∂iv( 
B1(0) σi −
 
B1(x0) σi)∇η].
In order to estimate the contribution to ∇w and h that comes from the difference ﬄ
B1(0) − ﬄB1(x0)
of the average values we now argue that
∣ 
B1(0)(φ,σ) −
 
B1(x0)(φ,σ)∣ ≲ R1−β . (2.150)
To keep notation light, we write φ instead of (φ,σ). Let us first argue how to reduce (2.150) to
∣ 
Br(x) φ −
 
B1(x) φ∣ ≲ r1−β for r ⩾ 1, x ∈ {0, x0}. (2.151)
Indeed, (2.150) follows from (2.151) and our assumption (2.10) via the string of inequalities
∣ 
B1(0) φ −
 
B1(x0) φ∣
⩽ ( 
B2R( 12x0) ∣φ −
 
B1(0) φ∣2)
1
2 + ( 
B2R( 12x0) ∣φ −
 
B1(x0) φ∣2)
1
2
≲ ( 
B4R(0) ∣φ −
 
B1(0) φ∣2)
1
2 + ( 
B4R(x0) ∣φ −
 
B1(x0) φ∣2)
1
2
≲ ( 
B4R(0) ∣φ −
 
B4R(0) φ∣2)
1
2 + ( 
B4R(x0) ∣φ −
 
B4R(x0) φ∣2)
1
2
+ ∣ 
B4R(0) φ −
 
B1(0) φ∣ + ∣
 
B4R(x0) φ −
 
B1(x0) φ∣ (2.10),(2.151)≲ R1−β .
For (2.151), we focus on x = 0 and note that by a decomposition into dyadic radii, it is enough to
show ∣ 
Br
φ −  
Br′
φ∣ ≲ r1−β for 2r ⩾ r′ ⩾ r ⩾ 1.
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This estimate follows from a similar string of inequalities as the one before:
∣ 
Br
φ −  
Br′
φ∣ ⩽ ( 
Br
∣φ −  
Br
φ∣2) 12 + ( 
Br
∣φ −  
Br′
φ∣2) 12
≲ ( 
Br
∣φ −  
Br
φ∣2) 12 + ( 
Br′
∣φ −  
Br′
φ∣2) 12
and an application of (2.10).
We now turn to (2.140). We start from the formula (2.148), which we rewrite as
∇w = ∇u − ∂iv(ei +∇φi + ( 
B1(0) φi −
 
B1(x0) φi)∇η)− ((φi −  
B1(0) φi) + η(
 
B1(0) φi −
 
B1(x0) φi))∇∂iv.
From the estimate (2.150) on averages and the estimate (2.145) on v we thus obtain for ∣x∣ ⩾ 2
∣∇w∣ ≲ ∣∇u∣ + ∣x∣−d(∣id +∇φ∣ +R1−β ∣∇η∣)
+ ∣x∣−(d+1)(∣φ −  
B1(0) φ∣ +R1−βη). (2.152)
Taking the L2({∣x∣ ⩾ 2})-norm, we see that the ∇u-term is bounded according to (2.113). By the
choice of the cut-off function η, the function ∣x∣−d∣∇η∣ + ∣x∣−(d+1)η is supported in {∣x − x0∣ ⩽ 2R}
and bounded by R−(d+1) so that the contribution of this term to (∫∣x∣⩾2 ∣∇w∣2) 12 is estimated by
R−β− d2 . We turn to the term involving φ and will for later purposes show the slightly more general
statement for r ⩾ 1
(∫∣x∣⩾r(∣x∣−(d+1)∣(φ,σ) −
 
B1(0)(φ,σ)∣)2)
1
2 ≲ 1
r
d
2+β , (2.153)
which, restricting to φ in our notation, follows by dyadic summation from
(∫
r⩽∣x∣⩽2r ∣φ −
 
B1(0) φ∣2)
1
2 ≲ r d2+1−β ,
which trivially follows from
( 
Br(0) ∣φ −
 
B1(0) φ∣2)
1
2 ≲ r1−β .
The last estimate is a combination of our assumption (2.10) with (2.151). We now turn to the
estimate of the ∇φ-term in (2.152). By dyadic summation, it is enough to show
(∫
r⩽∣x∣⩽2r ∣id +∇φ∣2)
1
2 ≲ r d2 ,
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which follows from Caccioppoli’s estimate and assumption (2.10):
( 
B2r
∣id +∇φ∣2) 12 ≲ 1
r
( 
B4r
∣x + (φ −  
B4r
φ)∣2) 12
≲ 1 + 1
r
( 
B4r
∣φ −  
B4r
φ∣2) 12 .
We now turn to estimate (2.141). For this purpose, we rewrite the definition (2.146) of h as
h = ((φi −  
B1(0) φi)a − (σi −
 
B1(0) σi))∇∂iv+ η(( 
B1(0) φi −
 
B1(x0) φi)a − (
 
B1(0) σi −
 
B1(x0) σi))∇∂iv+ ∂iv(( 
B1(0) φi −
 
B1(x0) φi)a − (
 
B1(0) σi −
 
B1(x0) σi))∇η.
Inserting, as above, the estimate (2.113) on v and the estimate (2.150) on the averages we obtain
for ∣x∣ ⩾ 2 ∣h∣ ≲ ∣x∣−(d+1)∣(φ,σ) −  
B1(0)(φ,σ)∣ +R1−β(∣x∣−(d+1)η + ∣x∣−d∣∇η∣). (2.154)
Since by definition of η, the function ∣x∣−(d+1)η+∣x∣−d∣∇η∣ is supported in {∣x−x0∣ ⩽ 2R} and bounded
by R−(d+1), the contribution of the second r. h. s. term in (2.154) to (∫∣x∣⩾r ∣h∣2) 12 vanishes for r > 6R
and is bounded by R
d
2R−(d+β) ≲ r−( d2+β) for r ⩽ 6R. The first r. h. s. term in (2.154) was treated in
(2.153).
We finally turn to the last estimate (2.142). For this purpose, we note that because of the choice
of η, on BR(x0), the definition (2.146) of h turns into
h = ((φi −  
B1(x0) φi)a − (σi −
 
B1(x0) σi))∇∂iv,
so that by the estimate (2.145) on v we have for 1 ⩽ r ⩽ R
( 
Br(x0) ∣h∣2)
1
2 ≲ R−(d+1) ( 
Br(x0) ∣(φ,σ) −
 
B1(x0)(φ,σ)∣2)
1
2
,
which by estimate (2.151) on averages turns into
( 
Br(x0) ∣h∣2)
1
2 ≲ R−(d+1) ⎛⎝(
 
Br(x0) ∣(φ,σ) −
 
Br(x0)(φ,σ)∣2)
1
2 + r1−β⎞⎠ ,
so that the desired estimate in the strengthened form of
(∫
Br(x0) ∣h∣2)
1
2 ≲ r d2+1−β
Rd+1
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now follows from assumption (2.10).
We finally turn to the asymptotic invariants (2.143) & (2.144). Since we may assume r ⩾ 6R,
we may ignore the presence of η in the definition (2.137) of w . Hence we have
a∇w = a∇u − (∂iva(ei +∇φi) + φia∇∂iv)(2.4)= a∇u − (ah∇v + ∂iv∇ ⋅ σi + φia∇∂iv). (2.155)
Using the formula ∫ ∇ηr ⋅ (ζ∇ ⋅ σ + σ∇ζ) = 0 for skew σ, (2.156)
which follows from the last identity in (2.149) (and even holds if ζ a priori is not defined in {∣x∣ ⩽ r}
since it can be arbitrarily extended), we derive
∫ ∇ηr ⋅ a∇w = ∫ ∇ηr ⋅ (a∇u − ah∇v − (φia − σi)∇∂iv). (2.157)
Thanks to an integration by parts,equations (2.134) and (2.135) and the support assumption on g,
we have for r ≥ 2
∫ ∇ηr ⋅ a∇u = ∫ ∇ηr ⋅ ahom∇v = 0,
so that (2.157) collapses into
∫ ∇ηr ⋅ a∇w = −∫ ∇ηr ⋅ ((φia − σi)∇∂iv).
Using the estimates (2.145) on v, this yields
∣∫ ∇ηr ⋅ a∇w∣ ≲ r−(d+2) ∫
B2r
∣(φ,σ)∣ ≲ r−2 ( 
B2r
∣(φ,σ)∣2) 12 .
Together with our assumption (2.10), this implies (2.143).
We conclude this step with the argument for (2.144). We start by observing that the definition
of v yields that the linear invariants of u and v coincide: Indeed an integration by parts, equations
2.134 and (2.135) and the assumption on the support of g imply that for r ≥ 2
∫ ∇ηr ⋅ ((xk + φ∗k)a∇u − uat∇(xk + φ∗k)) = ∫ ηr∇(xk + φ∗k) ⋅ g = ∫ ηr(ek +∇φ∗k) ⋅ g,
∫ ∇ηr ⋅ (xka∇v − vatek) = ∫ ηrek ⋅ ((ei + ∂iφ∗)gi) = ∫ ηr(ek +∇φ∗k) ⋅ g
and thus that
∫ ∇ηr ⋅ ((xk + φ∗k)a∇u − uat∇(xk + φ∗k)) = ∫ ∇ηr ⋅ (xka∇v − vatek). (2.158)
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From the identity (2.155) we deduce(xk+φ∗k)a∇w −wat(ek +∇φ∗k)= ((xk + φ∗k)a∇u − uat(ek +∇φ∗k)) − (xkah∇v − vathek)− φ∗kah∇v − (xk + φ∗k)(∂iv∇ ⋅ σi + φia∇∂iv)+ φi∂iva(ek +∇φ∗k) + v∇ ⋅ σ∗k . (2.159)
Using that the linear invariants of u and v coincide, see (2.158), and the formula (2.156), only the
following terms survive after application of ∫ ∇ηr ⋅:−φ∗kah∇v + σi∇((xk + φ∗k)∂iv) − (xk + φ∗k)φia∇∂iv + φi∂iva(ek +∇φ∗k) − σ∗k∇v= ∂iv(φia + σi)(ek +∇φ∗k) − (φ∗kah + σ∗k)∇v − (xk + φ∗k)(φia − σi)∇∂iv.
Together with the estimates (2.145) on v, this implies by Caccioppoli’s estimate
∣∫ ∇ηr ⋅ ((xk + φ∗k)a∇w −wat(ek +∇φ∗k))∣
≲ r−(d+1) ∫
B2r
∣(φ,σ)∣∣id +∇φ∗∣ + r−(d+1) ∫
B2r
∣(φ∗, σ∗)∣ + r−(d+2) ∫
B2r
∣(φ,σ)∣∣x + φ∗∣
≲ 1
r
( 
B2r
∣(φ,σ)∣2) 12 ⎛⎝(
 
B2r
∣id +∇φ∗∣2) 12 + 1
r
( 
B2r
∣x + φ∗∣2) 12⎞⎠ + 1r (
 
B2r
∣(φ∗, σ∗)∣2) 12 .
≲ 1
r
( 
B2r
∣(φ,σ)∣2) 12 ⎛⎝1 + 1r (
 
B4r
∣φ∗∣2) 12⎞⎠ + 1r (
 
B2r
∣(φ∗, σ∗)∣2) 12 .
By assumption (2.10), this yields (2.144).
We may therefore apply Proposition 1 and Proposition 2 to w and conclude (2.136).
The proof of Corollary 23 relies on the bound (2.136) together with a duality argument in the
same spirit of the ones used in Chapter 1. In fact, also here a fundamental role is played by the
“compactness” lemma for a-harmonic functions ( see Lemma 14):
Lemma. For a radius R > 0 and a satisfying (1.6) and (1.7), we consider a σ-finite measure µ on
a-harmonic functions u in {∣x∣ < 2R}. Then,
∫ ∫∣x∣<R ∣∇u∣2 dxdµ ≲ supF ∫ ∣Fu∣2dµ,
where the sup runs over all the (linear) functionals F bounded by
∣Fu∣2 ≲ ∫{∣x∣<2R} ∣∇u∣2.
Proof of Corollary 23. Like for the proof of the Theorem 22 we may assume r∗ = 1. We
consider g, u, and v like in the statement of Theorem 22 and note that we obtain from (2.134) the
Green’s function representation
u(x) = −∫ ∇yG(a;x, y) ⋅ g(y)dy,
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whereas (2.135) yields
v(x) = ∫ ∇Gh(x − y) ⋅ (ei + ∂iφ(y))gi(y)dy = ∫ ∂jGh(x − y)(ej +∇φj(y)) ⋅ g(y)dy.
By differentiation in x this implies
∇u(x) = −∫
B1(0)∇∇G(a;x, y)g(y)dy,
∂iv(x) = ∫
B1(0) ∂i∂jGh(x − y)(ej +∇φ∗j (y)) ⋅ g(y)dy,
so that (2.136) takes on the form
(∫
B1(x0) ∣∫B1(0) (∇∇G(x, y)+∂i∂jGh(x − y)(ei +∇φi(x))⊗ (ej +∇φ∗j (y)))g(y)dy∣2 dx) 12
≲ 1∣x0∣d+α (∫B1(0) ∣g∣2 dy) 12 . (2.160)
We now argue that in (2.160), we may replace ∂i∂jGh(x− y) by ∂i∂jGh(x). Indeed, because of∣x0∣ ⩾ 4, ∣x − x0∣ ⩽ 1, and ∣y∣ ⩽ 1, we have for the constant-coefficient Green’s function ∣∂i∂jGh(x −
y)−∂i∂jGh(x)∣ ≲ 1∣x0∣d+1 . In addition, we have by Caccioppoli’s inequality, thanks to (2.3) for φ and
φ∗, and the sublinearity assumptions (2.10) for φ∗ and (2.16) for φ that ∫B1(x0) ∣ei +∇φi(x)∣2 dx ≲ 1
as well as ∫B1(0) ∣ej +∇φ∗j (y)∣2 dy ≲ 1. We therefore obtain by Cauchy-Schwarz’ inequality in y
(∫
B1(x0)∣∫B1(0)(∂i∂jGh(x − y) − ∂i∂jGh(x))(ei +∇φi(x))⊗ (ej +∇φ∗j (y))g(y)dy∣2dx) 12≲ 1∣x0∣d+1 (∫B1(0) ∣g∣2 dy) 12 .
Hence (2.160) upgrades to
( 
B1(x0)∣∫B1(0)(∇∇G(a;x, y) + ∂i∂jGh(x)(ei +∇φi(x))⊗ (ej +∇φ∗j (y)))g(y)dy∣2dx)
1
2
≲ 1∣x0∣d+α (∫B1(0) ∣g∣2 dy) 12 . (2.161)
We now apply the compactness lemma (Lemma 14) recalled above to the family u(y) = ∇xG(x, y)−
∂i∂jGh(x)(ei + ∇φi(x))(yj + φ∗j (y)) of Rd-valued maps defined for y ∈ B1(0) and parameterized
by the point x ∈ B1(x0),. We note that these maps are component-wise at-harmonic on {∣y∣ ⩽ 1}
because of (2.3). The σ-finite measure on this family is given by µ = ∣{∣x∣ < 1}∣−1 dx∣{∣x∣<1}. The role
of the linear functionals is played by Fu ∶= ∫B1(0)∇yu(y)g(y)dy, where we restrict to g that are
normalized (∫B1(0) ∣g∣2 dy) 12 = 1. Hence infer from Lemma 14 (applied to the adjoint problem at)
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that (2.161) implies
( 
B1(x0) ∫B 12 (0)∣∇∇G(a;x, y) + ∂i∂jGh(x)(ei +∇φi(x))⊗ (ej +∇φ∗j (y))∣2dy dx)
1
2
≲ 1∣x0∣d+α .
By the preceding argument, we may substitute ∂i∂jGh(x) again by ∂i∂jGh(x−y) and conclude the
proof of the corollary.
2.4 Appendix
2.4.1 Construction of the second order vector potential ΨE and proper-
ties of CE
In this subsection we use notions and notation common in stochastic homogenization, already
introduced in Chapter 1, Subsection 1.0.4. We recall that Ω is defined as the set of bounded
and uniformly elliptic coefficient fields a and that with ⟨⋅⟩ we define an ensemble on Ω. We use
the notation ⟨⋅⟩ both for the probability measure and for the integration of a random variable
with respect to such measure (expected value). Two basic assumptions on the ensemble ⟨⋅⟩ in the
realm of stochastic homogenization are stationarity, meaning that for every shift vector z ∈ Rd the
coefficient fields a and a(⋅ + z) have the same law, and ergodicity, namely that any random variable
ζ ∶ Ω→ R, which is shift-invariant in the sense that ζ(a) = ζ(a(⋅ + z)) for all z ∈ Rd and all a ∈ Ω, is⟨⋅⟩-almost surely constant.
Equipped with this notation, we argue why in the setting of stochastic homogenization it is
sensible to assume that, for every matrix E ∈ E , there exists ΨE satisfying∇ ⋅ΨE ∶= Eij((aφi − σi)ej + (aφj − σj)ei) + a∇ψE − CE , (2.162)
with
EijCij = CE ∶ = ⟨Eij((aφi − σi)ej + (aφj − σj)ei + a∇ψij)⟩. (2.163)
More precisely, with this definition of CE , then the existence of the associated ΨE follows under the
assumption that both (φ,σ) and ∇ψE are stationary with finite second moments⟨∣φ∣2⟩ + ⟨∣σ∣2⟩ ≲ 1, ⟨∣∇ψE ∣2⟩ ≲ ∣E∣2, for all E ∈ E . (2.164)
This is indeed what we expect in the case that assumptions (2.11) or (2.17) are satisfied for ψE , i.e.,
that the second order scalar corrector, which is expected to decay only subquadratically, is actually
sublinear.
In the following lemma we adapt the proof of Lemma 2 of [30] to construct a second order
vectorial corrector ΨE for all E ∈ E .
Lemma 24. Let ⟨⋅⟩ be stationary and ergodic. In addition, let assume that (φ,σ) and ∇ψE are
stationary and satisfy conditions (2.164). We define the random vector field
qE ∶= Eij((aφi − σi)ej + (aφj − σj)ei) + a∇ψE − CE . (2.165)
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Then, for all E ∈ E there exists a random, skew-symmetric tensor field ΨE such that its gradient
field ∇ΨE is stationary, ⟨∇ΨE⟩ = 0, it satisfies⟨∣∇ΨE ∣2⟩ ≲ ∣E∣2, (2.166)⟨⋅⟩-almost surely solves (2.162), i.e.,
∇ ⋅ΨE = qE .
and for all k, l = 1, ..., d it also holds
−∆ΨE,kl = ∂kqE,l − ∂lqE,k. (2.167)
Moreover, we also have that we may write C as the symmetrization in the first two indices Cij =
Aij +Aji ∈ Rd of a tensor A ∈ Rd×d×d with
Aijk = ⟨∂lφiσ∗klj − ∂lφ∗kσilj⟩. (2.168)
Before giving the proof of the lemma, we stress here that this existence argument also explains
in this context which choice of C is necessary in the definition of the flux corrector Ψ and why we
cannot directly assume that it is zero. In fact, although if we define Ψ without subtracting C the
proofs of Theorem 15 and Theorem 16 are simpler (there is no need to consider the correction v˜ in
(2.100) and (2.137)), there is no chance to have Ψ sublinear.
The assumptions of stationarity of φ,σ, and ∇ψ are needed in order to lift the equation for
Ψ to the probability space, where it can be easily solved. Without those assumptions, one would
need to consider the problem in the physical space, as was done (for ψ and the higher-order scalar
correctors) by Fischer and Otto [24]. We remark here that since Ψ is defined as a solution of the
Poisson equation (see (2.167)), in contrast with ψ, which solves elliptic equation with non-constant
coefficient field a, a construction of Ψ in the spirit of [24] would be simpler than the one for ψ.
Note that from assumptions (2.164), an application of Ho¨lder’s inequality in (2.163) yields that
∣EijCij ∣ ≲ ∣E∣.
Moreover, with this definition of A for C it immediately follows that if we define the adjoint problem
for Ψ∗, then we have that C∗ is related to C via the identity
A∗ijk = −Akji for i, j, k = 1, ..., d.
Therefore, if we restrict ourselves to an ensemble over symmetric coefficient fields a, we have A∗ = A
and by the previous identity also that
0 = Aijk +Akji +Ajik +Akij +Ajki +Aikj = Cijk +Cikj +Cjki,
i.e. identity (2.22).
Proof. We start by observing that the stationarity assumptions on (φ,σ) and ∇ψE yield that qE
defined in (2.165) is a stationary random field, namely that there exists a random vector (which we
call again qE) such that qE(a, x) = qE(a(⋅ + x)). In addition, we have that
⟨qE⟩ = 0, ⟨∣qE ∣2⟩ (2.164)≲ ∣E∣2, D ⋅ qE (2.7)= 0, (2.169)
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where D denotes the horizontal derivative and D ⋅ the horizontal divergence. For k ≥ 1 we denote
with Hk(Ω) the space of random variables ζ such that Dαζ ∈ L2(Ω) for every multi-index 0 ≤ ∣α∣ ≤ k.
In the remaining part of the proof, we consider E fixed and suppress it in the notation of q and Ψ.
Throughout this proof, we do not use Einstein’s summation convention on repeated indices. We
introduce the space of curl-free symmetric tensor fields of vanishing expectation
B ∶= {b˜ ∈ L2(Ω,Rd×dsym) ∶ Dk b˜ij =Dj b˜ik, ⟨b˜ij⟩ = 0}.
For every j = 1, ..., d, let us consider qjI, where I denotes the d×d identity matrix, and let us denote
by bj ∈ B the L2-projection of qjI onto B. This implies that
⟨∣bj ∣2⟩ ≤ ⟨∣qjI∣2⟩ (2.169)≲ ∣E∣2. (2.170)
We now argue that the third-order tensor b = bjkm satisfies the identities∑
k
bjkk = qj , ∑
k
bkkj = 0. (2.171)
To prove the first identity in (2.171) we observe that since, {D2ζ ∶ ζ ∈ H2(Ω)} ⊆ B, it follows by
orthogonality, integration by parts and the definition of B that
0 = ⟨D2ζ ∶ (bj − qjI)⟩ =∑
k,l
⟨DkDlζ(bjkl − qjδkl)⟩ =∑
k,l
⟨DkDlζ bjkl⟩ − ⟨trace(D2ζ)qj⟩
= −∑
k,l
⟨DlζDkbjkl⟩ − ⟨trace(D2ζ)qj⟩ = −∑
k,l
⟨DlζDlbjkk⟩ − ⟨trace(D2ζ)qj⟩
= ⟨trace(D2ζ)(trace(bj) − qj)⟩.
Therefore, as by ergodicity {trace(D2ζ) ζ ∈ H2(Ω)} is dense in B and since both bj and qj have
vanishing expectation, identity (2.171) follows. Similarly, the remaining identity in (2.171) is implied
once we argue that
⟨trace(D2ζ)(∑
k
bkkj)⟩ = −⟨DDjζ ⋅ q⟩ (2.169)= 0.
This is obtained by integrating by parts the l.h.s. in the line above and by observing that the
curl-freeness and the symmetry conditions in the definition of B combined with the first identity
in (2.171) yield
DlDlbkkj =DlDjbkkl =DjDlbkkl =DjDlbklk =DjDkbkll.
We now may extend the random tensor b to a stationary random tensor field b(a, x) ∶= b(a(⋅ + x))
such that, thanks to the relationship between horizontal derivatives Di and spatial derivatives ∂i,
it satisfies ⟨⋅⟩- almost surely in the distributional sense
∂lbjkm = ∂mbjkl.
Therefore, there exists a field Ψ = Ψ(a, x), defined up to a skew-symmetric constant tensor, such
that
∂lΨjk = bjkl − bkjl for all j, k = 1, ..., d. (2.172)
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Condition (2.166) trivially follows from (2.170) while equations (2.162) and (2.167) are implied by
the following calculations: By symmetry of b it indeed holds
(∇ ⋅ΨE)j (2.172)= ∑
l
∂lΨjl =∑
l
(bjll − bljl) =∑
l
(bjll − bllj) (2.171)= qj ,
and by the symmetry and curl-freeness of b
−∆Ψjk = −∑
l
∂l∂lΨjk
(2.172)= −∑
l
(∂lbjkl − ∂lbkjl) = −∑
l
(∂lbjlk − ∂lbklj)
= −∑
l
(∂kbjll − ∂jbkll) (2.171)= ∂jqk − ∂kqj .
To conclude the proof of the lemma we only need to show (2.168). As before, we may use
the stationarity assumptions on (φ,σ) and ∇ψij to “lift” these object in the probability space and
introduce {Φi} ∈H1(Ω), {Σi} ∈H1(Ω)d×d and {χij} ∈ L2(Ω)d such that ⟨Φ ⟩ = ⟨Σ ⟩ = ⟨χ ⟩ = 0 and
φi(a, x) = Φi(a(⋅ + x)), σi(a, x) = σi(a(⋅ + x)), ∇ψij(a, x) = χij(a(⋅ + x)). (2.173)
Using (2.3), (2.4) and (2.6), we also infer that for any ζ ∈H1(Ω) and i, j = 1, ..., d it holds
⟨Dζ ⋅ a(0)(DΦi + ei)⟩ = 0, ⟨Dζ ⋅Σiej⟩ = ⟨ζ(a(0)(DΦi + ei) − ahomei) ⋅ ej⟩, (2.174)⟨Dζ ⋅ a(0)χij⟩ = −⟨Dζ ⋅ ((a(0)Φi −Σi)ej + (a(0)Φj −Σj)ei)⟩. (2.175)
We denote with Φ∗, Σ∗ and χ∗ the random variables associated to the adjoint problem. Equipped
with these objects, we may rewrite (we forget about the sum in Eij)
Cijk (2.163)= ⟨ek ⋅ ((aφi − σi)ej + (aφj − σj)ei) + ek ⋅ a∇ψij⟩
(2.173)= ⟨ek ⋅ ((a(0)Φi −Σi)ej + (a(0)Φj −Σj)ei) + ek ⋅ a(0)χij⟩
and, using the first equation in (2.174) for the adjoint Φ∗, get
Cijk = ⟨ek ⋅ ((a(0)Φi −Σi)ej + (a(0)Φj −Σj)ei) + ek ⋅ a(0)χij⟩
(2.174)= ⟨ek ⋅ ((a(0)Φi −Σi)ej + (a(0)Φj −Σj)ei) +DΦ∗k ⋅ a(0)χij⟩
(2.175)= ⟨(ek +DΦ∗k) ⋅ ((a(0)Φi −Σi)ej + (a(0)Φj −Σj)ei)⟩= ⟨(ek +DΦ∗k) ⋅ (a(0)Φiej + a(0)Φjei)⟩ − ⟨(ek +DΦ∗k) ⋅ (Σiej +Σjei)⟩.
Since both Φ and Σ have zero average, it holds
Cijk = ⟨(DΦ∗k + ek) ⋅ (a(0)Φiej + a(0)Φjei)⟩ − ⟨DΦ∗k ⋅ (Σiej +Σjei)⟩. (2.176)
We now use the second equation in (2.174) for Σ∗ to compute
⟨(DΦ∗k + ek) ⋅ (a(0)Φiej + a(0)Φjei)⟩ = ⟨(Φjei +Φjei) ⋅ at(0)(DΦ∗k + ek)⟩
(2.174)= ⟨DΦj ⋅Σ∗kei +DΦi ⋅Σ∗kej⟩ + ⟨(Φjei +Φjei) ⋅ athomek⟩⟨Φ⟩=0= ⟨DΦj ⋅ σ∗kei +DΦi ⋅Σ∗kej⟩,= ⟨DlΦjΣ∗kli +DlΦiΣ∗klj⟩
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which inserted in (2.176) gives
Cijk = ⟨DΦj ⋅Σ∗kei +DΦi ⋅Σ∗kej⟩ − ⟨DΦ∗k ⋅ (Σiej +Σjei)⟩= ⟨DΦi ⋅Σ∗kej −DΦ∗k ⋅Σiej⟩ + ⟨DΦj ⋅Σ∗kei −DΦ∗k ⋅Σjei⟩.
If we define Aijk = ⟨DΦi ⋅Σ∗kej −DΦ∗k ⋅Σiej⟩ and use (2.173) to go back to the physical space, we
obtain (2.168).
2.4.2 Two-scale expansion in homogenization
In this subsection we argue why in Theorem 15 and 16 the way in which we define and correct
v, v˜ to properly approximate u is not surprising in the context of homogenization. In the sake of
simplicity, we put ourselves in the case of periodic homogenization, but the same may be done in
the stochastic setting. Let us assume that a = a(x) is a uniformly elliptic bounded coefficient field
of period [0; 1]d. For f ∈ L2(Rd) and a given L≫ 1 we consider the solution of
−∇ ⋅ a∇u = 1
L2
f( ⋅
L
) in Rd,
and we want to compare it to uh solving−∇ ⋅ ahom∇uh = f in Rd. (2.177)
To do so, we introduce the “slow”, variable xˆ = x
L
and we formally expand u as
u(x) ≈ uh(xˆ) + 1
L
u1(x, xˆ) + 1
L2
u2(x, xˆ) + 1
L3
u3(x, xˆ) + ...
In our case we are interested into the expansion up to orders (a priori) bigger than 1
L2
, i.e. we want
to identify u1 and u2. By rewriting ∇ = ∇ + 1L ∇ˆ, where now ∇ denotes the gradient only on the
first variable and ∇ˆ the one in the second xˆ- variable, we get
a∇u(x) ≈ 1
L
a(∇ˆuh(xˆ) +∇u1(x, xˆ)) + 1
L2
a(∇ˆu1(x, xˆ) +∇u2(x, xˆ)) + 1
L3
(∇ˆu2(x, xˆ) +∇u3(x, xˆ)) + ...
and, after taking the divergence
1
L2
f(xˆ) ≈ − 1
L
∇ ⋅ a(∇ˆuh(xˆ) +∇u1(x, xˆ)) (2.178)
− 1
L2
∇ˆ ⋅ a(∇ˆuh(xˆ) +∇u1(x, xˆ)) − 1
L2
∇ ⋅ a(∇ˆu1(x, xˆ) +∇u2(x, xˆ))
− 1
L3
∇ˆ ⋅ a(∇ˆu1(x, xˆ) +∇u2(x, xˆ)) − 1
L3
∇ ⋅ a(∇ˆu2(x, xˆ) +∇u3(x, xˆ)) + ... (2.179)
We start with the term of order 1
L
and require that
∇ ⋅ a(∇ˆuh(xˆ) +∇u1(x, xˆ)) = 0. (2.180)
To show this we make a first Ansatz on u1 by writing it as
u1(x, xˆ) = φi(x)∂ˆiu0(xˆ) + v1(xˆ), (2.181)
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for some v1 and where for i = 1, ..., d, φi is the first-order correctors solving (2.3) and normalized so
that ∫[0,1]d φi = 0. Inserting (2.181) into (2.180) yields
∇ ⋅ a(∇ˆuh(xˆ) +∇u1(x, xˆ)) = ∇ ⋅ a(∇ˆuh(xˆ) + ∂ˆiu0(xˆ)∇φi(x)) = ∂ˆiu0(xˆ)∇ ⋅ a(ei +∇φi(x)) (2.3)= 0.
We now focus on the terms of order 1
L2
and show that
∇ˆ ⋅ a(∇ˆuh(xˆ) +∇u1(x, xˆ)) +∇ ⋅ a(∇ˆu1(x, xˆ) +∇u2(x, xˆ)) = f(xˆ). (2.182)
Recalling that a = a(x), we use equation (2.4) on the first term in the l.h.s. of (2.182) to get
∇ˆ ⋅ a(∇ˆuh(xˆ) +∇u1(x, xˆ)) = ∇ˆ ⋅ a(∇ˆuh(xˆ) + ∂ˆiu0(xˆ)∇φi(x))= ∇ˆ ⋅ (∂ˆiuh(xˆ)a(ei +∇φi(x))) (2.4)= ∇ˆ ⋅ (∂ˆiuh(xˆ)(ahomei +∇ ⋅ σi(x)))= ∇ˆ ⋅ ahom∇ˆuh(xˆ) −∇ ⋅ (σi(x)∇ˆ∂ˆiuh(xˆ)).
Inserting this into (2.182), together with (2.177) leads to
0 = (−∇ ⋅ (σi(x)∇ˆ∂ˆiuh(xˆ)) +∇ ⋅ a(∇ˆu1(x, xˆ) +∇u2(x, xˆ))).
Using again (2.181), the l.h.s. may be restated as
∇ ⋅ (σi(x)∇ˆ∂ˆiuh(xˆ)) +∇ ⋅ a(∇ˆu1(x, xˆ) +∇u2(x, xˆ))
(2.181)= ∇ ⋅ (σi(x)∇ˆ∂ˆiuh(xˆ)) +∇ ⋅ a(φi(x)∇ˆ∂ˆuh(xˆ) + ∇ˆv1(xˆ) +∇u2(x, xˆ))= ∇ ⋅ ((σi(x) − aφi(x))ej)∂ˆijuh(xˆ) + ∂ˆiv1(xˆ)∇ ⋅ aei +∇ ⋅ a∇u2(x, xˆ)).
We now make a second Ansatz and write
u2(x, xˆ) = 1
2
ψij(x)∂ˆijuh(xˆ) + φi(x)∂ˆiv1(xˆ) + v2(xˆ), (2.183)
where ψij is the second-order scalar corrector solving (2.6) and normalized in the same way of the
φi’s. Since
∇u2(x, xˆ) = 1
2
∂ˆijuh(xˆ)∇ψij(x) + ∂ˆiv1(xˆ)∇φi(x)
this, inserted into the chain of identities above, yields
∇ ⋅ (σi(x)∇ˆ∂ˆiuh(xˆ)) +∇ ⋅ a(∇ˆu1(x, xˆ) +∇u2(x, xˆ))= ∇ ⋅ ((σi(x) − aφi(x))ej + 1
2
a∇ψij)∂ˆijuh(xˆ) + ∂ˆiv1(xˆ)∇ ⋅ a(ei +∇φi)
= 1
2
∇ ⋅ ((σi(x) − aφi(x))ej + (σj(x) − aφj(x))ei + a∇ψij)∂ˆijuh(xˆ)
+ ∂ˆiv1(xˆ)∇ ⋅ a(ei +∇φi) (2.6),(2.3)= 0.
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We thus established also (2.182).
We now turn to the terms of order 1
L3
∇ˆ ⋅ a(∇ˆu1(x, xˆ) +∇u2(x, xˆ)) +∇ ⋅ a(∇ˆu2(x, xˆ) +∇u3(x, xˆ)).
By (2.181) and (2.183) this is equal to
∇ˆ ⋅ (φi(x)a∇ˆ∂ˆiuh(xˆ) + a∇ˆv1(xˆ) + ∂ˆijuh(xˆ)a∇ψij(x) + ∂ˆiv1(xˆ)a∇φi(x))+∇ ⋅ (1
2
aψij∇ˆ∂ˆijuh(xˆ) + aφi∇ˆ∂ˆv1(xˆ) + a∇ˆv2(xˆ) + a∇u3(x, xˆ)) (2.184)
Thanks to (2.6) and (2.9) we rewrite the first term as
∇ˆ ⋅ (φi(x)a∇ˆ∂ˆiuh(xˆ) + a∇ˆv1(xˆ) + ∂ˆijuh(xˆ)a∇ψij(x) + ∂ˆiv1(xˆ)∇φi(x))
= ∇ˆ ⋅ (φi(x)a∇ˆ∂ˆiuh(xˆ) + a∇ˆv1(xˆ) + ∂ˆijuh(xˆ)a∇ψij(x) + ∂ˆiv1(xˆ)∇φi(x))
= ∇ˆ ⋅ ((aφi(x)ej + a∇ψij(x))∂ˆijuh(xˆ) + (aei +∇φi(x))∂ˆiv1(xˆ))
(2.4)= ∇ˆ ⋅ ((aφi(x)ej + a∇ψij(x))∂ˆijuh(xˆ) + (ahomei +∇ ⋅ σi(x))∂ˆiv1(xˆ))
= ∇ˆ ⋅ ((aφi(x)ej + a∇ψij(x))∂ˆijuh(xˆ)) + ∇ˆ ⋅ ahom∇ˆv1(xˆ) −∇ ⋅ (σi∇ˆ∂ˆiv1(xˆ)).
Moreover, since by (2.149) it holds
∇ˆ ⋅ (σi(x)∇ˆ∂ˆiuh(xˆ)) = 0
we have
∇ˆ⋅((aφi(x)ej + a∇ψij(x))∂ˆijuh(xˆ)) + ∇ˆ ⋅ ahom∇ˆv1(xˆ) −∇ ⋅ (σi∇ˆ∂ˆiv1(xˆ))
= ∇ˆ ⋅ ((aφi(x) − σi)ej + 1
2
a∇ψij(x))∂ˆijuh(xˆ)) + ∇ˆ ⋅ ahom∇ˆv1(xˆ) −∇ ⋅ (σi∇ˆ∂ˆiv1(xˆ))
(2.9)= 1
2
∇ˆ ⋅ ((∇ ⋅Ψij + Cij)∂ˆijuh(xˆ)) + ∇ˆ ⋅ ahom∇ˆv1(xˆ) −∇ ⋅ (σi∇ˆ∂ˆiv1(xˆ)).
If we insert this inside (2.184) we have that
1
2
∇ˆ ⋅ ((∇ ⋅Ψij + Cij)∂ˆijuh(xˆ)) + ∇ˆ ⋅ ahom∇ˆv1(xˆ) −∇ ⋅ (σi∇ˆ∂ˆiv1(xˆ))
+∇ ⋅ (1
2
aψij∇ˆ∂ˆijuh(xˆ) + aφi∇ˆ∂ˆv1(xˆ) + a∇ˆv2(xˆ) + a∇u3(x, xˆ))
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and we may rearrange the terms as
∇ˆ ⋅ (1
2
Cij ∂ˆijuh(xˆ) + ahom∇ˆv1(xˆ)) +∇ ⋅ ((aφi − σi)∇ˆ∂ˆiv1(xˆ))
+ 1
2
∇ ⋅ ((aψij −Ψij)∇ˆ∂ˆijuh(xˆ)) +∇ ⋅ (a∇ˆv2(xˆ) + a∇u3(x, xˆ)) (2.185)
Therefore, to have that also this vanishes, we impose that
∇ˆ ⋅ (ahom∇ˆv1(xˆ) + 1
2
Cij ∂ˆijuh(xˆ)) = 0, (2.186)
which is equation (2.14) for v˜. Note that to treat the other terms in (2.185) we would need to resort
to u3(x, xˆ) and define a higher-order corrector to take care of the term in which ∇ˆ∂ˆijuh appears.
By stopping at u2 in the expansion, we thus obtain that the approximation for u is given by
u(x) ≈ (1 + 1
L
φi(x)∂ˆi + 1
2L2
ψij(x)∂ˆij)uh(xˆ) + 1
L
(1 + 1
L
φi∂ˆi)v1(xˆ),
with uh and v1 solving respectively (2.177) and (2.186).
2.4.3 Proof of identities (2.81) and (2.82)
We argue how to obtain (2.81); identity (2.82) follows likewise. By symmetry of the terms ∂ijv, we
have
d∑
i,j=1∂ijv ψij = 12 ∑i,j ∂ijv(ψij + ψji). (2.187)
Without loss of generality, let us assume that ahom,12 ≠ 0. Since v is ahom-harmonic, it holds
0 = d∑
i,j=1ahom,ij∂ijv = ∂12v + ahom,21ahom,12 ∂12v + 12 ∑(i,j)∉{(1,2),(2,1)}( ahom,ijahom,12 + ahom,jiahom,12 )∂ijv.
and thus
∂12v = ∂21v = −1
2
∑(i,j)∉{(1,2),(2,1)} ahom,ij + ahom,ijahom,12 + ahom,21 ∂ijv.
Therefore, identity (2.187) may be reformulated as
d∑
i,j=1∂ijv ψij = 14 ∑(i,j)∉{(1,2),(2,1)}∂ijv(ψij + ψji − ahom,ij + ahom,ijahom,12 + ahom,21 (ψ12 + ψ21)).
This is identity (2.81), if we define E12kl = E21kl = 0 and Eijkl = 14(δij +δij − ahom,ij+ahom,ijahom,12+ahom,21 (δ12+δ21)) for(i, j) ∉ {(1,2), (2,1)}. We conclude by observing that the uniform ellipticity of a (and thus ahom)
implies ∣Eij ∣ ≲ 1.
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2.4.4 Decaying estimate (2.86) for v˜
We start with the estimate on ∣v˜∣ of the form
sup∣x∣⩾8 ∣x∣d∣v˜(x)∣ ≲ 1. (2.188)
For that we fix a point x0 such that ∣x0∣/4 =∶ R > 2, and rewrite the equation for v˜ (see (2.85)):−∇ ⋅ ahom∇v˜ = −∇ ⋅ ahom∇v˜0 −∇ ⋅ ahom∇v˜1= ∇ ⋅ (1
2
η0,RCij∂ij(η˜v)) +∇ ⋅ (1
2
(1 − η0,R)Cij∂ij(η˜v)),
where η0,R is a cut-off function for {∣x∣ < R} in {∣x∣ < 2R}, which is obtained by rescaling of a fixed
cut-off function for {∣x∣ < 1} in {∣x∣ < 2}. Using the representation formula for a solution of the
ahom-equation we get
∣v˜0(x0)∣ = ∣1
2
∫ ∇Ghom(x,x0) ⋅ Cijη0,R(x)∂ij(η˜(x)v(x))dx∣
= ∣1
2
∫ ∂ij(∇Ghom(x,x0) ⋅ Cijη0,R(x))η˜(x)v(x)dx∣,
which may be bounded, thanks to assumptions (2.21) and (2.13) and the homogeneity of Ghom, by
∣v˜0(x0)∣ ≲ ∫
1<∣x∣<2R ∣∇3Ghom(x,x0)∣∣v(x)∣dx+ ∫
R<∣x∣<2R 1R ∣∇2Ghom(x,x0)∣∣v(x)∣ + 1R2 ∣∇Ghom(x,x0)∣∣v(x)∣dx≲ 1
Rd+1 ∫1<∣x∣<2R 1∣x∣d−1 dx + ∫R<∣x∣<2R 1Rd+1 1∣x∣d−1 dx≲ 1
Rd+1 ∫1<∣x∣<2R 1∣x∣d−1 dx≲ R−d ≲ ∣x0∣−d,
where in the last inequality we used that for x ∈ {∣x∣ < 2R} we have ∣x − x0∣ ≳ R. Since η˜ = 1 in the
support of 1 − η0,R, from the representation formula for v˜1 we estimate
∣v˜1(x0)∣ = ∣1
2
∫ ∇Ghom(x,x0) ⋅ Cij(1 − η0,R(x))∂ijv(x)dx∣,
and by (2.10), (2.13) and the choice of the support of η0,R also
∣v˜1(x0)∣ ≲ ∫∣x−x0∣<R ∣∇Ghom(x,x0)∣∣∇2v(x)∣dx + ∫{∣x−x0∣>R,∣x∣>R} ∣∇Ghom(x,x0)∣∣∇2v(x)∣dx≲ ∫∣x−x0∣<R 1∣x − x0∣d−1 1Rd+1 dx + ∫{∣x−x0∣>R,∣x∣>R} 1∣x − x0∣d−1 1∣x∣d+1 dx≲ R−d + ∫{∣x∣>R} 1∣x∣2d dx≲ R−d ≲ ∣x0∣−d,
153
where we used that ∣x − x0∣ ≳ ∣x∣ in the set {∣x − x0∣ > R, ∣x∣ > R}. Estimate (2.188) is proved.
In order to upgrade (2.188) to estimates on higher derivatives of v˜, we use the following claim:
Claim: Let x′ ∈ Rd be such that ∣x′∣/4 =∶ R > 2, let k ⩾ 0, k ∈ Z, and let ω, ω˜ ∈ L2({∣x − x′∣ < 2R})
satisfy
−∇ ⋅ ahom∇ω˜ = ∇ ⋅ (1
2
Cij∂ijω) in {∣x − x′∣ < 2R}, (2.189)∣ω˜(x)∣ ≲ ∣x∣−(d+k), ∣∇2ω(x)∣ ≲ ∣x∣−(d+k+1), ∣∇3ω(x)∣ ≲ ∣x∣−(d+k+2) for x ∈ {∣x − x′∣ < 2R}. (2.190)
Then ∣∇ω˜(x′)∣ ≲ ∣x′∣−(d+k+1).
First by Caccioppoli’s inequality, meaning we test equation (2.189) with η2w˜ where η is a cut-off
of {∣x − x′∣ < R} in {∣x − x′∣ < 2R}, we get
 
∣x−x′∣<R ∣∇ω˜∣2 dx ≲
 
∣x−x′∣<2R ∣∇2ω∣2 + 1R2
 
∣x−x′∣<2R ∣ω∣2 (2.190)≲ 1R2(d+k+1) . (2.191)
Let now η be a cut-off function for ∣x − x′∣ < R
2
in ∣x − x′∣ < R. Then by (2.189)
−∇ ⋅ ahom∇(ηω˜) = −ω˜ahom ∶ ∇2η − 2ahom∇η ⋅ ∇ω˜ + η 1
2
Cij ⋅ ∇∂ijω,
and the representation formula yields
∣∇ω˜(x′)∣ ≲ 1
R2
∫∣x−x′∣<R ∣∇Ghom∣∣ω˜∣dx + ∫∣x−x′∣<R ∣∇Ghom∣∣∇3ω∣dx+ 1
R
∫
BR(x′)∖BR/2(x′) ∣∇Ghom∣∣∇ω˜∣dx
(2.190)≲ 1
R−(d+k+2) ∫∣x−x′∣<R dx∣x − x′∣d−1 + 1R−(d+k+2) ∫∣x−x′∣<R dx∣x − x′∣d−1
+Rd−1( 
R
2 <∣x−x′∣<R
dx∣x − x′∣2(d−1) )
1
2 ( ∣x−x′∣<R ∣∇ω˜∣2 dx)
1
2
(2.191)≲ R−(d+k+1),
This finishes the proof of the claim.
To show (2.86) away from the origin we use iteratively the claim. First, using estimate on ∣v˜∣,
which we obtained above, together with the estimate on ∇2v,∇3v, the claim yields the desired
estimate on ∣∇v˜∣ of the form sup∣x∣⩾16 ∣x∣d+1∣∇v˜(x)∣ ≲ 1. Next, we differentiate the equation for
v˜, and apply the claim again; this time starting from ∇v˜ and getting sup∣x∣⩾32 ∣x∣d+2∣∇2v˜(x)∣ ≲ 1.
Finally, via one more differentiation of the equation the claim implies the estimate of the form
sup∣x∣⩾64 ∣x∣d+2∣∇3v˜(x)∣ ≲ 1.
We now argue that (2.86) holds also near the origin, e.g., for x ∈ {∣x∣ < 64}: Indeed, if η is a
cut-off function for {∣x∣ < 64} in {∣x∣ < 65} it holds that
∇ ⋅ ahom∇(ηv˜) = ∇ ⋅ (ahom∇η v˜) +∇η ⋅ ahom∇v˜ + η∇ ⋅ (1
2
Cij∂ij(η˜v)),
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and the representation formula for the solution of the above equation and of its differentiated version
implies that sup∣x∣⩽64 ∣v˜(x)∣ + ∣∇v˜(x)∣ + ∣∇2v˜(x)∣ + ∣∇3v˜(x)∣ ≲ 1.
Part II
Random walks and interacting
particle systems: Invariance
Principle and relaxation to
equilibrium
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Chapter 3
Random walks in random
environments: Relaxation and
Invariance Principle
In this chapter we study the homogenization of the discrete operator in divergence-form
∇∗a∇f(x) ∶= ∑
y∼xa((x, y))(f(y) − f(x)), (3.1)
where a = (a(e))e∈B is a family of independent random variables indexed by the nearest-neighbor,
unoriented edges of the graph Zd, d ⩾ 2. As pointed out in the introduction, from a probabilistic
point of view ∇∗a∇ corresponds to the infinitesimal generator of a random walk in a random
environment.
We assume that the coefficients a(e) take values in [0,1], that the law of a(e) depends only on
the orientation of the edge e, and that none of these d probability laws is a Dirac mass at 0. In this
setting, we give a necessary and sufficient condition for the relaxation of the “environment viewed
by the particle”, described by means of a PDE “lifted” to probability (see (18) of the Introduction),
to be diffusive in the sense of every polynomial moment. Denoting by ut the solution of (18) for a
local and bounded initial condition g, we show that the property
for every p ⩾ 1, sup
t⩾1 t
d
2 ⟨∣ut − ⟨ut⟩∣2p⟩ 1p <∞ (3.2)
holds as soon as
for every q ⩾ 1, ⟨( sup
1⩽i⩽da(ei))−q⟩ <∞, (3.3)
where (e1, . . . , ed) is the canonical basis of Zd, and ⟨ ⋅ ⟩ denotes the expectation with respect to
the law of {a(e)}. Moreover, if (3.2) holds for “generic” bounded and local initial datum g, then
(3.3) holds as well. Loosely speaking, we leverage on the existence of one “good direction” where
conductances are well-behaved in the sense that they are not “too” degenerate. Finally, we show
that if the initial condition g in (3.7) is the divergence of a local bounded function and if (3.3)
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holds, then (3.2) can be improved to
for every p ⩾ 1 and ε > 0, sup
t⩾1 t
d
2+1−ε ⟨∣ut∣2p⟩ 1p <∞. (3.4)
As shown in [55, 32], these estimates imply a range of other quantitative homogenization results
for ∇∗a∇, including bounds on the associated corrector, which may also be used to prove quenched
central limit theorems for the associated random walk.
Under the condition that the coefficients a(e) are uniformly bounded away from 0 and infinity,
the estimate (3.2) and the stronger estimate (3.4) with ε = 0 were proved in [32]. Under the
same assumptions on the conductances further results in homogenization were obtained in follow-
up works by the same authors [33, 35] and by Armstrong and Smart[8] and Armstrong, Kuusi
and Mourrat[5]. The case of coefficients that are bounded away from 0 but not from infinity was
considered by Mourrat and then by de Buyer and Mourrat respectively in [55, 18]. Bounds for d ⩾ 3
on the corrector under assumptions similar to the ones of this chapter, i.e. conductances uniformly
bounded from above but not from below, were obtained by Lamacz, Neukamm and Otto in [48]:
There, the authors consider a “toy model” for percolation in which the conductances are assumed
to be {0,1}-Bernoulli in (d−1) directions and constantly 1 in the remaining direction. This ensures
at least one direction which is not degenerate; our condition (3.3) is thus in the same spirit, but
allows for more general examples; a rather degenerate example of environment satisfying (3.3) can
be constructed by letting a(e) be i.i.d. Bernoulli random variables in (d− 1) directions, and letting
a(e) = (1 +Ee)−1 with (Ee) i.i.d. exponential random variables in the remaining direction.
Our approach is inspired by the strategy of [32], which rests on quenched heat kernel bounds.
In the context of degenerate environments, quenched diffusive bounds on the heat kernel are false
in general. However, under the condition (3.3), we will be able to control the anomalous behavior
of the heat kernel, in the sense of every polynomial moment, by exploiting the method presented
in [57]. We then show that these weaker bounds are sufficient to imply (3.2) and (3.4).
The results we present here shed light on the associated process of the random walk among
random conductances. In this view, the corrector, or more precisely the random field
χ(a, x) = φ(a, x) − φ(a,0), (3.5)
provides us with harmonic coordinates that turn the walk into a martingale. As is well-known,
these coordinates allow to show an annealed invariance principle for the random walk, under very
general conditions on the conductances (see, e.g., the works of Kipnis and Varadhan[44] and of
De Masi, Ferrari, Goldstein and Wick[20]. When the conductances are uniformly elliptic, it was
quickly realized by Osada[60] that the statement can be improved to a quenched invariance principle.
What needs to be shown is that χ, evaluated at the position of the random walk, is of lower order
compared with the position of the walk itself, with probability one with respect to the environment.
By general arguments, one only knows that the corrector is sublinear in an L2-averaged sense, and
this is not sufficient in itself to guarantee a quenched result. One possibility to overcome this
difficulty is to show that the walk is sufficiently “spread out” (in the sense that it satisfies heat
kernel estimates), so that the averaged information on the corrector becomes sufficient to conclude.
This was the route explored in a majority of papers on the subject, among which we mention the one
by Osada[60] for uniformly bounded conductances and Sidoravicious and Snitzmann[68] for i.i.d.
random conductances and in the supercritical percolation case when d ≥ 4. Later on, Biskup and
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Berger[14] extend the result of [68] to a quenched invariance principle for supercritical percolation
in any dimension d ≥ 2.
In the case of random conductances unbounded both from above and below, we mention the
work of Andres, Deuschel, Slowik[4] where a quenched invariance principle is shown provided that
the stationary and ergodic weights satisfy the stochastic integrability condition⟨a(e)q⟩ + ⟨a(e)−p⟩ ≤ C(d, p, q)
for some p, q ≥ 1 with 1
q
+ 1
p
< 2
d
. Here, the proof for the sublinearity of the corrector is an adaptation
of the standard Moser iteration technique for uniformly elliptic scalar operators in divergence form,
from which arises the condition above on the integrability of the weights. In [3], the same authors
and Chiarini adapt the same method to the case of random conductances depending on time.
With respect to the above works, the results we derive give a stronger information on the
growth of the corrector in the setting of independent and stationary random conductances: As
already shown in [48], the decay (3.4) implies that with probability one the corrector is not only
sublinear, but grows slower than any power of the distance.
This chapter is organized as follows: In the first section we rigorously introduce the setting and
the main result, together with its application to the context of homogenization and to quenched
invariance principles. We also argue that the condition (3.3) on the conductances is necessary in
order to have the optimal decay (3.2) for any local and bounded initial datum. In Section 3.1 we
then give the main ingredient for our result, i.e. we prove some decay estimates for gradient of the
heat kernel associated to the parabolic operator ∂t + ∇∗a∇. These estimates are almost-optimal
and rely on a Nash-type inequality introduced in [57]. The class of environments considered in [57]
contains both static environments, i.e. random conductance models like ours, as well as dynamic
environments, i.e. models where the conductances may vary on time.
In Section 3.2 we thus give the argument for the main theorem: This is an adaptation of the
argument used in [33] and it uses a p-Spectral Gap to infer bounds on ⟨∣ut − ⟨ut⟩∣2p⟩ 1p via “vertical
derivatives“ ∂eut which monitor the sensitivity of ut to perturbations of the coefficient field a at
a each edge e ∈ B. The terms ∂eut may be rewritten as ∂eu¯t(a,0), with u¯t = u¯t(a, x) solving a
parabolic PDE with the operator being ∂t + ∇∗a∇. We may therefore estimate ∂eut by applying
Duhamel’s formula for ∂eu¯t and exploiting the heat kernel bounds obtained in Section 3.1. An ODE
argument allows to buckle up the estimate and infer (3.2) and (3.4).
In the last section of the chapter, we give the arguments for some auxiliary results used along
the proofs of the main results.
3.0.5 Notation and main result
We say that x, y ∈ Zd are neighbors, and write x ∼ y, when ∣x − y∣ = 1. This endows Zd with a
graph structure, so that we may introduce the associated set of unoriented edges B. Throughout
the chapter, we will typically denote points of Zd by x, y, z, and edges in B by b, e. For a given edge
e ∈ B, we write e and e to denote its two endpoints, with the convention that e − e = ei for some
i ∈ {1, . . . , d}, where we recall that (e1, . . . , ed) is the canonical basis of Zd. We identify the vector
ei ∈ Zd with the edge (0, ei), for each i ∈ {1, . . . d}.
The space of “environments” we consider is Ω ∶= [0,1]B. The group Zd naturally acts by
translations on Ω in the following way: for every x ∈ Zd and a = (a(e))e∈B ∈ Ω, we define
τxa ∶= (a(x + e))e∈B, (3.6)
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where for e ∈ B, we write x + e ∶= (x + e, x + e). We consider a random a = (a(e))e∈B ∈ Ω whose law
we denote by ⟨ ⋅ ⟩. We assume the family of random variables a = (a(e)) to be independent and
stationary, i.e. for every x ∈ Zd, the random variables τxa and a have the same law. In other words,
the random variables (a(e)) are independent, and the law of a(e) only depends on the orientation
of the edge e. We assume that for every e, P[a(e) = 0] < 1, since otherwise the model would truly
be defined on a lower-dimensional space.
For a random variable ξ ∶ Ω→ R and a fixed edge b ∈ B, we define
Dbξ =Dbξ(a) ∶= ξ(τba) − ξ(τba),
and simply write Dξ for the d-dimensional random vector defined as
(Dξ)i ∶=Deiξ.
We observe that for every p ∈ [1,+∞] the operator D ∶ Lp(Ω) → Lp(Ω)d is bounded and that its
adjoint in L2(Ω), which we denote by D∗ ∶ L2(Ω)d → L2(Ω), is defined as
D∗ξ ∶= d∑
i=1D∗i ξi(a), where D∗i ξi ∶= ξ(τ−eia) − ξ(a).
Given a random variable g ∈ L1(Ω), with ⟨g⟩ = 0, our goal is to understand the relaxation to
equilibrium of u ∶ R+ ×Ω→ R, solution of⎧⎪⎪⎨⎪⎪⎩ ∂tut +D
∗aDut = 0
u0 = g, (3.7)
where
D∗aDut(a) ∶= d∑
i=1D∗i (a(ei)Diut(a)) =∑e∋0a(e)Deut(a).
Whenever no confusion occurs, we write ut instead of ut(a). For N ∈ N, we say that a function
g ∶ Ω → R is local with support of size N if g depends only on a finite number of conductances{a(e(1)), . . . , a(e(N))}. Here is our main result.
Theorem 25. Under the moment condition (3.3), the following statements hold.
(a) For every p ∈ [1,∞), there exists a constant C = C(d, p) < +∞ such that if g ∶ Ω → R is local
with support of size N , bounded and centered, then
⟨∣ut∣2p⟩1/p ⩽ CN ∣∣g∣∣2L∞(Ω) t− d2 . (3.8)
(b) For every p ∈ [1,∞) and ε > 0, there exists a constant C = C(d, p, ε) <∞ such that if f ∶ Ω→ R
is local with support of size N and bounded, and if g =D∗f , then
⟨∣ut∣2p⟩1/p ≤ CN ∣∣f ∣∣2L∞(Ω) t−( d2+1−ε). (3.9)
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3.0.6 Consequences of the main result
As was shown in [55, Section 9] and [32, Section 6], Theorem 25 implies a host of other results of
interest in stochastic homogenization. In particular, estimates on the corrector can be derived, by
integration in time, from the relaxation to equilibrium of the solution to (3.7) with g =D∗(ae).
Corollary 26. Assume that the moment condition (3.3) holds, and let e ∈ B. If d > 2, then there
exists φe ∈ L2(Ω) solution to the equation
D∗aDφe = −D∗ae. (3.10)
Moreover, φe is in L
p(Ω) for every p ∈ [1,∞). If d = 2, then there exists χ in the L2(Ω)d-closure
of {Dφ ∶ φ ∈ L2(Ω)} solution to the equation
D∗aχ = −D∗ae (3.11)
and such that χ ∈ Lp(Ω)d for every p ∈ [1,∞).
We refer to [32, Propositions 4 and 6] for the proofs of these results. As another example, we
can estimate the corrector φe,µ with massive term µ > 0, i.e. the solution of
µφe,µ +D∗aDφe,µ = −D∗ae .
By [32, Proposition 5], we obtain that for every ε > 0 and p ∈ [1,∞),
sup
µ>0 µε ⟨∣φe,µ∣p⟩ 1p <∞ if d = 2,
sup
µ>0 ⟨∣φe,µ∣p⟩ 1p <∞ if d > 2.
Furthermore, from a more probabilistic point of view, we obtain that the random field χ ∶=
φ − φ(0) is strongly sublinear in the sense that for every θ ∈ [0,1)
lim
R→+∞max∣x∣<R ∣χ(a, x)∣R1−θ = 0 for ⟨⋅⟩-almost every a.
3.0.7 On the necessity of the moment condition
We now explain why our assumption (3.3) on the law of (a(e)) is necessary in order to have the
optimal relaxation decay (3.2). In this subsection we introduce the notation ≲ for ≤ C where the
constant C only depends on the dimension d of the lattice Zd.
If (3.3) does not hold, then we can find p0 ≥ 1 and a sequence {εp0,n}n∈N, εp0,n ↓ 0 such that for
every n ∈ N,
P( sup
i=1,...,da(ei) ≤ εp0,n) = Πdi=1Pi(a(ei) ≤ εp0,n) ≥ εp0p0,n. (3.12)
We show that the solution ut of ⎧⎪⎪⎨⎪⎪⎩ ∂tut +D
∗aDut = 0
u0 = g, (3.13)
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with g = a(e˜) − ⟨a(e˜)⟩ for a fixed e˜ such that 0 ∉ e˜, does not satisfy the bound (3.2). We make this
choice of initial datum g for convenience, but as will be seen shortly, this is inessential. From (3.7),
we may bound by stationarity
∣∂tut∣ ≲ (sup
e∋0 a(e)) ∣∣ut∣∣L∞ = ( supi=1,...,da(±ei)) ∣∣ut∣∣L∞ ,
and hence, by the maximum principle,
∣∂tut∣ ≲ ( sup
i=1,...,da(±ei)) ∣∣g∣∣L∞ .
Therefore, if (supi=1,...,d a(±ei)) ≤ 1t2 , we get
∣ut∣ ≥ ∣g∣ − ∣∣g∣∣L∞(Ω)
t
, (3.14)
and thus
⟨∣ut∣2q⟩ ≥ ⟨∣ut∣2q1supi a(±ei)≤ 1t2 ⟩ = ⟨ ∣ut∣2q ∣ supi a(±ei) ≤ 1t2 ⟩P(supi a(±ei) ≤ 1t2 )(3.14)≳ ⟨(∣g∣ − ∣∣g∣∣L∞(Ω)
t
)2q ∣ sup
i
a(±ei) ≤ 1
t2
⟩P(sup
i
a(±ei) ≤ 1
t2
)
a(e˜)⊥a(±ei)= ⟨(∣g∣ − ∣∣g∣∣L∞(Ω)
t
)2q ⟩P(sup
i
a(±ei) ≤ 1
t2
)
= ⟨(∣g∣ − ∣∣g∣∣L∞(Ω)
t
)2q ⟩P(sup
i
a(ei) ≤ 1
t2
, sup
i
a(−ei) ≤ 1
t2
)
= ⟨(∣g∣ − ∣∣g∣∣L∞(Ω)
t
)2q ⟩(P(sup
i
a(ei) ≤ 1
t2
))2, (3.15)
where in the last equality we use that supi a(ei) and supi a(−ei) are independent and have the same
law. For {tn}n∈N with t2n = 1εp0,n we may apply (3.12) and estimate for every n ∈ N
⟨∣utn ∣2q⟩ 1q ≳ ⟨(∣g∣ − ∣∣g∣∣L∞(Ω) tn)2q ⟩ 1q t−4 p0qn ≳ (⟨∣g∣2q⟩ 1q − ∣∣g∣∣2L∞(Ω)t2n )t−4
p0
q
n .
Thus, for any q > 8p0
d
we contradict (3.2).
3.0.8 Organization of the chapter
In the rest of the chapter, we assume that the moment condition (3.3) holds. We derive the necessary
heat kernel bounds in Section 4.3, and proceed to prove Theorem 25 in Section 3.2.
3.1 Heat kernel bounds
We say that a random field ζ ∶ Ω×Zd → R is stationary if for every x ∈ Zd, we have ζ(a, x) = ζ(τxa,0).
Conversely, given a random variable ξ ∶ Ω → R, we define its stationary extension ξ¯ ∶ Ω × Zd → R
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as the random field given by ξ¯(a, x) ∶= ξ(τxa). If the function u ∶ R+ ×Ω → R solves (3.7), then its
stationary extension u¯t(x, a) = ut(τxa) is a solution in R+ ×Zd of the parabolic PDE⎧⎪⎪⎨⎪⎪⎩ ∂tu¯t +∇
∗a∇u¯t = 0
u¯0 = g¯, (3.16)
with ∇ the spacial discrete gradient defined, for an edge b ∈ B and a random field ζ, as
∇ζ(a, b) ∶= ζ(a, b) − ζ(a, b),
a∇ζ(a, b) ∶= a(b)∇ζ(a, b),
and ∇∗ the adjoint of ∇ in `2(Zd).
Let pt = pt(a, x, y) be the parabolic Green function associated to the operator ∂t + ∇∗a∇, i.e.
for every y ∈ Zd the unique bounded solution in Zd of⎧⎪⎪⎨⎪⎪⎩ ∂tpt(a, ⋅, y) +∇
∗a∇pt(a, ⋅, y) = 0
p0(⋅, y) = 1{y}(⋅), (3.17)
with 1y being the indicator function defined for x ∈ Zd
1y(x) = ⎧⎪⎪⎨⎪⎪⎩1 if x = y0 otherwise.
For every α ∈ R, x ∈ Rd and t ⩾ 0, we write
ωα(t, x) ∶= ( ∣x∣2
t + 1 + 1)α2 . (3.18)
The goal of this section is to show the heat kernel upper bound summarized in the following
Lemma 27, which we then lift to an estimate on the gradient of the heat kernel in Lemma 28.
Lemma 27. Let pt(x, y) = pt(a, x, y) be as in (3.17). There exists a random variable X such that
for all p ∈ [1,+∞),
⟨∣X ∣p⟩ ≤ C(p) < +∞, (3.19)
and
pt(0,0) ⩽ X
td/2 (3.20)
or, equivalently
∑
x∈Zd pt/2(x,0)2 ⩽ Xtd/2 . (3.21)
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Lemma 28. For every α > d
2
+ 1, there exists C = C(α, d) < +∞ such that for every t ∈ R+ it holds
ωα−1(t, x)pt(x,0) ≤ C
√X (0)X (x)
t
d
2
, (3.22)
∑
b∈Bdω
2
α(b, t)∣√a∇pt(b,0)∣2 ≤ C Yt(1 + t) d2+1 , (3.23)
where X (x) ∶= X (τxa) is the stationary extension of the random variable X defined in Lemma 27
and
Yt ∶= X 32 (1 + t)− d2 ∑
z
ω−2d
2+2(z, t)√X (z). (3.24)
Moreover, for every p ∈ [1,+∞) it holds
⟨∣ sup
t>0 Yt∣p⟩ 1p ≤ C(p, d) < +∞. (3.25)
The proof of Lemma 27 consists in showing that the environments we consider are “w-moderate”
in the sense defined in [57].
Lemma 29. There exists a family of non-negative random variables {w(e)}e∈B and a family of
nearest-neighbor paths {pi(e)}e∈B such that the following properties hold:
(i) For every e ∈ Bd and q ∈ [1,+∞)
⟨∣w(e)∣−q⟩ ≤ C(d, q) < +∞; (3.26)
(ii) Let ξ ∶ Ω → R be a random variable and ζ ∶ Ω × Zd → R a random field; for every e ∈ Bd, the
path pi(e) connects the two endpoints of e, it is such that its length ∣pi(e)∣ satisfies, for every
q ∈ [1,+∞),
⟨∣pi(e)∣q⟩ ≤ C(d, q) < +∞, (3.27)
and it holds
w(e)∣Deξ(a)∣2 ⩽ ∑
b∈pi(e)a(b)∣Dbξ(a)∣2, (3.28)
w(e)∣∇ζ(a, e)∣2 ⩽ ∑
b∈pi(e)a(b)∣∇ζ(a, b)∣2. (3.29)
(iii) Both w(⋅) and pi(⋅) are stationary;
Proof. In this proof the notation ≲ stands for ≤ C with C = C(d, q). For every edge e ∈ B, we define
w(e)−1 ∶= inf{ ∑
b∈pi(e)a
−1(b) ∶ pi(e) connects the two endpoints of e}. (3.30)
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Since a−1 is bounded from below, there exists a path that achieves the infimum above. We choose
one according to a fixed, deterministic tie-breaking rule, and denote it by pi(e). With this definition
of weights and paths, the point (iii) immediately follows by stationarity of a. We also have
∣Deξ∣2 = ∣ ∑
b∈pi(e)a(b)− 12 a(b) 12Dbξ∣2≤ ( ∑
b∈pi(e)a(b)−1)( ∑b∈pi(e)a(b)∣Dbξ∣2) (3.30)= w(e)−1( ∑b∈pi(e)a(b)∣Dbξ∣2),
i.e. inequality (3.28). Note that by definition of ∇, an analogous calculation yields (3.29). Moreover,
since a−1 ⩾ 1, we have ∣pi(e)∣ ≤ ∑
b∈pi(e)a(b)−1,
and thanks to (3.30), the bound (3.27) is directly implied by (3.26). In order to show this last
bound, we want to argue that for every q ∈ [1,+∞) and x≫ 1
P(w−1(e) > x) ≲ x−q. (3.31)
We proceed in the following way: Thanks to assumption (3.3) and independence, it holds for y ∈ R
to be fixed below that
P((sup
i
a(ei))−1 ≥ y) = d∏
i=1P(a(ei)−1 ≥ y) ≲ y−2qd,
and therefore there exists a (random) i = i(y) such that
P(a(ei)−1 ≥ y) ≲ y−2q. (3.32)
The main idea is to explicitly construct a path p˜i(e), connecting the two endpoints of e for which we
have some control on the quantity P(∑b∈p˜i(e) a(b)−1 > x): From that, thanks to definition (3.30), we
also obtain the same bound for (3.31). Without loss of generality, let us assume that e = (z, z + e1)
for some z ∈ Zd. Therefore, if i(y) = 1 we just choose p˜i(e) = e and get by stationarity that for every
x > y
P( ∑
b∈p˜i(e)a(b)−1 > x) = P(a(e)−1 > x) (3.32)≲ y−2q, (3.33)
i.e. the bound (3.26). If otherwise i ≠ 1, then by stationarity and our assumption on the random
variables {a(b)}b∈B to be non-degenerate, we may fix a ε > 0 (independent on i and x) and consider
K ∶= inf{k ≥ 0 ∶ a((z + kei, z + kei + e1) > ε},
which satisfies
P(K > k) ≤ exp (−ck), (3.34)
for a positive constant c = c(ε). Therefore, we estimate for any x > 2
ε
P(w−1(e) ≥ x) = P(w−1(e) ≥ x , K > k) + P(w−1(e) ≥ x , K ≤ k). (3.35)
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We control the first term on the r.h.s of (3.35) by
P(w−1(e) ≥ x , K > k)
= P(w−1(e) ≥ x ∣ K > k) P(K > k) (3.34)≤ exp (−ck). (3.36)
For the second term the idea is two observe that, if K ≤ k, then we might consider as path
p˜i(e) ∶= {b˜1, ..., b˜k, e˜, b˜k+1, ..., b˜2k}
the one starting from z, moving k steps in direction ei, then moving in direction e1 and finally going
back with other k steps to x + e1. Therefore,
P(w−1(e) ≥ x , K ≤ k) ≤ P( ∑
b∈p˜i(e)a
−1(b) ≥ x , K ≤ k),
and since by construction
∣p˜i(e)∣ = 2k + 1 and ∑
b∈p˜i(e)a(b)−1 ≤ ε−1
2k∑
j=1a(b˜j)−1,
we may control
P(w−1(e) ≥ x , K ≤ k)≤ P( ∃ j ∈ {1, ...,2k} such that a(b˜j) ≥ x4k , K ≤ k).
Independence and then stationarity hence yield
P(w−1(e) ≥ x , K ≤ k) ≤ 2k P(a(ei)−1 ≥ x
4k
).
Fixing now k = xη with η << 1, we get
P(w−1(e) ≥ x , K ≤ xη) ≤ xη P(a(ei)−1 ≥ x1−η
4
),
so that if we choose y = x1−η
4
< x in (3.32), this turns into
P(w−1(e) ≥ x , K ≤ xη) ≲ x−q,
and (3.36) and (3.33) respectively into
P(w−1(e) ≥ x , K > xη) ≤ exp (−cxη) ≲ x−q,
P(a(e)−1 > x) = P(a(e)−1 > x) ≲ x−2(1−η)q ≲ x−q
By wrapping up the previous three inequalities we conclude (3.31) and hence (3.26).
Lemma 30. For every b ∈ B, let
pi−1(b) ∶= {e ∈ B ∶ b ∈ pi(e)}. (3.37)
Then, for every p ∈ [1,+∞) ⟨∣pi−1(b)∣p⟩ ≤ C(d, p) < +∞. (3.38)
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Proof. For a fixed edge b ∈ B and any p ∈ [1,+∞), let us consider
P(∣pi−1(b)∣ ≥ k) = P(∃ e1, ..., ek ∶ ∀i b ∈ pi(ei) ).
We observe that if there are ∼ k edges whose optimal path passes through b, then there must be
and edge e with ∣b − e∣ ≥ k 1d . Therefore,
P(∣pi−1(b)∣ ≥ k) ≤ P(∃ e˜ with ∣e˜ − b∣ ≥ k 1d ∶ e˜ ∈ pi(b) ).
The path pi(e˜) being connected, allows us to estimate
P(∣pi−1(b)∣ ≥ k) ≤ P(∃ e˜ with ∣e˜ − b∣ ≥ k 1d ∶ ∣pi(e˜)∣ > ∣b − e˜∣ )
≤ ∑
e∶∣b−e∣>k 1d P(∣pi(e)∣ > ∣b − e∣) ≃
+∞∑
n∼k 1d ∑∣e−b∣=nP(∣pi(e)∣ > n).
Chebyshev’s inequality yields for every q ∈ [1;+∞)
P(∣pi−1(b)∣ ≥ k) ≤ +∞∑
n∼k 1d ∑∣e−b∣=nn−q⟨∣pi(e)∣q⟩
(3.27)−(iii)≤ C(d, q) +∞∑
n∼k 1d n
d−1−q.
We may now choose q big enough, e.g. q = 2(p + 1)d, to conclude
P(∣pi−1(b)∣ ≥ k) ≤ C(d,2(p + 1)d)k−(2p+1),
which implies inequality (3.38) for every p ∈ [1,+∞).
We now show the following general result on stationary random fields.
Lemma 31. Let ζ ∶ Ω × Zd → R be a stationary random field. Then for every p ∈ [1,+∞), edges
e0, b0 ∈ B and δ > 0 there exists a C = C(d, p, δ) < +∞ such that
⟨∣ ∑
b∈pi(e0) ζ(a, b)∣p⟩ 1p ≤ C⟨∣ζ(a,0)∣p(1+δ)⟩ 1p(1+δ) , (3.39)⟨∣ ∑
e∈pi−1(b0) ζ(a, e)∣p⟩ 1p ≤ C⟨∣ζ(a,0)∣p(1+δ)⟩ 1p(1+δ) , (3.40)
whenever the r.h.s. of (3.39)-(3.40) is finite.
Proof. For the sake of simplicity, we skip the argument a in ζ and write ≲ instead of ≤ C, with C
depending on d, p and δ. We start with (3.40): Let us fix p ∈ [1,+∞) and δ > 0. Since by (3.38) we
have ⟨⋅⟩-almost surely that ∣pi−1(z)∣ < +∞, we may write
⟨∣ ∑
e∈pi−1(b0)ζ(e)∣p⟩
= +∞∑
n=0P( maxe∈pi−1(b0) ∣e − b0∣ = n) ⟨∣ ∑e∈pi−1(b0) ζ(e)∣p∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩
≲ +∞∑
n=0P( maxe∈pi−1(b0) ∣e − b0∣ = n)⟨∣ ∑e∈Bn+1(b0) ζ(e)∣p∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩,
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and by Ho¨lder’s inequality in e⟨∣ ∑
e∈pi−1(b0) ζ(e)∣p⟩
≲ +∞∑
n=0(n + 1)d(p−1)P( maxe∈pi−1(b0) ∣e − b0∣ = n) ∑e∈Bn+1(b0)⟨∣ζ(e)∣p∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩.
We now decompose the second term in the r.h.s. of the previous inequality as
P( max
e∈pi−1(b0) ∣e − b0∣ = n) = P( maxe∈pi−1(b0) ∣e − b0∣ = n) δ1+δ P( maxe∈pi−1(b0) ∣e − b0∣ = n) 11+δ ,
and thus rewrite⟨∣ ∑
e∈pi−1(b0) ζ(e)∣p⟩
≲ +∞∑
n=0(n + 1)d(p−1)P( maxe∈pi−1(b0) ∣e − b0∣ = n) δ1+δ× P( max
e∈pi−1(b0) ∣e − b0∣ = n) 11+δ ∑e∈Bn+1(b0)⟨∣ζ(e)∣p∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩.
Therefore, an application of Ho¨lder’s inequality with exponents (1 + 2δ, 1+2δ
2δ
) in n yields
⟨∣ ∑
e∈pi−1(b0) ζ(e)∣p⟩ ≲ (
+∞∑
n=0(n + 1)d(p−1) 1+2δ2δ P( maxe∈pi−1(b0) ∣e − b0∣ = n) 1+2δ2(1+δ) )
2δ
1+2δ
× (+∞∑
n=0P( maxe∈pi−1(b0) ∣e − b0∣ = n)1+ δ1+δ ( ∑e∈Bn+1(b0)⟨∣ζ(e)∣p∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩)1+2δ)
1
1+2δ
. (3.41)
We now observe that the first term on the r.h.s. of (3.41) may be bounded by
(+∞∑
n=0(n + 1)d(p−1) 1+2δ2δ P( maxe∈pi−1(b0) ∣e − b0∣ = n) 1+2δ2(1+δ) )
2δ
1+2δ ≲ 1. (3.42)
This follows after noting that since
P( max
e∈pi−1(b0) ∣e − b0∣ = n) ≤ P(∃ e˜ with ∣e˜ − b∣ ≥ n ∶ ∣pi(e)∣ > n),
by the same reasoning of Lemma 30 we have for every M ≥ 1
P( max
e∈pi−1(b0) ∣e − b0∣ = n) ≤ C(d,M)n−M , (3.43)
and thus also (3.42) for M large enough. We turn to the second term on the r.h.s. of (3.41) and
claim that +∞∑
n=0P( maxe∈pi−1(b0) ∣e − b0∣ = n)1+ δ1+δ ( ∑e∈Bn+1(b0)⟨∣ζ(e)∣p∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩)1+2δ≲ ⟨∣ζ(0)∣p(1+2δ)⟩. (3.44)
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Indeed, we write
+∞∑
n=0P( maxe∈pi−1(b0) ∣e − b0∣ = n)1+ δ1+δ ( ∑e∈Bn+1(b0)⟨∣ζ(e)∣p∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩)1+2δ=∑
n
∑
m
1n(m)P( max
e∈pi−1(b0) ∣e − b0∣ =m) δ1+δ× P( max
e∈pi−1(b0) ∣e − b0∣ = n)( ∑e∈Bm+1(b0)⟨∣ζ(e)∣p∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩)1+2δ,
and by Ho¨lder’s inequality first in the e-variable and then in ⟨⋅⟩
+∞∑
n=0P( maxe∈pi−1(b0) ∣e − b0∣ = n)1+ δ1+δ ( ∑e∈Bn+1(b0)⟨∣ζ(e)∣p∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩)1+2δ≤∑
n
∑
m
1n(m)md 1+2δ2δ P( max
e∈pi−1(b0) ∣e − b0∣ =m) δ1+δ× P( max
e∈pi−1(b0) ∣e − b0∣ = n) ∑e∈Bm+1(b0)⟨∣ζ(e)∣p(1+2δ)∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩≤∑
m
md
1+2δ
2δ P( max
e∈pi−1(b0) ∣e − b0∣ =m) δ1+δ× ∑
e∈Bm+1(b0)∑n P( maxe∈pi−1(b0) ∣e − b0∣ = n)⟨∣ζ(e)∣p(1+2δ)∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩=∑
m
md
1+2δ
2δ P( max
e∈pi−1(b0) ∣e − b0∣ =m) δ1+δ ∑e∈Bm+1(b0)⟨∣ζ(e)∣p(1+2δ)⟩.
Our assumption that ζ is stationary thus implies
+∞∑
n=0P( maxe∈pi−1(b0) ∣e − b0∣ = n)1+ δ1+δ ( ∑e∈Bn+1(b0)⟨∣ζ(e)∣p∣ maxe∈pi−1(b0) ∣e − b0∣ = n⟩)1+2δ≃ ⟨∣ζ(0)∣p(1+2δ)⟩∑
m
md(1+ 1+2δ2δ )P( max
e∈pi−1(b0) ∣e − b0∣ =m) δ1+δ .
Reasoning as for (3.42), we conclude inequality (3.44). Inserting estimates (3.42) and (3.44) in
(3.41) yields inequality (3.40), after relabeling δ = 2δ.
We now prove (3.39) in an analogous way: Thanks to assumption (3.27), it holds the identity
⟨∣ ∑
e∈pi−1(b0) ζ(e)∣p⟩ =
+∞∑
n=1P(∣pi(e0)∣ = n)⟨∣ ∑e∈pi−1(b0) ζ(e)∣p∣∣pi(e0)∣ = n⟩.
We now reason exactly as in the argument for (3.40), this time relying directly on (3.27) and on
Chebyshev’s inequality to infer the analogous of (3.43), i.e. that for every M ≥ 1
P(∣pi(e0)∣ = n) ≤ C(d,M)n−M .
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Proof of Lemma 27. Thanks to Lemma 29, (ii) we may apply Theorem 3.2 of [57] and obtain that
there exist r > 0 and q > d such that
pt(0,0) ≤ t− d2 (sup
r
r−d ∑∣e∣≤rw−q(e))
r
,
with w(e) defined in Lemma 29. It thus only remains to prove that
X ∶= (sup
r
r−d ∑∣e∣≤rw−q(e))
r
satisfies (3.19). This follows from Lemma 29, (i) and the maximal function estimate ([57], Corollary
A.2 )
⟨∣ sup
r
r−d ∑∣e∣≤rw−q(e)∣p⟩ 1p ≤ C(p)⟨∣w−q ∣p⟩ 1p ,
for every p ∈ (1,+∞]. Estimate (3.21) follows from (3.20) thanks to the identity
pt(0,0) =∑
z
p2t
2
(x,0).
This, thanks to the symmetry of pt, is in turn a particular case of
pt(x,0) =∑
z
ps(x, z)pt−s(z,0), (3.45)
with x ∈ Zd and s ∈ (0, t). To show (3.45) it suffices to observe that since for every s > 0 we have⎧⎪⎪⎨⎪⎪⎩ ∂tps+t +∇
∗a∇ps+t = 0 t > 0
ps(x,0) = ps(x,0),
then the representation formula implies the semigroup property
ps+t(x,0) =∑
z
pt(x, z)ps(z,0),
which is equivalent to (3.45) if we relabel t = t + s.
Before proving Lemma 28, we state the following auxiliary result, whose proof we postpone to
the appendix.
Lemma 32. Let α > d
2
+ 1 and let Z = Z(a) be a non-negative random variable such that for every
p ∈ [1,+∞)
⟨∣Z ∣p⟩ ≤ C(p) < +∞. (3.46)
We then have
⟨∣ sup
t>0 ∑z∈Zd ω−2α (z, t)Z(τza)∣p⟩ ≤ C(d, p,α) < +∞, (3.47)
where the weight ωα is defined as in (3.18).
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Proof of Lemma 28. We prove Lemma 28 similarly to [32, Theorem 3]. We remark that, in contrast
with Theorem 3, we do not need to prove an optimal decay in time for the weighted `2p-norm in
space, and we replace inequality (173) by the stochastic bound (3.21) of Lemma 27.
We start by observing that by [57, Proposition 3.3 or 3.4], Lemma 27 implies for α > d
2
+ 1
∑
x∈Zd ω
2
α(x, t)p2t (x,0) ≲ X
t
d
2
, (3.48)
where here and in the rest of this proof ≲ stands for ≤ C(d,α).
We start by upgrading inequality (3.48) to the bound (3.22): Since for every t > 0 and s ∈ (0, t)
ωα(t, x) ≲ ωα(s, x − z)ωα(t − s, z), (3.49)
we may choose the value s = t
2
in (3.49) and in (3.45) of Lemma 27 and obtain
ωα(t, x)pt(x,0) ≲∑
z
ωα( t
2
, z − x)p t
2
(x, z)ωα( t
2
, z)p t
2
(z,0)
≲ (∑
z
ω2α( t2 , z − x)p2t2 (x, z))
1
2 (∑
z
ω2α( t2 , z)p2t2 (z,0))
1
2
. (3.50)
By symmetry and stationarity of pt, it holds
pt(a, x, z) = pt(a, z, x) = pt(τxa, z − x,0),
so that inequality (3.50) turns into
ωα(x, t)pt(x,0) ≲ (∑
z
ω2α( t2 , z − x)p2t2 (τxa, z − x,0))
1
2 (∑
z
ω2α( t2 , z)p2t2 (a, z,0))
1
2
(3.21)≲ √X (a)X (τxa)
t
d
2
.
Recalling our definition of stationary extension of a random variable, the previous inequality yields
(3.22).
In order to get also (3.23), we first claim that for every T > 0
 2T
T
∑
b
ω2α(b, t)∣√a(b)∇pt(b,0)∣2 ≲ X
T
d
2+1 . (3.51)
The identity
d
dt
(∑
x
1
2
p2t (x,0)) (3.16)= −∑
b
∇pt(b,0) ⋅ a(b)∇pt(b,0)
implies by integrating
 2T
T
∑
b
∇pt ⋅ a∇pt(b,0) ≲ T −1∑
x
p2T (x,0) (3.21)≲ X
T
d
2+1 .
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Therefore, as
ω2α(b, t)∇pt ⋅ a∇pt(b,0) ≲ t−α∣b∣2α∇pt ⋅ a∇pt(b,0) +∇pt ⋅ a∇pt(b,0),
in order to show (3.51) it suffices to prove that
 2T
T
∑
b
∣b∣2∇pt(b,0) ⋅ a(b)∇pt(b,0) ≲ X
T −α+ d2+1 . (3.52)
We write
d
dt
(∑
x
∣x∣2αp2t (x,0)) (3.16)= −∑
b
∇ (∣ ⋅ ∣2αpt(⋅,0)) (b) ⋅ a(b)∇pt(b,0)
≲ −∑
b
∣b∣2α∇pt ⋅ a∇pt(b,0) +∑
b
pt(b,0)(∣b∣2α − ∣b∣2α)∣a(b)∇pt(b,0)∣
≲ −∑
b
∣b∣2α∇pt ⋅ a∇pt(b,0) +∑
b
pt(b,0)∣b∣α−1∣b∣α∣a(b)∇pt(b,0)∣,
and thus by Ho¨lder’s inequality and Young’s inequality we get
d
dt
(∑
x
∣x∣2αp2t (x,0))≲ −∑
b
∣b∣2α∇pt ⋅ a∇pt(b,0) +∑
b
∣b∣2(α−1)p2t (b,0)
≃ −∑
b
∣b∣2α∇pt ⋅ a∇pt(b,0) +∑
x
∣x∣2(α−1)p2t (x,0).
Integrating this inequality in t ∈ (T,2T ) we obtain
 2T
T
∑
b
∣b∣2α∇pt ⋅ a∇pt(b,0)
≲ T −1(∑
x
∣x∣2αp2T (x,0)) +  2T
T
∑
x
∣x∣2(α−1)p2t (x,0)
and therefore
 2T
T
∑
b
∣b∣2α∇pt ⋅ a∇pt(b,0)
≲ T −1+α∑
x
ω2α(T,x)p2T (x,0) +  2T
T
tα−1∑
x
ω2α(t, x)p2t (x,0).
Using (3.48) we conclude (3.52).
We finally prove (3.23): by (3.45) it holds for every b ∈ B
√
a∇pT (b,0) =  23T
T
3
∑
z
√
a∇pt(b, z)pT−t(z,0)dt,
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so that
∇pT ⋅ a∇pT (b,0) = ∣√a∇pT (b,0)∣2
= ∣ 23T
T
3
∑
z
√
a∇pt(b, z)pT−t(z,0)∣2 dt
⩽  23T
T
3
∑
z
pT−t(z,0)∣√a∇pt(b, z)∣2 dt, (3.53)
where for the last line we appeal to Jensen’s inequality in t and, thanks to ∑z ps(z,0) = 1 for every
s > 0, also in z . By (3.49) we write
∑
b
ω2α(b, T )∇pT ⋅ a∇pT (b,0)
(3.49)≲  23T
T
3
∑
z
ω2α(T − t, z)pT−t(z,0)∑
b
ω2α(t, b − z)∣√a∇pt(b, z)∣2 dt
(3.22), β>d≲  23T
T
3
∑
z
√X (0)X (z)(T − t)− d2ω−2β (T − t, z)∑
b
ω2α(t, b − z)∣√a∇pt(b, z)∣2 dt
≲ T − d2 ∑
z
√X (0)X (z)ω−2β (T, z) 23T
T
3
∑
b
ω2α(t, b − z)∣√a∇pt(b, z)∣2 dt
(3.51)≲ X
T d+1 ∑z
√X (0)X (z)ω−2β (T, z),
which implies (3.23) if we choose β = d
2
+ 2.
To show inequality (3.25) we observe that thanks to (3.19) it is enough to prove that for every
p ∈ [1,+∞)
⟨∣ sup
t>0 (1 + t)− d2 ∑z ω−2d2+2(t, z)
√X (z)∣p⟩ ≤ C(d, p) < +∞. (3.54)
This immediately follows from Lemma 32 since
√X (z) stands for √X (a, z) = √X (τza) and we
have chosen α = d
2
+ 2 > d
2
+ 1.
3.2 Proof of Theorem 25
Before giving the argument for Theorem 25 we introduce two technical results. The first is a
generalization of Lemma 15 of [32].
Lemma 33. Assume that for C0 > 0,
0 ⩽ a(t) ⩽ C0((1 + t)−γ + ∫ t
0
(1 + t − s)−γ bβ(s)ds), (3.55)
0 ⩽ bp(t) ⩽ − d
dt
[ap(t)], (3.56)
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with p ∈ [2,+∞), γ ∈ [1,+∞), and β ∈ ( γ
γ+ 1p ,1). Then there exists a constant C = C(λ,β, p,C0) < +∞
such that
a(t) ≤ C(1 + t)−γ . (3.57)
Proof. In this proof we use the notation ≲ for ≤ C(λ,β, p,C0). We define
Λ(t) ∶= sup
s⩽t (1 + s)γa(s). (3.58)
By Ho¨lder’s inequality, for any 0 ⩽ t1 ⩽ t2 it follows
∫ t2
t1
bβ(s)ds ⩽ (∫ t2
t1
bp(s)ds) βp (t2 − t1)1− βp (3.56)⩽ (ap(t1) − ap(t2)) βp (t2 − t1)1− βp
≲ aβ(t1) (t2 − t1)1− βp , (3.59)
where in the last inequality we use the fact that by (3.56), the function ap(t) is monotone non-
increasing. Moreover, letting N ∈ N be such that 2N−1t1 ≤ t2 ⩽ 2N t1, we get
∫ t2
t1
bβ(s)ds ⩽ N∑
n=1∫ 2
nt1
2n−1t1 b
β(s)ds (3.59)≲ N∑
n=1 t
1− βp
1 2
(n−1)(1− βp ) aβ(2n−1t1),
which by the definition of Λ in (3.58) implies
∫ t2
t1
bβ(s)ds ≲ t1− βp1 Λβ(t2) N∑
n=1 2(n−1)(1−
β
p )(2n−1t1)−γβ
≲ t1−β( 1p+γ)1 Λβ(t2) N∑
n=1 2(n−1)(1−β(
1
p+γ)) ≲ Λβ(t2)t1−β( 1p+γ)1 , (3.60)
since we assume β( 1
p
+ γ) > γ ⩾ 1. Moreover, since by (3.56) the function a is non-increasing, we
have
a(t) ⩽ 2
t
∫ tt
2
a(r)dr
(3.55)≲ 2
t
∫ tt
2
(1 + r)−γ dr + 2
t
∫ tt
2
dr∫ r
0
(1 + r − s)−γ bβ(s)ds
≲ (1 + t)−γ + 2
t
∫ tt
2
dr∫ r
0
(1 + r − s)−γ bβ(s)ds.
We let τ ∈ [0, t
4
] to be chosen later, and write
a(t) ≲ (1 + t)−γ + 2
t
∫ tt
2
dr∫ τ
0
(1 + r − s)−γ bβ(s)ds
+ 2
t
∫ tt
2
dr∫ r2
τ
(1 + r − s)−γ bβ(s)ds
+ 2
t
∫ tt
2
dr∫ rr
2
(1 + r − s)−γ bβ(s)ds.
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We estimate each of the three last terms in turn:
2
t
∫ tt
2
dr∫ τ
0
(1 + r − s)−γ bβ(s)ds ≲ (1 + t)−γ ∫ τ
0
bβ(s)ds
(3.59)≲ (1 + t)−γτ1− βp aβ(0) ≲ (1 + t)−γτ1− βp ;
2
t
∫ tt
2
dr∫ r2
τ
(1 + r − s)−γ bβ(s)ds
≲ (1 + t)−γ ∫ t2
τ
bβ(s)ds (3.60)≲ (1 + t)−γ Λβ(t)
τ
β( 1p+γ)−1 ;
2
t
∫ tt
2
dr∫ rr
2
(1 + r − s)−γ bβ(s)ds
≲ 2
t
∫ tt
4
bβ(s)ds∫ t
s
(1 + r − s)−γ dr
γ≥1≲ 2
t
∫ tt
4
bβ(s)ds∫ t−s
0
(1 + r)−1 dr
≲ (∫ tt
4
bβ(s)ds)(2
t
∫ t
0
(1 + r)−1 dr)
≲ log(t + 1)
t
∫ tt
4
bβ(s)ds (3.60)≲ log(t + 1)
t
Λβ(t)(1 + t)β( 1p+γ)−1
≲ log(1 + t)(t + 1)β( 1p+γ)−γ Λβ(t)(1 + t)γ .
Everything together implies
(1 + t)γa(t) ≲ 1 + τ1− βp + ⎛⎝ 1τβ( 1p+γ)−1 + log(t + 1)(t + 1)β( 1p+γ)−γ ⎞⎠Λβ(t),
where the implicit constant does not depend on our choice of τ ∈ [0, t
4
]. It follows from our
assumption on β and γ that we can find τ0 = τ0(β, γ, p) < ∞ and C(β, γ, p) < ∞ such that for
t
4
≥ τ = τ0,
(1 + t)γa(t) ⩽ C (1 + τ1− βp0 ) + 12Λβ(t) ⩽ C (1 + τ1− βp0 ) + 12Λ(t). (3.61)
Hence, for such t, we have
Λ(t) ⩽ sup
0≤s⩽τ0(1 + s)γa(s) + supτ0⩽s⩽t(1 + s)γa(s)(3.56),(3.61),(3.55)⩽ (1 + τ0)γ +C (1 + τ1− βp0 ) + 12Λ(t),
and this completes the proof.
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Lemma 34. Let ut solve (3.7). Then, for every integer p ≥ 1, we have
⟨∣Dut ⋅ aDut∣p⟩ ≤ C(− d
dt
⟨u2p(t)⟩), (3.62)
where C = C(d, p) < +∞.
Proof. We estimate
d
dt
⟨u2p(t)⟩ = −2p⟨Du2p−1 ⋅ aDu⟩
and we are done once that we prove
⟨Du2p−1 ⋅ aDu⟩ ≳ ⟨∣Du ⋅ aDu∣p⟩, (3.63)
where here and in the rest of this proof we write ≲ and ≳ respectively for ≤ C and ≥ C with C
depending on d and p. We note that the previous inequality can be rewritten as
d∑
i=1⟨Diu2p−1 ⋅ a(ei)Diu⟩ ≳ ⟨∣ d∑i=1Diu ⋅ a(ei)Diu∣p⟩
and, since the argument Diu ⋅ a(ei)Diu ≥ 0, it is implied by
d∑
i=1⟨Diu2p−1 ⋅ a(ei)Diu⟩ ≳ d∑i=1⟨∣Diu ⋅ a(ei)Diu∣p⟩
We thus reduce ourselves to prove for every fixed i = 1, ..., d
Diu
2p−1 ⋅ a(ei)Diu ≳ ∣Diu ⋅ a(ei)Diu∣p.
By our assumptions on the coefficients 0 ≤ a(ei) ≤ 1, we observe that if a(ei) = 0, then the previous
inequality is trivial. If otherwise a(ei) ≠ 0, for every a ∈ R we have that
(a2p−1 − 1)a(ei)(a − 1) a(ei)≤1≳ (a2p−1 − 1)a(ei)2p(a − 1),
and thus (3.63) is implied if we show that
(a2p−1 − 1)(a − 1) ≳ (a − 1)2p, (3.64)
for every a ∈ R. We may now argue analogously to [32], Lemma 14, inequality (94) and show
(3.64).
Proof of Theorem 25. Throughout this proof, the notation ≲ stands for ≤ C with the constant de-
pending on d and p. We give ourselves an independent copy (a˜(e))e∈B of the environment (a(e))e∈B,
with the same law and defined on the same probability space. For each given e ∈ B, we define the
environment ae by
ae(b) ∶= ⎧⎪⎪⎨⎪⎪⎩a(b) if b ≠ e,a˜(e) if b = e.
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In other words, the environment ae is obtained from the environment a by resampling the conduc-
tance at the edge e.
By the independence assumption on the conductances (a(e)), every random variable f ∈ L2(Ω)
satisfies the Spectral Gap (or Efron-Stein) inequality
⟨(f − ⟨f⟩)2⟩ ⩽ 1
2
∑
e∈B ⟨(∂ef)2⟩ , (3.65)
with respect to the Glauber derivative
∂ef(a) ∶= f(ae) − f(a).
We start by observing that, analogously to Lemma 11 of [32], we can upgrade the spectral gap
inequality (3.65) to
⟨∣f − ⟨f⟩∣2p⟩ 1p ≲ ⟨(∑
e
(∂ef)2)p⟩ 1p , for integer p ∈ [1,+∞). (3.66)
Whenever no ambiguity occurs, we write ut(x) ∶= u¯t(a, x) and/or skip the argument a in u and
all the random variables involved. We now argue that, appealing to (3.66), for ut solution of (3.7)
it holds for every integer p ∈ [1,+∞) that
⟨∣ut∣2p⟩ 1p ≲ ⟨(∑
e
(∑
z
pt(z,0)∂eg(z))2)p⟩ 1p
+∫ t
0
⟨(∑
b
∣∇pt−s(b,0)∣2∣∇u¯s(aei , b)∣2)p⟩ 1p , (3.67)
with u¯t, and g¯ the stationary extensions solving (3.16).
To show the previous bound we take the Glauber derivative ∂e in (3.16) and, thanks to the relation[∂e,∇] ∶= ∂e∇−∇∂e = 0,
we obtain the parabolic boundary value problem⎧⎪⎪⎨⎪⎪⎩ ∂t∂eu¯t +∇
∗a∇∂eu¯t = −∇∗ht
∂eu0 = ∂eg¯, (3.68)
where ht = ht(a, b, e) is defined as
ht(a, b, e) ∶= ∂ea(b)∇ut(ae, b) = 1b=e∂ea(e)∇u¯t(ae, e). (3.69)
Using Duhamel’s formula, equation (3.68) yields
∂eut(x) =∑
z
pt(z, x)∂eg(z) + ∫ t
0
(∑
b
∇pt−s(b, x)hs(b, e))ds,
which can be rewritten thanks to (3.69) as
∂eut(x) =∑
z
pt(z, x)∂eg(z) + ∫ t
0
(∇pt−s(e, x)∂ea(e)∇u¯s(ae, e))ds. (3.70)
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Furthermore, we note that for a general random variable ζ = ζ(a) it holds
∂eζ¯(a, x) = ζ((τxa)e) − ζ(τxa)= ζ(τx(ae−x)) − ζ(τxa) = ∂e−xζ(a, x), (3.71)
so that it follows for ut that
∂eut(a,0) = ∂eut(a,0).
Taking in the previous identity the 2p-th power and the average, stationarity implies that
⟨∣∂eut(0)∣2p⟩ = ⟨∣∂eut∣2p⟩. (3.72)
Since by (3.7) for both assumptions (a) and (b) on the initial data we have ⟨ut⟩ = 0, we may plug
the identities (3.72) and (3.70) into the p-Spectral Gap (3.66) and get
⟨∣ut∣2p⟩ 1p ≲ ⟨(∑
e
(∂eut(0))2)p⟩ 1p
≲ ⟨(∑
e
(∑
z
pt(z,0)∂eg(z))2)p⟩ 1p
+ ⟨(∑
e
(∫ t
0
∇pt−s(e,0)∂ea(e)∇u¯t(ae, e)ds)2)p⟩ 1p . (3.73)
We now apply the triangle inequality together with (3.69) on the second term on the r.h.s and
estimate
⟨(∑
e
(∫ t
0
(∇pt−s(e,0)∂ea(e)∇u¯t(ae, e))2)p⟩ 1p
≲ ∫ t
0
⟨(∑
e
∣∇pt−s(e,0)∣2∣∇u¯s(ae, e)∣2)p⟩ 1p ds,
i.e. inequality (3.67).
We are now ready to prove part (a): We start focusing on the first term on the r.h.s. of (3.67) and
claim that
⟨(∑
e
(∑
z
pt(z,0)∂eg(z))2)p⟩ 1p ≲ t− d2N ∣∣g∣∣2L∞(Ω). (3.74)
We rewrite the l.h.s of (3.74) as
⟨( ∑
y∈Zd
i=1,...,d
(∑
z
pt(z,0)∂{y,y+ei}g(z))2)p⟩ 1p
≲ ∑
i=1,...,d⟨(∑y (∑z pt(z,0)∂{y,y+ei}g(z))2)
p⟩ 1p .
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For every fixed i, we estimate by the triangle inequality
⟨(∑
y
(∑
z
pt(z,0)∂{y,y+ei}g(z))2)p⟩ 1p ⩽∑
z
⟨(∑
y
p2t (z,0)∣∂{y,y+ei}g(z)∣2)p⟩ 1p
(3.71)= ∑
z
⟨(∑
y
p2t (z,0)∣∂{y−z,y−z+ei}g(z)∣2)p⟩ 1p
z=y−z= ∑
z
⟨(∑
y
p2t (y − z,0)∣∂{z,z+ei}g(y − z)∣2)p⟩ 1p
y=y−z= ∑
z
⟨(∑
y
p2t (y,0)∣∂{z,z+ei}g(y)∣2)p⟩ 1p
(3.22)≲ ∑
z
⟨(∑
y
X (0)X (y)t−dω−2α (t, y)∣∂{z,z+ei}g(y)∣2)p⟩ 1p . (3.75)
We now use in the last term the triangle inequality in the inner sum and ⟨⋅⟩ and infer that
⟨(∑
y
(∑
z
pt(z,0)∂{y,y+ei}g(z))2)p⟩ 1p
≲ t−d∑
z
∑
y
ω−2α (t, y)⟨(X (0)X (y))p∣∂{z,z+ei}g(y)∣2p⟩ 1p .
After a repeated application of Ho¨lder’s inequality in ⟨⋅⟩, stationarity and (3.19) yield
⟨(∑
y
(∑
z
pt(z,0)∂{y,y+ei}g(z))2)p⟩ 1p
≲ t−d∑
z
∣∣∂{z,z+ei}g∣∣2L∞(Ω)∑
y
ω−2α (t, y)
α> d2≲ t− d2 ∑
z
∣∣∂{z,z+ei}g∣∣2L∞(Ω).
Appealing to our assumption on g to be in L∞(Ω) and depending on N edges, we get that
⟨(∑
y
(∑
z
pt(z,0)∂{y,y+ei}g(z))2)p⟩ 1p ≲ N ∣∣g∣∣2L∞(Ω)t− d2 .
Summing over i = 1, ..., d yields (3.74).
We now turn to the second term of the r.h.s. of (3.67) to argue that for every δ > 0 it holds
∫ t
0
⟨(∑
e
∣∇pt−s(e,0)∣2∣∇u¯s(ae, e)∣2)p⟩ 1p ds
≲C(δ)∫ t
0
(t − s)−( d2+1)(1− 1p )+ dp ⟨∣Dut ⋅ aDut∣p(1+δ)⟩ 1p(1+δ) ds. (3.76)
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By (3.29) of Lemma 29, we write
∫ t
0
⟨(∑
e
∣∇pt−s(e,0)∣2∣∇u¯s(ae, e)∣2)p⟩ 1p ds
≲ ∫ t
0
⟨(∑
e
w(e)−1 ∑
b∈pi(e) ∣√a(b)∇pt−s(b,0)∣2w′(e)−1 ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2)
p⟩ 1p ds
≃ ∫ t
0
⟨(∑
b
∣√a(b)∇pt−s(b,0)∣2 ∑
e∈pi−1(b)w(e)−1w′(e)−1 ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2)
p⟩ 1p ds,
where pi′(e) and w′(e) are as pi and w introduced in Lemma 29 and related to the environment
given by ae. After smuggling the weight ω2α(t − s, b) in the sum over b, we use Ho¨lder’s inequality
with exponents q and p to estimate
∫ t
0
⟨(∑
e
∣∇pt−s(e,0)∣2∣∇u¯s(ae, e)∣2)p⟩ 1p ds
≲ ∫ t
0
⟨(∑
b
ω2qα (t − s, b)∣√a(b)∇pt−s(b,0)∣2q)p−1
× (∑
b
ω−2pα (t − s, b)( ∑
e∈pi−1(b)w(e)−1w′(e)−1 ∑b′∈pi′(z) ∣√ae(b′)∇u¯s(ae, b′)∣2)p)⟩ 1p ds.
We now appeal to Lemma 28 and the embedding `2 ⊆ `r for r ≥ 2 to infer from the previous
inequality that
∫ t
0
⟨(∑
e
∣∇pt−s(e,0)∣2∣∇u¯s(ae, e)∣2)p⟩ 1p ds
≲ ∫ t
0
(t − s)−( d2+1)(1− 1p )(∑
b
ω−2pα (t − s, b)
× ⟨Yp−1t−s ( ∑
e∈pi−1(b)w(e)−1w′(e)−1 ∑b′∈pi′(z) ∣√ae(b′)∇u¯s(ae, b′)∣2)p⟩)
1
p
ds. (3.77)
We claim that⟨Yp−1t−s ( ∑
e∈pi−1(b)w(e)−1w′(e)−1 ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2)p⟩≲ C(δ)⟨∣Dus ⋅ aDus∣p(1+δ)⟩ 1(1+δ) . (3.78)
We note that, once that we have (3.78), by inserting it in (3.77) we get
∫ t
0
⟨(∑
e
∣∇pt−s(e,0)∣2∣∇u¯s(ae, e)∣2)p⟩ 1p ds
≲ C(δ)∫ t
0
(t − s)−( d2+1)(1− 1p )(∑
b
ω−2pα (t − s, b)⟨∣Dus ⋅ aDus∣p(1+δ)⟩ 1(1+δ) ) 1p ds
α> d2≲ C(δ)∫ t
0
(t − s)−( d2+1)(1− 1p )+ dp ⟨∣Dus ⋅ aDus∣p(1+δ)⟩ 1p(1+δ) ds
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and thus (3.76).
We now prove (3.78): It holds⟨Yp−1t−s ( ∑
e∈pi−1(b)w(e)−1w′(e)−1 ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2)p⟩≤⟨Yp−1t−s ∣pi−1(b)∣p−1 ∑
e∈pi−1(b)w(e)−pw′(e)−p( ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2)p⟩=⟨ ∑
e∈pi−1(b)Yp−1t−s ∣pi−1(b)∣p−1w(e)−pw′(e)−p( ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2)p⟩.
Ho¨lder’s inequality with exponents (1 + δ, 1+δ
δ
) first in e and then in ⟨⋅⟩ yields
⟨Yp−1t−s ( ∑
e∈pi−1(b)w(e)−1w′(e)−1 ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2)p⟩≤ ⟨ ∑
e∈pi−1(b)Y(p−1) 1+δδt−s ∣pi−1(b)∣(p−1) 1+δδ w(e)−p 1+δδ w′(e)−p 1+δδ ⟩ δ1+δ× ⟨ ∑
e∈pi−1(b)( ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2)p(1+δ)⟩ 11+δ (3.79)
As the terms pi′(e) and √ae(b′)∇u¯s(ae, b′) are stationary respectively by Lemma 29 and by defini-
tion of stationary extension, we have that also ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2 is stationary. There-
fore, appealing to Lemma 31 for every δ > 0 it holds
⟨ ∑
e∈pi−1(b)( ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2)p(1+δ)⟩ 11+δ(3.40)≲ C(δ) d∑
i=1⟨( ∑b′∈pi′(ei) ∣
√
aei(b′)∇u¯s(aei , b′)∣2)p(1+δ)2⟩ 1(1+δ)2
(3.39)≲ C(δ) d∑
i=1⟨∣√aeiDus(aei)∣2p(1+δ)3⟩ 1(1+δ)3 .
Since ae and a have by definition the same law, we conclude that
⟨ ∑
e∈pi−1(b)( ∑b′∈pi′(e) ∣√ae(b′)∇u¯s(ae, b′)∣2)p(1+δ)⟩ 11+δ≲ C(δ)⟨∣√aDus(a)∣2p(1+δ)3⟩ 1(1+δ)3 . (3.80)
We now turn to the other averaged term in (3.79): Reasoning as above, thanks to (iii) of Lemma
29 and (3.24) of Lemma 28, we may apply (3.39) of Lemma 31 and get that for every δ > 0 the last
term on the r.h.s. of (3.79) satisfies
⟨ ∑
e∈pi−1(b)Y(p−1) 1+δδt−s ∣pi−1(b)∣(p−1) 1+δδ w(e)−p 1+δδ w′(e)−p 1+δδ ⟩
≲ d∑
i=1⟨(Y(p−1) 1+δδt−s ∣pi−1(ei)∣(p−1) 1+δδ w(ei)−p 1+δδ w′(ei)−p 1+δδ )1+δ⟩ 11+δ(3.26)−(3.27)−(3.25)≲ C(δ). (3.81)
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Inequalities (3.80) and (3.81) in (3.79) yield the bound (3.78), once that we relabel δ ≃ δ3+2δ2+2δ.
We are now ready to conclude the proof of Theorem 25, part (a): By (3.74) and (3.76), we get
from (3.67)
⟨∣ut∣2p⟩ 1p ≲ C(δ)(N ∣∣g∣∣2L∞(Ω)t− d2
+ ∫ t
0
(t − s)−( d2+1)(1− 1p )+ dp ⟨∣Dus ⋅ aDus∣p(1+δ)⟩ 1p(1+δ) ds).
By our assumption that g ∈ L∞(Ω) and the maximum principle, we have
⟨∣Dus ⋅ aDus∣p(1+δ)⟩ 1p(1+δ) ≲ ∣∣g∣∣ 2δδ+1L∞(Ω)⟨∣Dus ⋅ aDus∣p⟩ 1p(1+δ) ,
and therefore
⟨∣ut∣2p⟩ 1p ≲ C(δ)(N ∣∣g∣∣2L∞(Ω)t− d2
+ ∥g∥ 2δδ+1
L∞(Ω) ∫ t
0
(t − s)−( d2+1)(1− 1p )+ dp ⟨∣Dus ⋅ aDus∣p⟩ 1p(1+δ) ds).
We now use Lemma 33 with γ ∶= d
2
any β ∶= 1
1+δ > γγ+ 1p , for p sufficiently large, and for the functions
a(t) ∶= (N∥g∥2L∞(Ω))−1⟨∣ut∣2p⟩ 1p ,
b(t) ∶= (N1+δ∥g∥2L∞(Ω))−1⟨∣Dus ⋅ aDus∣p⟩ 1p .
We remark that the relation (3.56) is satisfied since by Lemma 34 and N ≥ 1 we have
b(t)p = (N1+δ∥g∥2L∞(Ω))−p⟨∣Dus ⋅ aDus∣p⟩ ≲ (N1+δ∥g∥2L∞(Ω))−p(− ddt ⟨∣ut∣2p⟩)
≲ (N∥g∥2L∞(Ω))−p(− ddt ⟨∣ut∣2p⟩) ≃ (− ddtap(t)).
The embedding
⟨∣ut∣q⟩ 1q ≤ C(p, q)⟨∣ut∣p⟩ 1p (3.82)
allows to conclude the proof of Theorem 3.8, part (a).
To prove also Theorem 25, part (b) we observe that thanks to the assumption g = D∗f (and
thus g¯ = ∇∗f¯), after an integration by parts, we may reformulate the estimate (3.67) as
⟨∣ut∣2p⟩ 1p ≲ ⟨(∑
e
(∑
b
∇pt(b,0)∂ef(b))2)p⟩ 1p
+∫ t
0
⟨(∑
e
∣∇pt−s(e,0)∣2∣∇u¯s(ae, e)∣2)p⟩ 1p . (3.83)
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We control the second term on the r.h.s. again by (3.76). For the first term, we now argue that
⟨(∑
e
(∑
b
∇pt(b,0)∂ef(b))2)p⟩ 1p ≲ N ∣∣f ∣∣2L∞(Ω)t−( d2+1)(1− 1p )+ dp , (3.84)
with N the number of sites on which f depends.
Before proving (3.84), we show how to conclude the argument: Inserting inequalities (3.84),(3.74)
in (3.83) and using the maximum principle and that f ∈ L∞(Ω), we get
⟨∣ut∣2p⟩ 1p ≲ C(δ)(N ∣∣f ∣∣2L∞(Ω) t−( d2+1)(1− 1p )+ dp
+ ∥f∥ 2δ1+δ
L∞(Ω) ∫ t
0
(t − s)−( d2+1)(1− 1p )+ dp ⟨∣Dus ⋅ aDus∣p⟩ 1p(1+δ) ds).
As for the proof of part (a), we multiply the previous inequality by (C(δ)N ∣∣f ∣∣2L∞(Ω))−1 and use
Lemma 34 and Lemma 33 applied to
a(t) ∶= (N ∣∣f ∣∣2L∞(Ω))−1⟨∣ut∣2p⟩ 1p ,
b(t) ∶= (N1+δ ∣∣f ∣∣2L∞(Ω))−1⟨∣Dus ⋅ aDus∣p⟩ 1p ,
with γ ∶= (d
2
+ 1)(1 − 1
p
) − d
p
and any β ∶= 1
1+δ > γγ+ 1p to obtain⟨∣ut∣2p⟩ 1p ≲ N ∣∣f ∣∣2L∞(Ω)t−( d2+1)(1− 1p )+ dp ≲ N ∣∣f ∣∣2L∞(Ω)t−( d2+1)+ d2p .
Therefore, for every q ∈ [1,+∞) fixed, let us consider ε > 0; we choose q ≤ p < +∞ such that d
2p
≤ ε
and use the previous estimate together with the embedding (3.82) to infer
⟨∣ut∣2q⟩ 1q ≲ C(ε)N ∣∣f ∣∣2L∞(Ω)t−( d2+1)+ d2p ≲ C(ε)N ∣∣f ∣∣2L∞(Ω)t−( d2+1)+ε,
i.e. bound (3.9).
It thus only remains to show (3.84): As in (3.75), we bound the l.h.s of (3.84) by
⟨(∑
e
(∑
b
∇pt(b,0)∂ef(z))2)p⟩ 1p
≤ ∑
i=1,...,d∑z ⟨(∑b ∣∇pt(b,0)∣2∣∂{z,z+ei}f(b)∣2)
p⟩ 1p . (3.85)
For any fixed i = 1, ..., d, inequality (3.29) of Lemma 29 yields
∑
z
⟨(∑
b
∣∇pt(b,0)∣2∣∂{z,z+ei}f(b)∣2)p⟩ 1p
≤∑
z
⟨(∑
b
w(b)−1 ∑
b′∈pi(b) ∣√a(b′)∇pt(b′,0)∣2∣∂{z,z+ei}f(b)∣2)
p⟩ 1p
=∑
z
⟨(∑
b′ ∣√a(b′)∇pt(b′,0)∣2 ∑b∈pi−1(b′)w(b)−2∣∂{z,z+ei}f(b)∣2)
p⟩ 1p
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After smuggling the weight ω2α(t,′ b) into the sum over b′, Ho¨lder’s inequality with exponents p and
q implies
∑
z
⟨(∑
b
∣∇pt(b,0)∣2∣∂{z,z+ei}f(b)∣2)p⟩ 1p
≲∑
z
⟨(∑
b′ ω
2q
α (t, b′)∣√a(b′)∇pt(b′,0)∣2q)p−1
× (∑
b′ ω
−2p
α (t, b′)( ∑
b∈pi−1(b′)w(b)−1∣∂{z,z+ei}f(b)∣2)p)⟩ 1p ,
and thus by Lemma 28,
∑
z
⟨(∑
b
∣∇pt(b,0)∣2∣∂{z,z+ei}f(b)∣2)p⟩ 1p
≲ t−( d2+1)(1− 1p )∑
z
(∑
b′ ω
−2p
α (t, b′)⟨( ∑
b∈pi−1(b′)w(b)−1∣∂{z,z+ei}f(b)∣2)p⟩)
1
p
. (3.86)
We now show that ⟨( ∑
b∈pi−1(b′)w(b)−1∣∂{z,z+ei}f(b)∣2)p⟩ ≲ ∣∣∂{z,z+ei}f ∣∣2pL∞(Ω). (3.87)
Once proven the previous inequality, estimate (3.86) turns into
∑
z
⟨(∑
b
∣∇pt(b,0)∣2∣∂{z,z+ei}f(b)∣2)p⟩ 1p
≲ t−( d2+1)(1− 1p )∑
z
(∑
b′ ω
−2p
α (b′, t)) 1p ∣∣∂{z,z+ei}f ∣∣2L∞(Ω)
≲ t−( d2+1)(1− 1p )+ dp ∑
z
∣∣∂{z,z+ei}f ∣∣2L∞(Ω)
≲ Nt−( d2+1)(1− 1p )+ dp ∣∣f ∣∣2L∞(Ω),
where for the last inequality we observe that ∂z,z+eif = 0 if {z, z + ei} ∉ supp(f). The bound (3.84)
follows by (3.85).
To obtain (3.87), we reason similarly to (3.80) and (3.81): We write
⟨( ∑
b∈pi−1(b′)w(b)−1∣∂{z,z+ei}f(b)∣2)p⟩(3.39)≲ d∑
j=1C(δ)⟨w(ej)−p(1+δ)∣∂{z,z+ei}f(ej)∣2p(1+δ)∣⟩ 11+δ
δ=1≲ d∑
j=1⟨w(ej)−2p∣∂{z,z+ei}f(ej)∣4p∣⟩ 12 .
Appealing to the assumption f ∈ L∞(Ω) and to the bound (3.26) of Lemma 29, we infer (3.87).
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3.3 Appendix
Proof of Lemma 32. We start observing that it is enough to show an analogue of the maximal
function estimate ([1], Theorem 3.2), namely that for a constant C = C(d,α) < +∞ it holds
P(∣ sup
t>0 t−
d
2 ∑
z
ω−2α (z, t)Z(τza)∣ > λ) ≤ C 1λ ⟨∣Z ∣⟩. (3.88)
This indeed, combined with the Marcinkiewicz Interpolation Theorem and the fact that the map
Z → sup
t>0 (t− d2 ∑z ω−2α (z, t)Z(τza))
is bounded from L∞ to L∞, yields for every p ∈ (1,+∞]
⟨∣ sup
t>0 (t− d2 ∑z ω−2α (z, t)Z(τza))∣p⟩ ≲ ⟨∣Z ∣p⟩
and thus also (3.47) by assumption (3.46). Above and in the rest of the proof ≲ stands for ≤
C(d,α, p).
We now give the argument for (3.88): We observe that it holds
P( sup
t>0 (t− d2 ∑z ω−2α (z, t)Z(τza)) > λ)
= P(sup
t>0 (t− d2 ∞∑n=1 ∑(n−1)t 12 ≤∣z∣<nt 12 ω−2α (z, t)Z(τza)) > λ)
= P(∃ t ∈ (0,+∞) ∶ t− d2 ∞∑
n=1 ∑(n−1)t 12 ≤∣z∣<nt 12 ω−2α (z, t)Z(τza) > λ)
= P(∃ t ∈ (0,+∞), n ∈ N ∶ t− d2 ∑(n−1)t 12 ≤∣z∣<nt 12 ω−2α (z, t)Z(τza) ≳
λ
n2
).
Since Z ≥ 0 and
sup(n−1)t 12 ≤∣z∣<nt 12 ω
−2
α (z, t) ≲ n−2α,
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we get
P( sup
t>0 (t− d2 ∑z ω−2α (z, t)Z(τza)) > λ)≤ P(∃ t ∈ (0,+∞), n ∈ N ∶ n−dt− d2 ∑(n−1)t 12 ≤∣z∣<nt 12 Z(τza) ≳ n2α−d−2λ )≤ P(∃ t ∈ (0,+∞), n ∈ N ∶ n−dt− d2 ∑∣z∣<nt 12 Z(τza) ≳ n2α−d−2λ )
≤ ∞∑
m=1P(∃ t ∈ (0,+∞), n ∈ N ∶ n−dt− d2 ∑∣z∣<nt 12 Z(τza) ≳m2α−d−2λ )
≤ ∞∑
m=1P(supR>0(R−d ∑∣z∣<RZ(τza)) ≳m2α−d−2λ ).
We may now use in this last line the standard maximal function estimate ([1], Theorem 3.2)
P(sup
R>0(R−d ∑∣z∣<RZ(τza)) > δ) ≤ ⟨∣Z ∣⟩δ
to conclude
P(sup
t>0 (t− d2 ∑z ω−2α (z, t)Z(τza)) > λ) ≲ ∞∑m=1 ⟨∣Z ∣⟩m2α−2−dλ α>
d
2+1≲ ⟨∣Z ∣⟩
λ
.
Chapter 4
Systems of interacting particles:
Heat kernel bounds for the
exclusion process with a tagged
particle
This chapter is dedicated to the study of a model of interacting particles, namely to the simple
symmetric exclusion process. The results presented here are a first step towards the study of the
rate of relaxation of the environment seen from a tagged particle, which in turn may be used to infer
a quenched invariance principle for the random walk of a tagged particle in the exclusion process.
More precisely, the long-term goal is to prove a result analogous to the one for the degenerate
random conductance model contained in the previous chapter, for a simple exclusion process: Let
the stochastic process {(Xt, ηt)}t≥0 describe the evolution of the environment together with the
walk of the tagged particle with initial configuration (X,η). In other words, if τx denote the spacial
translation of x ∈ Zd of a configuration η, we aim at proving that the evolution under the process{τ−Xtηt}t≥0 of a bounded and local random variable f = f(η) converges to its mean value in the
sense of every polynomial moment with the almost optimal time-rate given by t− d2+ε, for ε > 0.
Moreover, if f is in “divergence-form”, then the convergence rate improves to t−( d2+1)+ε.
The main idea is to adapt the arguments of Chapter 3 to this setting: As a first step, we thus
need to prove some almost-optimal bounds on the heat kernel, or transition probability, associated
to {(Xt, ηt)}t≥0. This is the main result presented in this chapter:
Theorem 35 (Heat kernel bound). For every p ⩾ 2, there exists a constant C(d, ρ, p) < ∞ such
that for every t > 0, ∑
x∈Zd ⟨(P(X,η) [Xt = x])p ∣X = 0⟩ρ ⩽ C t(1−p) d2 .
Corollary 36. For every p ⩾ 2 and ε > 0, there exists a constant C(d, ρ, p, ε) < ∞ such that for
every x ∈ Zd and t > 0, ⟨(P(X,η) [Xt = x])p ∣X = 0⟩ 1pρ ⩽ C t−( d2−ε).
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We can also complement this information by an off-diagonal bound of Carne-Varopoulos type.
Theorem 37 (Carne-Varopoulos bound). There exists a constant C(d) < ∞ such that for every
x ∈ Zd and t > 0,
⟨P(X,η) [Xt = x] ∣X = 0⟩ρ ⩽
RRRRRRRRRRRRRR
exp (− ∣x∣2
Ct
) if ∣x∣ ≤ t,
exp (− ∣x∣
C
) if ∣x∣ > t.
4.0.1 Sketch of proof for the standard heat equation
Our strategy is inspired by the following argument for the relaxation of the standard heat equation.
Let u be the parabolic Green function with the pole at the origin, i.e. the decaying solution to
{ ∂tu = ∆u in (0,+∞) ×R,
u(t = 0, ⋅) = δ0(⋅) in R (4.1)
Our core goal (compare with Theorem 38 below) is to control the decay of monotone quantities
of the form ∫Rd up(t, ⋅), for p ⩾ 2. We focus on the case p = 2 for simplicity, and present a robust
argument, which will be adapted to the particle system, for the well-known fact that
∫Rd u2(t, x)dx ⩽ C t− d2 . (4.2)
We give ourselves a partition of Rd into boxes of size `, and for each x ∈ Rd, we denote by B`(x)
the box of this partition containing x. We start by writing
∫Rd u2(t, x)dx ⩽ 2∫Rd (u(t, x) −
 
B`(x) u(t, ⋅))
2
dx + 2∫Rd (
 
B`(x) u(t, ⋅))
2
dx, (4.3)
where
ﬄ
B`(x) ∶= ∣B`(x)∣−1 ∫B`(x) is the normalized integral. For the first term, Poincare´’s inequality
ensures that
∫Rd (u(t, x) −
 
B`(x) u(t, ⋅))
2
dx ⩽ CP (d)`2 ∫Rd ∣∇u(t, x)∣2 dx, (4.4)
and moreover,
∂t ∫Rd u2(t, ⋅) = −2∫Rd ∣∇u(t, ⋅)∣2.
Therefore, in a time-averaged sense, the first term on the right side of (4.3) is dominated by the
left side, provided that ` ⩽ c√t with c sufficiently small. It therefore suffices to control the second
term on the right side of (4.3). Since ∫Rd u(t, ⋅) ≡ 1 is independent of time, we get
∫Rd (
 
B`(x) u(t, ⋅))
2
dx ⩽ ∫Rd ∣B`(x)∣−1 (
 
B`(x) u(t, ⋅)) dx = ∣B`∣−1.
Choosing ` = c√t completes our sketch of proof for (4.2).
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4.0.2 Difficulties in the case of the exclusion process
We now discuss the encountered problems, and the required modifications to the argument described
above, in our context of a tagged particle in a symmetric exclusion process.
The most visible difficulties in obtaining heat kernel bounds for the tagged particle are that
the environment in which the particle evolves changes over time, and that the jump rates may
degenerate to zero due to the exclusion mechanism.
Optimal heat kernel estimates for degenerate dynamic environments satisfying some mild as-
sumptions were obtained in [57]. These results cover in particular the case of a diffusion with
symmetric, possibly vanishing jump rates that depend locally on an auxiliary exclusion process at
equilibrium.
The latter process is however fundamentally different from the one we consider here. Indeed, in
the situation considered in [57], and more generally in the context of stochastic homogenization, one
can first sample the dynamic or static random environment beforehand, and then define a diffusion
with the given coefficients. In contrast, in the setting we study here, the tagged particle and the
bath of all the other, untagged particles cannot be thus disentangled. There is a “retro-action” of
the particle onto its environment, which makes the approach of [57] inapplicable. This is the core
difficulty of the problem. Mathematically, this is immediately apparent when we try to write down
a differential equation analogous to (4.1) for quantities such as P(x,η)[Xt = 0]: there is no closed
equation for this quantity if we only allow x and t to vary, but not η. Similarly, for random walks
in static or dynamic random environments, quantities such as the left side of (4.2) are monotone
almost surely. This is not the case in our setting, and only averaged monotone quantities will be
available to us.
In spite of these difficulties, we will show here how to adapt the argument exposed in the previous
subsection and obtain heat kernel estimates for the tagged particle. We replace the standard
Poincare´ inequality used in (4.4) by spectral gap inequalities for the dynamics in finite volume.
The proof of these inequalities requires some care, due to the degeneracy of the rates. Moreover,
since the dynamics preserves the number of particles, these inequalities will hold only if we condition
on having a fixed number of particles in the box under consideration.
In the analysis of the analogue to the first term on the right side of (4.3), our need to fix
the number of particles in individual boxes forces the appearance of conditional measures in the
analogue to the last term of (4.3). In other words, instead of quantities such as ∫ u(t, ⋅), we will
have to estimate the expectation of a similar quantity with the integrand multiplied by the space-
dependent densities of the conditional measures. These densities are highly singular, since they
concentrate on very thin sets of fixed number of particles inside a region. We first bound these
densities independently of the space variable, and then use the reversibility of the dynamics to
transfer the evolution onto this density. For this term, the tagged particle is irrelevant, and we can
use L1 contraction in the environment variable only. We then leverage on the locality of the initial
condition f = u(0, ⋅) to conclude.
4.0.3 Outline of the chapter
In the next section, we introduce the notation and present the general result of the form of (4.2)
that we will prove, see Theorem 38. In Section 4.2, we show a spectral gap with optimal scaling
for the joint process of the tagged particle and the exclusion process in finite volume. Section 4.3
starts with a proof of the Carne-Varopoulos bound, from which we deduce a convenient localization
property. The rest of the section then implements the strategy sketched above.
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4.1 Notation and reformulation
We fix an integer d ⩾ 2. We say that x, y ∈ Zd are neighbors, and write x ∼ y, if ∣x − y∣ = 1, where∣ ⋅ ∣ is the Euclidean distance. This turns Zd into a graph, and we denote by B the associated set
of (unoriented) edges. For any positive integer `, we denote by B` the box {−`, . . . , `}d, and by B`
the set of edges with both end-points in B`. We let
Ω` ∶= {(x, η) ∈ B` × {0,1}B` ∶ η(x) = 1} ,
Ω ∶= {(x, η) ∈ Zd × {0,1}Zd ∶ η(x) = 1} .
For e ∈ B and x ∈ Zd, we denote
xe = ∣ y if e = {x, y},
x if e ∌ x.
In other words, xe is the image of x by the transposition between the two endpoints of the edge
e. For η ∈ {0,1}Zd (or {0,1}B`), ηe is the configuration such that for every x, ηe(x) = η(xe). For
a function f ∶ Ω → R (or Ω` → R), we define fe(x, η) ∶= f(xe, ηe). We study the symmetric, simple
exclusion process with a tagged particle. This is the dynamics associated with the infinitesimal
generator L formally acting on a random variable f ∶ Ω→ R as
L f =∑
e∈Bae(fe − f),
where
ae(η) ∶= 1{ηe≠η}. (4.5)
We also consider the finite-volume counterparts,
L`f = ∑
e∈B` ae(fe − f),
where now f ∶ Ω` → R. The dynamics associated with L` takes place in Ω` and preserves the
number of particles; one can check that for every ρ ∈ {0, . . . , ∣B`∣}/∣B`∣, the uniform measure on the
set ⎧⎪⎪⎨⎪⎪⎩(x, η) ∈ Ω` ∶ ∑z∈B` η(z) = ρ∣B`∣
⎫⎪⎪⎬⎪⎪⎭
is reversible for the dynamics (that is, the operator L` is symmetric with respect to this measure).
We denote this measure by ⟨ ⋅ ⟩`,ρ. With a slight abuse of notation (since we also use η to denote a
deterministic quantity), we write (X,η) for the canonical random variable on Ω` (or Ω). For general
ρ ∈ [0,1], we understand ⟨ ⋅ ⟩`,ρ to be ⟨ ⋅ ⟩`,⌊ρ∣B`∣⌋/∣B`∣. For any x ∈ Zd, we also define ⟨ ⋅ ∣X = x⟩ρ to be
the measure under which X = x almost surely (and thus η(x) = 1) and (η(y))y∉x are independent
Bernoulli random variables with parameter ρ. When no ambiguity occurs, we may abuse notation
and write ⟨ ⋅ ∣x⟩ ∶= ⟨ ⋅ ∣X = x⟩ρ.
For each A ⊆ Zd, we denote by F(A) the σ-algebra generated by the random variables (η(x), x ∈ A).
We extend the notion of F(A)-measurable random variable to functions defined on Ω or Ω` as
follows. A function f ∶ Ω → R (resp. Ω` → R) is said to be F(A)-measurable if for every x ∈ Zd
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(resp. B`), the random variable f(x, ⋅) is F(A)-measurable. For every p ∈ [1,∞] and measurable
f ∶ Ω→ R, we define
∥f∥Lp(ρ) ∶= ( ∑
x∈Zd ⟨∣f ∣p ∣X = x⟩ρ)
1
p = ( ∑
x∈Zd ⟨∣f ∣p ∣x⟩)
1
p
, (4.6)
with the usual interpretation as a supremum if p =∞. In most places, the value of ρ will be clear
from the context, so that we simply write ∥f∥p ∶= ∥f∥Lp(ρ) and keep the dependence on ρ implicit.
For an integer r ⩾ 0, we say that a function f ∶ Ω→ R is Br-local if
f is F(Br)-measurable, and
for every x ∈ Zd ∖Br, f(x, η) = 0.
We say that a function is local if it is Br-local for some r < +∞.
For a local function f , we define u ∶ R+ ×Ω→ R as the unique bounded solution to
{ ∂tu =L u,
u(0, ⋅) = f(⋅). (4.7)
We may also write Ptf(⋅) = ut(⋅) = u(t, ⋅), where Pt denotes the semigroup associated with the
generator L . Note that in the above expressions, the single dot represents an element of Ω, which
is a subset of the product space Zd × {0,1}Zd . In other words, an overly scrupulous notation for
u(t, x, η) would be u(t, (x, η)). Throughout the chapter we use the notation a ≲ b in proofs, to
denote a ≤ Cb for some constant C < ∞ which may depend on some additional parameters as
specified in the statement to be proved.
The main result of this chapter, Theorem 35, is an immediate consequence of the following
estimate on monotone quantities.
Theorem 38. Let ρ ∈ (0,1), f be a local function, and ut(⋅) = u(t, ⋅) be the solution to equation
(4.7). For every p ⩾ 2, there exists a constant C(d, ρ, f, p) <∞ such that for every t > 0,
∥ut∥pLp(ρ) ≤ C t(1−p) d2 . (4.8)
Recalling that the left side of (4.8) equals to
∑
x∈Zd ⟨∣ut∣p ∣x⟩ ,
we see that inequality (4.8) is consistent with the idea that only those summands indexed by x in
a ball of radius about
√
t contribute to the sum, and that each of these summands is bounded by
about t−p d2 . The constant in Theorem 38 can be chosen to hold uniformly over ρ bounded away
from 1.
We denote the stochastic process associated with the infinitesimal generator L by (Xt,ηt)t⩾0
(see [49] for a construction), by P(x,η) its law starting from (x, η) ∈ Ω, and by E(x,η) the associated
expectation. This is the joint process of the tagged particle and the bath of the other, mutually
indistinguishable particles. By [50, Theorem 3.16], the solution to (4.7) admits the probabilistic
representation
u(t, x, η) = E(x,η) [f(Xt,ηt)] . (4.9)
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Proofs of Theorem 35 and Corollary 36 from Theorem 38. We define the local function
f(x, η) ∶= 1x=0,
so that if u solves (4.7) with this choice of f , then by (4.9), for every t > 0,
ut(x, η) = P(x,η) [Xt = 0] .
By Theorem 38, for each p ⩾ 2, there exists a constant C(d, ρ, p) <∞ such that
∑
x∈Zd ⟨(P(X,η) [Xt = 0])p ∣X = x⟩ρ ⩽ C t(1−p) d2 .
Theorem 35 follows, since by stationarity, we have⟨(P(X,η) [Xt = x])p ∣ X = 0⟩ρ = ⟨(P(X,η) [Xt = 0])p ∣ X = −x⟩ρ .
By Jensen’s inequality and Theorem 35, for every q ⩾ p, we have
⟨(P(X,η) [Xt = x])p ∣ X = 0⟩ 1pρ ⩽ ⟨(P(X,η) [Xt = x])q ∣ X = 0⟩ 1qρ⩽ C(d, ρ, q) t−(1− 1q ) d2 .
By choosing q sufficiently large, we obtain Corollary 36.
4.2 Spectral gap inequalities
In this section, we show as a first ingredient towards the proof of Theorem 38 that the joint process
of the tagged particle and the set of all the other (indistinguishable) particles, restricted to a box of
size `, relaxes over a time scale of `2. This takes the form of the following spectral gap inequalities.
Theorem 39 (Spectral gap). For every ρ ∈ (0,1), there exists CS(d, ρ) < ∞ which increases with
respect to ρ and such that for every ` ∈ Z≥1 and f ∶ Ω` → R, we have⟨(f − ⟨f⟩`,ρ)2⟩`,ρ ⩽ CS`2 ∑
e∈B` ⟨ae(fe − f)2⟩`,ρ .
The proof of Theorem 39 is inspired by the arguments exposed in [67]. We rely on the spectral
gap of the dynamics of the η variable alone, which was proved in [67, Lemmas 8.2 and 8.3] and
which we now recall. When no tagged particle is considered, the exclusion rule becomes artificial,
in the sense that the dynamics becomes identical to the Kawasaki dynamics, where particles are
exchanged along edges at a constant rate.
Proposition 3 (Spectral gap for Kawasaki dynamics [67]). There exists a constant CK(d) < ∞
such that for every ρ ∈ [0,1], ` ∈ Z≥1 and f ∶ {0,1}B` → R,⟨(f − ⟨f⟩`,ρ)2⟩`,ρ ⩽ CK`2 ∑
e∈B` ⟨(f(ηe) − f(η))2⟩`,ρ ,
as well as, for every x ∈ B`,
⟨(f − ⟨f ∣η(x) = 1⟩
`,ρ
)2 ∣η(x) = 1⟩
`,ρ
⩽ CK`2 ∑
e∈B`
e∌x
⟨(f(ηe) − f(η))2 ∣η(x) = 1⟩
`,ρ
.
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The crucial difference between Theorem 39 and Proposition 3 is that the function f in Propo-
sition 3 is a function of η only, while the the one in Theorem 39 also depends on the position
of the tagged particle X. Note that the second part of Proposition 3 relies on the fact that we
only consider the case d ⩾ 2. (In fact, only the one-dimensional, nearest-neighbor case needs to be
excluded.)
Proof of Theorem 39. We take f ∶ Ω` → R such that ⟨f⟩`,ρ = 0, and write
∣B`∣ ⟨f2⟩`,ρ = ∑
x∈B` ⟨f ∣X = x⟩2`,ρ + ∑x∈B` ⟨(f − ⟨f ∣X = x⟩`,ρ)2 ∣X = x⟩`,ρ ,
so the first part on the right side of the above equation represents the variation induced by the
tagged particle, and the second part corresponds to the variation induced by the configurations of
all other indistinguishable particles. We omit the indices ρ, ` on ⟨ ⋅ ⟩ and, for an edge b ∈ B` we define
b, b ∈ B` as the two end-points of b, so that b = (b, b). We apply the standard Poincar inequality on
B` to the first sum above (recalling that ⟨f⟩`,ρ = 0), and Proposition 3 to the second one, to get
∣B`∣⟨f2⟩ ≲ `2 ∑(x,y)∈B`(⟨f(X,η) ∣X = x⟩ − ⟨f(X,η) ∣X = y⟩)
2
+ `2 ∑
x∈B` ∑e∈B`
e∌x
⟨[f(X,ηe) − f(X,η)]2 ∣X = x⟩ . (4.10)
We first observe that (xe, ηe) = (x, ηe) when x ∉ e, and in addition ηe = η whenever ae(η) = 0, so we
may rewrite
∑
e∈B`
e∌x
⟨[f(X,ηe) − f(X,η)]2 ∣X = x⟩ = ∑
e∈B`
e∌x
⟨ae(η)[fe(X,η) − f(X,η)]2 ∣X = x⟩,
and thus bound the second term on the right side of (4.10) by
`2 ∑
x∈B` ∑e∈B`
e∌x
⟨[f(X,ηe) − f(X,η)]2 ∣X = x⟩ ≤ `2 ∑
x∈B`
e∈B`
⟨ae(η)[fe(X,η) − f(X,η)]2 ∣X = x⟩
= ∣B`∣`2 ∑
e∈B`⟨ae(fe − f)2⟩. (4.11)
We now tackle the first term on the right side of (4.10). To lighten the notation, we sometimes
write the edge (x, y) as xy. By definition, it holds
⟨f(X,η) ∣X = y⟩ = ⟨f(Xxy, ηxy) ∣X = x⟩,
so we may rewrite
`2 ∑(x,y)∈B`(⟨f(X,η) ∣X = x⟩ − ⟨f(X,η) ∣X = y⟩)2= `2 ∑(x,y)∈B`(⟨f(X,η) − f(Xxy, ηxy) ∣X = x⟩)2.
(4.12)
To conclude the proof of Theorem 39, we need to smuggle the coefficient a inside the expectation on
the right side of the above equation. For those configurations (x, η) with η(x) = η(y) = 1 and thus
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axy(η) = 0, we want to perform a finite number of flips to exchange x and y in an “admissible” way
in which we always flip an edge that connects an occupied site with an unoccupied one. In order
to do so, we leverage on the presence of two empty sites at positions z1 and z2. We now construct
the sequence of flips we will use; this sequence will only depend on the positions of x, y, z1 and z2.
(1) Recall that x ∼ y, and let z1 and z2 be two holes in η, at positions distinct from x and y. We
choose a shortest non-intersecting path in B` ∖ {x, y} of the form
x˜→ y˜ → . . .→ z1 → . . .→ z2,
according to some arbitrary deterministic tie-breaking rule, and in such a way that the four
points x, y, x˜, y˜ form a unit square on a plane.
(2) We flip each edge along the path, starting from the end, until the second hole z2 is next to
z1, then we move the two holes back together to (x˜, y˜), so that we get a configuration near(x, y) of the form [ ∗ ●○ ○ ] ,
where ∗ is the tagged particle at x, ● is the particle at y (assuming there is one, for the
purpose of graphical representation), and we have moved the holes in z1, z2 to (x˜, y˜), denoted
by ○.
(3) We flip four times to obtain
[ ∗ ●○ ○ ]↦ [ ∗ ○○ ● ]↦ [ ○ ∗○ ● ]↦ [ ○ ∗● ○ ]↦ [ ● ∗○ ○ ] .
(4) We move the two holes at x˜, y˜ back to z1, z2 along the path.
We wrote the description of the sequence of flips assuming that η(z1) = η(z2) = 0, but this only
served as a guide to the explanation; for arbitrary η, we may define the same sequence of edge flips,
the only difference being that the flips are no longer “allowed” exclusion flips. In other words, we
will think of the sequence of edges selected and flipped in steps (2)-(4) above as a function of x, y, z1
and z2 only, but not of η. We denote it by
Sx,y,z1,z2 ∶= (bi(x, y, z1, z2))ni=1. (4.13)
We have n = n(x, y, z1, z2) ≲ ∣z1 − x∣ + ∣z2 − z1∣. By construction,
(xb1...bn , ηb1...bn) = (xxy, ηxy), (4.14)
and for every η such that η(z1) = η(z2) = 0,
abi(ηb1...bi−1) = 1 for every i = 1, ..., n. (4.15)
For a fixed x ∼ y, we first define the random variable Z1(η) to be a minimizer of the function
z1 ↦ length(x˜→ y˜ → . . .→ z1), (4.16)
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among all z1 ∈ Zd ∖ {x, y} such that η(z1) = 0. We then define Z2(η) to be a minimizer of the
function
z2 ↦ length(Z1(η)→ . . .→ z2),
among all z2 ∈ Zd ∖{x, y,Z1(η)} such that η(z2) = 0. Since ρ < 1, the set of candidate minimizers in
both definitions are non-empty for ` sufficiently large. In both definitions, we break ties according
to an arbitrary deterministic rule. We can think of an algorithm for the definition of Z1 that
explores each candidate z1 ∈ Zd ∖ {x, y} sequentially, starting from the minimizer of (4.16) and
going increasingly, until a candidate with η(z1) = 0 is reached. (We simply need to make sure that
the tie-breaking rule defines an ordering between the sites that have the same image through the
mapping (4.16).) A similar interpretation holds for the definition of Z2. We denote by N2 the
number of occupied sites thus explored until both Z1 and Z2 are well-defined.
We write
⟨f(X,η) − f(Xxy, ηxy) ∣X = x⟩ = ⟨1{Z1,Z2∈B`}(f(X,η) − f(Xxy, ηxy)) ∣X = x⟩= ∑
z1,z2∈B`⟨1{Z1=z1,Z2=z2}(f(X,η) − f(Xxy, ηxy)) ∣X = x⟩. (4.17)
For any fixed tuple (x, y, z1, z2), we now consider the (deterministic) set Sx,y,z1,z2 defined in (4.13),
and use (4.14)-(4.15) to write
∑
z1,z2∈B`⟨1{Z1=z1,Z2=z2}(f(X,η) − f(Xxy, ηxy)) ∣X = x⟩
= ∑
z1,z2∈B` ⟨1{Z1=z1,Z2=z2}
n∑
i=1abi(ηb1...bi−1)Dbif(Xb1...bi−1 , ηb1...bi−1) ∣X = x⟩ ,
where we defined Dbf(X,η) ∶= f(Xb, ηb) − f(X,η); we recall that n depends on x, y, z1, z2. By the
above equation and (4.17), we rewrite (4.12) as
`2 ∑(x,y)∈B`(⟨f(X,η) ∣X = x⟩ − ⟨f(X,η) ∣X = y⟩)2
=`2 ∑(x,y)∈B`( ∑z1,z2∈B` ⟨1{Z1=z1,Z2=z2}
n∑
i=1abi(ηb1...bi−1)Dbif(Xb1...bi−1 , ηb1...bi−1) ∣X = x⟩)
2
.
Applying Ho¨lder’s inequality first in ⟨ ⋅ ∣X = x⟩ and then in ∑z1,z2∈B` yields
`2 ∑(x,y)∈B`(⟨f(X,η) ∣X = x⟩ − ⟨f(X,η) ∣X = y⟩)2
≤ `2 ∑(x,y)∈B`( ∑z1,z2∈B`⟨1{Z1=z1,Z2=z2} ∣X = x⟩ 12 )
× ∑
z1,z2∈B` ⟨1{Z1=z1,Z2=z2} ∣X = x⟩
1
2 ⟨( n∑
i=1abi(ηb1...bi−1)Dbif(Xb1...bi−1 , ηb1...bi−1))2 ∣X = x⟩ .
(4.18)
We now estimate the probability ⟨1{Z1=z1,Z2=z2} ∣X = x⟩. If we define
r1 ∶= ∣z1 − x∣ − 1 ≥ 0, r2 ∶= ∣z2 − z1∣ − 1 ≥ 0,
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then by the construction of the path in (1) and the definition of Z1, Z2, there exists a constant
c˜ = c˜(d) > 0 such that the total number of occupied sites around x and z1, which we denoted by N2,
satisfies N2 ≥ c˜(rd1 + rd2). Let N = ∣B`∣− 1 be the total number of sites except x, and N1 = ⌊ρ∣B`∣⌋− 1
be the total number of particles except the tagged particle. Since ⟨ ⋅ ⟩ is the uniform measure over
Ω`,ρ, and there are already N2 occupied sites around x and z1, it follows from Lemma 45 that
⟨1{Z1=z1,Z2=z2} ∣X = x⟩ ≤ [(NN1)]
−1(N −N2
N1 −N2) ≲
¿ÁÁÀN1(N −N2)
N(N1 −N2) (N1N )N2 .
If N2/N ≤ ρ/2, we have
⟨1{Z1=z1,Z2=z2} ∣X = x⟩ ≲ (N1N )N2 ≲ ρc˜(rd1+rd2);
if N2/N > ρ/2, we have
⟨1{Z1=z1,Z2=z2} ∣X = x⟩ ≲√N (N1N )N2 ≲√Nρ ρN4 ρ c˜(rd1+rd2 )2 ≲ ρ c˜(rd1+rd2 )2 .
Thus, there exists c > 0 such that ⟨1{Z1=z1,Z2=z2} ∣X = x⟩ ≲ ρc(rd1+rd2), and since
∑
z1,z2∈B`⟨1{Z1=z1,Z2=z2} ∣X = x⟩ 12 ≲
+∞∑
r1,r2=1 r
d−1
1 r
d−1
2 ρ
c(rd1+rd2 )
2 < +∞, (4.19)
we estimate in (4.18)
`2 ∑(x,y)∈B`(⟨f(X,η) ∣X = x⟩ − ⟨f(X,η) ∣X = y⟩)2
≲ `2 ∑(x,y)∈B` ∑z1,z2∈B` ρ c∣z1−x∣
d
2 + c∣z2−z1 ∣d2 ⟨( n∑
i=1abi(ηb1...bi−1)Dbif(Xb1...bi−1 , ηb1...bi−1))2 ∣X = x⟩ .
By applying the Cauchy-Schwarz inequality to the innermost sum and recalling that n = n(x, y, z1, z2) ≲∣z1 − x∣ + ∣z2 − z1∣, we further obtain
`2 ∑(x,y)∈B`(⟨f(X,η) ∣X = x⟩ − ⟨f(X,η) ∣X = y⟩)2≲ `2 ∑(x,y)∈B` ∑z1,z2∈B`(∣z1 − x∣ + ∣z2 − z1∣)ρ c∣z1−x∣
d
2 + c∣z2−z1 ∣d2
× n∑
i=1 ⟨abi(ηb1...bi−1)(Dbif(Xb1...bi−1 , ηb1...bi−1))2 ∣X = x⟩ .
Since the argument inside ⟨⋅ ∣X = x⟩ is non-negative, we use the crude bound
⟨abi(ηb1...bi−1)(Dbif(Xb1...bi−1 , ηb1...bi−1))2 ∣X = x⟩= ⟨abi(η)(Dbif(X,η))2 ∣X = xb1...bi−1⟩≤ ∑
x˜∈B` ⟨abi(η)(Dbif(X,η))2 ∣X = x˜⟩ = ∣B`∣ ⟨abi(Dbif)2⟩ ,
(4.20)
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where for the “=” we used the invariance of the measure under flips. Therefore
`2 ∑(x,y)∈B`(⟨f(X,η) ∣X = x⟩ − ⟨f(X,η) ∣X = y⟩)2
≲ `2∣B`∣ ∑(x,y)∈B` ∑z1,z2∈B`(∣z1 − x∣ + ∣z2 − z1∣)ρ c∣z1−x∣
d
2 + c∣z2−z1 ∣d2 n(x,y,z1,z2)∑
i=1 ⟨abi(Dbif)2⟩
≲ `2∣B`∣ ∑(x,y)∈B` ∑z1,z2∈Zd(∣z1∣ + ∣z2∣)ρ c∣z1 ∣
d
2 + c∣z2 ∣d2 n(x,y,x+z1,x+z1+z2)∑
i=1 ⟨abi(Dbif)2⟩ .
For each z1, z2 fixed, by our construction of Sx,y,x+z1,x+z1+z2 we observe that in the double sum∑(x,y)∈B` ∑n(x,y,x+z1,x+z1+z2)i=1 , each edge bi ∈ B` is repeated ≲ ∣z1∣d + ∣z2∣d times. The non-negativity
of the argument in ⟨⋅⟩ allows us to estimate
∑(x,y)∈B`
n(x,y,x+z1,x+z1+z2)∑
i=1 ⟨abi(Dbif)2⟩ ≲ (∣z1∣d + ∣z2∣d) ∑e∈B` ⟨ae(Def)2⟩
and thus
`2 ∑(x,y)∈B`(⟨f(X,η)∣X = x⟩ − ⟨f(X,η) ∣X = y⟩)2
≲ `2∣B`∣ ( ∑
z1,z2∈Zd(∣z1∣ + ∣z2∣)(∣z1∣d + ∣z2∣d)ρ c∣z1 ∣
d
2 + c∣z2 ∣d2 ) ∑
e∈B` ⟨ae(Def)2⟩≲ `2∣B`∣ ∑
e∈B` ⟨ae(Def)2⟩ .
(4.21)
Inserting this last inequality and (4.11) into (4.10) concludes the proof of the spectral gap inequality.
From (4.19) and (4.21), it is clear that we can choose the constant CS(d, ρ) increasing with ρ ∈(0,1).
4.3 Proofs of the main results
The main goal of this section is to prove Theorem 38. From now on, we fix a local function f .
Without loss of generality, we may assume that f ⩾ 0 (and therefore u ⩾ 0). In the spirit of the
argument sketched in Subsection 4.0.1, we first reduce this proof to the following bound.
Proposition 4. Under the assumptions of Theorem 38, for every p ⩾ 1, there exist a constant
C(d, ρ, f, p) <∞ and, for every δ > 0, a constant C ′(δ) <∞ such that for every t ⩾ 0,
∣∣Ptf ∣∣2p2p = ∣∣ut∣∣2p2p ≤ C(δ t ∑
x∈Zd∑e∈B ⟨ae((uet)p − upt )2 ∣x⟩ +C ′(δ)t(1−2p) d2 ). (4.22)
Proof of Theorem 38 from Proposition 4. We first observe that
∂t∥ut∥2p2p = −p ∑
x∈Zd∑e∈B ⟨((uet)2p−1 − u2p−1t )ae(uet − ut) ∣x⟩ ≤ 0. (4.23)
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We now verify that
⟨ae((uet)p − upt )2 ∣x⟩ ≤ C(p) ⟨((uet)2p−1 − u2p−1t )ae(uet − ut) ∣x⟩ . (4.24)
Indeed, since u0 = f is assumed to be non-negative, we have ut ≥ 0, and therefore the above estimate
follows from the deterministic inequality
(xp − yp)2 ≤ C(p)(x2p−1 − y2p−1)(x − y), for x, y ⩾ 0.
In order to verify the latter, it suffices to consider the case of x = 1 and y ∈ [0,1] by symmetry and
homogeneity, and then the conclusion follows easily.
By (4.23), the function t↦ ∥ut∥2p2p is decreasing and we have, for every t ⩾ 0, that
∣∣ut∣∣2p2p ≤ 2t ∫ tt
2
∣∣us∣∣2p2p ds
(4.22)≤ C(δ∫ tt
2
∑
x∈Zd∑e∈B ⟨ae((ues)p − ups)2 ∣x⟩ ds +C ′(δ)t(1−2p) d2 )
(4.24)≤ C(δ C(p)∫ tt
2
∑
x∈Zd∑e∈B ⟨((ues)2p−1 − u2p−1s )ae(ues − us) ∣x⟩ ds +C ′(δ)t(1−2p) d2 )
(4.23)= C(δ C(p)
p
(∣∣u t
2
∣∣2p2p − ∣∣ut∣∣2p2p) +C ′(δ)t(1−2p) d2 )
≤ C(δ C(p)
p
∣∣u t
2
∣∣2p2p +C ′(δ)t(1−2p) d2 ).
It suffices now to fix δ sufficiently small such that Cδ C(p)
p
< 2(1−2p) d2 to obtain Theorem 38 by
iteration.
In the next subsection, we prove Theorem 37 and derive convenient localization results for the
process. We then devote the rest of the section to the proof of Proposition 4.
4.3.1 Localization and cutoff estimate
We start by proving Theorem 37.
Proof of Theorem 37. Our proof is inspired by the elegant argument presented in [64] (see also
[53, 52]), with some modifications related to the fact that our processes are indexed by continuous
time. We fix x, y ∈ Zd, and denote by ξ the function z ↦ ∣z−x∣. We may identify ξ with the function
on Ω defined by ξ(z, η) ∶= ξ(z). The following process is a martingale:
Mt ∶= ξ(Xt) − ξ(X0) − ∫ t
0
Lξ(Xs,ηs)ds.
We have
⟨E(X,η) [Mt ∣Xt = y] ∣x⟩ = ∣y − x∣ − ⟨E(X,η) [∫ t
0
Lξ(Xs,ηs)ds ∣Xt = y] ∣x⟩ .
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By reversibility,
⟨E(X,η) [Mt ∣Xt = x] ∣ y⟩ = −∣y − x∣ − ⟨E(X,η) [∫ t
0
Lξ(Xs,ηs)ds ∣Xt = x] ∣ y⟩
= −∣y − x∣ − ⟨E(X,η) [∫ t
0
Lξ(Xs,ηs)ds ∣Xt = y] ∣x⟩ .
Combining the last two displays, we obtain⟨E(X,η) [Mt ∣Xt = y] ∣x⟩ − ⟨E(X,η) [Mt ∣Xt = x] ∣ y⟩ = 2∣y − x∣. (4.25)
We now take a probability space with probability measure P and associated expectation E such that
under P, the processes (X xt ,ηxt )t≥0 and (X yt ,ηyt )t≥0 are independent, and are distributed according
to ⟨P(X,η) [ ⋅ ] ∣x⟩ and ⟨P(X,η) [ ⋅ ] ∣ y⟩ respectively. We denote the corresponding martingales by
Mxt and M
y
t respectively. The identity (4.25) can be rewritten asE [Mxt −Myt ∣X xt = y, X yt = x] = 2∣y − x∣.
We apply Jensen’s inequality to derive, for any λ > 0,
eλ∣y−x∣ = exp(λ
2
E [Mxt −Myt ∣X xt = y, X yt = x])
≤E [eλ2 (Mxt −Myt ) ∣X xt = y, X yt = x] ≤ E [eλ2 (Mxt −Myt )]P [X xt = y, X yt = x] .
With Lemma 46, we further obtain
P [X xt = y, X yt = x] ⩽ e−λ∣y−x∣E [eλ2 (Mxt −Myt )] (4.26)⩽ exp [−λ∣y − x∣ +Ct(eλ − 1 − λ)] ,
for some constant C(d) > 0. The above estimate holds for any λ > 0, and we now choose λ
appropriately to minimize the right side of the above inequality.
If ∣y − x∣ > t, we have
exp [−λ∣y − x∣ +Ct(eλ − 1 − λ)] ≤ exp [−∣y − x∣(λ −C(eλ − 1 − λ))] .
By choosing 0 < λ ≪ 1 so that λ −C(eλ − 1 − λ) > 0, we find c1 > 0 such that the right side of the
above inequality is bounded by e−c1∣y−x∣ in this case.
If ∣y − x∣ ≤ t, by choosing λ = ∣y−x∣
Mt
≤M−1, we have
exp [−λ∣y − x∣ +Ct(eλ − 1 − λ)] ≤ exp(−λ∣y − x∣ +Cλ2teλ)
= exp [− ∣y − x∣2
Mt
(1 − C
M
eλ)] .
By choosing M ≫ 1, we find c2 > 0 such that the right side of the above inequality is bounded by
e−c2∣y−x∣2/t.
We finally note that, using independence and then reversibility, the left side of (4.26) is
P[X xt = y]P[X yt = x] = (⟨P(X,η) [Xt = y] ∣x⟩)2 ,
and therefore the proof is complete.
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We now aim to show the following localization result, which says that similarly to the standard
heat equation, at a fixed time t, we may localize the solution to ∂tu =L u with local initial data f
to the box BL, provided that L≫ √t.
From now on, we define L ∶= ⌊√t log2 t⌋ ∨ 1, and denote by AL the conditional expectation
ALh(x, η) ∶= ⟨h(x, η) ∣F(BL)⟩ ,
with F(BL) the σ-algebra generated by the variables (η(x), x ∈ BL).
Proposition 5 (Localization). Let h be a local, non-negative function, and p ⩾ 1. There exists a
constant C(d, ρ, h, p) <∞ such that the function ht = Pth satisfies, for every t > 0,
∥ht∥2p − ( ∑
x∈BL ⟨(ALht)2p ∣x⟩) 12p ⩽ Ce− log
2 t
C , (4.27)
where L = ⌊√t log2 t⌋ ∨ 1.
Applying the above result to ut yields that, for L = ⌊√t log2 t⌋ ∨ 1,
∥ut∥2p ≤ ( ∑
x∈BL ⟨(ALut)2p ∣x⟩) 12p +Ce− log
2 t
C . (4.28)
Therefore, in order to prove Proposition 4, we only need to analyze the first term on the right side
of (4.28).
The rest of Subsection 4.3.1 is devoted to proving Proposition 5. The latter is a localization
statement in two different senses: first because it replaces ht by ALht; and second because it replaces
a full-space sum (implicit in the norm) by one indexed by BL. The second aspect of localization
is obtained through the Carne-Varopoulos estimate, which indicates that the tagged particle is
not super-diffusive. This information is also useful to justify the introduction of the conditioning
operator AL. The need of this conditioning in our argument is inspired by the strategy laid out for
the proof of [42, Proposition 3.1]. We use the Carne-Varopoulos estimate to control some boundary
terms for which the tagged particle is beyond the diffusive regime.
We start by observing that the heat kernel estimate obtained in Theorem 37 implies the following
bound on solutions to (4.7).
Lemma 40. Let h be a local, non-negative function, and ht = Pth be the solution to (4.7) with
initial condition h. There exists a constant C(d, h) < ∞ such that for every t > 0 and x ∈ Zd, we
have ⟨ht ∣x⟩ ≤ C (e− ∣x∣2Ct + e− ∣x∣C ) .
Proof. Recall the probabilistic representation (4.9), which reads
ht(x, η) = E(x,η)[h(Xt,ηt)].
We use the locality of h to derive
⟨ht ∣x⟩ = ⟨E(X,η) [h(Xt,ηt)] ∣x⟩ ≤ ∥h∥∞ ⟨P(X,η) [∣Xt∣ ≤ r0] ∣x⟩
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where r0 denotes the size of the support of h. Let the function f(t, r) ∶= e− r2Ct1{0≤r≤t} + e− rC 1{r>t},
where C(d) <∞ is the constant from Theorem 37. We have that⟨ht ∣x⟩ ≤ ∥h∥∞ ∑
z∶∣x+z∣≤r0 f(t, ∣z∣).
If ∣x∣ ≤ 2r0, we use the trivial bound ⟨ht ∣x⟩ ≤ ∥h∥∞.
If ∣x∣ > 2r0, ∣z∣ is comparable to ∣x∣, and we have
⟨ht ∣x⟩ ≤ ∥h∥∞ ∑
z∶∣x+z∣≤r0 f(t, ∣z∣) ≤ C∥h∥∞ (e− ∣x∣
2
Ct + e− ∣x∣C ) ,
with a possibly larger constant C. The proof is complete.
In the proof of Proposition 5, we will focus on the case p = 1, and then note that the general
case p > 1 follows directly from an L∞ bound of ht. For positive integers m < L and a sequence of
increasing positive constants αj = exp ( jγ ) with γ = τ√t and τ > 0 to be determined, we define
Um,L,α(s) ∶= αm∥Amhs∥22 + L∑
k=m+1αk(∥Akhs∥22 − ∥Ak−1hs∥22) + αL+1(∥hs∥22 − ∥ALhs∥22)
= αL+1∥hs∥22 − L∑
k=m(αk+1 − αk)∥Akhs∥22.
We will first estimate d
ds
∥Akhs∥22 for k ∈ Z≥1, then derive a differential inequality for Um,L,α(s) with
s ∈ [0, t]. By Gronwall’s inequality, it will lead to a bound on Um,L,α(t) and ∥ht∥22 − ∥ALht∥22.
We define the Dirichlet energy of h associated with x ∈ Zd, e ∈ B as
De(h ∣x) ∶= ⟨ae(he − h)2 ∣x⟩ .
For every e ∈ B and k ∈ Z≥1, recall that we write e ∈ Bk if both end-points of e belong to Bk. We
write e ∈ ∂Bk if only one of these end-points belongs to Bk.
Lemma 41. There exists a constant C(d, ρ, h) <∞ such that for any k ∈ Z≥1, β > 1 and s > 0, we
have − d
ds
∥Akhs∥22 ≤ ∑
x∈Zd ∑e∈BkDe(hs ∣x) +Cβ ∑x∈Zd ∑e∈∂BkDe(hs ∣x)+ C
β
∑
x∈Zd [⟨(Ak+1hs)2 ∣x⟩ − ⟨(Akhs)2 ∣x⟩] +C(s d2 e− k2Cs + e− kC ).
Proof. Since ∂s (Akhs) = Ak (∂shs) = Ak (L hs), we have
d
ds
∑
x∈Zd ⟨(Akhs)2 ∣x⟩ = 2 ∑x∈Zd∑e∈B ⟨Akhs, ae(hes − hs) ∣x⟩ .
For any e ∈ B, using the transformation (x, η)↦ (xe, ηe), we get
∑
x∈Zd ⟨Akhs, ae(hes − hs) ∣x⟩ = ∑x∈Zd ⟨(Akhs)e, ae(hs − hes) ∣xe⟩= ∑
x∈Zd ⟨(Akhs)e, ae(hs − hes) ∣x⟩ ,
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and therefore,
d
ds
∑
x∈Zd ⟨(Akhs)2 ∣x⟩ = − ∑x∈Zd∑e∈B ⟨(Akhs)e −Akhs, ae(hes − hs) ∣x⟩ . (4.29)
The summand on the right side of the above equation takes a similar form as the Dirichlet energy
De(hs ∣x). In order to make this more precise, we distinguish between different cases of x ∈ Zd, e ∈ B.
(i) If e ∈ Bk, then ae is F(Bk)−measurable. We also have (Akhs)e = Akhes, so⟨(Akhs)e −Akhs, ae(hes − hs) ∣x⟩ = ⟨ae(Akhes −Akhs)2 ∣x⟩≤ ⟨ae(hes − hs)2 ∣x⟩ .
(ii) If e ∉ Bk+1 and x ∉ e, then we have (Akhs)e = Akhs, so the summands in (4.29) are zero.
(iii) If e ∉ Bk and x ∈ e, then we have ∣x∣ ≥ k. By Lemma 40, we have
∑
x∈Zd∑e∈B1{e∉Bk,x∈e}∣ ⟨Akhs, ae(hes − hs) ∣x⟩ ∣ ≤C ∑∣x∣≥k (e− ∣x∣
2
Cs + e− ∣x∣C )
≤C (s d2 e− k22Cs + e− k2C ) .
(iv) If e ∈ ∂Bk and x ∉ e, then by Lemma 47 we have
∑
x∈Zd∑e∈B1{e∈∂Bk,x∉e} ⟨(Akhs)e −Akhs, ae(hes − hs) ∣x⟩≤Cβ ∑
x∈Zd ∑e∈∂Bk ⟨ae(hes − hs)2 ∣x⟩ + Cβ ∑x∈Zd [⟨(Ak+1hs)2 ∣x⟩ − ⟨(Akhs)2 ∣x⟩] .
The proof is complete.
We recall that
Um,L,α(s) = αL+1∥hs∥22 − L∑
k=m(αk+1 − αk)∥Akhs∥22
with αj = exp ( jγ ) and γ = τ√t.
Lemma 42. There exists C(d, ρ, h) < ∞ such that for any t > 1, s ∈ [0, t], τ > C and positive
integers m < L, we have
d
ds
Um,L,α(s) ≤ C
t
Um,L,α(s) +C(t d2 e−m2Ct + e−mC ).
Proof. We have
d
ds
Um,L,α(s) = αL+1 d
ds
∥hs∥22 − L∑
k=m(αk+1 − αk) dds∥Akhs∥22.
For the first term on the right side of the above equation, we have
d
ds
∥hs∥22 = − ∑
x∈Zd∑e∈BDe(hs ∣x).
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We apply Lemma 41 to the second term to obtain
d
ds
Um,L,α(s)
≤ − αL+1 ∑
x∈Zd∑e∈BDe(hs ∣x) +
L∑
k=m(αk+1 − αk) ∑x∈Zd ∑e∈BkDe(hs ∣x)
+Cβ L∑
k=m(αk+1 − αk) ∑x∈Zd ∑e∈∂BkDe(hs ∣x) + Cβ
L∑
k=m(αk+1 − αk)(∥Ak+1hs∥22 − ∥Akhs∥22)
+C L∑
k=m(αk+1 − αk)(s d2 e− k2Cs + e− kC ),
(4.30)
where C = C(d, ρ, h) > 0 and β > 1. We will show that by choosing τ appropriately, the total
Dirichlet energy on the right side of (4.30) can be negative, and the rest is bounded up to some
multiplicative constant by Um,L,α plus some remainder term.
(i) Dirichlet energy. Since β > 1 in (4.30) is arbitrary, we choose β = √t. We also assume τ > C
for the constant C appearing in (4.30), then
Cβ(αk+1 − αk) < γ(αk+1 − αk) ≤ αk+1,
and we have
Cβ
L∑
k=m(αk+1 − αk) ∑x∈Zd ∑e∈∂BkDe(hs ∣x)
≤ L∑
k=mαk+1 ∑x∈Zd ⎛⎝ ∑e∈Bk+1De(hs ∣x) − ∑e∈BkDe(hs ∣x)⎞⎠ ,
which implies
L∑
k=m(αk+1 − αk) ∑x∈Zd ∑e∈BkDe(hs ∣x) +Cβ
L∑
k=m(αk+1 − αk) ∑x∈Zd ∑e∈∂BkDe(hs ∣x)≤αL+1 ∑
x∈Zd ∑e∈BL+1De(hs ∣x) − αm ∑x∈Zd ∑e∈BmDe(hs ∣x).
Therefore, the total Dirichlet energy on the right side of (4.30) (that is, the sum of the three first
terms appearing there) is negative.
(ii) The remainder term. Using γ(αk+1 − αk) ≤ αk+1, we obtain
L∑
k=m(αk+1 − αk)(s d2 e− k2Cs + e− kC ) ≤
L∑
k=m
1
γ
e
k+1
γ s
d
2 e− k2Cs + L∑
k=m
1
γ
e
k+1
γ e− kC .
For the first term, since s < t and γ = τ√t, we have
L∑
k=m
1
γ
e
k+1
γ s
d
2 e− k2Cs ≲ t d2 e− m22Ct L∑
k=m
1√
t
e
k+1
τ
√
t e− k22Ct ≲ t d2 e− m22Ct .
For the second term, we have
L∑
k=m
1
γ
e
k+1
γ e− kC = 1
τ
√
t
e
1
τ
√
t
L∑
k=m e
( 1
τ
√
t
− 1C )k,
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then we choose τ ≥ 2C so 1
τ
√
t
− 1
C
≤ − 1
2C
to derive (note that t > 1)
L∑
k=m
1
γ
e
k+1
γ e− kC ≲ L∑
k=m e
− k2C ≲ e− m3C .
Therefore,
L∑
k=m(αk+1 − αk)(s d2 e− k2Cs + e− kC ) ≤ C(t d2 e−m2Ct + e−mC ).
Now using again the fact that β(αk+1 − αk) ≤ αk+1, we obtain
d
ds
Um,L,α(s) ≤C
t
L∑
k=mαk+1(∥Ak+1hs∥22 − ∥Akhs∥22) +Ct d2 e−m2Ct +Ce−mC≤C
t
Um,L,α(s) +C(t d2 e−m2Ct + e−mC ).
The proof is complete.
We are now ready to conclude the proof of Proposition 5.
Proof of Proposition 5. It is clear that we only need to consider those t ≫ 1. For such fixed t, we
choose m = ⌊√t log t⌋ and L = ⌊√t log2 t⌋. By Lemma 42, we apply the Gronwall’s inequality to
Um,L,α in [0, t], and derive
Um,L,α(t) ≤C (Um,L,α(0) + t1+ d2 e−m2Ct + te−mC )
≤C (Um,L,α(0) + t1+ d2 e− log2 tC + te−√t log tC ) .
Since h is a local function, it is Bm-local for large t, and recalling the definition of Um,L,α, we have
Um,L,α(0) = αm∥Amh∥22 = αm∥h∥22.
Therefore,
αL+1(∥ht∥22 − ∥ALht∥22) ≤ Um,L,α(t) ≤ C (αm∥h∥22 + t1+ d2 e− log2 tC + te−√t log tC ) ,
which leads to ∥ht∥22 − ∥ALht∥22 ≤ CαmαL+1 ∥h∥22 + CαL+1 (t1+ d2 e− log2 tC + te−
√
t log t
C )
Since αj = e jγ = e jτ√t , there exists a constant C > 0 such that
∥ht∥22 − ∥ALht∥22 ≤ Ce− log2 tC (1 + ∥h∥22).
This implies
∥ht −ALht∥22 = ∑
x∈Zd ⟨(ht −ALht)2 ∣x⟩ = ∑x∈Zd ⟨h2t ∣x⟩ − ∑x∈Zd ⟨(ALht)2 ∣x⟩≤Ce− log2 tC (1 + ∥h∥22).
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For p > 1, we simply use the L∞ bound ∥ht∥∞ ≤ ∥h∥∞ to obtain
∥ht −ALht∥2p2p = ∑
x∈Zd ⟨(ht −ALht)2p ∣x⟩ ≤C ∑x∈Zd ⟨(ht −ALht)2 ∣x⟩≤Ce− log2 tC (1 + ∥h∥22).
Using Lemma 40, we can further restrict the tagged particle in BL:
∥ALht∥2p2p = ∑
x∈BL ⟨(ALht)2p ∣x⟩ + ∑x∉BL ⟨(ALht)2p ∣x⟩ .
For the summation outside BL, we have
∑
x∉BL ⟨(ALht)2p ∣x⟩ ≤ C ∑x∉BL ⟨ALht ∣x⟩ ≤C ∑x∉BL (e− ∣x∣
2
Ct + e− ∣x∣C )
≤Ce− log4 tC .
The proof of Proposition 5 is therefore complete.
4.3.2 Variance control: spectral gap inequality
Recalling that in the previous step we fixed L = ⌊√t log2 t⌋ ∨ 1, we now define ` ∶= ⌊δ√t⌋ ∨ 1, for
some 0 < δ ≪ 1 to be determined, and fix a partition {B`,i}i∈Z≥1 of BL into boxes of size `. For each
x ∈ Zd, we denote by B`(x) the box of this partition to which x belongs (so that B`(x) is not the
box centered at x, which we may rather denote by x +B`). Possibly adjusting δ ever so slightly,
we assume that m ∶= (2L + 1)d/(2` + 1)d is an integer, i.e. we choose m ≲ δ−d log2d t boxes of size `
partitioning BL, and write BL = ⋃mi=1B`,i.
Let M`L ∈ Zm≥0 be the random vector made of the number of particles in each of the size-` boxes
partitioning BL, which we decompose as
M`L = (M1, . . . ,Mm),
with Mi denoting the (random) number of particles in B`,i.
We first show that all Mi can be restricted to be in [ρ2 ∣B`∣, ρ+12 ∣B`∣], i.e. we only consider the
cases when the number of particles in each box B`,i is relatively close to its expectation ρ∣B`∣.
Define
1ρ(M`L) ∶= m∏
i=1 1{ ρ2 ∣B`∣≤Mi≤ ρ+12 ∣B`∣}.
Recall that we fixed a local function f ⩾ 0, and that ut is the solution to (4.7).
Lemma 43. Let p ⩾ 1. There exists a constant C(d, ρ, f, p) < ∞ and, for each δ > 0, a constant
C ′(δ) <∞ such that for every t > 0,
∑
x∈BL ⟨(ALut)2p ∣x⟩ ⩽ C ⎛⎝ ∑x∈BL ⟨(ALut)2p1ρ(M`L) ∣x⟩ +C ′(δ)t−100pd⎞⎠ . (4.31)
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Proof. We write
∑
x∈BL ⟨(ALut)2p ∣x⟩ = ∑x∈BL ⟨(ALut)2p1ρ(M`L) ∣x⟩ + ∑x∈BL ⟨(ALut)2p(1 − 1ρ(M`L)) ∣x⟩ ,
and bound the second term on the r.h.s by
∑
x∈BL ⟨(ALut)2p(1 − 1ρ(M`L)) ∣x⟩ ≲ ∑x∈BL ⟨1 − 1ρ(M`L) ∣x⟩ .
By our definition of 1ρ(M`L), it holds for every x ∈ BL that
⟨1 − 1ρ(M`L) ∣x⟩ ≤ m∑
i=1 (⟨1{Mi> ρ+12 ∣B`∣} ∣x⟩ + ⟨1{Mi< ρ2 ∣B`∣} ∣x⟩) .
For each i = 1, . . . ,m, we have
⟨1{Mi> ρ+12 ∣B`∣} ∣x⟩ ≤ ⟨eλ(Mi− ρ+12 ∣B`∣) ∣x⟩ ≤ eλ [e− ρ+12 λ(ρeλ + 1 − ρ)]∣B`∣
for any λ ≥ 0, where the factor eλ comes from the case when x ∈ B`,i. For the function g(λ) ∶=
e− ρ+12 λ(ρeλ + 1−ρ), it holds that g(0) = 1 and g′(0) = (ρ− 1)/2 < 0, so we may choose λ = λρ so that
Cρ ∶= g(λρ) < 1. Thus, ⟨1{Mi> ρ+12 ∣B`∣} ∣x⟩ ≲ C ∣B`∣ρ .
Since the same discussion applies to ⟨1{Mi< ρ2 ∣B`∣} ∣x⟩, we obtain
⟨1 − 1ρ(M`L) ∣x⟩ ≲mC ∣B`∣ρ ≲ δ−d(log2d t)C(2⌊δ√t⌋+1)dρ ,
which implies
∑
x∈BL ⟨(ALut)2p(1 − 1ρ(M`L)) ∣x⟩ ≲ C(δ)t100pd ,
and proves (4.31).
Given a vector M`L, we define for a function h
pi`Lh(M`L, x) ∶= ∣B`∣−1 ∑
y∈B`(x) ⟨h ∣M`L, y⟩ . (4.32)
This quantity may be viewed as a local average of h, that is, as the expectation of h conditioning on
M`L and the event that the tagged particle is uniformly distributed in B`(x). Appealing to (4.31)
and to the triangle inequality, we bound
∑
x∈BL ⟨(ALut)2p ∣x⟩≲ ∑
x∈BL ⟨∣ALut − pi`Lut∣2p1ρ(M`L) ∣x⟩ + ∑x∈BL ⟨(pi`Lut)2p1ρ(M`L) ∣x⟩ +C(δ)t−100pd. (4.33)
We now apply the spectral gap inequality of Theorem 39 to control the first term on the right side
of the above display.
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Proposition 6. Let p ⩾ 1. There exists a constant C(d, ρ, p) < ∞ such that for every F(BL)-
measurable, bounded non-negative function h ∶ Ω→ R and t > 0, we have
∑
x∈BL ⟨∣h − pi`Lh(M`L, x)∣2p1ρ(M`L) ∣x⟩ ⩽ C`2 ∑x∈BL ∑e∈BL ⟨ae((he)p − hp)2 ∣x⟩ . (4.34)
Proof. We write
∑
x∈BL ⟨∣h − pi`Lh(M`L, x)∣2p1ρ(M`L) ∣x⟩ =
m∑
i=1 ∑x∈B`,i ⟨∣h − pi`Lh(M`L, x)∣2p1ρ(M`L) ∣x⟩ .
It suffices to show that for every i ∈ {1, . . . ,m},
∑
x∈B`,i ⟨∣h − pi`Lh(M`L, x)∣2p1ρ(M`L) ∣x⟩ ≲ `2 ∑x∈B`,i ∑e∈BL ⟨ae((he)p − hp)2 ∣x⟩ . (4.35)
Since the ordering of the partition (B`,i)mi=1 is arbitrary, it suffices to prove (4.35) for i = 1. Recalling
that M`L = (M1, . . . ,Mm), we define a decreasing sequence of σ-algebras {Gj}mj=1 byGj ∶= σ (M1, . . . ,Mj ,{η(x˜) ∶ x˜ ∈ BL ∖ ∪jk=1B`,k}) (4.36)
and the following random variables for q ≥ 1:
(hq)yj ∶= ⟨hq ∣Gj , y⟩, Hqj ∶= ∣B`∣−1 ∑
y∈B`,1(hq)yj . (4.37)
It is clear that Hqj may be viewed as the expectation of h
q conditioning on Gj and the event that
the tagged particle is uniformly distributed in B`,1.
With the above notations, we write
∑
x∈B`,1 ⟨∣h − pi`Lh(M`L, x)∣2p1ρ(M`L) ∣x⟩ = ∑x∈B`,1 ⟨⟨∣h −H1m∣2p ∣Gm, x⟩1ρ(M`L) ∣x⟩ .
We observe that for each x ∈ B`,1, the random variable⟨∣h −H1m∣2p ∣Gm, x⟩1ρ(M`L)
depends only on M1 and (η(x˜), x˜ ∉ B`,1), thus we may substitute the outer measure ⟨⋅ ∣x⟩ with⟨⋅ ∣x0⟩ for any fixed x0 ∈ B`,1 and move the summation inside to write
∑
x∈B`,1 ⟨∣h − pi`Lh(M`L, x)∣2p1ρ(M`L) ∣x⟩ = ⟨ ∑x∈B`,1⟨∣h −H1m∣2p ∣Gm, x⟩1ρ(M`L) ∣x0⟩ .
We apply the moment inequality of Lemma 48 to derive
∑
x∈B`,1 ⟨∣h −H1m∣2p ∣Gm, x⟩ ≲ ∑x∈B`,1 ⟨(hp −Hpm)2 ∣Gm, x⟩ .
It thus remains to prove (4.35) with the left side replaced by
⟨ ∑
x∈B`,1 ⟨(hp −Hpm)2 ∣Gm, x⟩1ρ(M`L) ∣x0⟩ . (4.38)
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For the summation in (4.38), we have
∑
x∈B`,1 ⟨(hp −Hpm)2 ∣Gm, x⟩ = ∑x∈B`,1 ⟨(hp −Hp1 +
m−1∑
i=1 (Hpi −Hpi+1))2 ∣Gm, x⟩
= ∑
x∈B`,1 ⟨(hp −Hp1 )2 ∣Gm, x⟩ +
m−1∑
i=1 ∑x∈B`,1 ⟨(Hpi −Hpi+1)2 ∣Gm, x⟩ . (4.39)
We start by observing that the first term on the right side of (4.39) can be rewritten as
∑
x∈B`,1 ⟨(hp −Hp1 )2 ∣Gm, x⟩ = ⟨ ∑x∈B`,1 ⟨(hp −Hp1 )2 ∣G1, x⟩ ∣Gm, x0⟩ . (4.40)
By applying to the term inside ⟨⋅ ∣Gm, x0⟩ the spectral gap inequality of Theorem 39 in the box B`,1
and with density given by ρ1 ∶=M1/∣B`∣ ∈ [ρ2 , ρ+12 ], we obtain
∑
x∈B`,1 ⟨(hp −Hp1 )2 ∣ Gm, x⟩
≤CS(ρ1, d)`2 ⟨ ∑
x∈B`,1 ∑e∈B`,1 ⟨ae((he)p − hp)2 ∣G1, x⟩ ∣Gm, x0⟩=CS(ρ1, d)`2 ∑
x∈B`,1 ∑e∈B`,1 ⟨ae((he)p − hp)2 ∣Gm, x⟩ .
(4.41)
To deal with the second term on the right side of (4.39), the idea is similar. For each i = 1, . . . ,m−1,
we note that ⟨(Hpi −Hpi+1)2 ∣Gm, x⟩ does not depend on x, and⟨(Hpi −Hpi+1)2 ∣Gm, x⟩ = ⟨⟨(Hpi −Hpi+1)2 ∣Gi+1, y⟩ ∣Gm, y⟩
for any y ∈ B`,1. We also have
(Hpi −Hpi+1)2 =∣B`∣−2( ∑
y∈B`,1(⟨hp ∣Gi, y⟩ − ⟨hp ∣Gi+1, y⟩))2≤∣B`∣−1 ∑
y∈B`,1(⟨hp ∣Gi, y⟩ − ⟨hp ∣Gi+1, y⟩)2.
After conditioning on Gi+1, we apply the spectral gap inequality of Proposition 3 to the box B`,i+1
and derive for every y ∈ B`,1 that
⟨(⟨hp ∣Gi, y⟩ − ⟨hp ∣Gi+1, y⟩)2 ∣Gi+1, y⟩ ≤ CK`2 ∑
e∈B`,i+1 ⟨ae((he)p − hp)2 ∣Gi+1, y⟩ ,
and this implies
m−1∑
i=1 ∑x∈B`,1 ⟨(Hpi −Hpi+1)2 ∣Gm, x⟩
≲ CK`2 m−1∑
i=1 ∑y∈B`,1 ∑e∈B`,i+1 ⟨ae((he)p − hp)2 ∣Gm, y⟩ . (4.42)
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Combining (4.41) and (4.42), we obtain
∑
x∈B`,1 ⟨(hp −Hpm)2 ∣Gm, x⟩ ≲ (CS(ρ1, d) ∨CK) `2 ∑
x∈B`,1 ∑e∈BL ⟨ae((he)p − hp)2 ∣Gm, x⟩ .
We finally plug this inside (4.38) and obtain (4.35) with i = 1. We need the factor 1ρ(M`L) to bound
CS(ρ1, d) ≤ CS(ρ+12 , d).
By Proposition 6 and the fact that pi`LAL = pi`L, ` = ⌊δ√t⌋, we can therefore reduce (4.33) to
∑
x∈BL ⟨(ALut)2p ∣x⟩≲ δ2t ∑
x∈BL ∑e∈BL ⟨ae((uet)p − upt )2 ∣x⟩ + ∑x∈BL ⟨(pi`Lut)2p1ρ(M`L) ∣x⟩ +C(δ)t−100pd. (4.43)
4.3.3 Conclusion
Summarizing, it follows from Proposition 5 and (4.43) that for ` = ⌊δ√t⌋∨ 1 and L = ⌊√t log2 t⌋∨ 1,
∣∣ut∣∣2p2p ≲ δ2 t ∑
x∈Zd∑e∈B ⟨ae((uet)p − (ut)p)2 ∣x⟩+ ∑
x∈BL ⟨(pi`Lut(M`L, x))2p 1ρ(M`L) ∣x⟩ +C(δ)t(1−2p) d2 . (4.44)
In order to complete the proof of Proposition 4, it therefore suffices to show the following.
Proposition 7. There exists a constant C ′(δ) = C ′(d, ρ, f, p, δ) < ∞ such that for every t > 0, we
have ∑
x∈BL ⟨(pi`Lut(M`L, x))2p1ρ(M`L) ∣x⟩ ≤ C ′(δ) t(1−2p) d2 .
From now on, we denote by ⟨ ⋅ ⟩ the “pure” Kawasaki measure on the lattice Zd, i.e. the product
measure of independent Bernoulli {η(y)}y∈Zd with parameter ρ. We also define the operator LK
associated to the Kawasaki dynamic acting on a random variable f = f(η) as
LKf(η) ∶=∑
e∈B(f(ηe) − f(η)). (4.45)
For every x ∈ BL, we denote with hM(x, ⋅) the Radon-Nikodym derivative of the measure ⟨ ⋅ ∣M`L, x⟩
with respect to ⟨ ⋅ ∣x⟩, i.e. for g ∈ L1(Ω) we have
⟨g(x, ⋅) ∣M`L =M,x⟩ = ⟨g(x, ⋅)hM(x, ⋅) ∣x⟩. (4.46)
Analogously, we denote by h˜M the Radon-Nikodym derivative of ⟨ ⋅ ∣M`L⟩ with respect to ⟨ ⋅ ⟩. We
have the following lemma.
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Lemma 44. Let the vector M = (M1, . . . ,Mm) be fixed and such that Mi ≥ 1 for all i = 1, ...,m.
For any x ∈ BL, we define i(x) such that B`,i(x) = B`(x). We have
hM(x, η) = ρ∣B`∣
Mi(x) h˜M(η), (4.47)
in the sense that for every random variable g = g(X,η), we have
⟨g(X, ⋅) ∣M`L =M,x⟩ = ρ∣B`∣Mi(x) ⟨g(X, ⋅) h˜M(⋅) ∣x⟩.
Proof. Let 1M be the indicator function of the event M
`
L =M (i.e. of having Mi particles in each
of the boxes B`,i partitioning BL), let g = g(X,η) and g˜ = g˜(η). Since we may write
⟨g˜(⋅) ∣M`L =M⟩ = ⟨g˜(⋅) h˜M(⋅)⟩ = ⟨g˜(⋅) 1M(⋅)⟨1M ⟩ ⟩ ,
and for every x ∈ BL
⟨g(X, ⋅) ∣M`L =M,x⟩ = ⟨g(x, ⋅)hM(x, ⋅) ∣ x⟩ = ⟨g(x, ⋅)1{η(x)=1}(⋅)1M(⋅)⟨1{η(x)=1}1M ⟩ ⟩ ,
it holds that ⟨g(X, ⋅) ∣M`L =M,x⟩ = ⟨1M ⟩⟨1{η(x)=1}1M ⟩ ⟨g(x, ⋅)1{η(x)=1}(⋅)h˜M(⋅)⟩= ρ ⟨1M ⟩⟨1{η(x)=1}1M ⟩ ⟨g(X, ⋅)h˜M(⋅) ∣x⟩.
We establish identity (4.47) by observing that by the independence of each η(y) and the construction
of the vector M`L, we have ⟨1M ⟩⟨1{η(x)=1}1M ⟩ = ∣B`∣Mi(x) .
Proof of Proposition 7. For any x ∈ BL, by the definition of hM(x, ⋅) through (4.46), we rewrite
∑
x∈BL ⟨(pi`Lut(M`L, x))2p1ρ(M`L) ∣x⟩ = ∑x∈BL ⟨(∣B`∣−1 ∑y∈B`(x) ⟨ut ∣M`L, y⟩)2p1ρ(M`L) ∣x⟩
=∣B`∣−2p ∑
x∈BL ⟨( ∑y∈B`(x) ⟨uthM ∣ y⟩)2p1ρ(M`L) ∣x⟩ ,
where here and in the following, we interpret ⟨uthM ∣ y⟩ and ⟨uth˜M ∣ y⟩ as random variables with
M = M`L. By our restriction on the values of M`L given by the random variable 1ρ(M`L), we can
appeal to Lemma 44 to derive
∑
x∈BL ⟨(pi`Lut(M`L, x))2p1ρ(M`L) ∣x⟩
= ρ2p∣B`∣−2p ∑
x∈BL ⟨ ∣B`∣
2p
M2p
i(x) ( ∑y∈B`(x) ⟨ut(y, η)h˜M(η) ∣ y⟩)
2p
1ρ(M`L) ∣x⟩ .
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We bound the above term by
∣B`∣−2p ∑
x∈BL ⟨( ∑y∈B`(x) ⟨ut(y, η)h˜M(η) ∣ y⟩)
2p
1ρ(M`L) ∣x⟩ .
For fixed i, the above expectation is independent of x ∈ B`,i, so we write for an arbitrary xi ∈ B`,i
∣B`∣−2p ∑
x∈BL ⟨( ∑y∈B`(x) ⟨ut(y, η)h˜M(η) ∣ y⟩)
2p
1ρ(M`L) ∣x⟩
= ∣B`∣−2p+1 m∑
i=1 ⟨( ∑y∈B`,i ⟨ut(y, η)h˜M(η) ∣ y⟩)
2p
1ρ(M`L) ∣xi⟩
= ∣B`∣−2p+1 m∑
i=1 ⟨gi(M`L)1ρ(M`L) ∣xi⟩ ,
(4.48)
with
gi(M`L) ∶= ( ∑
y∈B`,i ⟨ut(y, η)h˜M(η) ∣ y⟩)
2p
.
We claim that (4.48) can be bounded by
∣B`∣−2p+1 m∑
i=1 ⟨gi(M`L)1ρ(M`L) ∣x0⟩ = ⟨∣B`∣−2p+1 m∑i=1 gi(M`L)1ρ(M`L) ∣x0⟩
for an arbitrary x0 ∉ BL. Consider ⟨gi(M`L)1ρ(M`L) ∣xi⟩ for any i: it can be written as
⟨gi(M`L)1ρ(M`L) ∣xi⟩ = ∑
N1,...,Nm∈Z≥0 gi(N1, . . . ,Nm)1ρ(N1, . . . ,Nm)
m∏
j=1 ⟨1{Mj=Nj} ∣xi⟩ .
For j ≠ i, we have ⟨1{Mj=Nj} ∣xi⟩ = ⟨1{Mj=Nj} ∣x0⟩, and since gi ≥ 0, it suffices to show that
⟨1{Mi=Ni} ∣xi⟩ ≲ ⟨1{Mi=Ni} ∣x0⟩ ,
which is equivalent with
(∣B`∣ − 1
Ni − 1 )ρNi−1(1 − ρ)∣B`∣−Ni ≲ (∣B`∣Ni )ρNi(1 − ρ)∣B`∣−Ni .
Using the simple estimate
∣B`∣−2p+1 m∑
i=1 gi(M`L)1ρ(M`L) ≤ ∣B`∣−2p+1( ∑y∈Zd ⟨ut(y, η)h˜M(η) ∣ y⟩)
2p
,
we have proved
∑
x∈BL ⟨(pi`Lut(M`L, x))2p1ρ(M`L) ∣x⟩ ≲ ∣B`∣−2p+1 ⟨( ∑y∈Zd ⟨ut(y, η)h˜M(η) ∣ y⟩)
2p ∣x0⟩ . (4.49)
212
We remark that the term ∑y∈Zd ⟨ut(y, η)h˜M(η) ∣ y⟩ in the r.h.s. above depends on the variables
with respect to which we take the outer expectation ⟨ ⋅ ∣x0⟩, only through the vector M . In other
words, if we denote with η˜ the configuration with respect to which the measure ⟨ ⋅ ∣x0⟩ is defined,
then we have that M =M(η˜) and that the r.h.s. in (4.49) may be rewritten as
∣B`∣−2p+1 ⟨( ∑
y∈Zd ⟨ut(y, η)h˜M(η˜)(η) ∣ y⟩η)
2p ∣x0⟩
η˜
.
Here, with η or η˜ subscript in the expectations we stress the variable with respect to which each
expectation is taken. Therefore, it follows that for every fixed η˜, and accordingly fixed M =M(η˜),
we may apply to the term ∑y∈Zd ⟨ut(y, η)h˜M(η) ∣ y⟩η reversibility and rewrite it as
∑
y∈Zd ⟨ut(y, η)h˜M(η) ∣ y⟩η = ∑y∈Zd ⟨f(y, η)Pth˜M(η) ∣ y⟩η .
Moreover, the locality of f yields
∑
y∈Zd ⟨ut(y, η)h˜M(η) ∣ y⟩η ≲ ∑y∈Br0 ⟨Pth˜M(η) ∣ y⟩η (4.50)
where Br0 denotes the support of f . We now observe that, since h˜
M does not depend on the tagged
particle X, it holds that L h˜M = LK h˜M , and therefore also that Pth˜M = P˜th˜M , where P˜t ∶= etLK .
Therefore, the contractivity of the L1-norm for the Kawasaki dynamics yields that
⟨Pth˜M ∣ y⟩η = ⟨P˜th˜M ∣ y⟩η = ρ−1 ⟨P˜th˜M1{η(y)=1}⟩ ≤ ρ−1⟨P˜th˜M ⟩ ≤ ρ−1⟨h˜M ⟩ = ρ−1.
Combining this last inequality with (4.50) and (4.49) yields
∑
x∈BL ⟨(pi`Lut(M`L, x))2p1ρ(M`L) ∣x⟩ ≲ ∣B`∣−2p+1.
Our choice of ` = ⌊δ√t⌋ ∨ 1 allows us to conclude the proof of Proposition 7.
We can now conclude the proof of Proposition 4, and therefore also of Theorems 38 and 35.
Proof of Proposition 4. Proposition 7 applied to the second term on the right side of (4.44) yields
∣∣ut∣∣2p2p ≲ δ2 t ∑
x∈Zd∑e∈B ⟨ae((uet)p − (ut)p)2 ∣x⟩ +C(δ)t d2 (1−2p),
as desired.
4.4 Appendix
Lemma 45. There exists a constant C = C(pi, e) such that for any N,N1,N2 ∈ Z≥1 with N > N1 >
N2 > 0, we have
[(N
N1
)]−1(N −N2
N1 −N2) ≤ C
¿ÁÁÀN1(N −N2)
N(N1 −N2) (N1N )N2 .
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Proof. Defining ρ ∶= N1/N,x = N2/N , we apply Stirling’s formula to derive
[(N
N1
)]−1(N −N2
N1 −N2) = (N −N2)!(N1)!(N1 −N2)!N ! ≤C
¿ÁÁÀN1(N −N2)
N(N1 −N2) [(1 − x)1−xρρ(ρ − x)ρ−x ]
N
=C¿ÁÁÀN1(N −N2)
N(N1 −N2)eNfρ(x),
where
fρ(x) ∶= ρ log ρ + (1 − x) log(1 − x) − (ρ − x) log(ρ − x), x ∈ [0, ρ).
A straightforward calculation gives fρ(0) = 0, f ′ρ(0) = log ρ, and f ′′ρ (x) < 0, thus
fρ(x) ≤ x log ρ.
The proof is complete.
Lemma 46. Fix any x ∈ Zd, let ξ(z) = ∣z − x∣, and define the martingale
Mt = ξ(Xt) − ξ(X0) − ∫ t
0
Lξ(Xs,ηs)ds.
For every (x, η) ∈ Ω and t, λ > 0, we have
E(x,η) [exp(λMt)] ⩽ exp (2d (eλ − 1 − λ) t) .
Proof. The proof is inspired by [26]. We fix λ ⩾ 0, e(λ) ∶= eλ − 1 − λ, and show that the process(Et)t⩾0 defined by
Et ∶= exp (λMt − e(λ)⟨M⟩t)
is a supermartingale under P(x,η), where (⟨M⟩t)t⩾0 denotes the predictable quadratic variation of
M . The conclusion then follows since E[Et] ⩽ E[E0] = 1 and ⟨M⟩t ⩽ 2dt.
We write Mt− to denote the left limit of M at time t, and ∆Mt ∶=Mt −Mt− to denote the size
of the jump at time t. The key ingredient of the argument is that
sup
t
∆Mt ⩽ 1. (4.51)
We denote by ([M]t)t⩾0 the bracket process associated with M . Since M is of bounded variation,
this is simply [M]t ∶= ∑
0⩽s⩽t(∆Mt)2. (4.52)
By an extension of the fundamental theorem of calculus that allows for jumps, see e.g. [66, Theorem
II.7.31], we have, for every s ⩽ t,
Et −Es = ∫ t
s
λEr− dMr − ∫ t
s
e(λ)Er−d ⟨M⟩r + ∑
0⩽s⩽t (∆Er − λEr−∆Mr) . (4.53)
By [26, Corollary 3.2], we have
x ⩽ 1 Ô⇒ eλx ⩽ 1 + λx + e(λ)x2.
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By (4.51), we deduce that
∆Er = Er− (eλ∆Mr − 1) ⩽ Er− (λ∆Mr + e(λ)(∆Mr)2) .
Combining this with (4.52) and (4.53), we obtain
Et −Es ⩽ ∫ t
s
λEr− dMr + ∫ t
s
e(λ)Er−d ([M] − ⟨M⟩)r .
By [41, Proposition 4.50], the process ([M]t − ⟨M⟩t)t⩾0 is a martingale. The proof is therefore
complete.
Lemma 47. There exists C(ρ) <∞ such that for every k ∈ Z≥1 and β > 1, we have∑
x∈Zd ∑e∈∂Bk 1{x∉e} ⟨(Akh)e −Akh, ae(he − h) ∣x⟩≤ Cβ ∑
x∈Zd ∑e∈∂Bk ⟨ae(he − h)2 ∣x⟩ + Cβ ∑x∈Zd [⟨(Ak+1h)2 ∣x⟩ − ⟨(Akh)2 ∣x⟩] .
(4.54)
Proof. For any e ∈ ∂Bk, we write e = (y, z) with y ∈ Bk, z ∉ Bk. We first show that (4.54) holds
when h only depends on η(y), η(z), and then consider the general case.
Since x ∉ e, to simplify the notation we just write h = h(η(y), η(z)). Recalling that η(y), η(z)
are independent Bernoulli random variables with parameter ρ, we have
Akh = h(η(y),1)ρ + h(η(y),0)(1 − ρ),(Akh)e = h(η(z),1)ρ + h(η(z),0)(1 − ρ).
Since ae(he − h) = 1{η(y)≠η(z)}[h(η(z), η(y)) − h(η(y), η(z))], we further obtain⟨(Akh)e −Akh, ae(he − h) ∣x⟩= ρ(1 − ρ)[h(0,1)ρ + h(0,0)(1 − ρ) − h(1,1)ρ − h(1,0)(1 − ρ)][h(0,1) − h(1,0)]+ ρ(1 − ρ)[h(1,1)ρ + h(1,0)(1 − ρ) − h(0,1)ρ − h(0,0)(1 − ρ)][h(1,0) − h(0,1)].
Thus, ⟨(Akh)e −Akh, ae(he − h) ∣x⟩≤ Cβ∣h(0,1) − h(1,0)∣2 + C
β
∣h(0,1) − h(1,1)∣2 + C
β
∣h(0,0) − h(1,0)∣2 (4.55)
for some C = C(ρ) and any β > 0.
By a similar calculation, we have⟨ae(he − h)2 ∣x⟩ = 2ρ(1 − ρ)∣h(0,1) − h(1,0)∣2,
and ⟨(Ak+1h)2 ∣x⟩ − ⟨(Akh)2 ∣x⟩= ρ2(1 − ρ)∣h(1,1) − h(1,0)∣2 + ρ(1 − ρ)2∣h(0,1) − h(0,0)∣2.
It is clear that the first term on the right side of (4.55) can be controlled by ⟨ae(he − h)2 ∣x⟩, and
the last two terms can be controlled by⟨ae(he − h)2 ∣x⟩ + ⟨(Ak+1h)2 ∣x⟩ − ⟨(Akh)2 ∣x⟩
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after applying the triangle inequality. Thus (4.54) is proved when h only depends on η(y), η(z).
Now we consider the general case. Fix x ∈ Zd, and for any e = (y, z) ∈ ∂Bk with z ∉ Bk, we define
hz ∶= ⟨h ∣F(Bk ∪ {z})⟩x, where to avoid confusion, we use ⟨ ⋅ ⟩x to denote ⟨ ⋅ ∣x⟩, then we have⟨(Akh)e −Akh, ae(he − h) ∣x⟩ = ⟨(Akhz)e −Akhz, ae(hez − hz) ∣x⟩ .
For each realization of {η(y˜) ∶ y˜ ∈ Bk∖{y}}, we view hz as a function of η(y), η(z), and the previous
discussion shows that⟨(Akhz)e −Akhz, ae(hez − hz) ∣x⟩≤ Cβ ⟨ae(hez − hz)2 ∣x⟩ + Cβ [⟨(Ak+1hz)2 ∣x⟩ − ⟨(Akhz)2 ∣x⟩] .
For the first term on the right side of the above inequality, we have⟨ae(hez − hz)2 ∣x⟩ ≤ ⟨ae(he − h)2 ∣x⟩ ,
so it remains to show∑
e∈∂Bk (⟨(Ak+1hz)2 ∣x⟩ − ⟨(Akhz)2 ∣x⟩) ≤ ⟨(Ak+1h)2 ∣x⟩ − ⟨(Akh)2 ∣x⟩ . (4.56)
Let Bk+1 ∖Bk = {zi}Ni=1 and Fl = F(Bk ∪ {zi}li=1), l = 1, . . . ,N . We have
⟨(Ak+1h)2 ∣x⟩ − ⟨(Akh)2 ∣x⟩ = N∑
l=1 ⟨⟨h ∣Fl⟩2 − ⟨h ∣Fl−1⟩2 ∣x⟩ .
For any e = (y, z) ∈ ∂Bk, it is clear that z = zl for some l = 1, . . . ,N . We claim that⟨(Ak+1hzl)2 ∣x⟩ − ⟨(Akhzl)2 ∣x⟩ ≤ ⟨⟨h ∣Fl⟩2 − ⟨h ∣Fl−1⟩2 ∣x⟩ , (4.57)
which implies (4.56) and completes the proof. To prove (4.57), we observe that Ak+1hzl (resp.
Akhzl) is the average of ⟨h ∣Fl⟩ (resp. ⟨h ∣Fl−1⟩) with respect to {zi}l−1i=1, thus⟨(Ak+1hzl −Akhzl)2 ∣x⟩ ≤ ⟨(⟨h ∣Fl⟩ − ⟨h ∣Fl−1⟩)2 ∣x⟩ ,
which reduces to (4.57) by the property of conditional expectation.
Lemma 48. Let E denote an expectation on a probability space, and p ⩾ 1. There exists a constant
C(p) <∞ such that for every random variable X ⩾ 0,
E [∣X −E[X]∣2p] ⩽ CE [(Xp − E[Xp])2] .
Proof. Let Y be an independent copy of X. We have∥X −E[X]∥2p = ∥E [X − Y ∣X] ∥2p ⩽ ∥X − Y ∥2p.
Moreover, there exists a constant C(p) such that for every x, y ⩾ 0,∣x − y∣p ⩽ C(p)∣xp − yp∣.
Indeed, it suffices to verify this for x = 1 and y ∈ [0,1] by homogeneity and symmetry. This is then
a simple exercise. As a consequence, we deduce∥X −E[X]∥2p ⩽ C(p)∥∣Xp − Y p∣1/p∥2p = C(p)∥Xp − Y p∥1/p2 .
We conclude by the triangle inequality.
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