In this letter, we propose a novel revised regularization to improve the performance of compressive sensing (CS) reconstruction. We suppose that a specific regularization term is insufficient to accommodate the prior information of CS while it can be improved by further imposing a linear approximation term. We also prove that the revised regularization is substantially equivalent to the CS preprocessing methods. We conduct extensive experiments on various CS algorithms which show the effectiveness of our revised regularization.
Introduction: Compressive sensing (CS) theory has been widely employed in various applications, such as image coding and transmission [1] . CS theory permits that using a certain regularization, the original signal can be reconstructed accurately from a small set of measurements y = Φx, (1) where Φ ∈ R m×n (m < n) is a CS measurement matrix which satisfies restricted isometry property (RIP), x ∈ R n is the image, and y ∈ R m is the observation vector. Since Φ is rank-deficient, it requires to solve the ill-posed CS reconstruction problem by introducing some additional regularization information. By selecting an appropriate regularization parameter λ, CS enable to reconstruct an image x from y by solving the following unconstrained optimization problem:
where G(x) is a regularization function that introduces prior information on the expected solution. The popular regularization terms include l 1 -norm, total variation norm, and non-local rank-norm. The recent adaptive data-driven regularization, which can be learned according to the datasets by using deep neural, has become a more efficient way to the inverse problem [2] . The CS reconstruction performance is closely associated with the selection of the regularization term.
In this letter, we propose a revised regularization method based on the linear approximation to improve the CS reconstruction performance effectively. We provide sufficient evidence to show that the proposed regularization term is a generalization of the preprocessing method for CS reconstruction improvement. We analysis that the sparsefiltering preprocessing method [3] and collaboration reduced rank preprocessing method [4] are special cases, which adopt the proposed linear approximation revised regularization for wavelet sparse prior and low-rank prior respectively. We further test the improvement of CS reconstruction by applying the proposed method to the state-of-the-art data-driven regularization [5] . The experimental results show that the proposed revised regularization term can significantly improve the CS reconstruction performance.
Solving method for general regularization: Eq. 2 can be solved by introducing an auxiliary variable z that is constrained to be equal to x, which gives us the following optimization problem [6] :
Eq. 3 can be solved analytically over x and z in two alternating steps, which consists of the following iterations [6] :
where ∇zG(x k ) is the gradient descent of G. In the first step Eq. 4, a strictly quadratic convex function has to be minimized, which leads to the following linear formulation:
In the second step, setting the gradient of Eq. 5 to be zero, we can acquire the closed-form solution to z sub-problem as follows
where ρ = λ µ+1
. By iterating Eq. 6 and Eq. 7, CS can output the final reconstructed image. This two-step splitting approach is the basic framework for CS reconstruction algorithm, which we can use to deal with different kinds of CS regularization.
Revising regularization with linear approximation: In addition to the generally certain regularization term, we additionally assume that (Φ T Φz) also needs to satisfy the prior assumption. Supposex is the original image. Then the linear approximation of the regularization term G(Φ T Φz) at the point ofx can be formulated as
By further imposing linear approximation regularization term to the original one, our novel revised regularization term can be written as
which has
Replacing the regularization term G in Eq. 3 with the new revised term R, the two-step iterative solving process should be represented as
In the iteration process for Eq. 11 and Eq. 12, we can move the third term ρΦ T Φ∇zG(x) in Eq. 12 to Eq. 11, which does not change the final iterative calculation result. Thus, Eq. 11 and Eq. 12 can be further rewritten as
Considering y = Φx, Eq. 13 can be further formulated as
whereỹ is measured from the preprocessing image (x − µρ∇zG(x)):
Thus, we can useỹ instead of y to reconstruct the original image. It is not difficult to observe that our revised CS regularization term is equivalent to go through CS preprocessing.
Preprocessing for CS improvement: Fig. 1 shows the block diagram of the CS preprocessing method, where (x − µρ∇zG(x)) represents the relevant preprocessing for different regularization G. Note that the process of (x − µρ∇zG(x)) can be seen as the vertical and horizontal finite difference value thresholding operator, wavelet value thresholding operator, singular value thresholding operator, and denoising convolution neural network for TVNL [7] , TSW [8] , NLR [9] and DLAMP [5] , respectively. The sparse-filtering preprocessing method [3] cuts off the small wavelet coefficients before CS measurement, which is a preprocessing method using wavelet value thresholding operator. Also, collaboration reduced rank preprocessing method [4] strengthens the non-local sparsity using low-rank approximation before CS measurement, which is a preprocessing method using singular value thresholding operator. Both methods can significantly improve CS reconstructed PSNR results using preprocessing, and they are just the individual cases of the proposed linear approximation revised regularization. With our revised regularization, we can easily extend the CS preprocessing method to the more advanced CS reconstruction algorithm, such as LDAMP [5] . Experimental results and discussion: The experimental results are based on four classical CS reconstruction algorithms: TVNL-CS [7] , TSW-CS [8] , NLR-CS [9] , and LDAMP-CS [5] , which use total variation based non-local regularization, tree-structure wavelet sparse regularization, non-local low-rank regularization, and learned data-driven based regularization, respectively. The relevant parameters, including µ, λ and ρ, are set following the original papers. We compare the reconstructed results for the original regularization and the corresponding revised regularization. We test four standard 256 × 256 size gray-scale images, including Barbara, Lena, Peppers, and Cameraman, to evaluate the performance of the proposed method. Table 1 presents the peak signal-to-noise ratio (PSNR) results between the original image and the CS reconstructed image for different algorithms. 'LAR' refers to the proposed linear approximation revised regularization method. The higher PSNR values between the original regularization and the revised one are highlighted in bold in each cell. We can see that our linear approximation revised regularization can significantly improve the CS reconstruction performance of the original regularization. The proposed LAR-LDAMP can achieve the state-of-theart CS reconstruction results. Fig. 2 and Fig. 3 illustrate the reconstructed Lena using the original regularization and the revised regularization at sampling ratio 0.1 respectively. We can see that the proposed algorithm can achieve a much better visual effect. revised regularization can significantly improve the CS reconstruction performance compared to the original regularization.
