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Abstract
Two magnetic resonance imaging studies based on relaxometry are presented. 
Firstly, various methods of measuring Ti, Tg, and flip angle are reviewed, along 
with various applications of relaxometry. After a study of the relevant background 
and theory, a method of measuring Ti, T2, and the flip angle simultaneously using 
echo planar imaging is described, followed by a study of diflfusion in a biological 
system employing T2  measurements.
A series of echo planar images acquired with a repetition time that is short 
compared with the relaxation times Ti and T2 shows fluctuations in image inten­
sity, which are dependent on these relaxation times and the flip angle. These 
fluctuations are best modelled using the Kaiser theory of isochromats. The 
Levenberg-Marquardt non-linear least squares algorithm can then be used to esti­
mate the parameters from the data. This has been shown to work consistently in 
zero and one dimensions, but inconsistently in two dimensions when high gradient 
amplitudes afltect coherence.
Bacterial polysaccharides are known to exhibit a property known as anion ex­
clusion, where the diffusion of cations is permitted, but the diffusion of anions is 
prevented. According to the theory of permselectivity, negatively-charged func­
tional groups on the surfaces of pores not only block anions, but assist the diffusion 
of cations. The relationship between Zg and the concentration of paramagnetic 
species is used to follow the diffusion of Mn^+ ions through several polysaccha­
rides. It is shown that the diffusion coefficients of Mn^+ ions are higher in neutral 
than in positively-charged polysaccharides, and greater still in negatively charged 
polysaccharides.
I ll
©  Richard Hill 1999 
Printed in March 1999.
Reprinted with corrections in July 1999.
This document was typeset using ETgC 2g
IV
re laxation  n.
1. rest or refreshment, as after work or effort; recreation.
2. Physics, the return of a system to equilibrium after a displacement 
from this state.
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Chapter 1
Introduction
This thesis describes research into magnetic resonance imaging at the Univer­
sity of Surrey. Firstly, it introduces a new method of measuring the relaxation 
times Ti and Tg, and flip angle simultaneously using echo planar imaging (EPI). 
EPI is well known to be capable of producing “ultrafast” images, and the tech­
nique described here shows how these three parameters can be found from a series 
of echo planar images acquired with a short repetition time in a few seconds. Sec­
ondly, more conventional relaxometry is applied to find the diffusion coefficients 
of some “anion exclusive” polymers, aiding in the investigation of a biological 
system.
The new method of measuring Ti and Tg has been made to work in the absence 
of gradients, and also in the one-dimensional case. In two dimensions, however, 
difficulties remain, which, due to severely limited available experimental time, 
have not been resolved. The work on polysaccharides would also benefit from 
further experimental investigation, although in this case this would simply be to 
verify and complement existing results.
A variety of systems have been used for this work. Most of the data in the 
first two years was acquired on the 0.5 T whole body system before it was shut 
down. Some data were also acquired on the 3 T whole-body system of the NKI 
before it was shipped from SMIS, Farnham. Later data were acquired using the 
3 T whole-body system at Nottingham and the 0.7 T small bore system at the 
University of Surrey.
The loss of the 0.5 T whole body system prevented the fruition of some promis­
ing work into the design of RF pulses by simulated annealing for the resonant- 
gradient gradient-echo technique of Cottrell et al. [2]. This could have removed 
the need to shift the RF pulse to reduce profile degradation due to finite pulse 
width [3], but no other equipment was available with the necessary pulse ampli­
tude control to perform the necessary experimental work to test the pulses.
Finally, as an appendix to the thesis, details of some of the computer programs 
I have written are included. These are written in IDL.

Chapter 2 
Background and H istory o f N M R
2.1 History of NMR
The angular momentum and magnetic moment of the nucleus were first pro­
posed by Pauli in 1924 [4] in order to explain the hyperfine structure of atomic 
spectra. Gerlach and Stem demonstrated and inaccurately measured the mag­
netic moment of atoms by measuring the deflection of neutral silver atoms in a 
magnetic field gradient [5, 6], silver exhibiting paramagnetism due to an unpaired 
electron. The experiment demonstrated that just two discrete spin orientations 
are present. In 1937, Lazarew and Schubikow measured the nuclear magnetic 
susceptibility of hydrogen, using solid hydrogen at 2 K in order to take advan­
tage of the T~^ dependence of the magnetisation [7, 8], which will be discussed 
in Chapter 3. Rabi investigated the behaviour of nuclei in time varying magnetic 
fields, and discovered that different nuclei interact most strongly at different spe­
cific frequencies [9]. He received the Nobel prize in 1944. Alvarez and Bloch used 
an analogous technique to measure the magnetic moment of the neutron [10].
Some unsuccessful attempts had been made to find nuclear magnetic reso­
nance absorption [11, for example] before Purcell et al. at Stanford [12] and Bloch 
et al. at MIT [13] carried out successful experiments in 1945. The former group 
detected the NMR of protons in paraffin, and the latter group detected the NMR 
of water protons. Bloch also described NMR theoretically [14]. Before the end of 
that decade, the chemical shift phenomenon, where the resonant frequency nuclei 
depends slightly on its environment, had also been discovered [15, 16]. It was 
here that NMR found its first major application, as its use in spectroscopy be­
came widespread. In 1952, Bloch and Purcell shared the Nobel Prize for Physics. 
Relaxation was described theoretically by Bloembergen, Purcell, and Pound in 
1948 [17], whose work is generally known as BPP theory, and in 1950, Hahn 
proposed the use of spin echoes to rephase transverse magnetisation [18]. Spin 
coupling was also soon discovered [19, 20].
Initially, continuous wave spectroscopy was used, which uses a slow frequency
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sweep analogous to other methods of spectroscopy. A important advance came 
with the development of pulsed Fourier spectroscopy by Ernst [21, 22], which led 
to him winning the Nobel Prize for Chemistry in 1991. This replaced the frequency 
sweep with a short RF pulse, obtaining the frequency information with a Fourier 
transform. It had been known for some time that the free induction decay and 
the complex spectrum form a Fourier-transform pair [23]. The application of this 
to spectroscopy was not possible, however, until the widespread introduction of 
computers in the 1960s, and the development of the fast Fourier transform (FFT) 
algorithm by Cooley and Tukey [24, 25]. Fourier spectroscopy has now replaced 
continuous wave NMR spectroscopy due to its greater sensitivity, high resolution, 
and absence of line-shape distortions.
2.2 Development of MRI
The use of NMR as a clinical tool in vivo was first proposed by Damadian [26]. 
The birth of NMR imaging came in 1973 when Lauterbur [27] at the State Uni­
versity of New York at Stonybrook proposed the use of magnetic field gradients 
to make the proton resonant frequencies dependent on position. In the same 
year, Mansfield and Grannell introduced the k-space description of MRI, with 
the Fourier relationship between spin density and an NMR signal acquired with a 
magnetic field gradient [28]. Although Lauterbur was the first to publish an NMR 
image, at first restrictions to magnet size and homogeneity limited the images to 
small regions. The progress of MRI in the 1970s largely consisted of in vivo im­
ages with progressively larger fields of view: a finger imaged by Mansfield and 
Maudsley, a hand imaged by Andrew et al. [29], a thorax by Damadian et al. [30], 
and an abdomen by Mansfield et al. [31] Commercial MRI scanners have been 
available since 1978, and in 1983 the FDA approved the use of MRI in the USA. 
In 1980 Hawkes et al. demonstrated abnormal human pathology using NMR [32].
Considerable research effort has been applied to refining MRI, with it taking 
twenty years to evolve into a standard technique. In the 1970s, slice selection [33] 
and echo planar imaging [34] were introduced at Nottingham University. More 
time was required, however, before EPI produced high quality images. Fourier 
imaging was introduced in 1975 [35], and, in 1980, Edelstein and co-workers in­
troduced spin-warp imaging [36, 37]. This is a version of Fourier imaging with 
a phase-encoding gradient of fixed duration and variable amplitude that is now 
the basis of most pulse sequences. In the 1980s, a number of new pulse sequences 
were developed, and the imaging of a range of parameters was explored. Flow 
imaging [38, Section 8.6.6.1], diffusion imaging [38, Section 3.6.6.2], chemical-shift 
imaging [39, pages 615-617], and NMR microscopy [40] were all introduced, as 
well as the imaging of nuclei other than [38, Section 8.6.6.4]. A more recent 
development is functional imaging [41, pages 507-508], where Tg-weighted images 
are used to detect changes in blood oxygenation level in the brain as the subject 
performs specific tasks.
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2.3 Quantitative MRI
2.3.1 Development
It is not unusual for commercial MRI systems to provide methods of measuring 
Ti and T2 [38, Section 8.5.5]. These are often based on saturation or inversion 
recovery to measure Ti, and two or more spin echoes for the measurement of Zg. 
These sequences often compare just two images, solving the relevant simultaneous 
equations to find Ti or Zg and the relative proton density. They also tend to be 
multishot sequences. A number of alternative approaches have been suggested, 
and I shall discuss some of the more widely used in this section, along with a few 
less well known but elegant examples. The techniques are divided into methods 
for measuring Ti, Tg, and 0, and presented in approximately chronological order.
2.3.1.1 Ti
Ti is traditionally measured using inversion recovery or, less ideally, progressive 
saturation or saturation recovery. Simple MRI sequences are often written based 
on these sequences, but other methods have been developed for imaging, in order 
to take into account imperfections that imaging gradients introduce. Some of 
these methods are outlined below.
# Haase and Frahm introduced a variant of the STEAM sequence for mapping 
Ti [42]. The third 90° pulse is replaced with a series of lower, increasing 
flip angles, causing the image intensity to decay with the time constant Ti, 
whilst eliminating other contributions.
In 1986, Mansfield et al. introduced the measurement of Ti using EPI [43]. 
They used a two-point method, comparing images obtained with different 
repetition times.
Lee and Riederer discussed the extraction of Ti from short repetition-time 
multiple spin-echo sequences [44]. A general form of equation 4.16 (to be 
introduced in Section 4.3.1.2), which holds even when Tr is not very much 
greater than Tg, is
6'(Zk) =  5'(oo) 1 — exp (2.1)
that is, the recovery is assumed to start after the last echo.
Axel Haase introduced snapshot FLASH, and applied it to inversion-recovery 
measurement of Ti and spin-echo measurement of Tg [45]. He combined an 
inversion-recovery sequence with a series of FLASH images, capturing the 
whole recovery curve after a single inversion pulse. The Tg sequence was a 
DEFT-type sequence [46], with the spin echo being stored along the z-axis.
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In 1990 Ordidge et al. introduced another method of measuring Ti using EPI, 
this time based on inversion recovery [47]. The advantage of this method 
is that the greater dynamic range provided by the inversion pulse tends to 
give a more accurate result.
In the multi-shot case, faster inversion-recovery data sets were acquired with 
the introduction of Look-Locker type sequences for imaging [48].
Kauten et al. introduced a fast inversion-recovery type sequence for measur­
ing volume fractions, which they called FAVORITE (Fast Volume-Resolved 
Immediate Ti Estimation) [49].
# A natural progression in the use of EPI to measure Ti came in 1993 when 
Gowland and co-workers introduced a Look-Locker type sequence, produc­
ing accurate in vivo results in under 3s [50, 51].
Counsell introduced a sequence for measuring several NMR parameters in 
1993. He used a combination of four RF pulses and gradients to measure 
Tg, B i, and a combination of Ti and diffusion coefficient. The gradients are 
used to separate nine coherent path ways after four pulses to nine echoes, 
and discard the remaining pathways. Although the author did not reveal 
the total acquisition time, this is a multi-shot sequence [52], and is therefore 
likely to take minutes rather than seconds to run.
The acquisition of a spin echo in addition to stimulated echoes has also been 
used by Franconi et al., this time to measure Ti [53]. Using the flip angles 
90° and 60° for the spin echo, and then the flip angles 35.3°, 45°, and 90° 
for the stimulated echoes, they obtain an exponentially decaying echo train 
similar to the CPMG echo train used for measuring Tg. Therefore, as with 
CPMG experiments, a linear least-squares fit can be performed.
Very recently, Balcom and co-workers have modified the SPRITE sequence 
for spatially resolved relaxometry [54], including systems with TJ of the 
order of 100 jis [55]. The conventional SPRITE sequence is modified with 
inversion recovery for Ti and CPMG for Tg. This has been applied to studies 
of water freezing in porous materials.
2.3.1.2 Tg
Tg is traditionally measured using the CPMG pulse sequence, to be introduced 
in Section 4.3.2.I. Since slice selection can introduce errors in refocusing pulses, 
especially if sine pulses are used, multiple spin-echo techniques do not work very 
well for imaging without further modifications. Often, just two spin echoes are 
used, so that errors do not accumulate excessively. Other more sophisticated 
methods of measuring Tg are outlined below.
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• Bain et al. proposed a method for measuring Tg by introducing a variable 
frequency offset and solving the Bloch equation [56]. This method requires 
Ti to be known in advance.
• In 1985, Matsui et al. reintroduced steady-state free precession in an imaging 
context for measuring Tg [57]. SSFP does not use refocusing RF pulses, and 
is therefore less vulnerable to RF imperfections than multiple spin-echo type 
sequences.
• Snapshot FLASH has been used to measure Tg [45] (see Section 2.3.1.1).
• Poon and Henkelman have proposed the replacement of the Meiboom-Gill 
phase change in the CPMG sequence with novel spoiler gradients to produce 
a more reliable sequence for measuring Tg with fewer artefacts [58]. Their 
sequence uses elaborate 180° pulses for robust refocusing and spoiler gradi­
ents following the sequence —, —y , y  — 1, — (y  — l) , . . . ,  1, —1, where N  
is the pulse number. As a result, they demonstrated more accurate results 
due to the absence of spurious echoes underlying the “true” spin echoes. 
This is the current method of choice for the measurement of Tg, although it 
is not always provided by commercial scanners.
• Ziegler et al. have demonstrated a method of using the CPMG sequence 
with surface coils [59] by using “depth” pulses [60].
• Counsell’s method of separating coherent pathways [52] (see Section 2.3.1.1) 
also measures Tg.
• In 1996 Graham and Bronskill introduced the “volume localisation” method 
of measuring the Tg of large volumes of interest [61]. A large volume of 
interest is selectively excited, and then a standard CPMG sequence finds Tg 
without the need for gradients. Clearly, this avoids the problems introduced 
by the presence of gradients in imaging.
• Balcom and co-workers have modified SPRITE to measure Tg [54, 55] as 
well as Ti (see Section 2.3.1.1).
• Miszkiel et al. have introduced a method of obtaining both Tg and T^ in­
formation, using a technique which they call PRIME (Partially Refocused 
Interleaved Multiple Echo) [62]. This uses two spin echoes, each followed by 
five gradient echoes. They used it to find an increased iron content in the 
brains of people suffering from Aids.
2.3.1.3 Bi
Many methods of measuring B i have been proposed in the literature. Some, 
but not all, are capable of performing in vivo measurements, and these methods 
are at an advantage, because loading an RF coil with a sample can change its
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properties. When configuting MRI systems, it is common to calibrate 180° pulses 
by observing minimum signal following a pulse, and calculate other flip angles 
from this. This assumes Bi homogeneity. The following methods map B i, and 
can be used to examine how well this is realised in practice.
• Murphy-Boesch et al. introduced a method of mapping B i by adapting 
Hahn’s theory of spin echoes for an inhomogeneous Bi [63]. The general 
formula for spin echoes is
S{v) oc pBi(r)a:y sin[7B i(r)ii] sinf , (2.2)
where S{r) is the signal at the point r  and ti is the pulse duration. They 
varied to produce a set of images which were modulated sinusoidally by 
the local flip angle.
• Oh et al. proposed another method of mapping Bi [64]. They compared the 
phases of the spin-echo images generated by the pulses 90a, — 90  ^— I8O3 — 90  ^
and 90a; ~  90y — Ox — 90y. Simulations were used to derive the flip angle from 
this phase difference.
• Talagala and Gillen proposed the use of a simple gradient-echo sequence, and 
varying the RF pulse length [65]. B i is then mapped by Fourier analysis, 
with the regions of greater RF strength modulating the signal at a higher 
frequency.
• Lian et al. introduced a similar method, but mapped B i by solving the 
Bloch equations [66].
• Counsell’s method of separating coherent pathways [52] (see Section 2.3.1.1) 
also measures Bi.
• Insko and Bolinger have used spin and gradient echo imaging to map the 
B i of RF probes [67]. They used two spin-echo images for volume coils, and 
two gradient-echo images for surface coils where the Bi variation is larger. 
In the former case, the ratio of the signals is sin^ $1 /  sin^ 02, which reduces to 
l/[2cos0i]® when 02 =  20i. Therefore, all other parameters affecting image 
intensity are eliminated. In the gradient-echo case, the ratio of the signals 
is sin 01/ sin 02; which reduces to 1/(2 cos 01) when 02 =  20i.
• Another method of mapping B i, which has more in common with the 
method presented in this thesis, was proposed at about the same time by 
Akoka et al. [68]. The sequence of RF pulses a , 2a, a  was used, which 
leads to the formation of five echoes. The amplitudes of the first echo, 
a spin echo, and the third, a stimulated echo, are compared. It can be 
shown analytically that the ratio of these two echo intensities is given by
cos (»5spin echo/ s^timulated echo) [b9].
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• Stollberger and Wach applied the Bi mapping method of Akoka et al. [68] 
in vivo [70]. In order to reduce the Ti dependence of their maps, they 
introduced a compensating pulse.
2.3.1.4 Other
In work related to that presented here, Bain and Randall have calculated the 
intensities of spin echoes in a large static gradient [71]. This is intended for use 
with systems such as STRAFI.
2.3.2 Applications
This section outlines some of the applications of the qualitative measurement 
of relaxation times and flip angles that have been introduced.
2.3.2.1 Ti and Tg
Here I introduce some of the earlier studies of relaxometry, before proceeding 
to several contemporary applications, with the aim of conveying that relaxometry 
is currently used actively in various fields. Since relaxation times can vary from 
system to system, it is often trends rather than absolute values that are of interest.
• The first to suggest that Ti and Tg may have diagnostic value was Dama- 
dian [26], who found that tumour tissue from a number of organs had sig­
nificantly different Ti and Tg from healthy tissue. Since this discovery, dis­
cussion on the diagnostic value of relaxation times has mainly centred on 
whether they can be measured precisely enough in vivo. Another problem 
has been the fact that parameter maps generally take longer to acquire than 
parameter-weighted images [43]. The use of relaxometry for clinical diagno­
sis is increasing [72, for example], because it has been suggested that it can 
out-perform conventional MRI [73].
•  Part of the reason for the change in relaxation times is the change in the 
water content of the tissues. Inverse proportionality of Ti to water content 
has been observed [74], and this relationship seems to be better correlated 
than the inverse proportionality of Tg to water content [75], although Tg 
correlation is still good.
•  The Tg of muscle has been shown to increase approximately linearly with 
muscle work [76, 77], and as a result interest has been shown in using Tg 
relaxometry for neuromuscular research [78].
•  Quantitative Tg measurements have also been used in oximetry, where the 
Tg of blood relates to percentage oxygen concentration [79].
2.3. QUANTITATIVE MRJ___________________________________________ W
• Vymazal et al. suggested the use of Ti and Tg quantitatively to investigate 
the iron concentration of grey matter [80].
• Brooks et al. used both Ti and Tg relaxometry when investigating the role 
of ferritin in Ti and Tg relaxation [81].
• Gowland et al. have recently used echo-planar measurements at 0.5 T to 
observe Ti and Tg decreasing in the placenta during the course of pregnan­
cies [82]. They have suggested that quantitative echo planar imaging might 
be useful for diagnosing certain abnormalities, since the relaxation times are 
reduced more in this case.
•  Crémillieux et al. have made in vivo Tg measurements at 7 T in rat brain [83]. 
They reported a reduced difference between grey and white matter at this 
field strength, and a general reduction in Tg.
Cutillo and co-workers have investigated the effect of lung injury on relax­
ation times [84, 85]. They found a significant increase in Tg, but not in 
Ti.
Emous and Echteld investigated changes in sodium Tg during ischemia in 
rat hearts [86]. ^^Na often exhibits biexponential relaxation, due to its 
spin I  and quadrupolar nature [87]. The longer relaxation time was found 
to increase during ischemia and revert on reperfusion, whereas the shorter 
relaxation time remains unchanged.
Ogg and co-workers have found a relationship between brain Ti and age [88], 
and suggested that it may be correlated with iron concentration [89]. The 
relationship between Tg and iron concentration in the brain has also been 
studied, but remains controversial [90, for example]. Excess iron deposi­
tion in specific areas of the brain is known to occur in several degenerative 
disorders [62].
In vitro Ti measurements of peripheral nerve failed to show the three- 
component relaxation shown by Tg measurements [91]. This information 
was used in conjunction with magnetisation data in order to speculate about 
the origin of the Tg spectra.
MacKay et al. have used Tg relaxometry to measure brain myelin content 
in vivo, suggesting that this is useful for the management of white mat­
ter diseases such as multiple sclerosis [92]. Armspach et al. have observed 
reduced Tg in the brain white matter of multiple sclerosis patients [93].
Ti can be used for thermometry, since Ti increases 1.3-1.5% per kelvin [94], 
and is linear in the range 20-50°C [95, 96]. The relationship between tem­
perature and Ti comes from BPP theory [17], and was applied in vivo by 
Dickenson et al. [97, 98].
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• Quantitative MRI can be used to investigate the texture of food [99, 100], 
including situations such as the bruising and ripening of fruit [101] and 
freeze-thawing of meat [102).
• Relaxometry can also be used in radiation dosimetry. Ionising radiation con­
verts Fe^ "^  ions to Fe^+ in Fricke gels, causing relaxation times, particularly 
Ti, to be reduced [103, 104]. Ionising radiation can also cause cross-linking 
in polymer gels, causing Tg to change [105, 106].
• Fischer et al. have used Ti mapping with a fast inversion recovery Fourier 
imaging sequence to measure the diffusion of a paramagnetic tracer in an 
aqueous gel [107].
# The use of MRI for rheology was suggested by Turney et al., who used relax­
ometry to measure the time evolution of the volume fraction versus height 
profile during the sedimentation of rod-like particle suspensions. They found 
the viscosity to be a function of Tg, but not Ti [108].
Marciani et al. have presented a method of measuring the viscosity of a 
polysaccharide model meal [109]. This proposes the use of EPI in order 
to avoid abdominal motion artefacts [110]. The relaxation rates of water- 
polysaccharide solutions are related to their viscosity [17, 111], which allows 
their viscosity to be measured using MRI [108]. Viscosity of a polysaccha­
ride locust bean gum was calibrated against relaxation rates and diffusion 
coefficient in vitro, demonstrating the feasibility of the method in vivo.
2.3.2.2 Bi
Bi is more a system- than a sample-dependent parameter, and therefore carries 
little information about the sample. One of the main aims in the design and 
construction of RF coils is to maximise the region of homogeneous B i, so that 
image intensity is sample dependent [112]. Other problems that can be caused 
by RF inhomogeneity include errors in the measurement of relaxation times and 
loss of resolution. Therefore, B i mapping tends to investigate the system rather 
than the sample. Mapping techniques that work in vivo [68, 70,113,114] are still 
advantageous, however, since loading an RF coil with a sample can change its 
properties.
2.4 MRI versus Other Imaging Methods
Methods of medical imaging other than MRI are also currently employed. The 
most widely used are briefly reviewed here.
2.4. MRJ VERSUS OTHER IMAGING METHODS  U
2.4.1 Nuclear Medicine
Nuclear medicine involves measuring radiation emitted from the body after 
a radiopharmaceutical, for example Tc-99m, has been introduced into the body. 
It can be divided into three common techniques: conventional (planar) imaging, 
single photon emission computed tomography (SPECT), and positron emission 
tomography (PET).
2.4.1.1 Conventional Imaging
Conventional imaging involves detecting radiation on a tv/o-dimensional sur­
face, producing a projection image. This is done using scintillation cameras con­
sisting of sodium iodide crystal coupled to an array of photomultiplier tubes [115].
2.4.1.2 SPECT
SPECT is a tomographic extension of planar imaging using a rotating scintilla­
tion camera. For accurate tomography it is necessary to use a collimator to reduce 
the acceptance angle, and this reduces the sensitivity. The maximum resolution 
of SPECT is now of the order of millimetres [116, page 11]. Further information 
on SPECT can be found elsewhere [117, 118].
2.4.1.3 PE T
Whereas SPECT involves detecting single particles, PET involves the simulta­
neous detection of photon coincidences. The radiopharmaceutical in this case is a 
positron emitter. The positrons produced annihilate electrons, each time produc­
ing a pair of 0.511 keV photons. Conservation of linear momentum dictates that 
these must be produced at an angle of 180°. Disregarding “accidental” coinci­
dences, one can therefore deduce that when photons are simultaneously detected, 
the radioactive nucleus must have decayed somewhere along the line between 
them. PET has about twice the resolution of SPECT, and a sensitivity as much 
as an order of magnitude better [116, page 11]. Its resolution does not compare 
so favourably to MRI or x-ray CT, but it does provide unique information by 
allowing the replacement of atoms in molecules that are essential for metabolism. 
Further information on PET can be found elsewhere [119, 120].
2.4.2 X-ray CT
The development of x-ray CT at EMI by Hounsfield [121] marked the birth 
of the field of computerised tomography. The principle is that x-rays passing 
through the body are attenuated by different tissues at different rates. In order 
to use this to acquire an image, a narrow x-ray beam is scanned along a line, and
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this is repeated at different angles by rotating the assembly, creating a projection- 
reconstruction image. The spatial resolution is of the order of 0.5 mm, which is 
poorer than conventional radiography, which has a spatial resolution of the order 
of 100 jum, but comparable with (whole body) MRI [122, Table 1-1]. Further 
information on x-ray CT can be found elsewhere [123, 124].
2.4.2.1 Fluoroscopy
Fluoroscopy is an x-ray technique for observing moving structures. Acquiring 
fluoroscopic images by simply allowing x-rays to impinge onto fluoroscopic screens 
gives poor images, so image intensifiers are used. These produce electrons from 
the x-ray photons using the photoelectric effect, and accelerate the electrons onto 
a fluorescent screen. More information can be found elsewhere [41, Chapter 10].
2.4.3 Ultrasonic Imaging
Ultrasonic imaging involves the emission of an ultrasonic pulse by a transducer, 
followed by the measurement of the back scattered signal as a function of time. 
The transducer is moved over the body to produce a cross-sectional image. In this 
way it is possible to produce real time images at low cost, and with little risk or 
discomfort. The development of ultrasonic imaging has been hindered, however, 
by the demand it places on computers in real time and the complexity of the 
interactions between sound and matter. The spatial resolution of ultrasound is 
of the order of 2 mm [122, Table 1-1], depending on the frequency of ultrasound 
used. Further information can again be found elsewhere [125, 126].
2.4.4 Neuromagnetic Imaging
Neuromagnetic imaging (NMI), also known as magnetoencephalography 
(MEG) because it is related to electroencephalography, is a relatively new tech­
nique for imaging brain function [127]. A neuromagnetic field is emitted by the 
brain when neural activation causes a change in membrane potential causes a flow 
of ions. This field, which is of the order of 10"^^ T [128], can be measured by 
a SQUID [129, Section 10.5.5] neuromagnetometer. This technique is still in its 
infancy, but is potentially a non-invasive, genuinely real-time functional-imaging 
technique. The spatial resolution is currently of the order of 8 mm [116, Sec­
tion 16.1]. NMI data can be enhanced by combination with the relatively high 
resolution of MRI. More information can be found elsewhere [128, 130].
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2.4.5 M agnetic Resonance Imaging
The various imaging techniques complement each other, each having advan­
tages and disadvantages. This section seeks to place MRI in this context.
2.4.5.1 Advantages
The advantages of MRI over some or all of the above techniques can be sum­
marised as follows:
• MRI is relatively nonhazardous, because it does not use ionising radiation;
• high tissue contrast is possible using parameters such as Ti and which of­
ten vary greatly in clinical samples and in diseased tissue (see Section 3.5.4);
•  it is possible to specify different nuclei or chemicals, allowing one to investi­
gate, for example, the presence of ^^Na in areas of infarction or tumour, or 
the distribution of ^^F-labelled agents [38, Sections 18.6.6.4 & 18.6.6.5];
•  slices can be acquired in any direction (see Section 4.2.1.2);
•  a wide variety of additional parameters can be used, such as flow for an­
giography (see Section 4.3.3); and
•  it has higher spatial and temporal resolution than PET.
2.4.5.2 Disadvantages
MRI has three main disadvantages over equivalent techniques:
• the signal-to-noise ratio is inherently low (see Section 3.3.1),
•  acquisition times are generally, but not always, quite long (see Section 4.4), 
and
• it is relatively expensive, both in terms of the initial cost of purchasing the 
system, which might typically be of the order of £ 1,000,000, and the cost 
of running the system, particularly with the liquid helium requirements of 
superconducting systems.
Chapter 3 
Theory
3.1 Magnetism
3.1.1 M agnetic Fields
Magnetic fields are caused by moving electric charges, with a current element 
/d l in a magnetic field B experiencing a force
dF =  7dl X B. (3.1)
The SI unit of magnetic field, or flux density, is the tesla (T =  NA~^m” )^ .^ The 
strength of a magnetic field B in an area S can be expressed as the magnetic flux
$ = j  B • dS, (3.2)
which is measured in webers (Wb =  Tra~^).
3.1.2 M agnetisation
A current loop experiences a torque T  =  /S x B , where S is the area of the 
loop, and is defined as having a magnetic dipole moment
m  =  IS . (3.3)
A piece of magnetic material can be considered as a collection of many dipoles,
with a magnetisation, M, defined as the magnetic moment per unit volume, so
that
M  =  Am , (3.4)
^One still sometimes encounters the gauss, which is equal to 10~^ T.
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where N  is the number of atoms per unit volume. Magnetisation is measured in 
Am~^.
Magnetic fields increase in the presence of magnetic materials as Amperian 
currents^ /m, are added to the conduction currents^ Iq. In this case. Ampere’s 
circuital law,
^ B -d l =  /io/, (3.5)
must be modified to give [131, Section 12.3]
i ( S ™
The quantity 'B /Pq—M. appears frequently when dealing with magnetic materials, 
and is usually described as the magnetic field strength
H  =  — -  M, (3.7)
which is also measured in Am~^. It is related to the magnetisation by the equation
M  =  XmH, (3.8)
where Xm is the magnetic susceptibility, which is a dimensionless measure of the 
tendency of a material to become magnetised. Equations 3.4 and 3.7 combine to 
give
B =  /zo(l +  Xm)H, (3.9)
and one defines the relative permeability
A^ r =  l  +  Xm- (3 .1 0 )
The relative permeability,
(3.11)-^ 0
is the ratio of the inductance of a coil in a medium, Tm, to that in a vacuum, Lq-
3.2 Nuclear Magnetic Resonance
3.2.1 Nuclear M agnetic Moments
It was shown experimentally by Stern and Gerlach, and theoretically by Dirac, 
that a spin angular momentum ^5, with a charge e, has associated with a magnetic 
moment
m s = (3.12)
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where g is the Landé splitting factor. This formula holds for nuclei, although 
neither protons nor neutrons are fundamental particles.
The components of the magnetisation in each direction are given by the sums 
of the components of magnetisation in each direction. This is zero in the x  and y 
directions, because at equilibrium no direction is favoured in the x-y plane. A net 
magnetisation does arise along the .^-axis, because nuclei have a slight preference 
for aligning with the magnetic field.
3.2.2 Quantum Mechanical Description
3.2.2.1 U n certa in ty  P rinc ip le
The uncertainty principle, discovered by Werner Heisenberg in 1927, states 
that it is impossible to know simultaneously both the exact position and exact 
momentum of an object. In NMR, it is often useful to state the uncertainty 
principle in terms of the conjugate variables frequency and time:
Az/At rv 1. (3.13)
The uncertainty principle has several consequences in NMR. The fact that 
the magnitude but not orientation of spin angular momentum is known (see Sec­
tion 3.2.2.2) is a consequence of the uncertainty principle, for example. It will also 
be seen in Section 3.5.2 that the uncertainty principle leads to an nonadiabatic 
contribution to Tg.
3.2.2.2 A ngular M om entum
A nucleus possesses an angular momentum I  and a charge giving rise to a 
magnetic moment m. The studies by Bohr of the spectrum of the hydrogen atom 
led to the postulate that the angular momentum of a system is quantised. The 
magnitude of the angular momentum
|I| =  (3.14)
where i is the nuclear spin quantum number, but, because of the uncertainty 
principle, the orientation of I is not known. In an external magnetic field Bq, 
which is aligned along the %-axis, the 2 component of I,
Iz =  mih, (3.15)
where mi =  d=(z — 1), . . .  is the magnetic quantum number. A proton has 
i and therefore m/ =  which correspond to spin up and spin down; other
nuclei have higher degeneracies. The angular momentum is therefore oriented at
the angle /? to the z-axis, where
c o s ) 0 = ^ ^ ,  (3.16)
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Figure 3.1: Precession of nuclear magnetic moments about Bq in the laboratory 
frame. The magnetic moment is oriented at the angle p  to the external magnetic 
field.
as shown in Figure 3.1. For protons, p  — cos~^ ( ^ )  ^  h4°44'.
The energy of the states,
E  ~  -~m*Bo (3.17)
=  —'yhmiBQ (3.18)
where j  is known as the gyromagnetic ratio. 7proton =  42.577469
±0.000013 rads~^T~^ [1]. For protons, the energy difference between the two 
states
AjE =  'yhBo- (3.19)
Transitions between the states require the input of a quantum of energy, A E  =  
fûjüQ. Equating this to equation 3.19, one obtains the Larmor equation:
coq =  7^ 0, (3.20)
This equation describes the precession of the magnetic moments about the 2:-axis 
at the Larmor frequency, wo.
3.2.2 .3 H am ilton ian  O p era to r
In quantum mechanics, every observable has a corresponding operator. The 
operators representing the position and momentum of a particle are r  and —iW
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respectively. Operators representing other quantities have the same relationship 
to these operators as the corresponding classical quantities do to classical posi­
tion and angular momentum. The operator for the energy of a system, which is 
particularly important in NMR, is the Hamiltonian %. The quantum mechanical 
equivalent of equation 3.17 is
(3.21)
where I is spin angular momentum. The NMR of liquids is primarily involved 
with three components of %\
the Zeeman Hamiltonian,
(3.22)
where w* is the Larmor frequency of the spin i and Izi is its angular- 
momentum z-component operator, which represents external static mag­
netic fields;
the radio frequency Hamiltonian,
Wrf =  Bi{t) cos(wi +  0(t)) (3.23)
where Ixi is the angular-momentum ^-component operator, which represents 
the applied RF; and
the spin-coupling Hamiltonian representing the indirect coupling of elec­
tronic spins.
i<k
(3.24)
where the operator I* =  {Ixi,Iyi,3zi) and Jik is the scalar coupling tensor.
The splitting of degenerate energy levels in a strong external magnetic field, lifting 
the degeneracy, is known generally as the Zeeman effect [6].
Angular momentum is another quantised parameter that is important in NMR. 
Classically, angular momentum is described by the equation
I  =  r  X p, (3.25)
where r  is position and p  is linear momentum. Quantum mechanical operators 
do not in general commute, and it can be shown [132, Section 4.5] that position 
and linear momentum obey the commutation relations
{f’niPm] — i^^nm
[rn,rm] =  0
[PnjPm] =  0 (3.26)
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A ip>
Figure 3.2: The two spin eigenstates of a single spin
where n^m = x ,y ,z  and [n,m] =  nm  — mn. From this one can find the commu­
tation relations for angular momentum [133, page 6]:
[4 ,41 =  14
[4 ,4 ] =  14
[4 ,4 ] “  14 (3.27)
Ix, ly: and Iz are the spin angular-momentum operators. In a spin |  system 
defined by the orthonormal wave functions | a)  and | /?), they act thus:
a )  = \ \P )
/?) =
a )  =
P) = - j k )
1 . ,a )  = 2 !“ )
P) = (3.28)
Of particular importance are the eigenvalues of ± | .  These correspond to the 
two possible values of mi, and the two possible orientations of the nuclear spin, 
as shown in Figure 3.2.
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3.2.2.4 Boltzm ann distribution
The difference between the populations of the spin states arises from their 
differing magnetic energies Em- According to the Boltzmann distribution [134, 
Section 2.5], the populations of the energy level mi,
oc exp =  exp , (3.29)
Therefore, a net magnetisation
kT )
arises, where N  is the number of spins. If is assumed to be small, one can
make the linear expansion
° kT  2J + 1
.  ,3.31)
— XmEo (3.32)
This shows that the sample is weakly magnetised in the z  direction. M  oc T~^ is 
the Curie law for a paramagnet [129, Section 7.2.3]. The SI units of magnetism 
are A m "l, although in NMR magnetisation is often considered as a fraction of 
|Mo|. The population difference is typically only a few parts per million, which
makes NMR a relatively insensitive technique. By supplying RF radiation at the
Larmor frequency, one can cause some of the nuclei to change state, affecting the 
overall magnetisation.
3.2.3 Classical Description
A classical description of the collective behaviour of nuclei is usually adequate. 
In the classical picture, the external magnetic field exerts a couple
C =  m  X Bo (3.33)
=  ^  (3.34)
Substituting I  =  m /7 , one obtains
=  7m  X Bo- (3.35)
If the direction of Bq is defined a the 2r-axis, then the spins therefore process
around the z-axis at the Larmor frequency
ojq =  —'j JBq. (3.36)
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The gyromagnetic ratio 7  is constant for a particular nucleus. The resulting 
magnetisation from all the spins is M  =  M^. The gyromagnetic ratio of the 
proton was measured by Thomas et al. [135].
The ratio of M  to L is known as the gyrom agnetic ra tio  or, more 
correctly but less euphoniously, the magnetogyric ratio, 7 . W. J. 
Duffin (1990) [131, page 205]
3,2.3.1 E xc ita tion
For a macroscopic collection of nuclei, equation 3.35 becomes
^  =  7M  X B. (3.37)
A magnetic field Bi =  Bi[cos(wot)i — sin(wot)j] will exert a torque on M  that 
rotates it into the xy  plane:
d %
dt
dt
dMz
^[MyBo +  M zBi sin Wot] 
j[M zBi cos Wot — MxB q]
j [ —M xBi sin Wot — MyBi cos wot] (3.38)dt
It can be shown that if M (t — 0) =  Mok, then
Mx ~  Mo sin Wit sin Wot 
My =  Mo sin Wit cos Wot
Mz =  Mo cos Wit (3.39)
where Wi =  jB i .  M  now processes about B q at Wo and about Bi at wi. For a 
rectangular pulse, therefore, the flip angle
9 =  j B i t  (3.40)
As an example, if 9 = ^  and t =  100 //s, then S i =  369 flT  for protons.
3.2.3.2 Spin density
Spin density is often, perhaps misleadingly, referred to as the “proton density” , 
It is the density of nuclei contributing to the NMR signal, and in this thesis is given 
the symbol p. The signal is always proportional to p, amongst other parameters, 
and it is usually treated rather loosely as a constant of proportionality, with 
no attempt to quantify it in terras such as nuclei per pixel. Although images 
have a strong dependence on p, it is in fact of limited use diagnostically or for 
contrast, because spin density does not vary much across tissues in the body. 
Other parameters, such as Ti and T2, vary over much wider ranges, and therefore 
give better contrast.
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3.2.3.S The R otating Frame
A simplification in the classical description can be made by considering the 
frame of reference defined by
x' = X cos Wot 
y' =  Î/sin Wot
z' ~  z (3.41)
In the rotating frame, BJ, =  0, and M ' does not precess about the z-axis, sim­
plifying the analysis. This is the frame of reference that will be used from now 
on.
3.2.3.4 Relaxation
After an RF pulse has disturbed the magnetisation from equilibrium, it re­
turns to its original state by a process known as relaxation. Relaxation involves 
two distinct processes: the recovery of the magnetisation along the %-axis, known 
as longitudinal relaxation, and the decay of magnetisation in the x-y plane. Lon­
gitudinal relaxation is described by
dATj Mz — Mq
dt Ti
which has the solution
(3.42)
Mz(t) =  Mz{0) exp ^ +  Mo 1 — exp . (3.43)
The time constant Ti is known as the longitudinal relaxation time, or the spin- 
lattice relaxation time, since it arises from interactions between spins and the 
lattice. Transverse relaxation is described by
dMx^y ^x,y
dt
with the solution
(3.44)
M x , y  =  Mx,y {d )  exp • (3.45)
T2 is known as the transverse or spin-spin relaxation time. T2 is independent of 
Bo, and in general, T2 < 4 .  Transverse relaxation occurs because of the loss of 
spin coherence. This is illustrated in Figure 3.3, and will be discussed further in 
Section 3.5.
In practice, magnetic field inhomogeneity accelerates transverse dephasing, 
giving rise to an effective relaxation time Tg, where
(3.46)
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Slow spins
Fast spins
Figure 3.3: Transverse relaxation, viewed in the rotating frame. Spins have dif­
ferent angular velocities, causing a loss of phase coherence.
and A B q is the variation in Bq due to its inhomogeneity [38, page 409). Hahn 
showed that this extra dephasing is reversible [18], unlike the T2 dephasing.
Another relaxation time, which is only usually important in solids, is the 
rotating-frame spin-lattice relaxation time Tip. This arises in spin-locking experi­
ments, where a 90° excitation pulse is followed by RF with the phase changed 
by 90° [136]. The magnetisation is then aligned with B i, as it is aligned with 
Bo at equilibrium in the absence of RF. Since B i Bq, My is then too large 
to be maintained by B i, and decays to MqB i /B q with the time constant Tip. In 
liquids, generally. Tip = T2, but this is not true in solids because of the effect of 
neighbouring nuclei on the local magnetic field at the nucleus.
S.2.3.5 The Bloch equations
Combining equations 3.42 and 3.44 with equation 3.37 gives the Bloch equa­
tions [13]:
dMa;
dt
d M y
di
dM,
di
UJ7 My ( Bo -  — %T2
tM zB i — 7M2: ( B o 1 ~  -7^7/  ^2
=  jM yB l Mg — Mq Ti (3.47)
These equations are very useful for describing NMR systems containing noninter­
acting spins, and are the basis of the numerical model used in Chapter 5.
3.2.3.6 D etection
Quadrature detection is usually used in NMR. The signal is compared, using a 
phase sensitive detector, to two reference signals that are 90° out of phase. After
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Figure 3.4: The absorptive and dispersive components of the RF signal. The 
dashed line shows the absorptive component and the dotted line shows the dis­
persive component. Note the extended wings of the dispersion section.
Fourier transformation, the two resulting signals are known as the absorption and 
dispersion signals, or real and imaginary parts, and can be found by solving the 
Bloch equations. They are shown in Figure 3.4. The absorption component is 90° 
out of phase with the exciting RF field. It is an even function with a Lorentzian 
shape and full-width half-maximum and is given by [38, Section 8.3.4]
jSabs(^^) MqT2l-H7g(Aw)2"
The dispersion signal is in phase with B i, and is given by
M qT^A uj*5disp(A6t^ ) l+ T |(A o ;)2-
(3.48)
(3.49)
In practice, the receiver phase may well not be zero, and these signals are then 
mixed. The phase can be corrected in software after acquisition, if required.
3.2,4 Liquid State
This thesis, like most medical MRI, is concerned with the liquid state. This is 
somewhat simpler than the solid state, because most of the interactions between 
molecules that occur in the solid state, with the exception of the chemical shift and
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J-coupling, axe averaged out by the motion of molecules. The biggest advantage 
in the liquid state is that this averaging also greatly increases relaxation times 
(see Section 3.5).
3.3 Imaging
3.3.1 Sensitivity
A major problem in NMR is its inherently low sensitivity. According to equa­
tion 3.29, at room temperature, and with a magnetic field of the order of 1 T, 
the excess of protons in the spin up state is only of the order of 10~®. As a re­
sult, the intensity of the signal received is always much less than the intensity of 
the RF pulse used during excitation. This signal, which is typically in the range 
10-9-10“® V, has to compete with the noise EMF arising from the Brownian of 
electrons in the receiver coil. The root mean square of this in the time domain is
=  (3.50)
where Tc is the coil temperature, A /  is the sampling bandwidth, and R  is the (ef­
fective) coil resistance [137]. Maximising the signal-to-noise ratio is a key trade-off 
in NMR, since it is can generally be raised by averaging, with a resulting increase 
in acquisition time. When repeated imaging experiments are added together, the 
signal increases proportionally to the number of experiments, whereas the noise 
only increases as the square root of this number [40, Section 2.6.1]. Averaging 
experiments, therefore, increases the signal to noise as the square root of the 
number of averages. The signal to noise is also affected by the resolution, being 
proportional to the volume of a voxel [38, page 443].
3.3.2 Reciprocal Space
3.3.2.1 The Fourier Transform
The Fourier transform of the function h{t),
/ oo (3.51)
OO
It is a tool for determining the frequency spectrum of data. h{t) is described 
as being in the time domain] H( f )  gives the spectrum of frequencies contained 
in h(f) ,  and is therefore described as the frequency domain. h{t) and H(t) are 
alternative ways of describing the same data: no information is created or lost 
by the Fourier transform operation. The Fourier transform is a very common 
process, by no means unique to NMR. Details of many other applications can be 
found elsewhere [25, Section 1.1].
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Tim e dom ain Frequency dom ain A rises in
h{at) time scaling (change in 
sampling rate)
W\  ^( i ) H{bf) frequency scaling (change in gradient)
h{t — to) time shifting (change in 
echo position)
^ ( /  -  /o) frequency shifting (change in sample 
position)
h(t) =  A  when |t| < To 
h{t) "  ^  when |t| =  Tq 
h{t) =  0 when |t| > To
H( f )  =
2ATosinc(27rTo/)
finite sampling time
h{t) =  2A/o sinc(27r/ot) H( f )  = A  when | / |  < /o 
^ ( / )  =  1  when I/I =  /o 
H{f )  =  0 when j/j > fo
slice selection
h{t) — k H{f )  = kS{f) no gradient (approx.)
=  2 1 +  cos ^ ( / )  - Hanning window
H{f )
{ f  -  f )
discrete sampling
Table 3.1: Some common Fourier transform pairs that arise in MRI.
Fourier T ransform  P a irs  In addition to the relationship between signal and 
image, there are a few more special cases of Fourier transform “pairs” that are 
worthy of mention because they are relevant to MRI. They are summarised in 
Table 3.1.
3.3.2.2 T he  Use of M agnetic  F ield  G radients
In MRJ, magnetic field gradients are used to make the Larmor frequency spa­
tially dependent:
w(r) =  7B0 +  7 G • r. (3.52)
|G ■ r | is small compared to B q. Gradient coils aim to alter only Bo,; any Bq  ^ or 
Boy components simply cause a slight change to the direction of Bq. This aim 
cannot be realised exactly, and in techniques that generate gradient fields that are 
comparable to Bq, for example EPI at 0.5 T, the direction of Bq can be changed
significantly, leading to artefacts. The gradient of Bq, can be oriented in any
direction, however. In the rotating frame, the first terra of equation 3.52 is equal 
to nought. Therefore, if one integrates the signal,
d5(G , t) =  p{i) dV (3.53)
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of each all the voxels across the sample, one obtains
S{t) = J j  y  p(r)e 'T ° ''d r .  (3.54)
Mathematically, the gradient G can be represented by the tensor
^  (3-55)
aB$. 6B^ .
A ,
i i s . A ,dx dy dz
Maxwell's equations have something to say about the nature of this tensor. Firstly, 
according to Gauss’ law for magnetic fields,
V • B =  0. (3.56)
This means that lines of B do not start or end at any point, but close on themselves 
or go to infinity. In equation 3.55, the trace of G is therefore zero. Also,
(3.57)
where J  is the volume current density. In general, this means that the closed lines 
of B can arise due to either currents or electric fields that are varying with time. 
In the static case, V x B =  0, and so the off-diagonal part of G is antisymmetric. 
Equation 3.55, therefore, has five degrees of freedom, of which two are diagonal 
and three are off-diagonal.
When the gradient field b is added to B q, the magnitude of the magnetic field 
is given by
B  =  [(B q -h bz)^  -f* 6^ +  byŸ^ "  ^ (3.58)
=  (Bg +  2 % 4 - 5 ^  +  5: +  ^ ) ' / '  (3.59)
BQ-hbz (3.61)
5 <  Bo, and so the terms of higher order in — can be discarded. Therefore, only
the gradient in B^, the bottom row in equation 3.55, need be considered. One
can then rewrite G as
and, at the point r,
B^(r) =  Bo +  G - r .  (3.63)
Note that equation 3.62 is incompatible with equation 3.56, and is therefore only 
an approximation.
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3.3.2.3 k-space
Mansfield introduced (to MRI) [28, 138, 139] the concept of the reciprocal 
space vector
k =  (3.64)
Equation 3.54 then becomes
5(i) =  / y / p ( r ) e ' " ’^ '"' ‘^dr, (3.65)
the equation of a Fourier transform. From equation 3.64 it can be seen that k  
is measured in m " \  and that k-space is defined in terms of time and gradient. 
Equation 3.65 is central to magnetic resonance imaging. The concept of k-space
is very useful for understanding the formation of echoes in the time domain, prior
to reconstruction.
3.3.3 Spatial Resolution
The spatial resolution of an image is usually limited by Tg. The FID is multi­
plied by the relaxation function
R{t) =  exp • (3.66)
The Fourier transform of R is a Lorentzian with FWHM [140, Section 10.5.1]
(3.67)
and so the observed FID is a convolution of the natural FID and this Lorentzian. 
Deconvolution is not possible without knowing Tg, and so 3^ imposes a limit on 
the resolution. Deconvolution is attempted in NMR spectroscopy, but not usually 
in MRI.
3.4 Kaiser Theory Of Isochromats
In Chapter 5, it will be necessary to calculate numerically the evolution of the 
magnetisation during a periodic series of RF pulses. A multipulse experiment pro­
duces a number of echoes to be calculated [141]. This is best understood in terms 
of the Kaiser theory of isochromats [142, 143]. Alternatively, one can apply the 
Bloch equations and rotation matrices [141], but this requires a summation over 
many spins, and is more computationally expensive. In addition, this numerical 
approach does not really allow a qualitative visualisation of the process.
For simplicity, Kaiser theory makes the following important assumptions:
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• the Bloch equations are valid for the system under investigation;
•  one is working in the rotating frame of reference;
• the nuclei are stationary, with no flow, diffusion, or other motion;
• Ti, T2, 61, and p are uniform in individual voxels; and
•  the magnetic field gradients are perfectly linear.
It is expected that all these hold true in ordinary repeated MRI experiments. 
Kaiser et al. examined the behaviour of magnetisation in an inhomogeneous mag­
netic field under a periodic series of RF pulses. The inhomogeneity can be due 
to imperfect shim, or the presence of a magnetic field gradient. After the RF 
pulse n, the magnetisation M  is a function of the phase advance angle (p. This is 
expressed as the two functions F  and H, where
My -h iMa: =  F(n, (f) 
Mz = H{n,(p) (3.68)
yj(r) = (3.69)
is the angle through which the magnetisation processes in one repetition time. 
Since it is dependent on position, it is effectively a measure of inhomogeneity. F  
and H  are periodic in (p, and can therefore be written as the Fourier series
+00
F {n ,v )  = i=—00 
+00
(3.70)
i=—00
Since H  is real, hi =
Equation 3.70 expresses the magnetisation as the sum of a substates labelled 
with the index I. These substates are “mixed” between the substates f±i and 
h±i by RF pulses, and, between pulses, the substate ft evolves into fi+i. The 
/o is the only transverse substate in phase, and therefore this state gives the 
intensity of echoes. The effect of an RF pulse on the substates can be expressed 
mathematically as
Mn)  1 +
/ : ; ( » ) =
.  hi(n) .
cos^l
sin 9 sin 9
cos® I ie**^  sin 9 
cos 9
fi(n)
fh {n ). hi{n)
(3.71)
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where — and +  signify immediately before and after the RF pulse respectively,
and (f) is the phase of the RF pulse, which may vary from pulse to pulse. The
evolution of the magnetisation between RF pulses is given by
F~(n + 1) =  B2e*^F+(n)
B '(n  +  1) =  BiB+(n) + (l~E i)M o (3.72)
where E i =  exp and E 2  =  exp The evolution of the individual
substates, therefore, is given by
fi(n) 1 ■ B2 0 o ' fi^i{n -  1)
= 0 F2 0 / : z _ i ( n - l ). H n )  . 0 0 Eié^ hi { n~l )
+
+  (1 — E i)M q5ijq (3.73)
where (5?,o is Kroenecker’s delta^.
The evolution between the RF pulses is described by
TI =  IT^ + 1 (3.74)
where 0 <   ^ < Tr,. ti describes the dephasing of the substate I, and increases 
linearly with time between RF pulses. The magnetisation across the sample is 
in phase when Tq =  0, and, therefore, the substate /o gives the amplitude of the 
echoes. Singer suggested plotting graphs of the phase to visualise the formation 
of echoes [144], and Hennig refined this idea, introducing “extended phase dia­
grams” [145], which are graphs of Ti versus time. Figure 3.5 shows the extended 
phase diagram for the first few pulses in a series of evenly spaced pulses with flip 
angle 6. Initially, the magnetisation is all in the substate Hq. The first RF pulse 
splits part of the magnetisation into the /o substate, which immediately gives a 
signal. Between the first and second RF pulses, the substate /o dephases into / i ,  
and ho recovers according with the time constant Ti. The second RF pulse mixes 
/ i  into the substates f± i and h±i, and produces a new fo from ho. The /_ i state 
now rephases into fo to from a spin echo; h~i represents longitudinal “storage” 
of the magnetisation, and may form a stimulated echo after the third pulse. Fig­
ure 3.5 shows examples of possible paths to echo formation. Note, however, that 
this theory does not require one to trace all the possible paths independently. One 
simply has to calculate all the substates using equations 3.71 and 3.73, and the 
size of fo gives the amplitude of the echo.
3.4.1 The Effect of Gradients
This theory is valid in inhomogeneous magnetic fields, including those under 
the influence of magnetic field gradients. The field can change between the pulses,
<^5i=o,o =  1, S ijio ,o  — 0
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Figure 3.5: Extended phase diagram for a series of evenly space RF pulses. The 
RF pulses mix the substates, and, between pulses, the states /„  evolve to /n+i.
as long as cp is constant from pulse to pulse. Therefore,
•(n+l)TR
-0 = 7 JnT^ G(n, t) dt (3.75)
must be constant for all n. This condition should automatically be observed if 
one is simply repeating the same pulse sequence with a constant repetition time. 
If it is not, then different substates and echoes will be created, and the picture 
illustrated by Figure 3.5 will break down, with spurious echoes appearing.
3.5 Relaxation Mechanisms
3.5.1 Introduction
Both longitudinal and transverse relaxation are due to the thermal motion 
causing time-varying magnetic fields at the nucleus. The motion must occur on 
a time scale comparable with the Larmor frequency, which in liquids allows rota­
tional and difiusional motion, but not electronic motion or molecular vibration. 
Dipolar coupling is important, because although the average dipolar field is zero, 
its effect depends on the mean square, f*{t)f(t) ^  0.
Before discussing relaxation mechanisms, it is necessary to introduce some 
key concepts: the spectral-density function, the autocorrelation function, and the
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correlation time. If one samples in the interval —T  to +T, and converts to the 
frequency domain with the Fourier transform
r+T
f T ^ J  / ( i ) e -“ di, (3.76)
then the power spectrum |/t (uj)P  gives the total energy at the frequency w during 
this period. The spectral density function
J{u) = ^im — /f(w)/T(w), (3.77)
represents the intensity of fluctuations in / t (^)- at the frequency w. This is 
closely related to the autocorrelation function
G(t ) = f*{t + r)f{t).  (3.78)
The autocorrelation function is a measure of the periodicity of a function, and in 
this case the persistence of the fluctuations. It decays with a time constant known 
as the correlation time^ Tc-
G{t) = exp ( - W )  . (3.79)
The correlation time is typically of the order of 10“ ^^  s for liquids, 10“® s for 
viscous fluids, and 10“® s for solids, for reasons that will be discussed shortly. 
The autocorrelation function and the power spectrum form a Fourier transform 
pair.
3.5.2 Nonadiabatic Relaxation
Both Ti and T2  are aff'ected by the nonadiabatic contribution to relaxation. 
The randomly fluctuating fields can be resolved into Fourier components, and 
further into components that are parallel and perpendicular to the magnetic field. 
The perpendicular component at the Larmor frequency induces transitions be­
tween the energy levels until the equilibrium populations are reached. This is 
the process underlying longitudinal relaxation. Transverse relaxation also occurs, 
because the natural line width is a measure of the uncertainty of the two energy 
states. According to equation 3.13 (the uncertainty principle), this is inversely 
proportional to the lifetime of the states. The increase in transitions between 
states, therefore, leads to an increase in line width.
A quantum mechanical treatment is required to derive an expression for 21. 
In a simplified picture, the a;-component of the local magnetic field is written as 
a function of time:
B^ t) = BoJit), (3.80)
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where f{t)  has an average of zero and an RMS of one. Bx{t) contributes a per­
turbation
?/'(;) == (3L81)
to the Hamiltonian. It can be shown using time-dependent perturbation theory
that this induces transitions at a rate
(3.82)
where J{uj) is the spectral density, that is, the power available from fluctuations 
at the frequency w [146, Appendix 3]. Since By contributes equally.
(3.83)
Each transition alters the population difference by two, and so
~  = = fg g y (w o ). (3.84)
In the time-domain, the autocorrelation function is assumed to decay expo­
nentially, as in equation 3.79. J{tu) is the Fourier transform of G(r):
poo
J{oj)= /  G (r)e-'‘^ d T  (3.85)
J  OO
Substituting equation 3.79 into equation 3.85 and integrating gives the Lorentzian 
Substitution of equation 3.86 into equation 3.84 gives
In mobile solutions, UqT^ <K 1, and
~  (3.88)
This is known as the extreme narrowing condition.
3.5.2.1 Spectral D ensity Functions
The nonadiabatic contribution to T2 is equal to that to T\ [146, Section 3- 
15]. Figures 3.6 and 3.7 show the dependence of J(w) and relaxation time on
the correlation time. is a minimum when cjqTc % 1. Ti =  T2 in the extreme
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Figure 3.6: Spectral density function, J(w), plotted as a function of u,  with a 
fixed correlation time Tc =  3 x 10“ s^.
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Figure 3.7: Ti and T2 plotted at functions of correlation time, Ti shows a
minimum value. In this example, r  =  10“ °^ m, and ujq =  20MHz.
37_____________________________________________ CHAPTERS. THEORY
narrowing region, where wqTc 1. Liquids tend to exist in this regime, whereas 
solids exist in the spin-diffusion region, where UqTc Z§> 1 and Ti Tg- The 
relationship between T"i, Tg, and the spectral density is given by [40, Section 2.5.1]
+  l)[j("(wo) +  7®(2wo)] (3.89)1 \4#
1 r a21 V47T
where
7 '') (wo)
24 Te
15r® 1 +
4 Tc
15r® 1 +  cjgri
-  15r«l+wgT^ 
r is the mean separation of nuclei, and /  =  1 for hydrogen nuclei.
3.5.3 Adiabatic Contribution to Tg
There is an additional adiabatic contribution to transverse relaxation, arising 
from dipolar interactions, which is why Tg is often shorter than 21. The processing 
nuclei are magnetic dipoles, and are therefore are the source of a magnetic field. 
Each nucleus sees, therefore, a combination of Bq and the dipole fields of its 
neighbours. This causes the nuclei to precess at slightly different frequencies and 
dephase. In a solid, the nuclei are held in a fixed position relative to the other 
nuclei by the lattice, and one can write the dipolar magnetic field at a distance r 
as [140, Section 4.1.3]
/xo m% 47t r 3 (3.92)
The root mean square of this, (6^ )^, can be used to give a good approximation 
for the spread of frequencies, giving
■ 2 adiabatic 7 ( 62) 1/2 • (3.93)
If, a solid has, for example, r  =  2 x 10 m and 6 «  2 x 10  ^T, then ^
20 pus. 21 is therefore become very short in solids.
In liquids, the situation is different, because the molecules are moving in re­
lation to one another. They can move freely between regions of lower and higher 
frequency, and so experience averaging of the local fields. As a result, 21 is in­
creased by orders of magnitude to milliseconds or even seconds. As the viscosity 
is reduced, the averaging becomes more efficient, and 21 increases.
.J
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3.5.4 Relaxation In Tissue
Tissue can be considered as consisting of 60-80% water, in which macro 
molecules are suspended [147, Section 6.3.2]. The water is either free, or bound to 
the surface of the macro molecules by ionic or covalent bonds. These bonds can 
be single, allowing the water to rotate, or double, preventing rotation. Although 
free water has a correlation time of the order of only 10~^  ^ s, and, therefore, a 
long Ti, bound water can undergo spin exchange with the “lattice” of the macro 
molecules, and has a lower Ti. There are, therefore, three fractions of water:
1. the fraction of free water, /w, with relaxation time
2. the fraction of rotationally bound water, /r, with relaxation time Ti ;^ and
3. the fraction of irrotationally bound water, /i, with relaxation time Ti..
There is a fast exchange between these fractions, Ti^ >  Ti^ > Ti., and the overall 
relaxation rate.
Tissues with a larger water content, such as CSF, have a longer Ti. The Ti 
of individual tissues depends on the surface properties of their macromolecules, 
which, according to equation 3.94, quickly begin to dominate.
A table of values of 2\ and Tg in vivo is given in elsewhere [39, Table 30-1]. 
In vivo, Ti varies from around 210 ms (adipose) to 1800 ms (CSF) at 0.5 T, and 
T2  varies from around 42 ms (liver) to 160 ms (CSF).
3.5.5 Paramagnetism
The magnetisation exhibited by materials can be divided into three classes: 
diamagnetism, paramagnetism, and ferromagnetism. Diamagnetism is the weak­
est of these, and is exhibited by all materials in magnetic fields. It is caused 
by the induction of currents in the material by the external magnetic field. Ac­
cording to Lenz's law, these currents must reduce the applied field, and so the 
resulting susceptibility is negative. Paramagnetism is caused by unpaired spins, 
and is the subject of this section. Finally, ferromagnetism is an extremely strong, 
spontaneous form of magnetism shown by only a few materials^, which are all 
crystals whose atoms or molecules show paramagnetism. The effect is caused by 
the alignment of electron spin in regions known as domains.
The nuclear magnetism discussed so far is in fact a form of paramagnetism, 
since it arises from unmatched nuclear spins. Paramagnetism also arises, however,
®Iron, cobalt, nickel, gadolinium, dysprosium, and various compounds and alloys of these 
and other elements show ferromagnetism.
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from unpaired electrons. This is mostly analogous, apart from the additional 
contribution from orbital motion, which is negligible in nuclei [148, Section lA]. 
According to equation 3.31, the nuclear susceptibility Xm oc +  1)- This
means that nuclear paramagnetism is weaker than electronic paramagnetism by 
six to eight orders of magnitude.
The period of an orbiting electron is 2%r/n, where r  and v are its orbital 
radius and velocity respectively. It therefore follows from equation 3.3 that, for 
this electron,
where h i is the orbital angular momentum vector. A natural unit for the magnetic 
moment, therefore, is the Bohr magneton
//B =  (3.96)
The spin angular momentum, hs of the electron contributes an additional mag­
netic moment
nispin =  -g/xss, (3.97)
where the g-factor ^ «  2. Therefore, the total magnetic moment
m = - ^ B ( L  +  2S), (3.98)
where hh  and are the total angular momenta summed over all spin in the atom. 
Closed shells do not contribute to L or S, so these permanent dipole moments only 
occur in atoms with incomplete shells, such as the 3d shell of the transition metals. 
In magnetic fields the angular momenta ^L, ^S, and M  =  ^L4-^S are determined 
by the Russell-Sanders, or L-S, coupling scheme, in which the stationary states 
of the shells are eigenstates of L^, S^, and J^, with the eigenvalues L{L H-1), 
S (S  +  1), J{J  4-1) respectively. L, 5, and J  are determined by Hund’s rules, 
which, in order of precedence, are:
1. S  has the maximum value allowed by the exclusion principle, so the maxi­
mum number of spins are parallel;
2. L has the maximum value permitted by 5, with the orbital momenta as well 
aligned as possible; and
3. J  =  |L — 5 | for a shell less than half full and J  =  L +  5  for a shell more 
than half full.
It can be shown that Curie’s law,
^  jVgVo/^|J'(J+_l) ^  C (3.99)
Xm 3kgT T ’  ^ ’
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where the Curie constant C =  follows from a consideration of the
Maxwell-Boltzmann law [129, Section 7.2]. As an example of the magnitude of 
paramagnetism Xm =  4-7.7 x 10“® for CUSO4.5H2O at room temperature [149, 
Section 2.6.6] compared to Xm =  —1-07 x 10“® for the diamagnetism of copper 
and /Ur =  1 +  Xm 1000 for the ferromagnetism of iron.
By no endeavour.
Can magnet ever
Attract a silver churn. Sir W. S. Gilbert (1836-1911), from ‘^ Pa­
tience”.
3.5.5.1 Effect of Paramagnetism on Relaxation
The presence of paramagnetic ions greatly reduces relaxation times. This is 
because the magnetic moment of the electron is about 658 times that of the nu­
cleus [1], increasing the efficiency of the relaxation process. There are two types 
of electron-nucleus interaction which contribute to relaxation: dipole-dipole cou­
pling, which depends on the electron-nucleus distance, and Zeeman scalar cou­
pling, dependent on the electron spin density at the nucleus. In dilute aqueous so­
lutions, the former of these usually dominates relaxation. The paramagnetic con­
tributions to relaxation of a spin I  nucleus are given by the Solomon-Bloembergen 
equations [150, 151]:
J_  =  2 'fjg^SjS +  l)ju | /  3tc 7tc \
Ti 15 r® l-\-u}gT^J
(i)
_L -  1 719^S{S  4- l)/x | f  3tc 13tc
T2  15 r® \  1 +  cojT  ^ 1 -j-
where s is the electron spin quantum number, g is the electronic ^-factor, /zb is the 
Bohr magneton, cuj and u s  are the nuclear and electronic Larmor frequencies re­
spectively, r  is the ion-nucleus distance, and A  is the hyperfine coupling constant. 
The first terms in equations 3.100 and 3.101 arise from dipole-dipole interactions 
between the electron and the nucleus, characterised by a correlation time 7^ ; the 
second terms arise from modulation of the scalar interaction, characterised by a 
correlation time Tq. Tc and Tq are defined by
(3.102)
(3.103)
1 1 1 , 1— _]-----
Tc TS Tm tr
1 1 , 1—Tc Ts Tra
41_____________________________________________ CHAPTERS. THEORY
where Tm is the lifetime of a bound nucleus, rs is the electronic-spin relaxation 
time, and tr is the correlation time of the bound paramagnetic ion.
Both Ti and T2 are inversely proportional to the concentration of paramagnetic 
ions. In pure water, the correlation time is much faster than the Larmor period, 
with Ti % T2 and independent of the Larmor frequency. Combining rotational 
and translational diffusion gives [148, pages 297-302]
where a is the Stokes radius [152, Section 9.7.1], h is the interproton distance, D  
is the diffusion coefficient, and N  is the number of protons per unit volume. The 
first term in the final factor is the rotational contribution, and this is about three 
times the translational contribution, the second factor. Equation 3.104 agrees 
with the experimental value of 2.72 s [153]. When paramagnetic impurities are 
present, they act as relaxation centres [154], and
( '" 'I
where iVj is the ionic number density, (/xf) is the mean-square ionic moment, and 
D is assumed to be the same for water and for ions [148, pages 302-305].
Bloembergen considered the relaxation in Mn^+ specifically, because for this 
ion the ratio 2\ : T2 «  7.1 is, unusually, much larger than unity [155, 156]. He 
explained this by adding a spin exchange interaction
s{s +  l)A^rsp
i )
where p is the probability of a water molecule being adjacent to a magnetic ion 
to, the dipolar broadening
Paramagnetic contrast agents are widely used in clinical MRI [157, Chap­
ter 11]. For example, tumours are detected using T2 weighted images because of 
their high water content, but the intrinsic contrast may be insufficient. Contrast 
agents are then used to alter selectively Ti and T2 in these tissues.
3.6 Physical Chemistry
3.6.1 Solute Activity
The chemical potential of a solute is
Mb =  In ÜB, (3.108)
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where /ig is the standard chemical potential of pure solute and the solute activity
an =  P - ,  (3.109)
where Pb is the vapour pressure of B, and K b is an empirical constant. The
activity coefficient of the solute,
%/B =  ~ j  (3.110)a^ B
where xb is the mole fraction of the solute, gives an approximation to the amount 
of interaction between molecules.
3.6.2 The Debye-Hiickel Limiting Law
Nonideal behaviour in ionic solutions is mainly due to the long range of the 
Coulomb interactions between ions. Although solutions are electrically neutral 
overall, locally, anions are more likely to be found near cations and vice versa. 
Averaged over time, an ion, therefore, is surrounded by an ionic atmosphere of 
counter ions, as illustrated in Figure 3.8. Its chemical potential is thus lowered. 
From this follows the Debye-Hückel limiting law [158, Chapter 10],
=  (3.111)
where A  =  0.509/(mol kg“ )^ /^  ^ for an aqueous solution at 25°C; B  represents the 
closest approach of the ions; the ionic strength,
(3-112)
where Zi and are the charge number and molality of an ion respectively; and 
the mean activity coefficient
y± =  ("^ 7 -) '/ ',  (3.113)
where p and q are the numbers of cations and ions respectively, and s =  p +  g.
The Debye-Hiickel limiting law is important because it allows the activity co­
efficient of an ion of charge z  to be calculated. The ionic activity can be obtained 
experimentally, and used to calculate the chemical potential, equilibrium con­
stant, and other properties, but this gives no physical interpretation of the ionic 
behaviour. The Debye-Hückel limiting law, although based on a simple model, has 
therefore greatly improved the understanding of the behaviour of ionic solutions.
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Figure 3.8: The Debye-Hiickel theory is based on the tendency of anions to be 
found around cations, and vice versa, leading to an ionic atmosphere.
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3.6.3 Diffusion
Diffusion involves the transport of matter through media by the random mo­
tion of molecules. It was characterised by Pick [159], who, by drawing an analogy 
with Fourier’s work on heat conduction [160], hypothesised that
F ^ - D ^ ,  (3.114)
where F  is the rate of transfer per unit cross-sectional area, C  is concentration, 
and D  is the diffusion coefficient. This is generally known as Fickian diffusion. 
D  is often, but not always, constant. Transfer occurs in the opposite direction to 
the concentration gradient, hence the minus sign in equation 3.114.
3.6.4 Diffusion In Electrolytes
3.6.4.1 The Conductivity of E lectrolyte Solutions
The conductivity of a solution is not precisely proportional to the concentra­
tion, because of the interaction between ions. Two classes of electrolyte exist: 
strong and weak. The molar conductivity of strong electrolytes decreases only 
slightly as the concentration increases, whereas a weak electrolyte has a conduc­
tivity that is normal at low concentrations, but then falls sharply as the concen­
tration increases. Aqueous manganese chloride, used in this work, is a strong 
electrolyte.
S trong  E lec tro ly tes Strong electrolytes are fully ionised in solution. At low 
concentrations, they obey Kohlrausch’s (empirical) law:
=  (3.115)
where Am is the molar conductivity, A^ is the limiting molar conductivity, C  is 
concentration, and is a coefficient that tends to depend on the stoichiometry of 
the electrolyte [158, pages 759-760]. Kohlrausch also found the law of independent 
migration of ions,
A^ =  ?;+A+ +  v_A_, (3.116)
where A+ and A_ are the limiting molar conductivities of the cations and anions
respectively, and and v -  denote their number in the chemical formula, eg.
D+ =  1 and =  2 for MnClg.
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3.6.4.2 Diffusion Coefficient of Ions
The diffusion coefficient of an electrolyte in free solution has been studied 
theoretically by Onsager and Fuoss [161], and is given by
D =  10-^K  +  v .)R r  ( g )  ( l  +  , (3.117)
where 
^  =  1.0748 X  10“®“C " «+|z+|A°
(|z+|A5. -  |z_|Ai)® 3.122 X  1 0 - “» y/T
\z+z^\{v^ +  t;_ )A 0 2  7^q(6:j.T)V2 1 +  « a
y2 \0  \  2 r» Q f \ A  y y  i n  —13
+  ( 5 M )  , 3 .n «
R  is the gas constant, y± is the activity coefficient, A^ . and XL are the limiting 
equivalent conductances of the ions. A® =  A^ +  A®, z^  and z_ are the valences 
of the ions, P is the ional concentration, % =  1.002 x 10~®Pas is the viscosity of 
water at 20°C [162, page 6-10], 6 r is the dielectric constant, « is the Debye-Hiickel 
reciprocal radius, a the mean distance of approach, and (j>{Ka) is an exponential 
integral function.
The ^14* term in equation 3.117 introduces the activity coefficient to
correct for non-ideal concentrated solutions. 9Jt/C  is the mobility, i.e. the velocity 
at unit potential gradient. SOt/C is not constant, and so the mean is used here. 
Equation 3.118, evaluating this, is derived elsewhere [163, Section 4.4b]. The 
second and third terms in equation 3.118 relate to electrophoresis.
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Chapter 4 
Experim ental Techniques
4.1 System Components
The architecture of a typical MRI system is illustrated in Figure 4.1, and the 
major components are described in the following sections. The diagram is based 
on one given by Vlaardingerbroek and den Boer [147, Figure 1.11].
4.1.1 Magnet
The majority of whole-body magnets consist of a solenoid carrying a high 
current. This gives a stationary magnetic field Bq that is aligned with the bore 
of the magnet. Superconducting magnets are usually preferred, because of their 
increased stability. These use, for example, niobium-titanium alloy windings, 
which only superconduct below about 4 K, and so the solenoid is immersed in 
liquid helium, the replenishment of which is a significant running cost of the 
system. A demanding requirement of the magnet is the Bq homogeneity that 
is required at the centre, which must be of the order of one part in 10 .^ This is 
achieved by shimming the magnet, which involves adding on extra magnetic fields 
that are various functions of position.
The magnetic field on the axis of a solenoid,
B  =  (4.1)
where N  is the number of turns per unit length and 9q is as shown in Figure 4.2. 
At the end of a semi-infinite solenoid this reduces to
B  = (4.2)
The centre of an infinite solenoid is equivalent to the intersection of two semi­
infinite solenoids, with a total field of
B  =  poNL  (4.3)
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Figure 4.1: The architecture of a typical MRI system. Control lines are shown as 
dashed; solid lines show the path of signal.
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Figure 4.2: The geometry of a solenoid, tan^g is the ratio of the length of the 
solenoid to its radius.
This all follows from the Biot-Savart law, 
where C is an arbitrary circuit [164, Section 18.2].
d l  X r (4.4)
4.1.2 Gradients
The gradient coils are required to produce a field much smaller than B q, but 
their current must change in a short time during pulse sequences. Typically, field 
changes of the order of 10 Tm~^s“  ^ might be required. The currents used are of 
the order of 100 A, and such short rise times involve a large rate of change of 
current, and therefore self inductance, which is typically of the order of 200 /zH, 
is an issue. The rectangular gradients shown on idealised pulse sequences are 
not possible in practice, and instead trapezoidal or sinusoidal shapes must be 
used. A trade-off arises, because the need for low self inductance conflicts with 
the need for homogeneity, which requires larger coils [165]. Care must also be 
taken not to induce excessive currents in the subject. Due to rapid changes in the 
forces between the windings, gradient coils also produce a considerable amount of 
acoustic noise. The coils are designed to produce magnetic fields in the z  direction, 
but varying in raa,gnitude in the a;, y, and z  directions.
Along the z-axis, it is possible to use a Maxwell pair [166] to generate the 
gradient. This consists of two coils separated by V3/2 times their radius and 
carrying current in opposite directions. In the x  and y directions, concentric saddle 
coils [167, 168] are used. The gradient coils are driven by powerful amplifiers, 
which must be capable of driving high currents and switching rapidly. One or
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more amplifier is required for each of the three dimensions, and are driven by the 
controlling computer.
The energy stored in a gradient coil,
E = \  f  H - B d F  (4.5)
"  t/oo
= J G l ^ ^ d x d y d z  (4.6)
and therefore rises as r® [147, Section 1.3.3].
4.1.3 RF Coils
RF coils are used to send and receive RF from the samples in the magnet. 
B i  must be orthogonal to B q. T o  achieve a uniform B i ,  a cosinusoidal current 
distribution is required in the leg currents, which is well realised by the birdcage 
coil [169], and less but adequately well by other simpler designs such as saddle 
coils [170]. Alternatively, surface coils may be used for their ease of position­
ing [147, Section 1.3.4.1]. Coils are tuned to the Larmor frequency, and matched 
to the RF transmitter output impedance of 50 O, using capacitors, which must be 
capable of withstanding the high voltages involved. Solenoidal RF coils give a uni­
form Bi; the requirement that B i is orthorgnal to Bo makes the use of solenoidal 
RF coils difficult in magnets where Bq is provided by a solenoid, however, and 
in practice other coil designs give adequate B i homogeneity and better sample 
access.
The RF is driven by another high power amplifier. Selective pulses are usually 
obtained by amplitude modulation, and so the computer will generally control 
the RF via a digital-to-analogue converter.
It can be shown that the power dissipated by an RF pulse,
where Q is the quality factor of the coil when loaded [147, Section 2.3.4]. The 
power dissipated in the subject,
Subject — -Fdiss
where Qq is the quality factor of the empty coil. This causes heating, and the US 
Food and Drug Administration has therefore places limits on RF power deposition, 
which are generally excepted.
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4.1.4 RF Receiver
Upon detection, the RF is converted to an audio frequency signal by com­
parison to reference signals using a phase sensitive detector. Quadrature detection, 
using two reference signals with a phase difference of 90°, is preferred, because 
this provides phase information. The signal is then amplified and converted by 
an analogue-to-digital converter for use by the computer.
4.1.5 The Computer
The imaging experiment is controlled by a computer, which must coordinate 
the RF pulses and acquisition with the gradients. In addition, the computer may 
be required for the reconstruction and storage of data.
4.2 Imaging
4.2.1 Echo formation
4.2.1.1 Free Induction Decay
Free Induction Decay (FID) is the name given to the signal in the time domain 
following an RF pulse. The signal decays with the time constant 7^, and any 
undesirable frequency offeet is visible as an oscillation. Fourier transforming the 
FID gives the frequency-domain NMR spectrum.
4.2.1.2 Selective Excitation
One usually wants to excite a slice rather than the whole sample. This can 
be done with the technique known as selective excitation. The slice gradient is 
applied at the same time as the RF pulse. This gradient makes the resonant 
frequency dependent on position in the slice direction, and a selective RF pulse is 
designed with the aim of exciting a band of frequencies ideally only in a limited 
bandwidth, which is inversely proportional to the pulse length. Note that this 
gradient can be applied in any direction, allowing slices to be acquired with any 
orientation.
The slice profile will not necessarily be uniform, and can be found from analysis
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of the Bloch equations. Neglecting relaxation, these are
dM^
dit —  'yNIyG z^
^  =  ■yMyB,{t) (4.9)
This becomes more symmetrical if it is considered in a frame of reference rotating 
about the z-axis at angular frequency •yGzZ [171]. If, in addition, one assumes 
that the flip angle is small, then Mgt remains constant and equal to Mq. In this 
case,
_  ~jMQBi{t)sm[jGzz{t-\rT)]dt
=  'yMoBi {t) cos[7C?^ ;^(t +  T)]dMyrdt 
^
with the pulse extending from —T to 4-T, Setting +iMy/, the solution
is
=  i7MoBi(t)e‘'’'°='(*+’’). (4.11)
Integrating and returning to the rotating frame,
pT
(4.12)
J ~T
The integral is a Fourier transform, and so, therefore, the slice profile is the Fourier 
transform of the pulse profile. The first exponential (outside the integral) shows 
a phase dispersion of the transverse magnetisation. This derivation is only an 
approximation, but comparison with numerical profiles reveals that it is almost 
correct when d < 30°, and adequate when 0 < 90° [147, Section 2.3.2].
A rectangular pulse in the time domain will give an undesirable sine profile 
in the frequency domain, so it is necessary to modulate the amplitude or the 
frequency of the pulse. A simple way of removing sidebands is to use a Gaussian 
shaped pulse, the Fourier transform of a Gaussian being another Gaussian. Better, 
one can aim for a rectangular profile by using a sine pulse. Obviously, the profile 
will not be perfectly rectangular, because the sine must be truncated, usually to 
three or five lobes. Strictly, sine pulses should only be used for small flip angles, 
but in practice, they are nearly always adequate. The first order phase shift 
introduced by the pulse must be refocused by reversing the gradient for a time 
equal to half the pulse length. The relationship between pulse length, gradient 
strength, and the slice thickness d is
jG zd r  =  27t, (4.13)
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where r  is half the width of the main lobe.
Although selective excitation gives quite thick slices, it is generally preferred to 
three-dimensional sequences with a second phase-encoding direction, because one 
can acquire slices while the others are relaxing. The imaging time, therefore, is less 
dependent on the number of slices, whereas phase encoding in the third dimension 
multiplies the acquisition time by the number of points in that direction.
Two other approaches to selective excitation are worthy of mention. Firstly, 
pulse shapes that produce “self-refocusing” rectangular profiles have been 
found [172, 173] by simulated annealing [174, Section 10.9]. These remove the 
need for a refocusing gradient, although they are generally not particularly ro­
bust [40, Section 3.2.4]. Secondly, for inversion, hyperbolic secant pulses give 
excellent profiles [175]. This is useful when inverting the magnetisation in, for 
example, an inversion recovery experiment, but not for rephasing in a spin-echo 
experiment, because the pulses are not phase coherent.
4.2.1.3 Gradient Echoes
Following the RF pulse, one can apply gradients to acquire k-space in the 
X and y directions. Figure 4.3 shows a simple gradient echo sequence. In this 
example, a slice is excited by a selective RF pulse, and then the read and phase- 
encoding gradients provide dephasing. The read gradient is then reversed to cause 
rephasing and a gradient echo, and a line of k-space is acquired. The sequence 
is then repeated with a different phase encoding gradient in order to acquire 
another line of k-space, until the desired number of lines have been acquired, as 
in Figure 4.3. The signal undergoes 71^  relaxation between the RF pulse and the 
echo, and so the image is weighted by
4.2.1.4 Spin Echoes
As mentioned previously, transverse dephasing is accelerated by Bq inhomo­
geneity, giving the time constant 7J. Hahn realised that this additional dephasing 
can be reversed with a 180° RF pulse, giving a spin echo [18]. Figure 4.4 illustrate 
the effect of a spin echo. Following a 90z pulse, a 180^ pulse after a time ^Te 
inverts the phase of the spin isochromats, leading to a spin echo at time Tg. A 
180a; pulse also give a spin echo, but the rephasing occurs at the negative y-axis. 
180y pulse are more robust to imprécisions in the flip angle, however.
Spin echoes effectively cause a time inversion, and so they invert the position 
in k-space. They can therefore be used instead of gradient reversal in pulse 
sequences, as shown in Figure 4.5. Spin-echo sequences are T2, rather than 7^, 
weighted, but the minimum echo time is longer because of the presence of the 
180° pulse.
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Figure 4.3: Basic gradient echo sequence. A T^-weighted echo is formed by a 
gradient reversal. This sequence is repeated for each line of k-space acquired with 
at intervals of T r .  The k-space trajectory is shown below.
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Equilibrium 90x Dephasing
180y Rephasing Spin echo
Figure 4.4: The formation of a spin echo. The dephasing that occurs after a 90° 
excitation pulse is reversed by a 180° degree pulse.
4.2.1.5 Stimulated Echoes
Stimulated echoes are formed by three consecutive 90° pulses [18]. The second 
pulse rotates the magnetisation along the %-axis. Since Ti is often longer than Tg, 
this is frequently referred to as “storing” magnetisation, for recall by the third RF 
pulse. The stimulated echo is superimposed on other echoes originating from the 
second and third pulses, and so stimulated-echo sequences use a spoiler gradient 
while the magnetisation is stored to remove transverse components [176].
4.2.1.6 In d irec t Echoes
As seen in Section 3.4, after just a few RF pulses, there are a very large 
number of paths to echo formation. One could not possibly name them all — one 
can either class them loosely as spin or stimulated echoes, but here I follow the 
convention of Hennig [145], and refer to all other echoes as “indirect echoes” .
4.2.2 Parameter Weighted Imaging
The parameters Ti, Tg, and p can be used to introduce contrast in spin echo 
images. If T r ^  Ti, then incomplete relaxation occurs between pulses, and the 
image is weighted by Ti. If T b ~  Tg and T r, >  Ti, then there is no Ti weighting, 
but Tg weighting, because signal decay occurs between the pulse and the echo. If 
T e <  Tg and T r  >  Ti, then neither Ti nor Tg weighting occurs, and the only 
weighting is due to p. This also applies to gradient-echo imaging, except that Tg 
weighting is replaced by Tj weighting.
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Figure 4.5: Basic spin-echo sequence, and the k-space trajectory. This sequence 
is repeated for each line of k-space acquired with at intervals of T r .  Although 
slower than the gradient-echo sequence of Figure 4.3, the 180° pulse causes the 
echo to be T2 weighted, rather than T} weighted. Note that there is no gradient 
reversal in this case.
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4.2.3 Processing Using the Discrete Fourier Transform
In imaging experiments, the signal is sampled at a number of discrete points. 
The form of equation 3.51 used for image reconstruction, therefore, is the discrete 
Fourier transform (DFT),
f  2Trikn\^  /ifc exp f —^  j . (4.14)
k=0 ^ '
This requires a uniform rasterisation of k-space, and so if k-space has not been
acquired in this way, interpolation is necessary [147, Section 3.6].
4.3 Quantitative MRI
In this section an overview of some standard techniques for the measurement 
of Ti and Tg is presented. They are mainly derived from long-established spec­
troscopic techniques.
4.3 .1  Ti
4.3.1.1 Inversion Recovery
The most popular method for measuring J i  is inversion recovery [177]. This 
uses initial 180° pulses to invert the magnetisation, followed by spin echo images 
after various intervals to measure the rate of longitudinal recovery. Following a 
perfect inversion pulse,
5(Ti) =  S{oo) 1 — 2 exp (-1 ) 1 (4.15)
where Tj is the inversion time, the time between the 180° inversion pulse and 
the 90° pulse. Therefore, a series of points can acquired, and Ti obtained from 
the relationship between signal and inversion time. When T[ < Ti In 2, S{Ti) is 
negative, so it is necessary to retain the phase of the data. Sufficient time must 
be left between acquisitions for the magnetisation to return to equilibrium.
The Look-Locker method is a faster version of inversion recovery. All the 
points for the inversion-recovery curve are acquired following a single inversion 
pulse [178]. This is, therefore, a faster method of measuring Tj.
4.3.1.2 Progressive Saturation & Saturation Recovery
These methods do not require thermal equilibrium before each measurement, 
and can therefore be faster. As stated before, the repetition of a pulse sequence
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Figure 4.6: The GPMG puise sequence. The phase change for the 180° puises 
makes the sequence less sensitive to pulse imperfections.
with a short repetition time does not allow the complete recovery of longitudinal 
magnetisation between pulses. If transverse components are eliminated, then, 
following a series of 90° pulses, the equilibrium
1 — exp % (4.16)
Progressive saturation measures various values of 5(Tr), and uses equation 4.16 
to find Ti [179]. Saturation recovery is similar, but allows recovery after the 
saturation pulses [180].
4.3.2 T2
4.3.2.1 C PM G
Spin echoes have already been introduced in Section 4.2.1.4. A series of 180° 
pulses can produce a series of spin echoes following a single 90° pulse, allowing 
one to plot the exponential-decay curve and measure T2 [181]. The CPMG se­
quence, illustrated in Figure 4.6 follows a 90a, pulses with a train of 180y  refocusing 
pulses, because this phase difference makes the sequence much less sensitive to 
imperfections in the refocusing pulses [182].
Effect of 180° pulse erro rs  Although the Kaiser theory described in Section 3.4 
is mainly used in this thesis for calculating the magnetisation diiring a series of 
evenly spaced, equal RF pulses, it can easily be adapted to investigate the effect 
of imperfections in the 180° pulses on the CPMG sequence. The extended phase 
diagram of a perfectly refocused CPMG sequence is shown in Figure 4.7. In this 
case, the 90° pulse switches the magnetisation from the ho to the /o state, and then 
each 180° pulse inverts it from the / i  to the /_ i state. A spin echo occurs half way 
between the 180°pulses. Imperfect 180° pulses cause some of the magnetisation to 
be transferred into other substates. Figure 4.8 shows the the effect of imperfect 
180% and 180y pulses on the exponential decay curve. It can be seen that the 
effect is less with 180% pulses, which is why they are preferred.
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Figure 4.7: The extended phase diagram of a perfectly refocused CPMG sequence. 
Higher substates remain zero.
4.3.3 Other Parameters
There are a number of other parameters that can be used to introduce contrast 
in MRI. The most important of these are related to the movement of tissue [183, 
pages 10-12].
4.3.3.1 Flow
Blood flow has implications for clinical MRI because flowing spins will “see” a 
diflerent gradient from stationary spins, and acquire a phase shift. Flow has diag­
nostic interest [144, 184, 185], and so considerable effort has gone into flow stud­
ies [147, Chapter 7]. One can analyse either the path or the velocity of the flow. 
Flow imaging methods can be divided into two groups: phase-contrast methods 
compare the phase of flowing blood with that of stationary tissue, and modulus 
contrast methods compare the magnitude of the magnetisation of stationary and 
flowing tissue.
4.3.3.2 Diffusion and Perfusion
Diffusion refers to thermally-induced incoherent flow in the sample. The Bloch 
equations were modified to include diffusion by Torrey [186]. As in flow, diffus­
ing spins have a different gradient history, and acquire phase shifts. This pre­
vents complete rephasing, and, therefore, attenuates the signal, adding the term 
exp (— to the transverse relaxation equation 3.44 [147, Section 7.6]. 
NMR was used to study diffusion before the advent of MRI [18,181]. MRI has al­
lowed these techniques to be applied to finding diffusion coefficients in vivo [187]. 
The diffusion coefficient, D, is generally measured using the pulsed-gradient spin- 
echo (POSE) sequence [188].
A related process is perfusion, which is the semirandom flow of tissue such as 
blood in voxels. This has a similar effect on the signal to diffusion, but it tends
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Figure 4.8: Comparison of 90  ^-  180x -  . . . ,  shown in the first graph, and 90$ -  
180% ~ , shown in the second. This demonstrates the value of the Meiboom-
Gill modification to the Carr-Purcell multi-echo sequence when 0 ^  180°. In both 
graphs the solid line shows the echo train with 0 =  180°. In the first graph, the 
dashed line shows 0 =  170° and the dotted line 0 = 160°. In the second graph, 
the dashed line shows 0  — 150° and the dotted line 0  =  120°.
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to be characterised by higher diffusion coefficients, making it possible to separate 
the effect from diffusion.
4.4 The Pulse Sequence
The methods of combining RF pulses and magnetic-field gradients are known 
as pulse sequences. These aim to acquire enough of k-space for satisfactory re­
construction of an image. This may be achieved in a single “shot”, after just one 
RF pulse, or one part at a time after several shots, k-space may be traversed 
line by line, which is the simplest case to reconstruct, because the data can be 
immediately Fourier transformed; alternatively, more exotic sampling schemes are 
available, such as spiral acquisitions [147, Chapter 3].
4.4.1 Fourier Imaging
Figures 4.3 and 4.5 are examples of Fourier imaging sequences [35]. k-space is 
acquired line by line, allowing the image to be reconstructed by a simple inverse 
Fourier transform. The signal,
/ oo /»oo/  (417)
"OO V * o o
and the spin density [40, Section 3.3.2]
/ oo roo/  (4.18)'0 0  “ OO
The term spin-warp imaging is sometimes used for sequences that acquire different 
lines by changing the magnetude but not the duration phase-encoding gradient [36, 
37]. This type of sequence is very widely used in MRI.
4.4.2 Half-Fourier Techniques
In theory, one half of k-space is the complex conjugate of the other. For this 
condition to be true, the phase of the acquistion must be zero, which can either 
be made so using hardware or corrected using software, and there ought to be no 
noise in the acquisition, which can never be completely realised in practice. In 
principle, therefore, only one half should need to be acquired, the acquisition of
the other half amounting to signal averaging [189]. This allows sequences such as
BEST to reduce the acquisition time at the cost of a longer reconstruction timp, 
a favourable transfer. It becomes necessary, however, to phase-correct the data to 
produce a real image, whereas full-Fourier sampling allows one simply to Fourier 
transform the data and use the modulus.
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Figure 4.9: One dimensional SPRITE pulse sequence. One point is acquired per 
gradient step.
The reconstruction of images from the minimum number of data has been 
studied by several workers [183, pages 89-91]. The better methods generally 
acquire the (arbitrarily) positive half of k-space, followed by the first few lines of 
the second half, in order to assist the phase-correction algorithm, and so are not 
strictly half-Fourier techniques.
4.4.3 Multishot sequences
Multishot pulse sequences contain imaging modules that are repeated to ac­
quire k-space in several acquisitions, usually only acquiring one echo per excitation 
pulse. The main advantage of this is that fewer data have to be acquired before 
the signal decays, thereby avoiding implementation problems. A few examples 
are presented here. A bewildering array of acronyms exists for the MRI pulse se­
quences, with each manufacturer having their own set. A recent table of acronyms 
can be found elsewhere [157, Table 5.1].
4.4.3.1 S P R IT E
SPRITE (single point ramped imaging with Ti enhancement) is a single-point 
technique designed for materials with short relaxation times, such as solids [190]. 
Each line is acquired on a point-by-point basis, with the gradient stepping down 
as shown in Figure 4.9.
4.4.3.2 FLA SH
The generic name for FLASH (Fast Low-Angle SHot) might be “spoiled gradi­
ent echo”, but FLASH was the original acronym [191]. The sequence is a gradient-
63 CHAPTER 4. EXPERIMENTAL TECHNIQUES
90x 90-x 90x
SSFP
90x 180y 90x 90x 180y 90x 90x 180y 90x
DEFT
Figure 4.10: The steady-state free precession (SSFP) and driven-equilibrium 
Fourier transform (DEFT) pulse sequences.
echo sequence, as introduced in Section 4.2.1.3. For fast acquisition, a short 
repetition time is used, and therefore low flip-angle RF pulses of 15°-70° are used 
so that relaxation has time to occur between acquisitions. In addition, spoiler 
gradients are used in the slice direction in order to dephase the magnetisation 
between acquisitions [176].
Snapshot, or turbo FLASH^ is a faster version of FLASH [45, 192], using even 
lower flip angles of about 6°-15°. Contrast can be improved by the use of an 
inversion pulse for T\ contrast, or a 90z — 180% — 90% DEFT precursor for Tg 
contrast (see Section 4.4.3.S). Snapshot-FLASH acquisition times are of the order 
of a few hundred milliseconds.
4.4.3.S SSFP
Instead of allowing the transverse magnetisation to decay, it can be made 
to reach a dynamic equilibrium by a series of equally spaced RF pulses, in an 
experiment known as steady-state free precession (SSFP) [193]. Another ap­
proach, known as driven equilibrium Fourier transform (DEFT), uses groups of 
90% —180% — 90_% pulses [46]. Both SSFP and DEFT are illustrated in Figure 4.10.
Instead of spoiling magnetisation between sequences, one can, therefore, pre­
serve it in a steady-state-free-precession sequence [194]. To this end, “balanced” 
gradients are used, with
ko
An-\
= 7 /J tiTb,
(n + l)T a
G (n,t) dt =  0. (4.19)
A number of acronyms exist for sequences of this type, including FISP (the origi­
nal), FAST, and GRASS [143, Table 1]. One can also use unbalanced gradients, 
with ko =  constant ^  0, in order to avoid artefacts [143].
generic name for snapshot FLASH might be “fast gradient echo”.
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4.4.4 Single-shot Sequences
Unlike the pulse sequences above, single-shot sequences acquire enough of 
k-space after a single excitation to generate a complete image. They are there­
fore faster, but generally suffer from a combination of lower quality and greater 
demands on the system.
Using this type of sequence, ultrafast acquisitions are possible, acquiring im­
ages in less than one second. This compares to about twenty minutes for images 
acquired on the first clinical scanners. Reference [195] gives an overview of ul­
trafast MRI and its applications. Ultrafast MRI allows studies impossible with 
conventional MRI, the most important of which is mapping of the brain by func­
tional MRI. This is based on changes in blood oxygen level, which correspond to 
brain activation, introducing contrast into images [196, 197]. Other applications 
of ultrafast MRI include the study of
• cerebral haemodynamics,
•  water mobility in the brain,
• the relationship between perfusion and oxygen consumption during cerebral 
activation,
• the mechanisms of drug action, and
•  the tracking of surgical interventions.
Safety issues affecting MRI tend to become more acute with ultrafast MRI. 
These include RF power deposition, and the induction of currents and generation 
of acoustic noise by rapid gradient switching.
4.4.4.1 Echo Planar Imaging
One of the first pulse sequences proposed was echo planar imaging (EPI). 
Mansfield and co-workers introduced EPI in 1977 [34, 198], having already pro­
posed it in their first imaging paper [28]. It involves an RF pulse followed by the 
acquisition of k-space, usually using gradient echoes.
Echo planar imaging usually involves very rapid gradient switching. This 
makes it a loud technique, with sounds often in excess of 100 dB, and places 
unusually high demands on the gradient system. Care must also be taken to 
remain within safety limits. Rapid signal decay limits the acquisition time to
100 ms, and this necessitates a high bandwidth, leading to a lower signal- 
to-noise ratio. EPI also suffers more than most sequences from susceptibility 
artefacts at interfaces of, for example, bone, air, and brain.
65_______________________ CHAPTER 4. EXPERIMENTAL TECHNIQUES
B EST and  M B EST The simplest form of EPI conceptually is BEST [199]. 
Following the RF pulse, an alternating read gradient is combined with a blipped 
phase gradient, acquiring half of k-space. In principle, this is sufficient to form 
an image, but phase errors are likely. Therefore, MBEST, which is illustrated in 
Figure 4.11, adds a dephase pulse in the phase gradient.
FL E E T  FLEET, which is illustrated in Figure 4.12, uses a constant phase- 
encoding gradient [200]. As a result, the k-space trajectory is diagonal, and this 
must be corrected by splicing the data with a second mirror acquisition. One 
usually does this immediately, without waiting for longitudinal recovery. In order 
to give the same signal amplitude in each acquisition, one generally uses 45° for 
the first RF pulse and 90° for the second [40, Section 3.6.3].
Spiral Scan E P I Rapid gradient switching is difficult to implement because 
of the self inductance of the gradient coils, but by adding a capacitor is possible 
to create a resonant circuit and use sinusoidal gradients [201]. A spiral-scan 
sequence is shown in Figure 4.13, along with the resulting k-space trajectory. The 
data cannot be Fourier transformed directly in this form — some interpolation is 
necessary to produce the desired square raster.
One can also employ a sinusoidal gradient in the MBEST sequence [202]. In 
order to avoid interpolation, square-spiral EPI has also been used, with Cartesian 
points acquired by a spiral trajectory [147, Section 3.5].
4.4.4.2 O ther Single-shot Techniques
R A R E  RARE (Rapid acquisition with relaxation en­
hancement) [203] uses repeated 180° refocusing pulses to generate an echo train 
with Tg. Stimulated echoes may contribute to later echoes [204], allowing data to 
be acquired for typically 300 ms. It is not always used as a single-shot sequence.
B u rs t Burst^ was first proposed by Hennig and Mueri [205], and later by Hen- 
nig [206] and independently as DUFIS by Lowe and Wysong [207]. It is an ul­
trafast sequence, producing images in times of the order of 10 ms, based on the 
DANTE pulse sequence [208]. The DANTE sequence, originally proposed for se­
lective excitation [209], uses a train of short intense pulses instead of low-intensity, 
long-duration pulses, in order to avoid problems associated with nonlinearities in 
the RF transmitter.
Burst, illustrated in Figure 4.14, applies a DANTE train of low frequency 
pulses under a gradient, followed by refocusing to give a train of echoes. One 
acquires enough of k-space in one train of echoes to form an image. Although the
mot an acronym
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Figure 4.11; The MBEST echo planar sequence, which was used in some of the 
experiments. This version of EPI uses trapezoidal gradients. Note the rapidly- 
switched read gradient and the blipped phase-encoding gradient.
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Figure 4.12: The FLEET echo-planar pulse sequence. A constant read gradient 
is used. The k-space raster is not rectangular, and so two acquisitions have to be 
spliced together.
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Figure 4.13: A spiral-scan EPI sequence. This sequence uses resonant gradients. 
The k-space acquisition is not uniform, and interpolation is needed before the 
data can be Fourier transformed.
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Dante excitation Selective 180 Echo train
RF
Slice
Read
Phase
Figure 4.14: Spin-echo BURST sequence, 
refocused in reverse order by a 180° pulse.
A series of low flip-angle pulses is
k-space raster is not rectangular, this can be corrected using a first order phase 
shift [208]. Low flip angle RF pulses must be used, so Burst images have a low 
signal-to-noise ratio.
Several variations of the Burst sequence have been proposed [183, especially 
page 8|. Advantages of Burst-type sequences include [183, Section 4.1.2]:
•  their possible implementation as single-shot sequences,
•  the nonrequirement of special hardware,
• the lack of eddy current problems,
• the acquisition of pure spin echoes,
• low RF power deposition, and
• low acoustic noise.
Disadvantages include [183, Section 4.1.3]
•  low signal-to-noise ratio;
•  the adverse effect of signal decay, leading to
• high acquisition band widths; and
• low resolution.
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Figure 4.15: The HASTE (half-Fourier single-shot turbo-spin-echo technique) 
pulse sequence.
G R A SE GRASE (gradient and spin echo) uses a combination of RF refocusing 
and gradient reversal to create an echo train [210]. This allows the acquisition 
of two to four times as many echoes as either EPI or RARE [211]. GRASE also 
achieves a higher spatial resolution than EPI [195]. Like RARE, GRASE can be, 
but is not necessarily, used as a single-shot sequence.
H A ST E  Turbo spin-echo sequences use multiple refocusing pulses to acquire 
several lines of k-space following each excitation pulse. HASTE (half-Fourier 
single-shot turbo-spin-echo technique) is a single-shot turbo spin-echo sequence, 
using half-Fourier acquisition [212]. The pulse sequence is shown in Figure 4.15. 
The use of half-Fourier imaging allows the complete acquisition of the signal before 
it decays. The first and last echoes have different T2  weightings, however, so careful 
optimisation is necessary to minimise image blurring. HASTE has the advantage 
of producing fast purely Tg-weighted images, and the disadvantages of low signal 
to noise and high RF power deposition.
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4.5 Computational Algorithms
In this section, the various computational algorithms used in this work are 
presented. They were mostly implemented using IDL, often using the standard 
IDL library routines.
Mathematical computing involves two main sources of inaccuracy: round-off 
error, Cj., and truncation error, The former arises because computers store 
floating point numbers in the form
s x M x  B'-®, (4.20)
where s is the sign bit, M  and e are integers, B  is usually 2, and E  is b. constant 
integer. Some numbers do not have an exact representation, and so floating­
point arithmetic is not generally exact. The machine accuracy, is the smallest 
floating-point number that, when added to 1.0, gives a result different from 1.0. 
The PC on which this section was typed, for example, has Cm 10“ .^ Any 
operation involving floating point numbers introduces a round-off error of Cm- 
Truncation error is the difference between a numerical calculation and the analytic 
answer. It is therefore a parameter that one aims to minimise. Sometimes, as in 
the case of numerical derivatives, one has to find a compromise between truncation 
and round-off errors.
‘Défendit numerus, ’ is the maxim of the foolish;
‘Deperdit numerus, ’ of the wise.
C. a  Colton (1820)
4.5.1 Numerical Derivatives Using Finite Differences
In Chapter 5, it will be necessary to find the partial derivatives of a function 
numerically. This will be done using Newton’s “finite difference” formula,
/ ' ( 4  .  + (4.21)
where /i is a small increment in x. For maximum accuracy, it is necessary to 
decide the optimum h. This essentially means finding an appropriate trade-off 
between the truncation error and the round-off error. The truncation error, et, 
comes from higher terms in a Taylor expansion [213, pages 92-95],
l ^ E ± ! l z Æ .  = f  + l h f  + . . . ,  (4.22)
and, therefore,
e t~ |h /" (x ) |.  (4.23)
4.5. COMPUTATIONAL ALGORITHMS 72
As long as A, is chosen to have an exact representation in floating-point format, 
the roimd-off error
f{x)
h
Minimising Cr +  gives
h
(4.24)
(4.25)
The optimum h, therefore, is of the order of the square root of the machine 
precision.
As illustrated in Figure 4.16, a better estimate of the derivative can be found 
by taking points either side of x, so that
f { x  +  /i) -  f {x  -  h)
2h (4.26)
By a similar treatment to that above, h ^  with a fractional error of
the order of Although this gives a better result, it requires two function 
calls in addition to the one to find f{x).  In the method to be introduced in 
Chapter 5, this would lead to seven rather than four function calls to a slow 
function. The increased execution time is enough to make equation 4.21 preferable 
to equation 4.26 in this case. Indeed, several methods exist that are more accurate 
still [174, Section 5.7] but require still more function evaluations.
Perhaps the leading cause of error in using software for any nonlinear 
problem is incorrect coding of derivatives. J. E. Dennis and R. B. 
Schnabel (1983)
4.5.2 Linear Equations
4.5.2.1 Introduction
A set of linear equations can be written in matrix form as
A • X =  b,
where
A =
ail
021
Ol2
022
• • Giiv
* * 02N Î 5  =
■ h  -
2^
_  omi 0M2 * • omn . . _
(4.27)
and X is unknown. Of particular interest in this work is finding x  in the case where 
M  > N , that is, equation 4.27 is overdetermined, and there are more equations 
than unknowns. In this case there is no solution vector x  to equation 4.27, and 
the aim is to find the x  that best fits the data, using a “cost function” such as 
least squares.
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Figure 4.16: Using two points either side of the test point, as in equation 4.26, 
gives a better estimate of the gradient that just one point, as in equation 4.21.
4.5.2.2 Singular Value Decom position
A robust method of solving linear equations is known as singular value decom­
position (SVD). A matrix is defined as singular if its determinant is zero. This 
can happen analytically, or also numerically, if, for example, a least-squares fit­
ting routine cannot properly distinguish between two parameters. The equations 
then effectively become underdetermined, and some fitting techniques will fail. 
SVD can deal with this situation, and is therefore the method of choice for linear 
least-squares fitting.
SVD is based on the theorem
A =  U  W  V, (4.28)
where A has dimensions M  x N ,  with M  > N ; V  has dimensions M  x TV; W  has 
dimensions N  x N; and V  ihas dimensions N  x N . The columns of u  and V  are 
orthonormal:
M
Y^U ikUi^ = l < k < N ,  l < n < N
i = l
M
7 .  VjkVjn = Skn i  i
J=1
l < k < N ,  l < n < N
(4.29)
(4.30)
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A proof of this theorem can be found elsewhere [214, pages 332-334]. Using the 
decomposition 4.28 to solve equation 4.27, one finds [174, Section 2.6] that
X  =  V  ■ diag • (U'^ • b ) ,  (431)
where is the transpose of U.
4.5.3 Modelling of Data
This section outlines how parameters were fit to data in this work. In all of 
the data sets, the number of data was greater than the number of parameters. 
When this is the case, the equations aie said to be overdetermined, because there 
are, in effect, more equations than unknowns. No unique solution exists in this 
case, and the aim is to use a figure-of-merit function to find the parameters that 
best fit the data, given the inevitable presence of noise.
4.5.3.1 Least Squares
Given N  measurements of a model with M  parameters, in order to deduce 
a best fit, it is necessary to define a criterion for “goodness” . In other words, 
one wants to find the set of parameters that most probably represent the data 
correctly. It is usual to assume that the measurements will be distributed as a 
Gaussian around the true values. The probability of a particular data set occur­
ring, " r  r 1 ) V ] ^ifyi 2 V aP  oc TT < expi=i I
Maximising equation 4.32 is equivalent to minimising
(433)
and, since N,  a, and A y  are all constants, minimising equation 4.33 is equivalent 
to minimising
^  ~^j[yi y{p^ i\ ■ ®Af)] • (4.34)
i = l
One hence arrives at least-squares fitting for independent measurements with 
a constant standard deviation and normally distributed errors. I shall discuss 
deviations from this ideal in Subsection 4.5 3.3. The parameter to be minimised 
is usually defined as chi-squared,
 ^m) V  (4.35)
i = l
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Linear M odels One often wants to model an overdetermined system of linear
equations, such as equation 4.27. This includes the familiar straight line fit,
y{x) =  +  Ü2 X, (4.36)
and higher order polynomial fits. In general,
M
y{x) =  ^  ] akXfi{x), (4.37)
fc=L
where A i( r ) , . . .  , X m {x) are functions of x known as the basis function. These 
need not be linear.
N orm al E quations The normal equations give the least-squares solution 
of linear equations. For example, in the straight line case of equation 4.36, it can 
be shown [215, Section 8.2] that
Least-squares fitting by use of the normal equations is fast, but not always robust. 
Singular value decomposition is preferred, because, in principle, it should never 
fail.
S ingular Value D ecom position Singular value decomposition, introduced 
in Section 4.5.2.2, is the method of choice for linear least squares. The reason for 
this is that the normal equations can become singular and fail if there is more than 
one solution that can fit the data about as well. SVD deals with this situation 
much more robustly, and in principle will not fail. Although it is slightly slower, 
I have not encountered any situations where this becomes significant. The IDL 
function “Svdfit” performs linear least-squares fits using SVD.
N onlinear M odelling Performing least-squares fits on data with a nonlinear 
model is central to Chapter 5. This is a somewhat more complicated problem 
than the linear case, and it is necessary to use an iterative method: the Levenberg- 
Marquardt algorithm.
At this point it is worth mentioning equation 3.45 characterising transverse 
relaxation, which is usually written as
2/ =  oexp . (4.40)
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Clearly, this equation is nonlinear. One can, however, re-write it as the linear 
equation
ln 2/ =  l n a —— . (4.41)T2
Rewriting a nonlinear equation as a linear one is valid, indeed often desirable. Two 
notes of caution are necessary, however. Firstly, one would expect the standard 
deviation of y to be constant, but not the standard deviation of In y. It can easily 
be shown that
^ ln ( y )  =  i .  (4.42)
It therefore becomes necessary to weight the fit proportionally to y. Secondly, and 
more problematically, when the signal has decayed to the extent that noise domi­
nates, one expects to obtain some negative data points, for which equation 4.41 
is no longer valid because y appears inside a logarithm. Using the modulus in­
troduces another problem: the later points in the noise are no longer distributed 
normally around the true values, and the noise adds a “baseline” onto these points. 
I prefer, therefore, to use equation 4.40 and a nonlinear algorithm.
Levenberg—M arq u ard t A lg o rith m  Near the minimum, can be approx­
imated by the quadratic form
X^(a) 7 -  d • a  +  ^ a  • D • a  (4.43)
If this approximation is a good one, then a single iteration should reach the 
minimum:
amin =  a/v +  D “  ^ • [-Vx^(a)v)]. (4.44)
Differentiating with respect to a  twice yields the result
where A; =  1,2, . . .  , M  represent the dimensions of a  [174, page 682]. This gives 
a set of linear equations
m
^  — Pk) (4.46)
l-l
where
5  (4.48)
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This method, known as an expansion method, is efficient close to the mini­
mum, and can find the best fit solution in a few iterations. The assumption of 
equation 4.43, however, breaks down far from the minimum, and so the method 
is not robust. A more robust alternative is the steepest descent method:
aiv+i = 3ln - h  a# . (4.49)
This, however, becomes agonisingly slow close to the minimum.
Marquardt recognised that the best plan is to use the steepest descent method 
far from the minimum, and the expansion method close to it. He put forward 
an algorithm similar to some earlier independent work by Levenberg [216], which 
switches smoothly between the two methods [217]. The Levenberg-Marquardt 
algorithm has been adopted as the standard nonlinear least-squares algorithm. 
One important insight of the algorithm is that even if one is too far from the 
minimum for equation 4.43 to be valid, the Hessian (second derivative) matrix, ctki 
can still yield some information about the size of the constant h in equation 4.49. 
Equation 4.49 can therefore be replaced with
Sai =  T— A, (4.50)Aaii
where A is an arbitrary constant, used to ensure that the step size is not too big. 
If a new matrix, a' is defined such that
«i* =  oijk (4.51)
then equations 4.46 and 4.50 can both be replaced by
M
Y^a'j,i0ai = Pk- (4.52)
f=i
When A is large, the diagonal of a' dominates, and equation 4.51 is equivalent to 
equation 4.50, the steepest descent method, and when A is small, equation 4.51 
approaches equation 4.46, the expansion method.
So, this is the Levenberg-Marquardt algorithm:
1. Choose an initial set of parameters a.
2. Calculate %^(a).
3. Set A to be quite small (expansion method), for example A =  10“ .^
4. Solve the linear equations 4.52 for Sa. and evaluate %^(a +  5a).
5. If x^(a +  5a) >  %^(a) then reject the new value, increase A by a substantial
factor such as 10 to move towards steepest descent, and go back to 4.
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6. Otherwise update the trial solution, decrease A by the substantial factor, 
and go back to 4.
One continues until is changes by just a negligible amount, say 1%. Further 
iterations then become unproductive, because the changes in are not statisti­
cally significant, and equation 4.46, similar to the normal equations, can become 
too unstable to improve the solution. Once the algorithm has converged, one is 
close enough to the minimum to set A =  0 and calculate the covariance matrix
[C] =  (4.53)
The IDL function “Lmfit” implements the Levenberg-Marquardt algorithm, 
using the C program “Mrqmin” found in [174, pages 685-686].
4.5.3.2 Confidence Limits on Parameters
Clearly, one should not be satisfied with obtaining the best estimates of pa­
rameters when modelling data. It is also necessary to know the uncertainties in 
these estimates. All experimental measurements contain noise which masks the 
true value from the experimenter. In particular, the echo-planar imaging tech­
nique to be introduced in Chapter 5 will use quite noisy data sets. It is of interest 
to know how the uncertainties in the parameters relate to the signal to noise of 
the data.
M onte Carlo S ynthetic  D a ta  Sets It can be quite difficult to show ana­
lytically how the uncertainties in the parameters vary with the signal to noise, 
particular when the model function is numerical. An alternative is to use Monte 
Carlo techniques. One generates a synthetic data set, and adds the appropriate 
amount of noise to it. In practice, the noise would have a Gaussian distribu­
tion, and so normal deviates are used. The parameters can then be estimated 
from these synthetic points using the chosen algorithm, as in a real experiment. 
By repeating this procedure many times, one can build up a picture of how the 
measured values compare to the true values, which, unlike in real experiments, 
are known exactly. The moments of the distributions, particularly the means and 
standard deviations, can be compared to the true values and signal-to-noise levels.
Another application of this method could be to compare alternative fitting 
algorithms. This will not be done in Chapter 5, where a well established technique 
is being used, with no real alternative. It will be seen, however, that when the 
noise becomes too severe that the technique starts to break down. The robustness 
of the algorithm will therefore be observed, in addition to the minimum useful 
signal to noise.
T h e  B o o ts trap  M ethod  A simple and useful Monte Carlo method of es­
timating errors in fitted parameters is the bootstrap method [218, 219]. This
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Subject Reference
Moments of a distribution 
Random numbers: general 
Uniform deviates 
Normal deviates 
Fast Fourier transform 
Fourier & spectral applications
[174, Section 14.1]
[220, Chapter 3] & [174, Chapter 7], 
[221]
[222]
[174, Chapter 12] & [25]
[174, Chapter 13]
Table 4.1: Recommended reading for miscellaneous topics in numerical com­
puting,
will be used to estimate errors in diffusion coefficients in Chapter 6. It is an ex­
tension of the method of creating synthetic data sets, used when one has acquired 
a real data set, but is unsure of the uncertainty associated with each point.
If the original data set contains N  independent and identically distributed 
points, then synthetic data sets can be created by drawing, at random, N  points 
from this set. On average, e”  ^ fa 37% of the points are replaced by duplicated 
points. This creates a new data set with the same distribution and underlying true 
value, which can undergo the fitting process in the same way as the original set. 
Repeating this process a large number of times gives a set of parameter estimates 
that are distributed around the true value in the same way as the original fit, and 
therefore one can find the standard deviation.
4.5.3 3 Robust Estim ation Using Least Absolute Deviation
Most of the discussion in this section so far has made the assumption that 
experimental points are neatly distributed about the mean or a straight line in a 
Gaussian distribution. This “central limit theorem”, can, in practice, be poorly re­
alised, and experiments can yield values, known as outliers, which deviate severely 
from the Gaussian distribution. As Figure 4.17 shows, outliers can be disastrous 
for least-squares fitting. Robust parameter estimation seeks to deal with this.
In the case of straight line fitting, one can replace the least-squares merit- 
function with the absolute deviation \yi — a — bxi\. One is, in eflî’ect, replac­
ing the mean of the data with the median, which is, in general, a more robust 
parameter. Least absolute-deviation fitting is tried in Chapter 6, but found not 
to offer a significant improvement in the modelling of the data in this case.
4.5.4 Other algorithms
Other computational algorithms go beyond the scope of this thesis. Good 
references for other topics can be found in Table 4.1.
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Figure 4.17: The least absolute deviation method of fitting is more robust than 
least squares when outliers are present. In this example, both methods have been 
used to fit some data, where y = x. In this case, 90% of the points have a Gaussian 
distribution with a standard deviation of 0.01, but 10% of the points are outliers. 
SVD returns y =  0.0591 4- 0.862x, and is shown by the red line; LAD returns 
y =  0.000894 +  0.996a: and is shown by the green line.
Chapter 5 
Fast Sim ultaneous M easurem ent 
of Ti and T2 U sing EPI
5.1 Introduction
Magnetic resonance imaging is used as a qualitative technique in many of its 
applications. The relaxation times Ti and Tg can be used to provide contrast 
in images, because the typical variation in these parameters is usually somewhat 
larger than that in proton density. Several methods are available of achieving this 
contrast [157, Chapter 5], but the outcome is usually a Ti or T2  weighted image 
rather than a calibrated Ti or T2 map. The measurement of these parameters in 
vivo has found a number of applications, and as a result a variety of techniques 
have been developed for the measurement of Ti and Tg (see Section 2.3). The 
radio-frequency (RF) flip angle 6 has no diagnostic value, but its calibration can 
prove useful, for example in the investigation of the B i homogeneity and the slice 
uniformity of a probe.
Most often, the three parameters are measured separately, but a technique 
is proposed here which allows their fast measurement in a single sequence. This 
sequence could potentially reduce the amount of time that a patient has to remain 
inside a scanner. It is capable of measuring and mapping Ti, T2, 0, and relative 
proton density p from a repeated sequence of EPI single-plane images, with an 
acquisition time of the order of a few seconds for relaxation times up to about Is. 
Biological tissues at medium and high field strengths tend to have relaxation times 
in the range 40-2000ras [39, Table 24-3]. The technique involves taking a series of 
images with a short repetition time, which makes EPI an ideal pulse sequence to 
use. Intensity variations occur due the effects of the parameters Ti, T2, 0, and p. 
These variations can be modelled, and used to extract the parameters from the 
data. Results have been obtained showing the sequence working in zero and one 
dimensions, but implementing the technique in two dimensions has proved more 
difficult. The technique has also been extended to a version of the SPRITE pulse 
sequence.
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5.2 Image Intensity W ith Short %
In echo planar imaging, the image is acquired in a short time after the applica­
tion of an RF pulse, during which the magnetisation does not relax significantly. 
Spin-echo based versions of EPI are available, but the 180° refocusing pulses com­
plicate the analysis, and this discussion assumes that gradient-echo based EPI 
is being used. Once the acquisition has finished, one can repeat the image with 
another RF pulse and acquisition. If this is done soon after the previous image, 
then the magnetisation will still not have returned to equilibium, and Ti, T2, and 
9 will affect the image intensity, which will be lower. This effect has often been 
dismissed as spurious, but it does in fact enable one to measure Ti, T2, and 9 after 
a few images have been acquired.
In the following sections, the effect of each parameter on the image intensity 
is discussed. In each case, the results given are derived from the Kaiser method of 
Section 3.4. An assumption that is made throughout this chapter is that when a 
series of images is acquired with a short repetition time, there was an long delay 
before the first image, so that the magnetisation starts at equilibrium.
5.2.1 Effect of Ti
In this section, the situation when l 2 =  0 s is discussed, that is, the effects of 
transverse magnetisation are neglected. It further assumes that 9 — 90°; different 
flip angles will be discussed later.
When a series of images are acquired separated by a time Tr , the intensity of 
the images is dependent on the recovery of the longitudinal magnetisation:
S i oc Mo 
S 2 . . . 0 0  oc Mq 1 — exp (-Î)] (5.1)
One can therefore use the difference between the first and subsequent image in­
tensities to measure Ti [43].
In terms of the Kaiser method, the magnetisation starts in the longitudinal 
substate ho. The 90° pulse moves all the magnetisation into the transverse sub­
state /o, and an image with the maximum signal intensity is acquired. The /q 
substate immediately decays (because T2 =  0), and the ho substate recovers at 
a rate depending on Ti, Unless Ti, subsequent images therefore have less
magnetisation available in the Hq substate.
5.2.2 Effect of T2
Now let us examine what happens when T2 ^  0, that is, taking into account 
transverse magnetisation. The fi substates no longer decay immediately, but
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Figure 5.1: Evolution of the signal intensity in a series of hypothetical EPI ex­
periments when Tji = 0. 0 = 90°.
rather with the time constant llgU So, as before, we start with the substate 
ho, and fo after the first RF pulse. This substate now survives to become the 
substate / i  after one repetition time. Meanwhile the ho substate has recovered as 
in Section 5.2.1. After the second RF pulse, this becomes fo, and the intensity of 
the second image is as in equation 5.1. But the f i  substate is mixed by the second 
RF pulse into the substates /± i and h±i, and the negative substates will rephase 
to cause intensity fluctuations is subsequent images. The first one of these arises 
from the /_ i substate which becomes fo before the third RF pulse, ho between 
the third and fourth pulses, and fo again after the fourth RF pulse. Therefore 
the third RF pulse is still given by equation 5.1, but the fourth has an additional 
contribution depending on T2. Further RF pulses cause further mixings of the 
substates, and these add up to different image intensities. Figure 5.1 shows how 
the image intensity would progress with a repetition time of zero.
After many pulses, a many substates are filled, and the image intensity be­
comes quite complicated. Eventually, however, equilibrium is reached in the fo 
substate, because transverse relaxation prevents the substates with a /s > ^  con­
tributing much to the image intensity. Sobol and Gaunt found, using the Kaiser
^Strictly, the f i  substates decay with the time constant T ^ ,  but this is irrelevant because the 
extra dephasing is reversed.
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Figure 5.2: Examples of the evolution of signal intensity when 0 ^  90°. T r/T i —> 
0. Compare Figure 5.1. The solid line shows 9 =  85°, and the dotted line shows 
9 =  95°.
theory, an analytic expression for the stationary state [143]. Ernst et al. have also 
calculated the equilibrium, using rotation matrices, by equating the magnetisation 
just preceding and just following a pulse [223, Section 4.2.5].
5.2.3 Effect of the Flip Angle
The previous two sections have both aasumed that 9 =  90°. In this case, the 
points occur in pairs: image two has the same intensity as image three, image 
four as image five, and so on. If the flip angle is less than 90°, then the first image 
intensity is less, because not all the ho substate is converted to /o; the second is 
more, because the ho substate is recovering from a higher value; and the third 
is less because it already contains a (negative) contribution from the mixed fj 
substates. The resulting evolution of image intensity is shown in Figure 5.2. It 
can be seen that, in effect, reducing the flip angle reduces the frequency of the 
fluctuations to fall. A similar argument applies when the flip angle is greater than 
90°: increasing the flip angle increases the frequency of the intensity oscillations. 
This is also shown in Figure 5.2.
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5.2.4 Analytic Calculations
Here I shall give analytic calculations of the first few images. As we shall see, 
the formulae quickly get excessively complicated. There is only one possible path 
leading to the /g state for the first image, and the intensity is proportional to 
sin 9. There is also only one path to the second image: Hq after the first pulse, 
and then /q after the second. The intensity is sin0[£'i(cos0 — 1) +  1], where 
El =  , Image 3 has two possible paths: remaining in the substate ho
until pulse 3, or being refocused as a spin echo via the substates f i  and /_ i. 
The intensities of these states are — sin0(£'i{cos0[Æ’i(cos0 — 1) +  1]} — 1) and 
jF| sin^d) sin0[l — 2 cos^(|)] respectively, where E 2  =  with the intensity
of the image being proportional to the sum of these.
These calculations are becoming overcomplicated, so I shall now consider the 
simpler case with 9 =  90°. In this case, the first RF pulse transfers all the 
magnetisation from the Hq state to the fo state, and the image has a relative image 
intensity of unity. The ho state recovers, and when this becomes the fo state after 
the second RF pulse, the second image has the relative intensity 1 — Ei. The same 
happens to give the third image a relative intensity also of 1 — E"i. In the 90° 
pulse case, the spin echo which was about to occur at the third image gets stored 
in the ho state until the fourth image. It then contributes ^E^Ei to the image, 
giving the fourth image a total intensity of 1 +  \E i{E 2  — 2). There are several 
paths possible to the fifth image, but each one still involves 2Tr of transverse 
relaxation, and one repetition time of longitudinal relaxation. Therefore, the fifth 
image is equal to the fourth. The sixth and seventh images contain contributions 
from paths via the I =  ±2 substates.
It is apparent from this discussion that although it is possible to calculated 
the magnitude of each state analytically, using the Kaiser theory of isochromats, 
no general expression exists for the state, and, therefore, one cannot calcu­
late most of the partial derivatives, which will be required by the Levenberg- 
Marquardt algorithm, analytically. Instead, one has to proceed calculate the 
magnetisation on a pulse-by-pulse basis, and calculate the partial derivatives nu­
merically.
5.3 Method
5.3.1 Imaging Protocol
The imaging sequence proposed is as follows. A series of RF pulses of about 
90° are followed immediately by the acquisition of an image. Since T r <  T2, the 
acquisition must be fast. We propose the use of a variant of EPI [40, Section 3.6.3]. 
A gradient-echo variant such as MBEST is preferred, because this uses just a single 
RF pulse per acquisition, and is, as a result, easier to model. It is important that 
T r  is constant, and that the effect of the gradients is the same between each pulse,
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Figure 5.3: The sequence for measuring Ti, Tg, and 0 simultaneously. A series 
of evenly spaced RF pulses is each followed by an EPI acquisition. The gradient 
evolution between pulses must be constant.
as in equation 3.75. These are essential assumptions of Kaiser theory, and should 
be the case if the same pulse sequence is simply repeated n times. The sequence is 
illustrated in Figure 5.3. The result is a series of images, with each pixel varying 
according to the discussion in Section 5.2. A least-squares fit is used to extract 
the parameters from these data, using the Levenberg-Marquardt algorithm.
5.3.2 Parameter Fitting
5.3.2.1 Non-linear Least Squares
The parameters are fit to the data using the Levenberg-Marquardt algorithm. 
The points are calculated sequentially, so, in the absence of an expression for the 
image, the partial derivatives must be calculated numerically. Equation 4.21 
is used for this, rather than (the usually preferable) equation 4.26, because the 
execution time for the latter is prohibitive. Initial estimates of the parameters 
must be chosen. As long as these are of the right order, the algorithm should con­
verge; estimates closer to the solution will lead to quicker convergence. This will 
be discussed further in Section 5.4. The program is presented in Appendix A.I.2.
5.3.2.2 Fourier Analysis for B i
As mentioned in Section 5.2.3, the frequency of the intensity fluctuations is 
related to the flip angle. It follows that Fourier analysis can be used to extract 
the flip angle. Fourier analysis has been used to map before, but in that case 
the flip angle was varied to give a periodic intensity fluctuation in the images [65]. 
In this case, a series of identical pulses is used to find the flip angle.
We already know the frequencies corresponding to flip angles of 0°, 90°, and
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Figure 5.4: Positions of maxima of fast Fourier transforms of synthetic data sets 
with incrementing flip angles. Each data set simulated 512 points. The least- 
squares fit is rimax =  0.3558820 — 0.970584.
180°: 0° gives a frequency of zero, 90° a frequency of y ,  and 180° of /c, where fc 
is the Nyquist frequency [174, Section 12.1]. By Fourier transforming simulations 
of the intensity, one finds that the maximum lies at a pixel value proportional to 
the flip angle. Figure. 5.4 shows the maxima of Fourier transforms of flip angles 
from 10° to 170°. The y-ajds is calibrated with the formula
e TlrN 360' (5.2)
where rimax is the position of the FFT maximum.
The main drawback of using this method of finding the flip angle is the lack 
of resolution. In this above result, 512 points were simulated, but one would 
be very unlikely to acquire so many points in practice. The resolution when N  
points are acquired is When N  = S, this is only 45°, which is very poor 
considering the much greater accuracy and precision of using the Levenberg- 
Marquardt algorithm to fit the flip angle. It also excludes the possibility of using 
Fourier analysis to relieve the pressure on the Levenberg-Marquardt algorithm by 
reducing the number of parameters. If one assumes that equilibrium is reached 
by the last point, then one can repeat this point to create a new data set with 
many more points. In this way, one could improve the resolution upon Fourier 
transforming. Such a trick, however, is unnecessary, given the fitting algorithm.
5.3. METHOD
5.3.3 Imaging Parameters
5.3.3.1 Minimum Number o f Images
Four parameters are being fit to the data: Ti, T2, 0, and p. The bare min­
imum number of images, therefore, is four. Using this minimum is likely to 
give a mediocre result, however. As discussed in Section 4.5.3.1, the Levenberg- 
Marquardt algorithm is similar to the normal equations in that it can have trouble 
when the effects of individual parameters are not sufficiently distinguishable. In 
the presence of noise, as is likely to be the case with this sequence, the algorithm, 
having effectively become underdetermined, will not converge reliably. This being 
so, it is as well to acquire more images than the bare minimum, in order to ensure 
that the number of points is much greater than the number of degrees of freedom. 
I would suggest a minimum of eight, or, better, sixteen. This is subject to other 
considerations, such as processing time, imaging time, and experimental problems 
one might experience (see Section 5.6.5).
5.3.4 Tr
The selection of the optimum Tr is essential to maximise the sensitivity of 
the technique. One might be tempted simply to image with T r  as low as possi­
ble, because this maximises the stimulated echo effects. The results most visibly 
showing these effects are not, however, the best quantitatively. Unfortunately, the 
optimum repetition times can differ from parameter to parameter. I shall discuss 
each parameter in turn.
5.3.4.1 Tl
It is well known, and easy to show, that a progressive-saturation experiment 
is most sensitive to Ti when T r  =  Ti, because then =  0. This is a good
repetition time for the measurement of Ti.
5.3.4.2 T2
T2 is somewhat more complicated than Ti, and is best viewed numerically. This 
will be done in Section 5.5.4. In general, shorter repetition times are required for 
reliable measurement of T2, so that the fluctuations are su&ciently large.
5 3.4.3 Flip Angle
The flip angle used with sequences such as MBEST is usually 90°, on the basis 
that this maximises the signal to noise when the magnetisation is excited from
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equilibrium. In fact, if Tr, is short, the maximum signal at equilibrium, neglecting 
T2, is given by the Ernst angle [223, Section 4.2],
9e =  cos-1 Trexp 1 (5.3)
A more complicated formula including T2 exists [223, Section 4.2]. Maximum 
signal magnitude, however, does not necessarily corresponding to the maximum 
parameter contrast. Pelc has shown [224] that for FLASH, optimum Ti contrast 
is obtained when
, / 2 e - ^ / ^ i  -  1 \
® (  2 -
As we shall see in Section 5.5.2, the sensitivity of the proposed technique rises 
rapidly up to about 90°, and then levels off for most obtuse angles. One might 
consider 90° to be safer, because this flip angle never allows negative images, thus 
permitting the use of modulus images without the risk of points being reflected 
about the æ-axis.
5.3.5 Mapping Time
5.3.5.1 Data Acquisition
The imaging time, obviously, is
t =  A T r , (5.5)
where N  is the number of images. iV =  8 is reasonable, as discussed in Sec­
tion 5.3.3.1; T r is chosen depending on Ti and An acquisition time of 32ms 
has been reported using BEST, so let us take this as the minimum T r . A high 
T l in vivo is CSF, for which Ti 2s at 1 T  [122, Table 6-2]; so let us take this 
as the maximum T r . This puts t  in the range 256ms < t <  16s. Realistically, t 
is likely to be a few seconds. Look-Locker experiments require a time of 5Ti to 
sample the recovery of longitudinal magnetisation when measuring Ti. In general, 
the imaging time here is of the same order of magnitude, but the imaging time 
is more dependent on T2, because one generally optimises T r for this parameter, 
its random error being greater. When T2 is less than Ti, the acquisition time for
this technique is likely to be slightly less than this.
5.3.5.2 Parameter Fitting
The fitting of parameters to the data is much slower than their acquisition. 
The time taken,
t — ripixels^ctfc ) (b'b)
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Figure 5.5; The time taken for a call to the function “Kaiser” is dependent on the 
number of points. These timings are for a 200-MHz-Pentium-driven PC.
where ripixeis is the number of pixels to be fit, nfc is the number of function calls 
to the magnetisation calculator, and tfc is the time taken per function call. This 
is quite difficult to enumerate. Tipixeis =  4096 for a 64 x 64 image, rife is heavily 
dependent on the quality of the initial parameter estimates. For perfect estimates, 
only four function calls will be necessary; for poorer estimates, nfc might reach 
about forty before the algorithm becomes unable to converge at all. tfc depends 
on both the number of points to be calculated, and the speed of the computer; 
it is independent of the other parameters. Figure 5.5 gives examples of tfc on a 
personal computer containing a 200 MHz Pentium processor. As an example, to 
fit a 64 X 64 map, with eight images acquired, might take between 16 min and 
128 min. It should be remembered, however, that a significant proportion of the 
pixels will probably not contain part of the subject and therefore do not need to 
be fitted.
5.4 Robustness of Parameter Fitting
The Levenberg-Marquardt algorithm is designed to be robust when searching 
far away from the minimum. In this case it takes simple downhill steps towards 
the minimum, as discussed in Section 4.5.3.1. As a result, the algorithm will still 
converge on the minimum so long as the initial guesses are reasonably sensible. 
The consequence of a poorer initial estimate of the parameters is not that the
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wrong result will be reached, but that the correct result will be achieved more 
slowly.
If, however, the initial estimates are extremely far from the minimum, it is 
likely that the algorithm will converge to a local minimum in a different part of 
parameter space. The issue of global minimisation when local minima are present 
is a difficult one [174, Section 10.9, for example], and is best avoided in this case 
by sensible estimation of the starting point. In principle, second derivatives can 
be used in the Levenberg-Marquardt algorithm to improve robustness [225, 226]. 
In the work presented here, however, derivative calculation is too slow to justify 
such an approach.
As an example let us take the case T r =  1.0, Ti =  1.0, Tg =  1 0 , 9 = 90°, 
and p = 1.0. This represents a point in four-dimensional parameter space. The 
question is, what is the maximum distance that our initial guess can be from this 
point that is possible with the algorithm still able to find its way to this global 
minimum, rather than getting stuck in a local minimum. A four dimensional shape 
ought to exist, enclosing this region of tolerance. By varying the parameters one at 
a time, and finding the range of tolerance, it is possible to find eight points on this 
shape: [Ti, Tg, 9, p] =  [0.3, 1.0, 90.0, 1.0], [4.3, 1.0, 90.0, 1], [1.0, 0.3, 90.0, 1.0], 
[1.0, 8.7, 90.0, 1.0], [1.0, 1.0, 52.0, 1.0], [1.0, 1.0, 122.0, 1.0), [1.0, 1.0, 90.0, 0.02], 
and [1.0, 1.0, 90.0, 10^ ®]. Straight away, one can see that T\, T2, and 9 are all 
reasonably robust, and an error of a factor of three does not foil the algorithm. 
The constant p is extremely robust, and only fails under extreme circumstances.
Since Ti and T2 have the same dimensions, these are a natural choice to map 
out a two-dimensional cross section. This was done by simply testing all the points 
on a grid. Figure 5.6 shows the region of robustness of T\ and T2 when 9 and p 
start at the true values. This rather irregular shape shows that there is a region 
around the true values where convergence is guaranteed, and a larger region where 
it may fortuitously occur, but is not guaranteed. This illustrates how the fitting 
process is robust, as long as reasonable estimates of the parameters are made.
5.5 Signal to Noise and Parameter Uncertainty
It is necessary to know the precision of the technique at different signal-to 
noise levels. Given the nature of the algorithm, it is much easier to investigate 
this using Monte-Carlo techniques than to attempt to find an analytic relationship 
between precision and signal to noise. In this section, I shall use the parameter 77 
to represent the reciprocal of the signal-to-noise ratio.
5.5.1 Comparison of Ti, T2 , 6^  and p
In this first simulation, noise(-to-signal) levels were tested from r; =  0.001 
to 1.0. At each noise level, 1000 synthetic data sets were created and fitted.
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Figure 5.6: Region of robustness for Ti =  T2 =  1.0, T r =  1.0, 6 =  90°, and 
p — 1.0. 9 and p are held at their true values. Inside this region, the fitting 
algorithm converges.
The other relevant parameters are T r =  1.0, Ti =  1.0, T2 =  1.0, 0 =  90°, and 
p = 1.0, with eight points fitted. Figure 5.7 shows the different fractional standard 
deviation in the fits for each parameter. It can be seen that in this case, T2 has the 
largest error, and p the lowest. The first part of the lines are linear after which 
the relationship becomes non-linear for all parameters except p. Least-squares 
fits give ctti =  6.0977 -  0.000362, = 25.0?? -  0.00580, =  4.927/ -  0.000550,
and ap — 0.8727/ 4- 0.00931, with the gradients obviously showing the relative 
precisions.
With 7/ =  0.02, which is realistic for EPI at 3 T, one can therefore expect, in 
this case, a precision of ±12% for Ti ±50% for T2, ±1.0% for 0, and ±1.1% for p.
5.5.2 9 Dependence
In order to investigate the effect of 9 on the precision, the conditions T r =  
Tl =  T2 =  1.0 were kept from the previous section, and a signal to noise of 100 
was chosen. 9 was incremented from 10° to 170° in steps of 10°, and the standard 
deviation of 1000 averages is shown in Figure 5.8. It can be seen that the Ti 
precision improves rapidly up to 0 »  70°, after which it levels off. T2 precision 
continues to improve as 9 increases, but does not improve much above 9 100°.
9 precision also levels off at 0 »  70°. p is the only parameter to have a sharply
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Figure 5.7: Each parameter has a different precision when fitted. This graph was 
obtained using a Monte Carlo technique. T r, =  1.0, Ti =  1.0, Ta =  1.0, 9 =  90°, 
and p = 1.0, and eight points were fitted. The Ti fractional standard deviation 
is shown in black, that of Ta is in red, 9 in green, and p in blue. The gradient 
of each line gives the relative precision for that parameter. The relationship 
between noise input to the algorithm and random error in the result is linear for 
each parameter up to a point where the algorithm breaks down and the error 
increases significantly.
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Figure 5.8: T he dependence o f relative precision on 9 for th e param eters T i, T2 , 
9, and p. T he colours are as in Figure 5.7. 77 =  0.1 for all the points.
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Figure 5.9: Increasing the num ber o f points acquired does n ot significantly im ­
prove the results. E ight points are b etter than four, the m inim um , however. T he  
colours are as in Figure 5.7. rj =  0.1 for all th e points.
defined m axim um  precision, which appears to  happen at 0 % 90°.
5.5.3 Number of Images
Figure 5.9 shows th at increasing th e num ber o f  points does not m ake very much  
difference to  the precision o f the result, except th at there is a rapid im provem ent 
from four points to  eight. T his shows th at it is worth ensuring th at the m odel is 
overdeterm ined, and using four points, the m inim um , is dangerous. T he in itia l rise 
rise in the precision o f  T i, 6, and p  from four to  five poin ts is not significant, since  
in both  cases the algorithm  is effectively underdeterm ined, and the T2  precision  
is much lower.
5.5.4 Repetition Time
T he effect o f th e repetition  tim e on m easuring the param eters was tested  
using two cases: T\ =  T2  and T\ =  IOT2 . In general, Ti >  T2 , so the former is a
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Figure 5.10: V ariation o f  precision w ith  T r when Ti =  7^. T he colours are as in 
Figure 5.7 T r  can b e set over quite a  large range for m easuring b oth  7 \  and T2  in 
th is case, rj =  0.1 for all th e points.
lim iting  case. In practice, T\ is often  on ly  slightly  longer than T2 . An exam ple  
o f when T2  <  T\ is in aqueous so lutions contain ing the Mn^‘*'ion, as discussed in 
Section  3 .5.5.1.
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..Figure 5T 0  shows how, T r  affects the.m easurem ent o f each o f the param eters 
when Tl =  T2 . T hese results are for eight d a ta  points, and a signal-to-noise ratio  
o f 100. It can b e seen th at Ti is best m easured when < ,7 R  <  |T i ,  and that 
T2  is best m easured when T r  % ^Tjg. It can also be seen th at there is quite a large 
range around these values where th e precision does not drop significantly. T he  
range i^Ti <  T r  <  Ti is safe for T i, and th e safe range for T2  is ^^ 7]% <  T r  <  T2 .
5.5.4.2 Tl = IOT2
It can b e seen from Figure 5.11 th at, unsurprisingly, the optim um  repetition  
tim es do not coincide so well w hen T2  T i. A gain, Ti is best m easured when  
T r  % 3 T 1 , w ith  a safe region ^ T i  <  T r  <  T i. T2  is best m easured when TR % §7^,
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Figure 5.11: Variation of precision with Tr when T\ =  IOT2. The colours are as 
in Figure 5.7 In this case, the optima for Ti and T2  do not coincide so well, and a 
compromise is necessary. 7) =  0.1 for all the points. The algorithm can be seen to 
be failing at the right of the figure, where repetition time is completely inappro­
priate. The T2 result becomes equal to the initial estimate, as the algorithm fails 
to modify it.
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with a safe region T2 <  T r < IOT2. Therefore, a compromise of ^ T i < T r <
(1^2 <  3% < Ig) is advised.
5.5.4.S 0 p i n  B o th  Cases
Figures 5.10 and 5.11 show that the precision of the measurement of 9 continues 
to improve as the repetition time gets shorter, with no turning point. This is 
because 6 is found from the nature of the fluctuations of image intensity, which 
get larger as Tr gets shorter, p has a constant precision over nearly all repetition 
times, with a fractional error equal to the reciprocal of the signal-to-noise ratio.
5.6 Results
5.6.1 0.5 T Results W ithout Gradients at Surrey
The technique was tested on some phantoms of aqueous manganese chloride 
and copper sulphate at various concentrations in order to provide a small variety of 
relaxation times. In general, CUSO4 phantoms have Ti =  T2 and MnCl2 phantoms 
have Tl > T2. The main experiments were done on the 0.5 T  whole body system. 
Tl was measured separately with a saturation recovery sequence and T2 with a 
CPMG sequence [181, 182] on the 20 MHz MARAN spectrometer in order to 
provide reference values. A small-bore 20cm RF saddle probe was used in order 
to give adequate signal-to-noise.
The technique was tested with 9 % 90° on the MnCl2 and CUSO4 phantoms. 
The reference measurements were used to select a sensible repetition time of 
100 ms that gives good T2 contrast for each phantom. Data were acquired imme­
diately after a series of rectangular 90% pulses separated by time Tr. These gave 
the intensity evolution expected, and least squares fits were performed in order to 
find the parameters Ti, T2, and p. Figure 5.12 shows an example of one of these 
fits. Figures 5.13 and 5.14 compare Ti and T2 values with the reference values for 
all the phantoms. It can be seen that the agreement is good, with a mean error 
of ±3% for Tl and ±7% for T2. This includes possible systematic error, such as 
variations in temperature over the course of the experiments.
5.6.2 0.7 T SPRITE Results
The 0.7 T small-bore system at Surrey is used for one-dimensional imaging 
only. It gives a reasonable signal-to-noise ratio, but the gradient coil has a high 
self inductance. This is not a problem when it is used in parallel with a capacitor 
to give a resonant circuit [2, 227], but otherwise as much as 10 ms has to be 
allowed for the magnetic field gradient to rise when it is switched. This is not a 
problem in SPRITE, since the gradient is constant for the duration of each “step” ,
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Figure 5.12: The parameters that best fit the data can be fit on a least squares 
basis. The crosses show saturation recovery data acquired from a ^  0.3mM MnClg 
phantom with Tr =  50ms, and the line shows the best fit.
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Figure 5.13: Comparison of the saturation recovery and EPI measurements of 
71 with the reference values. The diamonds show the results from nonimaging 
saturation recovery, and the triangles show the results from an EPI region of 
interest. Tr =  100ms. The solid line shows the fit 2/ =  0.968a; — 12.5 through the 
diamonds, and the dashed line y  =  0.918a; +  3.10 through the triangles.
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Figure 5.14: Comparison of the saturation recovery and EPI measurements of 
T2 with the reference values. Tr =  100ms. At this repetition time, the random 
error in the largest value is greater. The shapes have the same meaning as in 
Figure 5.13, and the fits are y  =  1.068a; — 7.59 for and y  =  0.929a; — 3.06 for 
T2.
and only changes by a small amount between steps. The gradient coil also is not 
screened, as so may give rise to eddy currents.
5.6.2.1 Modified SPRITE Sequence
A modified version of the SPRITE sequence was used to test the method in one 
dimension. The pulse sequence is shown in Figure 5.15. A series of evenly spaced 
RF pulses was applied on each step, each followed immediately by an acquisition. 
It is necessary to wait for ^  5Ti between steps to allow relaxation of the sample, 
so the acquisitions take somewhat longer than for conventional SPRITE. It is 
preferable to turn of the gradient between steps, because it is not required during 
this period, and excessive heating is likely to occur if current is passed for too 
long.
On a whole-body system, one could also test the feasibility of the technique 
using a repeated multishot gradient-echo sequence. Gradient-echo sequences are 
not really suitable for the small-bore magnet when it is in DC configuration, 
however, because the self inductance of the gradient coil leads to long gradient 
rise times.
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Figure 5.15: Modified SPRITE pulse sequence. A series of points is acquired at 
each gradient strength, followed by a relaxation delay, during which the gradient 
is turned off.
5.6.2.2 Tl & Ta
Gels doped with various concentrations of MnCla and CUSO4 were prepared in 
order to provide a range of Ti and T2 values. All the concentrations are approx­
imate — the MnCla and CUSO4 powders used to make the solutions were both 
hydrated by an unknown amount. This is unimportant, because the aim of the 
experiment was not to test the relationship between concentration and relaxation 
time. These values were measured using the system’s standard inversion-recovery 
and spin-echo sequences for reference. Two gels at a time were then placed back 
to back in the bore of the magnet, as shown in Figure 5.16, and the resulting 
profile imaged at a suitable repetition time. The profiles showed the expected 
fiuctuations in the magnetisation, and an example of this is shown in Figure 5.17. 
The profiles were fit on a pixel-by-pixel basis, and an example of a set of four 
parameter profiles is shown in Figure 5.18. Table 5.1 compares the SPRITE mea­
surements of Tl and T2 values to the reference values, and also shows the mean 
9 and p. Note that the standard deviations on the values of p are misleadingly 
large, because the signal intensity is lower at the edges of the profile.
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Figure 5.16: In testing the modified SPRITE sequence, two gels were placed 
together at the centre of the bore of the magnet.
Figure 5.17: A surface plot showing a series of profiles of two gels, obtained using 
the modified SPRITE sequence. Tr =  13 ms. The gels shown are 4% gelatin -f- 
~  5 mM CuS04 5^^ i 8% gelatin 4- 1 mM CUSO4.
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Figure 5.18: A set of parameter profiles, acquired using the SPRITE sequence. 
The phantom gels are 2% gelatin+ ^  2.5 mM CUSO4 and 4% gelatin +
0.5 mM CUSO4.
D escrip tion IR  T l /m s S P R IT E  T l /m s SB T2 /m s S P R IT E  T2 /m s S P R IT E  e  / " S P R IT E  p
8% g ela tin 1256 1220 ±  50 754 640 ±  60 89.8 ± 0 .5 27 ± 34% g e la tin 1841 1730 d: 60 1028 1400 ±  90 89 ±6 27 ± 32% g e la tin  8% g e la tin  
+  10 mM  CUSO4
1872 1690 ±  90 1042 800 ±  160 91 ±  0 .6 27 ± 4
35.27 39 ± 2 24.72 17.8 ±  1.9 90.2 ±  1.1 23 ± 4
4% g e la tin  
+  6 m M  CUSO4
80.07 73 ±6 57.23 48 ± 3 89 ±  0 .4 26 ± 4
2% gela tin  
+  2.6 mM  CUSO4
160.8 145 d: 9 116.9 90 ±  5 88.7 ±  0.6 25 ± 3
8% g e la tin  
+  10 m M  M nCla
8.42 9 .0  ± 0 .8 2.12 2.2 ±  1 92 ±  3 14.6 ±  0 .8
4% g ela tin  
+• 5 mM  M nOla
20.15 21 ±  1 4.58 4 .9  ±  2 .3 88.5 ±  1.1 19 ± 3
2%  gela tin  
+  2.5 mM  M nC la
64.46 67 ± 4 10.91 6.6 ±  1.8 93 ± 4 22 ± 3
8% g e la tin  
+  1 m M  CUSO4
172.6 145 ±  16 70.46 48 ± 3 90.6 ± 0 .7 26 ± 4
455 ge la tin  
+  0.5 m M  CUSO4
365.6 290 ±  30 140.6 98 ± 4 89.2 ± 0 .5 25 ±  4
Table 5.1: One-dimensional results using the modified SPRITE sequence, and 
reference results using standard sequences for comparison. The reference results 
were acquired without the presence of a gradient. IR and SE stand for inversion 
recovery and spin echo respectively.
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Figure 5.19: Profiles of 6 plotted as a function of RF pulse length, fitted from 
modified SPRITE data.
5.6.2.3 e
A series of profiles of the 2% gelatin +  2.5 mM CUSO4 and the 8% gelatin +  
10 mM MnCU gels was acquired with a repetition time of 13 ms in order to test 
the measurement of the flip angle by this technique. The RF pulse length was 
incremented by 2/xs for each set of profiles, which corresponded to an increase in 
9 of about 7°, since the lower power RF amplifier was used. Figure 5.19 shows 9 
increasing with each profile. The average 9 was calculated for each profile, and 
the result of this is shown in Figure 5.20. It can be seen that the relationship 
is linear as expected. A least-squares fit was done using SVD, with the result 
y =  8.214 +  6.599%.
5.6.3 0.5 T EPI at Surrey
With the technique justified in a nonimaging experiment, it was applied to 
sequences of echo planar images. The use of EPI lowers the signal-to-noise ratio, 
increasing the random error in the results. Image data sets were acquired on the 
0.5 T system using the MBEST sequence of Figure 4.11. The acquisitions were 
offset by altering the phase gradient so that the echoes occured a quarter of the way 
down k-space instead of half way down in the phase gradient direction. This was 
done to reduce the effect of TJ on the images. The pixel size was 8 ram x 2 mm 
in a field of view of 128 mm x 128 mm. It can be seen from Figure 5.21 that
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Figure 5.20: The average 6 for each profile in Figure 5.19 plotted as a function of 
RF pulse length; tp. The line shows the least-squares fit 0 =  8.214 +  6.599tp.
these showed the ripples as expected. When processing the images, one can either 
average over a region of interest and then fit to this average, or do a pixel-by-pixel 
fit to give a map and then average over regions of interest on this map. Since the 
fits for this technique are relatively slow, the former is by far the faster option. 
In this (medium field) case, this has the additional advantage of increasing the 
signal-to-noise, and consequently improving the fit.
Sequences of echo planar images of the four phantoms were acquired with T r  =  
100 ms and a slice thickness of 10 mm. In order to provide the necessary gradient 
strength for the EPI experiments, a 30 cm diameter gradient set was used, which 
giving maximum gradient strengths of 42 mTm”  ^ along the z-axis and 25 mTm“  ^
along the x- and y-axes. Fits using regions of interest of about 6 cm^ and pixel-by- 
pixel maps were performed in order to compare the accuracy of the two methods 
with each other and to reference results using bulk saturation recovery and bench- 
top results. In this instance the pixel-by-pixel fits were unsuccessful because the 
signal-to-noise proved too low with regions this small. However, increasing the 
field strength or other methods of raising the signal-to-noise should make pixel-by- 
pixel fits quite feasible. It is reasonable to assume a signal-to-noise of the order 
of 50-100 using EPI at 3 T in heads. The results of region of interest fits are 
included in Figures 5.13 and 5.14. It can be seen that the results are still correct, 
but the random error is increased somewhat by the extra noise, in agreement with 
the theoretical predictions. In this case, the mean error was ±11% in Ti and ±9%
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Figure 5.21: A series of EPI images of a M11CI2 doped phantom with 9 =  90° 
clearly shows the ripple effects expected. Tr =  60 ms, Ti =  1530 ms, and T2 =  
770 ms. The first image is bright, the second and the third have low intensity, and 
the fourth is the first to show the effect of T2. The field of view is 200 mm x 200 mm, 
and the matrix size is 64 x 64 pixels.
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Figure 5.22: Twelve images of a gel acquired on a 3 T whole-body system at 
SMIS, Famham. Tr =  90 ms. The effect of the flip angle increasing towards the 
centre of the field of view can be clearly seen. 128 x 128 points were acquired and 
zero filled to 256 x 256, with a field of view of 220 mm x 220 mm. T r  =  90 ms.
in T2.
5.6.4 3 T EPI at SMIS
Preliminary tests were performed on a 3 T whole-body system at SMIS, Fam­
ham, with the permission of the NKI, the eventual customers. We had one day’s 
access to this system before it was shipped to New York. These images clearly 
show the fluctuations expected. In addition, one can see the frequency of the 
fluctuations increase in the centre of the image, where the flip angle is higher, 
due to the use of a quadrature coil. Figure 5.22 shows a set of twelve images of 
a phantom. Figure 5.23 shows the evolution of one of the pixels, and Figure 5.24 
shows a pixel-by-pixel flt to this set of images. Unfortunately, no reference values 
for comparison are available. On can see the expected profile in 0, however, while 
the other parameters remain constant across the image. The values are at least 
of the correct order of magnitude: T\ ^  700 ms, T2 ^  400 ms, and 9 ^  90°.
A set of head images was also acquired on this system. Maps were fitted to 
these data on a pixel by pixel basis, and these are are shown in Figure 5.25. The 
data in these images were more problematic to fit, due to the variation in all the 
parameters and low signal to noise, and the process did not converge for some of
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Figure 5.23: Evolution of one of the pixels in Figure 5.22. The expected fluctua­
tions in intensity are visible.
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Figure 5.24: Least-squares fit of the data in Figure 5.22. The maps are of T\ in 
the top left, Ta in the top right, 0 in the bottom left, and p in the bottom right. 
Although reference values are not available, the four parameters are of the correct 
order. The semicircular feature in the middle of the maps is caused by negative 
pixels being reflected about the x-axis where the flip angle is higher.
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Figure 5.25: Parameter maps generated from a set of head images acquired on 
the SMIS 3 T system. The maps are Ti, top left; Ta, top right; 0, bottom left; 
and p, bottom right. The fitting process broke down for some of the pixels. The 
slice thickness was 7 mm, The image matrix is 64 x 64 pixels, the field of view is 
200 mm x 200 mm, and 7% =  90 ms.
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Figure 5.26: Nottingham 7\ calibration map. The first map shows p, and the 
second T\. The colour bar is for the T\ map, with the range 0-2 s. The inversion 
times used were 22 ms, 37 ms, 57 ms, 77 ms, 97 ms, 117 ms, 137 ms, 157 ms, 
177 ms, 197 ms, 237 ms, 277 ms, 317 ms, 397 ms, 417 ms, 472 ms, 577 ms, 677 ms, 
877 ms, and 1077 ms.
the pixels.
5.6.5 3 T Results at Nottingham
5.6.5.1 Calibration Results
For calibration, Ti and Ta maps were acquired separately using inversion recov­
ery, with nineteen different inversion times, and spin echoes, with eight different 
echo times, respectively. Ti and Ta maps were fitted on a pixel-by-pixel basis, 
using the Levenberg-Marquardt algorithm for Ti, and singular value decomposi­
tion for Ta. Figures 5.26 and 5.27 show these calibration maps. Obviously, these 
values also apply to the head maps from the SMIS 3 T system. Since the slices are 
different in each set of images, a direct comparison of parameters is not possible, 
however, and these maps can only be used as a guide.
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Figure 5.27: Nottingham Ta calibration map. The first map is shows p, and the 
second Ta. The colour bar is for the Ta map, with the range 0-200 ms. The Ta 
delays used were 0 ms, 10 ms, 20 ms, 30 ms, 40 ms, 50 ms, 60 ms, and 100 ms.
5.6.5.2 EPI results
Difficulty was experienced in obtaining useful sets of echo-planar images on 
the Nottingham system. Although the first few images obtained in a sequence 
were generally good, following images showed a loss of coherence, and the image 
intensity returned back to the level that would be seen with Ta =  0. Possible 
reasons for this are discussed later. A likely culprit is some form of gradient 
instability. The fluctuations were present as expected until the large read gradient 
was introduced. Figure 5.28 shows the intensity evolution of a pixel in the CSF, 
and figure 5.29 shows data the intensity evolution in the absence of the oscillating 
gradient.
5.6.5.3 Royal Marsden
An attempt was made to implement the sequence on the 1.5 T whole-body 
system at the Royal Marsden hospital. This also failed to generate the intensity 
trends expected in the images. Like the system at Nottingham, this system uses 
resonant gradients for EPI.
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Figure 5.28: A profile of the evolution of a pixel from a set of EPI images acquired 
on the Nottingham 3 T system. The desired fluctuations are seen initially, but 
soon lose coherence. The pixel is located in the CSF.
5.7 Discussion of Results
5.7.1 No gradient: 0 Dimensions
In the absence of gradients, this method works well. This is shown by the 
results obtained on the 0.5 T whole-body system, and was also seen on the 3 T 
whole body system at Nottingham.
5.7.2 SPRITE (1 Dimension)
The method also worked in one dimension using the modified SPRITE se­
quence. The expected intensity variations were also seen on the 3 T system at 
Nottingham, when the read gradient was turned off, leaving a one-dimensional 
profile. The fitting of 0 using the modified SPRITE sequence was particularly 
successful.
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Figure 5.29: Echo planar data obtained on the Nottingham 3 T system without 
the read gradient. It can be seen that in this case, the expected fluctuations in 
intensity are still present.
5.7.3 EPI (2 Dimensions)
The method was less successful in two-dimensional imaging systems. The 
initial experiments on phantoms showed promise, but the experiments on the 
Nottingham 3 T system were unsuccessful. Possible reasons for the method failing 
are listed in Section 5.7.4.
5.7.4 Possible Causes of Error in 2-Dimensional Imaging
5.7.4.1 Signal to  Noise
The most obvious difference between the nonimaging and the echo-planar ex­
periments is the signal-to-noise ratio. The subject of random error is discussed 
in Section 5.5, but in general more random error in the data leads to more ran­
dom error in the fits. This cannot be blamed for the problems experienced in the 
EPI, however, which were of a systematic nature. As methods are developed of 
increasing the signal to noise, such as increasing B q, this situation may improve 
in the future.
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5-7.4.2 A lgorithm  Stability
This is related to the previous section. If the signal to noise is very low, or if 
artefacts are present, then this can cause the algorithm to fail. This is discussed 
in Section 5.4. The algorithm cannot be blamed for the difficulties here, because 
problems can be seen in the data before they are processed. In addition, the 
signal-to-noise ratio of the images is in the range where the algorithm should be 
stable.
5.7.4.3 Relaxation Times
Although EPI is an ultrafast sequence, images still require a finite amount of 
time to acquire. An image of reasonable resolution might typically take ^  100 ms 
to acquire. As seen in Section 5.5.4, one wants the repetition time to be several 
times shorter than both Ti and 7^. From the calibration maps acquired and shown 
in Figures 5.26 and 5.27, it can be seen that this does not hold true in the head. 
One is in the nonoptimal area, where Tr. is too long for T2, and probably too short 
the Ti of CSF.
Although this is a problem, it still does not explain the nature of the results 
here. Some effect of Tg should be present in the images, but this was being lost.
5.7.4.4 Gradient Errors
This reason is the most likely explanation for the problems experienced. The 
Kaiser theory that was used to model the evolution of image intensity makes the 
key assumption of equation 3.75, that is that the gradient evolution must be the 
same between all the RF pulses. If this condition is not met, then the theory falls 
apart, because with different amounts of dephasing and rephasing between pulses, 
the substates no longer line up correctly. Echoes that should be superimposed are 
shifted, making the situation very complicated.
The gradient systems on the SMIS and Nottingham systems are different. The 
SMIS results were acquired using DC-coupled amplifiers, with ramps used in the 
switching of the gradients; the Nottingham system uses AC-coupled amplifiers, 
producing sinusoidal oscillations. Resonant gradients are gaining favour, because 
they can be made to switch somewhat more quickly than trapezoidal gradients. 
For systems that only perform EPI, they are certainly preferable. There is a risk, 
however, that in a resonant system the oscillations may take a few cycles to build 
up to the maximum amplitude, and persist for a few extra cycles after they are 
turned off after acquisition (before restarting for the next acquisition). If this 
effect were not consistent from pulse to pulse, then equation 3.75 would not be 
obeyed, and the experiment would fail. The coherence was seen to be lost as 
the read-gradient intensity was increased. It can be seen in Figure 5.28 that the 
stimulated echoes are still appearing, but not in the expected positions.
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Another possible source of gradient errors is 50 Hz breakthrough in the gra­
dient output. This is known to be an issue on the Royal Marsden system. If 
present, this is an effect that would only typically start to occur at higher gradi­
ent strengths. It is quite possible that this effect occurred on the systems at the 
Royal Marsden and Nottingham when the gradient amplitude was increased, but 
not at SMIS. The repetition time used at Nottingham was 88 ms, which is not a 
multiple of 20 ms.
5.T.4.5 Sample Movement
Echo planar imaging is a technique that places high demands on the gradient 
apparatus of the system, and produces and extremely large amount of acoustic 
noise. If this caused vibration of the sample, then this would adversely affect 
the experiments. Sample movement is one the problems that ultrafast imaging 
seeks to overcome, but over several images the movement of spins would affect 
the process.
In my opinion, although it is conceivable that a vibration caused by a gradient 
could induce some movement in the sample, this would be an intermittent effect, 
and not cause the consistent problems experienced here.
5.7.4.6 Diffusion
Diffusion causes extra dephasing, with the term exp  ^ being added
to the transverse decay equation. The self-diffusion coeJÈcient of water at 24° C 
is 2.15 X 10~® m^s~l [228]. Equating the two attenuation terms,
t
one finds that the diffusion term will dominate when > 3. An order-
of-magnitude estimate of the left-hand side, with G =  0.01 Tm~^, t  ~  100ms, 
and T2 =  0.1 8, is 0.3. Therefore, diffusion is not likely to dominate, although it 
is only just below the surface. The effect of diffusion will be the same for all the 
images, and so although the signal to noise might be affected, it should not affect 
the measurement of the other parameters.
S.7.4.7 Over-shimming
To produce good echo-planar images, it is necessary to shim the magnet well, 
so that is long enough for all the data to be acquired before the signal is lost. 
The Kaiser theory, however, assumes that ^  so only the substate with 
/ =  0 is seen. If ^  Tr , then some signal will come from the substates with 
I ^  0, starting with the Z =  ±1 substates. It is possible that this is the case if 
the system is well shimmed. The expected evolution of the image intensity was
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Figure 5.30: The effect of incomplete dephasing. The solid line shows the expected 
profile with Tr. — 0; the dotted line shows the effect of adding ^ { /_ i +  / i)  to this,
observed without the read gradient, however, and so this does not explain the 
problems experienced here.
As an example, Figure 5.30 shows the effect of adding one tenth of the substates 
f± i to /o- It can be seen that this does make a difference, but not enough to explain 
all of the problems.
5.7.4.S RF Phase shifting
The modelling of the echoes assumes that the phase of the RF pulses is con­
stant, that is, the pulse sequence is 90%, 90%, 90X i . It has been suggested 
that the system at Nottingham may have been incrementing the phase between 
pulses, and that this may explain the effects seen. Whilst it is certainly true that 
phase increments would produce different results, this is not the problem in this 
case, because the signal behaved as expected in the absence of the read gradient. 
Therefore, the effect is probably gradient-related.
5.7.4.9 Conclusion
A number of possible problems have been discussed here. In my opinion, the 
problem is clearly related to the gradient system, because it disappears when the 
read gradient is turned off. The most likely explanation is an inconsistency with
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the gradients from image to image. In turn, this could be related to the fact that 
a resonant gradient set is used at Nottingham, whereas the SMIS 3 T system uses 
an nonresonant gradient set.
5.8 Comparison W ith Existing Sequences
This method is certainly not as precise as simpler methods of measuring Ti 
and T2, but if it can be made to work well, the data can be acquired more quickly. 
The measurement of 9 is more precise than that of Ti and 7^. The data-processing 
time required is very long, however. Implementation is a problem, as the data are 
sensitive to gradient errors that may not pose a problem on individual images.
Chapter 6 
Diffusion of Mn "^  ^ Ions Across 
Polysaccharides
6.1 Introduction
The work in this chapter involves using MR! to observe the diffusion of parar 
magnetic ions through a polymer from a higher concentration to a lower concen­
tration in vitro. This is preferable to invasive techniques in which the system has 
to be disturbed when measurements are taken. The polymers under investiga­
tion are various bacterial polysaccharides, which are hypothesised to affect the 
diffusion of cations differently.
6.1.1 Carbohydrates
Carbohydrates were originally defined as compounds with the general formula 
C„H2„0 „. The term is now used, however, to describe a more general group of 
sugars, in which hydrogen and oxygen do not necessarily coexist in the ratio 2:1, 
and other elements such as nitrogen and sulphur may be present. The family can 
be divided into three groups:
• monosaccharides, which are simple sugars that cannot be hydrolysed to 
produce other sugars, the most important being the pentoses, C5H10O5, 
and the hexoses, CgHigOG;
•  oligosaccharides, which consist of two to six monosaccharide units joined by 
acetyl-type links; and
• polysaccharides, which contain longer chains of monosaccharides, and gen­
erally have different properties from monosaccharide and oligosaccharides.
Carbohydrates are important in many industrial proceses, and are an impor­
tant food source. Much reearch has focused on invetigating the structure of
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Figure 6.1: The structure of D-glucose. 
complex carbohydrates.
6.1.2 Polysaccharides
Polysaccharides are naturally-occurring carbohydrate-based polymers, and are 
produced, for example, by soil microorganisms [229]. The most common polysac­
charides are starch, glycogen, and cellulose, which are all built from units of the 
monosaccharide D-glucose, which is shown in Figure 6.1, joined by the attach­
ment of a carbon atom to an HO-group. These acetyl-like (H3C-CO-) chains 
are formed from hundreds or even thousands of units, making their physical and 
chemical properties somewhat different from those of the monosaccharides. Xan- 
than, a much-studied bacterial polysaccharide because of its industrial use, also 
contains mannose in its branches, mannose being similar to glucose.
6.2 Background
6.2.1 Microbial Polysaccharides in Soil
Soil polysaccharides, with which this chapter is concerned, are composed of 
carbohydrate residues of mainly plant and microbial origin. Commercially im­
portant examples, produced by soil inhabiting microorganisms, include xanthan, 
produced by Xanthomonas campestris, and scleroglucan, which is produced by 
fungi of the genus Sclerotium. Various estimates have been made of the pro­
portion of soil polysaccharides in soil organic matter [230, Section 1.1]. These 
vary hugely, suggesting that the type of soil and the method of measurement 
have an important bearing on the result. Even the lowest estimate, 0.1-1.5%, 
of which microbial polymers are thought to comprise 1-16% [231], indicates that 
soil polysaccharides are an important component of soil organic matter. Microbial 
polymers have a number of possible roles in soil, and a list of these can be found 
elsewhere [230, page 25].
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6.2.2 The Rhizosphere
The rhizosphere, first defined by Hiltner [232], is the volume of soil in close 
contact with the roots of a plant, which contains an enhanced level of microbial 
activity compared to bulk soil. This region is 400-3000 /xm in radius from the 
root surface [233]. It exists because of the release of compounds from the roots of 
plants, the most important being carbon-based substrates. It has been estimated 
that 10-20% of the carbon synthesised by plants is released from the roots [230, 
Section 1.2]. In addition, microbial growth stimulators and inhibitors have been 
found in the vicinity of roots.
The rhizosphere has a high ratio of carbon to nitrogen, which stimulates 
raicrobial-polysaccharide production [234, 235]. As a result, these materials are 
more abundant in this region than in bulk soil [230, Section 1.2]. Microbial 
polysaccharides are, therefore, an important component of soil polysaccharides 
in the rhizosphere. They are predominantly acidic, and possess a negative net 
charge [236]. Neutral forms have been found, however [237], but are believed to 
be less abundant. As a result of their charge, microbial polymers interact with 
other charged components in soil, and this is the main cause of their influence on 
soil structure and plant growth.
6.2.3 The Diffusion of Ions Through Anionic Polysaccha­
rides
6.2.3.1 T he T heory  of P erm selectiv ity
Anionic polysaccharides are assumed to form a network in solution with pores 
containing water, through which ions can diffuse, as shown in Figure 6.2. It is 
assumed that negative charges on the polymers are located on the pore walls, and 
the ranges of their electrostatic fields are illustrated in Figure 6.2. The cations 
are attracted to this negative charge, and move from right to left by diflhision or 
contact exchange, which will be explained in Section 6.2,5. The anions have more 
difficulty diffusing through the pore due to repulsive forces from fixed negative 
charges, and, at sufficiently narrow pore diameters, are completely blocked by elec­
trostatic repulsion. If this happens in a sufficient proportion of pores within the 
polysaccharide layer, then anions are completely blocked from travelling through 
the pore.
This behaviour is known as permselectivity. It was first observed by Loeb 
and Beutner in 1912 during studies of ion diffusion across apple skin [238], and 
again by Michaelis in 1925 using parchment paper [239], but the theory was only 
developed by Sollner in the 1950s [240]. Sollner described polymers that allow the 
diffusion of cations but not anions as being cation selective, or anion exclusive. 
The theory of permselectivity has enabled the development of a variety of artificial 
membranes with applications in industry [230, page 39].
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Figure 6.2; An anionic pore. At narrow pore diameters, overlapping spheres of 
negative charge prevent the progression of anions, but not cations.
Since they are generally anionic, microbial polysaccharides are expected to 
exhibit cation selectivity, and, therefore, the following characteristics:
• relative impermeability to anions and
• increased rate of cation diffusion compared to free water.
The mechanism of cation selectivity is believed to be controlled by polymer con­
figuration, which depends on polymer chemistry, chemical environment, and level 
of hydration.
6.2.4 The Diffusion of Ions Through Microbial Polysac­
charides
Microorganisms depend on diffusion for all their cellular processes. Although 
few quantitative data exist on the diffusion of ions through microbial polymers, 
various workers have made qualitative comments and theoretical discussion on 
the subject, and their work is discussed elsewhere [230, Section 1.9].
6.2.5 The Diffusion of Ions Through Soil
The contact exchange theory on the diffusion of ions through soil was developed 
by Jenny and Overstreet [241]. This mechanism involves describes overlapping
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spheres of electrostatic field as allowing the transfer of ions between adjacent 
charges. They used this theory to explain the uptake of ions by plant roots. It 
has been shown that clays behave cation selectively [242].
6.2.6 Anion Exclusion
Hart investigated the phenomenon of anion exclusion in rhizosphere microbial 
polysaccharides [230, Chapter 4]. By measuring the electrochemical potential 
across a polymer layer, which had developed as a result of the diffusion of potas­
sium chloride, he quantified the degree of anion exclusion shown by the polysac­
charide layer. The potential was created because the polymer allowed the diffusion 
of the potassium cations, while restricting the movement of chloride anions.
Xanthan was used as a model microbial polymer in the study of anion exclu­
sion. Polysaccharide concentration and polymer layer thickness were both found 
to increase the level of anion exclusion. In terms of chemistry, the selective re­
moval of 0-acetyl groups increased anion exclusion by 50%, and the selective 
removal of pyruvyls (see Section 6.3.2.1) had a similar but less dramatic effect. 
It was suggested that this was due to greater interaction of carboxyls with diffus­
ing anions. Unsuccessful attempts were made to remove selectively the carboxyl 
groups from xanthan. In contradiction of theory, no significant change in anion 
exclusion was observed when positive charge was introduced by the addition of 
high molecular-weight protein.
The anion-exclusive behaviour of a range of polysaccharides was investigated. 
Those containing high levels of negative charge showed a high level of anion ex­
clusion, in agreement with theory, but the negative effect of 0-acetyls on anion 
exclusion was not detected. It was concluded that in xanthan, functional groups 
such as 0-acetyIs and pyruvyls affect anion exclusion, but the situation is more 
complicated in other polysaccharides.
6.3 Diffusion of Ions Across Microbial Polysac­
charides Using MRI
The phenomenon of anion exclusion was initially investigated through the 
measurement of diffusion potentials. This work aims to consolidate those initial 
studies, and further investigate the phenomenon, by observing the same effect 
using MRI. The advantage of using MRI is that the diffusion of a single cationic 
species can be followed, noninvasively and in situ, over time. These experiments 
specifically aim to determine whether cations diffuse through anionic-exclusive 
polysaccharides at a faster rate than through free solution.
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6.3.1 Mn^+
The paramagnetic cation for study was chosen to be Mn^ "^  because, of all the 
paramagnetic cations, it is the most important cationic nutrient in plants. A 
major difference between Mn^”*" and K"*", which was used in the previous studies, 
is the valency. This might affect ion transport in some way, and this will be 
discussed in Section 7.2.2.3. K+ cannot be used for relaxometry because it is not 
paramagnetic, potassium being an alkali metal. ions were added to the
solution by dissolving manganese chloride. The Cl~ anions do not significantly 
affect the relaxation properties of the solutions.
6.3.2 Polysaccharides Tested
Diffusion through various bacterial polysaccharides was compared, starting 
with xanthan, the original model polymer. Descriptions of the various polysac­
charides are presented below. Each was dissolved in water by gentle heating, 
producing a 3% weight-by-volume solution. The only effect of the gentle heating 
was to make the polysaccharides dissolve more quickly, and it was not enough 
to affect their chemical structure. The polysaccharides used in this work were 
obtained from Sigma.
6.3.2.1 Xanthan
Xanthan^ is a polysaccharide produced extracellularly, in copious amounts, by 
the bacterium Xanthanomonas campestris. It has an average molecular mass 
of the order of 10®, and its chemical structure is shown in Figure 6.3. The 
main chain consists of linked glucose molecules, and this has branches consist­
ing of a mannose-glucuronic acid-mannose trisaccharide. The terminal mannose 
is pyruvated^, and the mannose joined to the main chain is acetylated. Xanthan 
forms viscous aqueous solutions, and is used as emulsifiers, stabilisers, and gelling 
agents [243, Section 4.3.1.4]. It has a net negative charge, and has been shown to 
be anion exclusive [230, Chapter 4].
6.3.2.2 Deacetylated Xanthan
As shown in Figure 6.3, the first mannose on the branches in xanthan contains 
an 0-acetyl group. The removal of this has been shown to increase anion exclusion 
dramatically, and therefore, it is hypothesised, should also increase the rate of 
cation transport. Since the 0-acetyl group does not carry a significant charge, 
the increase in anion exclusion is likely to be due to a reduction in pore size [230, 
Section 4.3.4.1].
^Xanthan is also known as xanthan gum.
^Pyruvic acid (a-ketoproprionic acid, 2-oxoproprionic acid) has the structure H3-CO-COOH.
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Figure 6.3: The structure of xanthan. The main chain consists of glucose 
molecules, and the branches contain acetylated mannose, glucuronic acid (neg­
atively charged), and pyruvated mannose (negatively charged).
The deacetylated xanthan used in this work was prepared by Tim Hart in 
the School of Biological Sciences, according to the method of Geddie and Suther­
land [244].
6.S.2.3 Sceleroglucan
Scleroglucan is produced commercially using two bacteria: Sclerotium rolfsii 
and Sclerotium glucanium. Scleroglucan from Sclerotium rolfsii was used in this 
case. As shown in Figure 6.4, scleroglucan consists of a glucose backbone with 
a glucose branch every third unit. Scleroglucan is uncharged, and is therefore 
hypothesised to show a slower rate of cation transport than xanthan.
6.3.2.4 Dextran
Dextrans are branched polysaccharides made up from glucose units which 
are formed by microorganisms from the leuconostoc group. Since they cross­
link readily, they are used in gels. They are also used as a plasma substitute in 
blood transfusions. Being uncharged, they should show a rate of cation transport 
comparable with scleroglucan, but slower than xanthan. Dextran is shown in 
Figure 6.5.
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Figure 6.4; The structure of scleroglucan. It consists of a glucose backbone, with 
a glucose branch every third unit.
6.3.2.5 Chitosan
Chitin, found in the shells of crustaceans, the exo-skeletons of insects, and the 
cell walls of fungi, consists of a chain of acetylated glucosamine units joined by 
glucosidic links, as shown in Figure 6.6. Chitosan is deacetylated chitin. It is 
found naturally in certain fungi, but commercially it is produced chemically from 
chitin, and it has a variety of commercial uses [245]. Since it is insoluble in water, it 
was initially hydrated in concentrated hydrochloric acid according to the method 
of Shimahara and Takiguchi [246]. Unusually for a microbial polysaccharide, 
chitosan is positively charged. It was used as a model positively charged polymer, 
and was hypothesised to exhibit a slower rate of cation transport than either the 
neutral or the negatively charged polysaccharides.
6.3.2.6 Alginic Acid
Alginic acid is a hydrophilic, naturally-occuring, polysaccharide found in 
brown algae, which is mainly used in agriculture [245]. It is a copolymer of two 
uronic acids, mannosyluronic acid and gulosyluronic acid, the ratio depending 
greatly on the species of algae [247]. Uronic acids are obtained by oxidising the 
terminal alcohol group of simple sugars to carboxyl groups. A mixed structure 
is shown in Figure 6.7. Alginic acid is an example of a highly negatively-charged 
polysaccharide, and is therefore hypothesised to show an elevated rate of cation 
transport, like xanthan.
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Figure 6.5: The structure of dextran. It consists of a chain of glucose units.
6.4. INTRODUCTION TO THE EXPERIMENTS 128
CH2OHAcNH
HO
AcNH AcNH
Figure 6.6: The structure of chitin, consisting of a chain of glucosamine units.
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Figure 6.7: A mixed structure of alginic acid.
6.4 Introduction To The Experiments
The experiments observed the diffusion of manganese ions through polymers 
by placing the polymers between two solutions of manganese chloride at differ­
ent concentrations. Over time, the manganese ions diffuse through the polymer, 
and overall the concentrations tend to the same concentration. In the solutions, 
diffusion is not the only method by which the ions move — convection is a more 
important factor, since it acts more quickly. Perfect mixing was therefore as­
sumed; if one were interested in diffusion through the solutions, the convection 
could be prevented by using a gel [248, for example]. As an alternative experiment, 
it would probably also be possible to observe diffusion directly in the polymer. In 
this case, one would have to establish whether the polymer affects the relaxation 
in any way. In these experiments, the resolution was not sufficient to observe 
the polymer in addition to the two solutions, since it was significantly shorter in 
length.
Diffision was observed over several days, and the time to measure the relax­
ation times was negligable compared to the rate at which the relaxation times 
were changing. The concentration difference between the two sides decays expo­
nentially, and this is used to find diffusion coefficient of manganese ions through 
the polymer (see Section 6.7.2).
Two diffusion systems were used. The first, described in Section 6.5.2, was 
found to be unsatisfactory, and so an improved system, described in Section 6.6 
was introduced.
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Figure 6.8: T2  of MnCl2 solution plotted as a function of concentration. These val­
ues were obtained using a CPMG sequence on the MARAN 20 MHz spectrometer. 
The straight line shows the least-squares fit log^g Ig =  —0.963 log^o C  — 4.496.
6.5 Preliminary Experiments
6.5.1 Calibration
In order to relate the relaxation times to the concentration of Mn^" ,^ calibration 
was needed. T2 was used to track the concentration, because it is somewhat 
easier to measure than Ti. It is still necessary, however, to be aware of 2i, at 
least approximately, in order to allow a sufficient repetition time for complete 
longitudinal relaxation without wasting time. Mn^ *** is unusual, because the ratio 
T\\T2  is greater than seven, whereas it is close to unity for most paramagnetic ions. 
This is an inconvenience, because it means that Tr must be long, increasing the 
duration of the experiments. Both relaxation times are still inversely proportional 
to concentration, however.
The calibration experiments were done on the MARAN 20 MHz bench-top 
system. This frequency is slightly different from the other NMR systems used, 
but since T2 is approximately independent of frequency, this calibration is still 
valid for other systems. T\ is dependent on frequency, but not sufficiently so over 
this range to invalidate the results for setting T r .
T2 was measured using a CPMG sequence. Figure 6.8 shows T2 plotted as a 
function of MnCU concentration. Ti was measured using an inversion-recovery
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Figure 6.9: Ti of MnCl2 solution plotted as a function of concentration. These val­
ues were obtained using a CPMG sequence on the MARAN 20 MHz spectrometer. 
The straight line shows the least-squares fit log^o Ti =  —0.867 log^ Q C — 0.604.
sequence, and Figure 6.9 shows T  ^plotted as a function of MnClg concentration.
6.5.2 Diffusion system
The initial diffusion system is shown in Figure 6.10. The frit was used to 
support mechanically the polymer during the experiments, with the visking tubing 
preventing the polymer from entering the solution, while permitting the movement 
of Mn '^*' ions. The molecular weight of xanthan, for example, is of the order of 
10® [249, 250], whereas the molecular-weight cut-off of visking tubing is 12000- 
14000. MnCl2 concentrations of 0.1 mM and 1.0 mM were injected either side of 
the frit, and diffusion allowed to take place over a period of tens of hours, with T2 
profiles being periodically acquired. Controls were performed with 0.5 mM MnCl2 
solution replacing the polymer layer. Attempts to plot a concentration profile 
along a sample proved unsuccessful, suggesting near-perfect mixing. This was 
probably mainly due to convection, which is a much faster effect than diffusion. 
The pixels on either side of the polymer were therefore averaged together.
These experiments were performed on the 0.5 T whole-body system, using 
a standard SMIS spin-echo sequence, in the absence of a suitable multiecho se­
quence. The minimum echo time was about 20 ms, which includes time for a 
selective 90” RF pulse plus refocusing, a selective 180” refocusing pulse, and sev-
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Figure 6.10; The first diffusion system. The system is made of glass, and has 
a cylindrical cross section. The visking tubing is present to stop the polymer 
escaping into the solution on either side.
eral gradient ramps. A higher concentration of 1.0 mM was chosen, since this has 
a T2 comparable to this minimum echo time. A lower concentration of 0.1 mM 
was chosen, in order to give a reasonable concentration difference. Concentrations 
lower than this were avoided, because Ti would have become prohibitively long, 
and diffusion might have affected results with longer echo times.
T2 was profiled by acquiring a series of spin-echo images with different echo 
times. Although 2D imaging was possible, it was found to be preferable to measure 
the samples individually, because this increased the signal-to-noise ratio.
6.5.3 Results
A result with xanthan in the frit is shown in Figure 6.11 and with deacetylated 
xanthan in Figure 6.12. Experiments were also done with scleroglucan, and no 
polymer as a control. It can be seen from Figure 6.12 that the overall number of 
Mn^ "*" ions increased when deacetylated xanthan was used. This is because Mn^ '*' 
ions were added in advance to the polymer to provide an initial concentration, but 
too many. This approach was therefore discontinued. As a result, systems have 
tended to show an initial drop in concentration as the polymers absorb cations 
from both sides, and the first few points often have to be discarded as a result.
Diffusion was found to be slightly faster through free solution (D =  2.40 ±
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Figure 6.11: Xanthan and concentration profiles using the first system. The 
“x ” symbols represent the side of the system that started at 1.0 mM, and the 
symbols represent the side that started at 0.1 mM.
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Figure 6.12: Deacetylated xanthan T2  and concentration profiles using the first 
system. It can be seen that the total concentration is increasing with time as 
cations enter the solution from the polymer. The "><" symbols represent the side 
of the system that started at 1.0 mM, and the symbols represent the side 
that started at 0.1 mM.
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Figure 6.13: The improved diffusion system. The frit of Figure 6.10 has been 
dispensed with, so that only polymer fills the gap.
0.13x10” °^ m^s~^) than through the scleroglucan (D =  1.96±0.15x 10“ °^ m^s~^), 
and faster through scleroglucan than through xanthan (£> =  1.75 ±
0.10 X 10“ ®^ m^s~^). The results for deacetylated xanthan could not be used 
to compare the rate of diffusion, because of the extra ions entering the solution 
from the polysaccharide.
6.5.4 Conclusion
Although the results above suggested diffusion coefficients that are slower for 
Mn^ "*" ions through polymers than through free solution, and faster through scle­
roglucan than through xanthan, it was felt that the results were probably not 
quantitatively reliable, and could be improved upon. In particular, it was felt 
that the presence of the frit may have had a significant bearing on the rate of 
diffusion. Section 6.6, therefore, gives details of an improved system without the 
frit.
6.6 Improved system
The improved diffusion system is shown in Figure 6.13. The frit has been 
dispensed with, leaving only polymer in the gap. The polymer is injected to 
fill the gap, and then the two ends of the diffusion system are pushed together. 
The visking tubing sandwiches the polymer and the hole allows air and excess 
polymer to escape. The hole is then sealed with silicone sealant, and the entire 
neck wrapped in PTFE tape to ensure that no leakage occurs. The open ends of 
the compartments were enclosed with self-sealing “Suba seal” stoppers, and the 
solutions injected into the compartments using needles. Two needles were used: 
one to inject the liquid and the other to allow displaced air to escape.
The lengths of the glass tubes on either side, and the total system length, were 
accurately measured using vernier callipers, with a precision of ±20 fim, in order 
to find the thickness of the polymer layer. This was necessary, because rate of 
change of concentration is dependent on the thickness of the polymer layer, and 
it was not possible to keep this even approximately constant.
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These experiments were performed on the 0.7 T horizontal-bore magnet. This 
system does have a working CPMG sequence, and so this was used for the exper­
iments. This is a constant-gradient sequence, allowing much shorter repetition 
times. The only limiting factors are the hard RF pulses and the acquisition of the 
echo, allowing echo times to be at least an order of magnitude shorter. Therefore, 
a higher concentration of 10.0 mM was possible. To increase the concentration 
gradient, 0.1 mM was retained as the lower concentration. As a result, two echo 
trains had to be acquired, one for each concentration, because the initial values 
of T2  were too different to be measured well by a single echo train.
In order to find the effect of the visking tubing on the diffusion rate, two 
samples were tested with no polymer. This result was used in each of the polymer 
experiments to give the diffusion rate with a polymer length of zero. In the plots 
of time constant against polymer length, this represents the intersection with the 
time-constant axis.
6.7 Results
Experiments were attempted on all the polymers described in Section 6.3.2. 
Each polymer exhibited a different viscosity, and the dextran experiment failed, 
due to it being insufficiently viscous and leaking. An attempt to replace the poly­
mers with water suffered a similar fate, and the alginic acid experiment suffered 
from increased errors. Satisfactory results were obtained with the other polymers, 
however, and two control experiments succeeded with no gap.
6.7.1 Extraction of the Time Constants
Plots of T2  against time were acquired for each sample, and, from these, plots 
of concentration against time. Figure 6.14 shows example plots of T2  and con­
centration against time for a xanthan sample. Several samples of each polymer 
were tested. In order to extract the rate constant for the diffusion, the concen­
tration difference was plotted as a function of time, and an exponential decay 
curve fitted, using singular value decomposition. The fit for the xanthan sample 
of Figure 6.14 is shown in Figure 6.15. This was repeated for each sample, and 
the time constants plotted as functions of polymer distance.
With plots of time constant against polymer length for each sample, it is possi­
ble to do a least-squares fit, again using SVD. The gradient then gives the relative 
rate of diffusion for each polymer. Because of the scatter in the points, least ab­
solute deviation fitting was also performed for comparison. This gave almost 
identical results for the gradient, but slightly different results for the intersection. 
As an example, all the scleroglucan samples are shown in Figure 6.16. Error 
estimates were obtained for the fit parameters using the bootstrap technique of 
Section 4.5.3.2. The time constants found are shown in Table 6.1.
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Figure 6.14: Plots of T2  and concentration of the two sides of the system against 
time for a sample of scleroglucan.
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Figure 6.15: Plot of concentration difference against time for the sample of scle­
roglucan in Figure 6.14.
Polysaccharide SVD Time constant 
/h  mm~^
Diffusion coefficient 
/lO"*^  ^ m^s“^
LAD time constant 
/hm m ”^
Xanthan 9.0 ±  3.4 132 ±  50 9 ± 1 7
Deacetylated xanthan 12.7 ± 3 .2 93 ± 2 3 13.1 ± 3 .8
Scleroglucan 23.1 ±  1.6 5 1 ± 4 23 ± 2 3
Alginic acid 12.2 ± 6 .4 97 ± 5 2 12 ± 1 7
Chitosan 36.5 ±  5.2 33 ± 5 36.4 ± 5 .1
Table 6,1: Time constants and diffusion coefficients of the polysaccharides.
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Figure 6.16: The time constants of the scleroglucan samples plotted as functions 
of polymer length. The solid line shows the SVD fit y =  31.15 +  23.06a;, and the 
dotted line the least absolute deviation fit y =  27.43 +  23.36a;.
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6.7.2 Extraction of the Diffusion Coefficients
Fick’s law states that
F ^ - D - ,  (6.1)
where x is displacement, in this case corresponding in this case to position in the 
polymer. The rate of transfer per unit area,
where V  is the volume of a tube, A  is the cross-sectional area, I is the length 
of a tube, and AC is the concentration difference between the sides. The factor 
of 2 arises because the rate of increase in concentration of one side and the rate 
of decrease on the other are being combined. Note that the cross-sectional area 
cancels out of the equation, and is therefore not a relevant variable. The mean 
length of the glass tubes was found to be 9.8 ±  0.1 mm. is the concentration 
gradient at the point x  in the polymer; ^  is the average concentration gradient 
over the polymer. At the start of the experiments, the polymer contains no 
manganese ions, and =  0, although ^  ^  0. After an initial period when Mn^+ 
ions diffuse in from both sides, however, a uniform gradient starts to develop. This 
is why it is necessary to discard the first few measurements while the polymer is 
gaining cations from the solutions overall. Making the assumption that 
and combining equations 6.1 and 6.2,
is the gradient of the exponential decay curve, and has been fitted according 
to the equation
where T  is the time constant. The diffusion coefficient, therefore,
(6.5)
where ~ is the gradient of the straight line in Figure 6.16.
The length I is reduced by the suba seals, which project a significant distance 
inside the tubes and displace some of the manganese chloride solution. In order 
to quantify this, the volume of a tube was measured both with and without a 
suba seal. The volumes were found to be 16.0 ±  0.1 cm^ with the suba seal and
18.6 ±  0.1 cm^ without. The I in equation 6.5 must therefore be replaced with 
I' — 0.860 ±0.009/. Prom equation 6.5 it can be seen that the diffusion coefficient 
is inversely proportional to concentration, and it has been included in Table 6.1.
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6.8 Interpretation of Results
Prom these results, it appears that the rate of diffusion of cations through 
the negatively charged polysaccharides xanthan and deacetylated xanthan is sig­
nificantly faster than through the uncharged scleroglucan. The rate of trans­
port through the positively charged chitosan is significantly slower still. Through 
negatively-charged alginic acid, the rate of transport is similar to that through 
deacetylated xanthan, although experimental errors were too large in this case to 
allow a firm conclusion. Contrary to expectation, the rate of diffusion through 
deacetylated xanthan was observed to be slightly slower than that through xan­
than, although experimental errors are again too large to permit a definite con­
clusion.
The diffusion coefficient of an electrolyte in free solution is given by equa­
tion 3.117. For MnClg, y± =  0.511 at 0.1 mM and 298 K, and y± =  0.476 
at 1.0 mM and 298 K [149, Section 3.9.6]^; A? =  76.31 x 10"^ Sm^mol-^ and 
Ag =  53.5 X 10“  ^ Sm^mol“  ^ [162, page 5-90]; zi =  —1; % =  2; % =  1.002 x 
10“  ^ Pas [162, page 6-10], v\ =  2; and % =  1. Harned and Polestra have 
found [251] that for magnesium chloride
X 10“ 16.8222 - 5.5342 1 ±  2.804\/^ +  18.5001(/cu)^ÿ(/cu) (6.6)
and
1 +  C d \n y ± \dC )   ^ (1 +  2.804v/C)2
2.0304\/C +  0.5073C, (6.7)
by drawing on results given by Stokes [252]. Using tables recorded by Harned 
and Owen [163, Table 5-3-2] to evaluate («:a)^(^(Ka), they found D — 1.187 x 
10“® m^s~^ at 0.00129 M and 25°C. They also found experimentally that D  =  
1.180 X 10“® m^8“  ^ at the same concentration and temperature, a good agree­
ment. The diffusion coefficient of manganese chloride ions in free aqueous solution 
ought to be quite similar to this. The diffusion coefficients through the microbial 
polysaccharides are slower than this by an order of magnitude.
^This gives ~  -0.04.
Chapter 7 
Sum m ary and Future Work
7.1 Fast Simultaneous Measurement of Ti and 
T2 Using EPI
7.1.1 Summary
A new fast method of measuring Ti, T2, and Q simultaneously has been intro­
duced. It is based on echo planar imaging and the Levenberg-Marquardt nonlin­
ear least-squares algorithm. The results are modelled using the Kaiser theory of 
isochromats.
It was demonstrated using Monte Carlo methods that in principle a fair 
amount of leeway in the selection of the repetition time and flip angle used is 
possible. It was also shown that the algorithm should converge as long reasonable 
initial estimates of the parameters are supplied.
Implementation poses some problems. The fluctuations in image intensity is 
clearly visible in bulk experiments without gradients, and measurements were pos­
sible in this case. Imaging gradients appear to make the bounce unstable, however. 
The reason for this is unclear, but the most likely explanation is gradient errors. 
A one-dimensional SPRITE sequence was modified to allow the measurement of 
the parameters using the method. This appeared to work in one dimension.
7.1.2 Future Work
Some possible further investigations on this subject are suggested. Most would 
require substantial access to a whole-body system.
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7.1.2.1 G rad ien t E rro rs
If random or systematic gradient errors are present from pulse to pulse, this 
makes the modelling process considerably more complicated. In the Kaiser theory, 
numerous possible paths are reduced to a smaller number of substates, but if 
the dephasing and rephasing are not constant, then these echoes are displaced. 
As a result, the whole theory fails and needs to be replaced. Instead of being 
superimposed, some echoes appear early, before the RF pulse, and some late, 
after the sampling period.
Modelling all these effects would be a significant undertaking. One can say 
with some certainty that if the gradients do not behave as expected the theory will 
fail. If, however, one wishes to model the failure, before starting, one must have 
a clear idea of the nature of the errors. This could be established by experiment. 
One could then attempt to introduce these errors into the model. If the errors are 
random in nature, this may require a Monte Carlo model. The present model finds 
discrete values of the magnetisation immediately after the pulses, but with many 
echoes dephasing and rephasing at different places, a more complicated view of 
signal as a function of time is necessary, requiring an idea of the rate of dephasing. 
This would merely serve to verify the nature of the problem — one could not then 
use the model for parameter measurement.
Overall, with sufficient experimental time, one could attempt to identify and 
correct any problems with the gradients on an individual system. Allowing for 
errors in software is not really practicable. I have already made some attempt at 
a Monte Carlo model of the errors, but with only guesses of the possible errors, I 
was unable to reproduce the eflfects seen.
If the effect were caused by 50 Hz effects, then it ought to be possible to cure it 
by ensuring that each acquisition starts on the same point in this sequence. This 
would introduce the requirement that Tr is a multiple of 20 ms, which would not 
be a major inconvenience.
7.1.2.2 Investigation  o f Sam ple M ovem ent
The effect of sample movement could be investigated. Movement perpendicu­
lar to the slice between images would replace excited spins with unexcited spins, 
and probably therefore give a greater intensity. The effect of movement across 
the slice is somewhat less predictable, as the pixels in the head images would see 
different relaxation times from image to image. One could attempt to model this, 
but the easiest way to investigate coherent and incoherent movement would be to 
perform real experiments on the system in question.
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7.1.2.3 Diffusion
Diffusive effects are probably present in the data, but small compared to T2. 
This may introduce a small systematic error into the data. In principle, this 
could be modelled by including D in the equations, which would add one more 
degree of freedom. In practice, however, the diffusive term is too small to be 
distinguished from the T2 term, and including it would probably invalidate the 
Levenberg-Marquardt algorithm, which can fail to converge when variables are 
insufficiently distinguishable.
7.1.2.4 Overshimming
An investigation of the effect of shimming on the sequence should be relatively 
simple. This would be interesting, irrespective of the fact that it is probably not 
responsible for the problems experienced here. Deliberately mis-shimming the 
magnet would obviously reduce the image quality, but if is reduced, it is 
possible that it may improve the accuracy of this method, because incomplete 
dephasing between images would introduce a systematic error.
If is a problem, the a long-term solution, allowing good shimming, would be 
to attempt to dephase the transverse magnetisation reversibly. This could be done 
with an additional gradient lobe, although this would be harder to implement on 
a resonant gradient system. This is not analogous to gradient crushing, where 
random gradients are used to remove the transverse magnetisation irreversibly. 
If the gradient is the same from pulse to pulse, then, neglecting diffusion, the 
dephasing would be reversible.
7.1.2.5 Pulse-sequence Variations
The work presented here used 6x—9 x ~ ' - ’ pnlse sequences. The effect of phase 
incrementing could be investigated, although it would be unlikely to improve the 
pulse sequence. Spin-echo based sequences are also available, but preliminary 
results have shown these to be too sensitive to 180° pulse errors, whereas the 
gradient-echo version is insensitive to flip-angle variations, because they are in­
cluded in the model.
7.2 Bacterial Polysaccharides
7.2.1 Summary and Conclusion
The system shown in Figure 6.13 and T2 relaxometry have been used to obtain 
the diffusion coefficients shown in Table 6.1 for Mn^+ cations through xanthan, 
deacetylated xanthan, scleroglucan, and chitosan at 293 K. As predicted by theory.
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negatively-charged polysaccharides show increased rates of diffusion compared to 
the neutral scleroglucan, and the positively-charged chitosan shows a slower rate 
of diffusion. Experimental errors were too large to detect a significant difference 
between xanthan and deacetylated xanthan. Contrary to expectations, diffusion 
of Mn^+ ions appears to be significantly slower through the polysaccharides than 
through free aqueous solution.
7.2.2 Future Work
7.2.2.1 Additional D ata
The acquisition and analysis of data for these experiments is very time con­
suming, each sample requiring many measurements over several days, and each 
measurement requiring a least-squares fit. These measurements have to be co­
ordinated with other users of the system. Given unlimited system time, however, 
all the experiments would benefit from extra samples being tested in order to 
improve the statistics.
7.2.2.2 Aqueous Solution Comparison
Attempts to run the experiment with water replacing the polymer were un­
successful, because the dialysis tubing is not an effective mechanical support in 
this case. It would be interesting to compare the diffusion coefficient of Mn^+ ions 
through aqueous solution to that those through the polymers. No data appear 
to exist in the literature for the diffusion of Mn^+ ions through aqueous solution, 
but data for other ions such as Mg "^’’ all give diffusion coefficients an order of 
magnitude faster {D^^2+ 1.2 x  10“® m^s“ ^), and it is reasonable to assume
that D  is similar for Mn^+. If it were possible to modify the system to confirm 
this, then that would be worthwhile. This would be difficult to achieve without 
any mixing, however. One could perhaps try to place gelatine solution in place 
of the polymer. The polymers are themselves gels, and so the method would be 
the same. One would, of course, be making the (probably reasonable) assumption 
that the diffusion coefficient is unaffected by the addition of gelatin.
A value of D^ater =  2.40±0.13 x 10“ ®^ m^s"^ was obtained with the preliminary 
system. This diffusion coefficient is still greater than for the polymers. A control 
for the experiment was performed with no gap between the compartments of 
manganese chloride solution, and this gives the intersection with the ?/-axis on the 
plots of time constant against polymer thickness.
7.2.2.3 Valency
The original work on anion exclusion used potassium chloride solution, but this 
NMR work used aqueous manganese chloride, partly because of the need to use
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a paramagnetic cation, and also because of its biological relevance. It is thought, 
however, that the divalence of Mn '^  ^ may affect its diffusion properties. In order 
to investigate this, it would be interesting to repeat the diffusion experiment on, 
for example, xanthan using a cation of different valency. Obviously, the cation 
would still have to be paramagnetic, and so would probably be found amongst 
the transition metals. Two possible candidates for monovalent cations are Ag"  ^
and Au" .^ Both silver and gold are expensive, silver less so. A possible salt 
would therefore be silver nitrate, which would have to be kept dark because of its 
instability in light.
Some elements can exist with different valencies, for example copper can exist 
as Cu*^  and Cu^^. Cu^ "^  is often used for doping in NMR to reduce relaxation 
times, often in the form of CuSO^ as in Chapter 5; Cu"  ^is rather unstable, however. 
Several elements can exist in divalent and trivalent states, notably Fe^ "^  and Fe®*^ .
7.2.2.4 Other Bacterial Polysaccharides
The three cases of neutral and positively- and negatively-charged polysaccha­
rides have been investigated here. One could attempt to confirm the findings with 
other polysaccharides. An attempt was made to selectively add negative charge to 
scleroglucan, by selectively oxidising primary alcohols to carboxyls. The procedure 
was only partially successful, however, and the resulting product was insoluble. 
In general, modifications of this kind to polysaccharides can cause changes to the 
polymer conformation, which could affect the results. An attempt was also made 
to remove selectively the carboxyl groups from xanthan to reduce the amount of 
negative charge, in order to see if this reduced the diffusion coefficient, but this 
treatment was unsuccessful.
7.2.2.5 Acidity
The effect of acidity on the diffusion might be of interest. If one decided to 
use Cu'*’, it would be of paramount importance, since Cu"  ^ requires high acidity. 
Various buffer solutions are available for maintaining different pH values [253, 
Table 6.7].
7.2.2.6 Polym er concentration
Each polysaccharide in these experiments was used in a 3% solution. The 
diffusion constant of the polymer would probably decrease as the concentration of 
the polymer increased. One could demonstrate this by plotting the diffusion coef­
ficient against concentration. This would be a very time-consuming experiment, 
however, if enough points were to be acquired. Obviously, it would be necessary 
to use the same batch of polymer in all of the samples.
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7.2.2.7 Observation of Mn^+ Inside the Polymers
One could probably oberserve the diffusion of Mn^+ ions into, as opposed to 
through, the polymers, using a similar method. Although the polymers are gels, 
they probably still have quite long relaxation times, although the presence of the 
polymer would probably reduce the relaxation times an amount that would have 
to be quantified. This could not be combined with the experiments presented here, 
for the reasons presented in Section 6.4, but it would perhaps form an interesting 
separate experiment to complement the work here.
A ppendix A  
C om puter Program s
This appendix contains details of the programs written for and used in the 
work presented in this thesis. They are all written in IDL 5.
A .l Kaiser programs
Presented here are the programs used to model the magnetisation under a 
series of RF pulses, and fit data to this model.
A. 1.1 M agnetisation Modelling: “Kaiser”
This function returns and array containing the image intensity under a series 
of evenly spaced of RF pulses. This is used to model the experiments in Chapter 5.
;The function "Kaiser", which calculates the 
magnetisation during a series of evenly spaced RF pulses.
"nin" is the number of pulses. The other arguments are 
self explanatory.
function kaiser, tr, tl, t2, theta, nin 
n=nin+l
;Define f and h. These variables hold all the substates.
After n pulses, substates +/~n will probably be filled,
so this is the size of the array.
h = c omplexarr(2*n+1)
h[n] = [1.]
f = complexarr(2*n+l)
i = complex(0,1)
newf = complexarr(2*n+l)
newh = c omplexarr(2*n+1)
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signal = fltarr(n-l)
alpha = theta*Idtor 
;RF puise matrix:
puise = [[cos(alpha/2.)"2., sin(alpha/2.)"2., 
-i*sin(alpha)3, [sin(alpha/2)"2., $ 
c os (alpha/2.) *'2., -i*sin(alpha)] , $ 
[-i*sin(alpha)/2., i*sin(alpha)/2., 
cos(alpha)]]
for ll-0,n-2 do begin
; Calculate effect of RF pulse on each substate, 
for 1=-11,11 do begin
result = pulse ## $
[ [f [n+1] ] , [conj (f [n-1] ) ] , [h Cn+l] ] ] 
newf[n+1] « result[0] 
newh[n+1] = result [2] 
endfor
f = newf & h=newh 
1=2
;This is the result: the fO substate after the RF pulse, 
signal [11] = -imaginary(f[n])
;Evolution of the f substates, 
for 1=-(11+1),11+1 do begin
result = [[exp(-tr/t2), 0., 0.], $
[0., exp(-tr/t2), 0.], $
[0., 0., exp(-tr/tl)]] $
## [[f[n+1-1]], $
[conj(f[n-1-1] ) ] , $
[h[n+l]]] + $
(1 eq 0) * (l.-exp(-tr/tl)) $* [[0 .],[0 .],[1 .]] 
newf [n+1] = result [0] 
newh[n+1] = result [2] 
endfor
f = newf & h=newh 
1=2 
endfor
return, signal 
end
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A .1.2 Kaiser Jit
This program, KaiserJit, uses the function Kaiser and Lmfit (the IDL im­
plementation of the Levenberg-Marquardt algorithm) to fit Ti, T2, 9, and p to 
data. The arguments are “data” , which is an array containing the n data points, 
“tr” , which is the repetition time, and “a” , which contains the initial parameter 
estimates in the form [Ti, T2, 0, p\.
;Kaiser_fit. This program uses the program Kaiser to fit parameters 
to data using the Levenberg-Marquardt algorithm.
;This function evaluates the function and partial derivatives, 
function use_kaiser, x, a 
common paramsl, tr, n, eps 
common a, old_a, fx, result
;Because evaluation of the function is slow, unnecessary repeat 
evaluations are avoided, 
if max(a ne old_a) then begin 
print, a
fx = a(3)*kaiser(tr, a[0], aCi], a[2], n) 
result = [[fx], [fx] , [fx], [f x], [fx]] 
for 1=0,2 do begin 
p = a
;The Tl, T2, and theta partial derivatives are found numerically, 
inc = eps*abs(p[l]) 
if inc eq 0 then inc=eps 
p[l] = p[l] + inc 
;The rho partial derivative is found analytically
fxl = p[3] * kaiser (tr, p[0] , p[l] , p[2] , n) 
result(*,1+1) = (fxl-fx)/inc
endfor
result(*,4) = fx/a[3] 
old_a = a
endif
return, result(x, *) 
end
function kaiser_fit, data, trin, a, noise=noise, time=time, $
sigma=sigma, chisq=chisq, plotit=plotit, tol=tol, x=x, $
itmax=itmax
common paramsl
common a
start_time = systime(l) 
tr = float(trin)
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n = n_eleinents(data)
if n_elements(x) eq 0 then x = indgen(n)
old_a = replicate(0., n)
res = macharO
eps = sqrt(res.eps)
;This works under UNIX, but appears to be too small under 
MS Windows due to a bug in the IDL Machar function, where I 
impose 0.001.
if !version.os_family eq 'Windows* then eps=0.001 
if n_params() It 3 then begin
tl = -tr/alog(l.-data[1]/data[0]) 
a = [tl, tl, 90., data[0]]
endif
if n_elements(noise) ne 0 then weights=replicate(l./noise'*2. ,n) $ 
else weights=replicate(l., n)
;Setting T2=0 tends to cause an underflow and nonconvergence. 
if n_elements(toi) eq 0 then tol=0.001 
if n_elements (itmax) eq 0 then itmax=20
;Lmfit is the IDL Levenberg-Marquardt routine, directly based on the 
Numerical Recipes program.
yfit = lmfit(x, data, a, function_name='use_kaiser*, $ 
weight8=weights, sigma=sigma, chisq=chisq, tol=tol, $ 
itmax=itmax)
print, 'Result: ', a %
if n_elements(noise) ne 0 then begin 
print, 'Errors: ', sigma 
print, 'Chi-squared = ', chisq
endif
if keyword.set(plotit) then begin
if n_elements(noise) ne 0 then $ 
rjh_ploterr, data, replicate(noise,n) $ 
else plot, data, psym=7 
oplot, yfit
endif
time = systime(l)-start_time
return, a 
end
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A .1.3 CPMG Refocusing Errors
This is another program applying the Kaiser theory, this time to obtain the 
results for CPMG refocusing errors for Section 4.3.2.1.
;Function CPMG. This function uses the Kaiser theory to 
find the effect of imperfect refocusing pulses on CPMG 
sequences. This is similar to the function "Kaiser".
function cpmg, alpha, phi 
i = dcomplex(0,1) 
f = dcomplexarr(257) 
h = dcomplexarr(257)
X  =  exp(-0.04d) 
result = dcomplexarr(64) 
f[129] = dcomplex(0,X)
;A 90 degree pulse is loaded, and then the spin echoes 
created by different refocusing pulses are calculated, 
for 11=0,63 do begin 
oldf = f 
oldh = h 
;Refocusing pulse
for 12=0,256 do begin
f[12] = oldf[12]*cos(alpha/2.) 2^. + $ 
exp(2*i*phi)*$
conj(oldf[256-12])*sin(alpha/2.)"2. $
- i*exp (i*phi) *oldh;^ 12] *sin(alpha) 
if abs(f[12]) gt 1.0 then stop
h[12] = oldh[12]*cos(alpha) + $ 
i/2.*exp(i*phi)*$ 
conj(oldf[256-12])*sin(alpha) $
- i/2.+exp(-i*phi)*oldf[12]*sin(alpha) 
if abs(h[12]) gt 1.0 then stop 
endfor 
oldf = f 
oldh = h 
;Evolution for half echo time.
for 12=1,256 do begin 
f[12] = X*oldf[12-1] 
endfor 
;echo after TE/2.
result[11] = f[128]
;more evolution for second half of echo time, 
oldf = f 
oldh = h
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endfor 
return, 
end
for 12=1,256 do begin 
f[12] = X*oldf[12-1] 
endfor
abs(result)
A .2 Polymer Code
No program as such was written for the fitting in Chapter 6. I formed the 
opinion that this fitting was best done on the command line, so that any problems 
that may occur are spotted immediately. The steps used are as follows.
1. Find the Tg of each pixel in the profile from the echo train, using the 
Levenberg-Marquardt algorithm for the reasons given in Section 4.5.3.1.
2. Plot the T2 profiles on the screen, and identify the edges of the two regions 
of MnCl2 solution.
3. Average T2 over each region, and convert to concentration.
4. Find the time constant of the exponential decay of the concentration differ­
ence.
5. Output the result, and write the T2  and concentration values to files for use 
in Xmgr.
A 3  Maranview
The program Maranview was written in IDL for the visualisation and recon­
struction of data from the 0.7 T  system and the new Garfield system. This 
was necessary because the software provided is too basic and insufficiently user 
friendly. The main window of the program is shown in Figure A.I. The user is 
supplied with a variety of options to allow the correct visualisation and/or recon­
struction of the data. For further information see the Maranview manual [254].
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Figure A.l: The main screen of the Maranview program.
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