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Abstract
Approximating the roots of a holomorphic function in an input box is a fun-
damental problem in many domains. Most algorithms in the literature for
solving this problem are conditional, i.e., they make some simplifying assump-
tions, such as, all the roots are simple or there are no roots on the boundary
of the input box, or the underlying machine model is Real RAM. Root clus-
tering is a generalization of the root approximation problem that allows for
errors in the computation and makes no assumption on the multiplicity of
the roots. An unconditional algorithm for computing a root clustering of
a holomorphic function was given by Yap, Sagraloff and Sharma in 2013
[36]. They proposed a subdivision based algorithm using effective predicates
based on Pellet’s test while avoiding any comparison with zeros (using soft
zero comparisons instead). In this paper, we analyze the running time of
their algorithm. We use the continuous amortization framework to derive an
upper bound on the size of the subdivision tree. We specialize this bound
to the case of polynomials and some simple transcendental functions such as
exponential and trigonometric sine. We show that the algorithm takes expo-
nential time even for these simple functions, unlike the case of polynomials.
We also derive a bound on the bit-precision used by the algorithm. To the
best of our knowledge, this is the first such result for holomorphic functions.
We introduce new geometric parameters, such as the relative growth of the
function on the input box, for analyzing the algorithm. Thus, our estimates
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naturally generalize the known results, i.e., for the case of polynomials.
Keywords: Holomorphic functions, root clustering, approximating roots,
continuous amortization, subdivision algorithms, de Branges’s theorem.
1. Introduction
Numerical analysis is concerned with developing algorithms that work
over a continuous domain, such as the reals R or the complex numbers C.
A fundamental problem in this area is to approximate the roots of a holo-
morphic function f : C → C in an input box B0, with dyadic endpoints, to
within some desired input accuracy. We call this problem the exact root
finding (ERF) problem. We assume throughout that f is holomorphic not
only on B0 but over a sufficiently large neighborhood of B0. We further as-
sume that f and all its derivatives are represented by their “box”-versions
f (j), j ≥ 0, i.e., given a box B ⊂ C, we can compute a set f (j)(B) that
includes the range f (j)(B); moreover, for a sequence of boxes monotonically
converging to a point the error in the overestimation converges linearly to
zero; such box functions are known for a large class of functions, e.g., [13].
Alternatively, one can construct box-functions using techniques such as au-
tomatic differentiation, given an algorithm for evaluating a box-function for
the function [18].
The ERF problem naturally generalizes the problem of approximating the
roots of a polynomial [20, 33]. However, there are very few “complete” algo-
rithms in the literature for solving it [17, 22]. The few that are algorithmically
sound, do not have a rigorous complexity analysis. The occasional results
implying a complexity analysis are not complete: One such result states that
the roots of a polynomial-time computable function are also poly-time com-
putable [24, Thm. 4.11]; this result, however, is not uniform and it assumes
that all the roots are simple. Most of the algorithms in the literature make
similar assumptions: e.g., algorithms relying on the argument principle to
detect roots in a domain often assume that there is no root on the bound-
ary of the domain [22]; or algorithms that rely on subdivision, either of the
search domain [35] or while applying quadrature rules [38], often introduce
some preset tolerance to stop the subdivision. The situation is in contrast to
the setting of polynomials where many complete algorithms are known with
detailed and near optimal complexity estimates [33, 31, 5].
A desirable goal, therefore, is to devise a complete algorithm for the
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ERF problem, i.e., an algorithm that does not make such niceness assump-
tions. However, working with a box-representation of f means that we cannot
distinguish, using finite precision, whether a region contains a multiple root
or a “cluster” of very close roots. In order to address this we have to change
the problem from approximating roots to approximating “clusters”. This is
called the root clustering problem (RCP) [36]. A further restriction on the
algorithm is imposed by the Turing machine model of computational: since
we can only compute absolute approximations to numbers, it is undecidable
to detect if a number is zero or not. Hence, we cannot use comparisons with
zero in devising complete algorithms. We instead use a soft zero test, i.e.,
a comparison that only decides the sign of a non-zero real number, similar
to what is implemented in the iRRAM software package [30]. A complete
algorithm based on soft zero tests for the RCP was presented in [36]. In
this paper, we bound its complexity, including its precision requirements,
and consequently obtain a generalization of similar results for the case of
polynomials [4].
To describe the problem, we need the following definitions. For a disc
D ⊂ C and non-negative number λ, by λD we denote the centrally scaled
version of D by the scaling factor λ. Similarly, for an axis-aligned box B ⊂ C,
and λ > 0, let λB denote its centrally scaled version. Let m(B) denote the
midpoint of B, w(B) its width, and rB:=w(B)/
√
2 the radius of the smallest
disc, D(B), that is centered at m(B) and contains B.
A non-empty multiset C of a subset of roots of f is called a cluster if
there exists a disc D and a λ > 1 such that C is the largest multiset of roots
in D and λD. The cardinality, |C|, of C is the number of roots in C counted
with multiplicity; roots in a cluster will always be counted with multiplicity.
A cluster C is called a natural cluster if C is the largest multiset of roots in
D and 3D; such a disc D is called isolating for f . A crucial observation is
that the set of natural clusters form a tree under subset inclusion [36]. A disc
D is called an exclusion disc if it does not contain any root of f . The local
Root Clustering Problem for f in a box B0 is to construct a collection
D = {D1, . . . , Dn} of pairwise disjoint discs such that
1. the centers m(Di) lie in B0,
2. each Di is an isolating disc for f ,
3. all roots of f in B0 are in some disc in D, and
4. all the roots of f in the discs Di are in 2B0.
One may additionally require that the isolating discs have radius smaller
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than a given , but in our case we do not restrict the discs (i.e., will assume
 to be infinity).
The algorithm in [36] takes as input a box B0 and an upper bound N0
on the number of roots of f in B0 counted with multiplicities. We assume
throughout that 2B0 is contained within the domain of holomorphy of f . The
algorithm is subdivision based, that is, it constructs a quad-tree subdivision
of the search space in order to localize the roots (this strategy was also used
in [11, 22, 35]). Given a box B, the algorithm first tries to count the number
of roots in a scaled version of the box B using Pellet’s test: if the function f
satisfies the following condition∣∣∣∣f (k)(m)k!
∣∣∣∣ rk ≥ ∑
j≥0;j 6=k
∣∣∣∣f (j)(m)j!
∣∣∣∣ rj, (1)
then the disc D(m, r) contains exactly k roots of f . To make this test effec-
tive, the algorithm uses an interval arithmetic version of a result of Darboux
[10] combined with a soft zero comparison. The test either returns the exact
number of roots k ≥ 0 inside the scaled version of B, or it returns saying that
it cannot determine the number of roots in B; note that B itself may not
contain the k roots since the test is applied to a scaling of B. In the former
scenario, we terminate the subdivision at B, and in the latter scenario we
subdivide B into four equal boxes and continue recursively. The output of
the algorithm is an isolating system D, where each disc in D corresponds to
a pair (B, k), and denotes the smallest disc centered at m(B) and containing
c1k ·B, for some constant c1 > 1. The complete details of the algorithm can
be found in Section 3.
Our two main results are a bound on the number of subdivisions exe-
cuted by the algorithm, and a bound on the precision requirements of the
algorithm. These two, along with standard bounds for polynomial arith-
metic, yield a complete complexity analysis of the algorithm. We use the
general framework of continuous amortization [8] to derive the bound on the
size of the subdivision tree. In order to state the bound, we introduce some
notation.
For k ≥ 0, and z ∈ C, we use the notation fk(z) to stand for f (k)(z)/k!.
Crucial to our analysis is Smale’s γ-function [6]:
γ(f, z):= sup
k≥1
∣∣∣∣fk(z)f(z)
∣∣∣∣1/k . (2)
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For a cluster of roots C, we can factor f(z) = h(z)∏α∈C(z−α), where h is a
holomorphic function with no roots in C. The γ-function associated with C
is defined as
γC(z):=γ(h, z). (3)
Let
mC:= centroid of the points in C (4)
and
rC:= min {r : D(mC, r) contains all the points in C} . (5)
Define
RC:=
|C|
c0γC(mC)
(6)
where c0:=2
17e2. Intuitively speaking, RC measures the distance from the
centroid mC to the nearest root of the |C|-th derivative of f . A cluster C is
said to be strongly separated if
rC ≤ RC
8|C|3 . (7)
All roots of the function, irrespective of their multiplicities, are strongly
separated clusters since rC = 0 for them. For a strongly separated cluster C
define the disc
DC:=D
(
mC,
RC
|C|3
)
. (8)
The size of the subdivision tree is not only governed by the roots in B0 but
also those in a larger neighborhood of it. This is captured by the following
definition: Given B0, consider the following set of clusters
S0:= {maximal strongly separated clusters C partitioning the roots of f in 2B0} .
(9)
Here maximal is in terms of subset inclusion, i.e., there is no larger strongly
separated cluster satisfying the same conditions; S0 captures those clusters
that are in the vicinity of the box B0, though all of them may not be detected
by the algorithm.1
The precise statement of our first main result is the following:
1The proofs later show that 2B0 can be replaced by (1 + )B0, for a constant  > 0.
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Theorem 1.1. The size of the subdivision tree of the algorithm in [36] is
O
(
|S0|+
∫
B0\∪C∈S0DC/3
γf (z)
2 dA
)
,
where dA denotes the area form.
As a corollary, we obtain that the size of the subdivision tree for the local
root cluster problem in case f is a polynomial of degree d and B0 is the box of
width 2M(f) containing all the roots of f is bounded by O(d2 logM(f)+d3),
where M(f) denotes the Mahler measure of f [37]. This is better than the
bound in [35] in two respects: first, we save a factor in the degree, and second,
we do not assume that the polynomial is square-free; the improvement is
possible because the continuous amortization framework allows us to do an
amortized application of root bounds. If f is the exponential function, then
S0 is empty and the γ-function is a constant, which implies that the number
of boxes in the subdivision tree is proportional to the area of B0. This
does not appear to be bad at first sight, but observe that the area of B0
is exponential in the bit-representation of its vertices, and so the bound is
exponential in the input. This bound is also tight, because for the exclusion
test based on Pellet’s condition to detect that a box has no roots, we require
that exp(m(B)) dominates rB · exp(z), where z is on the boundary of B; for
this to hold, the width of the box B must be smaller than one; this means any
box with width larger than one has to be subdivided into a uniform grid of
boxes of width smaller than one before they can be excluded. Similar results
can be shown for the sine function. Our results highlight that exclusion
tests which may work very well for polynomials do not necessarily yield good
results in the general setting.
To express the bound on precision, we need the following definitions: Let
M(f, 4B0):= sup {|f(z)| : z ∈ D(4B0)}
and
m(f,B0):= inf {|f(z)| : z ∈ B0 \ ∪C∈S0DC/3} .
For a set U ⊂ R, define
min(U):= min {1, inf U} . (10)
If U = {x} then we simply write min(x); observe that for all x ≥ 0, we have
log min(x) ≤ 0. We also assume that the box-functions satisfy a first-order
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error bound (see (13) below for a precise definition). Then the bound on the
precision requirement is given by the following:
Theorem 1.2. The precision required by the procedure is bounded by
O
(
N0 log
M(f, 4B0)
m(f,B0)
+N20 −N20 log min (w(B0))−N0(log minC∈S0
∣∣f|C|(mC)∣∣)).
Recall that N0 is an upper bound on the number of roots of f in B0 counted
with multiplicities, and w(B0) denotes the width of B0.
The ratio in the first term in the bound above measures the relative growth
of the function. This is the first time, to the best of our knowledge, that
such a term appears in the analysis of a continuous algorithm. The term
(− log ∣∣f|C|(mC)∣∣), for a cluster C, in the last term of the bound measures
the conditioning of the cluster: if it is very large, then we expect to have
a root near the cluster. When f is a polynomial of degree d, substituting
N0 = d, we obtain a bound similar to the one given in [4, Thm. A] (see
Corollary 7.5). Similar parameters have also been used for bounding bit-
complexity of numerical operators on analytic functions in real analysis [23].
1.1. Our Contributions and Comparison to Existing Literature
Yakoubsohn’s exclusion-based algorithm [35] is a well-known algorithm
for zero-finding of analytic functions and is the closest algorithm to the one
proposed in [36]. It uses exclusively an exclusion predicate based on Pellet’s
test, and does not have an inclusion test; the termination is guaranteed by
using a cutoff precision for the width of the boxes. We hope that it will be
instructive to compare the two approaches and especially the analysis of the
algorithms.
Both approaches need evaluation of an analytic function f given by a
Taylor expansion. Whereas the algorithm in [36] assumes the existence of
box-functions for f and its higher order derivatives, it is not clear how Pellet’s
test is made effective in [35] for non-polynomial functions in general.
Besides the box-functions, the other algorithmic requirement of [36] is
an externally given upper bound N0 on the number of zeros (counted with
multiplicity) in the input box B0. In this box roots will be clustered naturally,
i.e., the algorithm determines isolating discs for natural clusters (as defined
in the introduction). Yakoubsohn [35] instead requires four conditions on the
initial square B0 with width w(B0). Let the zeros of f inside B0 be z1, . . . , zd
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(where multiple roots occur multiple times according to their multiplicity).
With g(z) :=
∏d
k=1(z − zk) we define a splitting of f , f(z) = g(z)h(z), into
analytic functions. The first requirement is (condition (1) in [35])
∀x ∈ B0 :
∣∣∣∣h(k)(x)k!h(x)
∣∣∣∣ ≤ λτ k−1 for all k ∈ N, (11)
for some real values λ and τ . Second requirement (condition (2) in [35]) is
4
√
2τw(B0) ≤ 1. (12)
For the precise statement of Yakoubsohn’s remaining conditions (3) and (4)
please see the original paper [35]; in particular, condition (4) implies that
τ must be positive. While condition (3) encapsulates an inclusion/isolation
ratio around a zero, the additional condition (4) requires a certain ratio size
in condition (3), and compares and adjusts this globally for the cluster size
in relation to the isolation distance. These additional requirements might ne-
cessitate a regrouping of all zeros in the analysis, which may not be reflected
in the output. A finite precision analysis would have to show how any type
of grouping could remain stable under the algorithm in [35].
Coming to the complexity analysis of the algorithm, the main differences
between [35] and our results are the following:
• Unlike [35], where a bit-complexity result is given for the case of square-
free polynomials only, we provide a complexity analysis for non-polynomial
functions also. Even in the case of polynomials, we do not assume
square-freeness.
• The analysis of the polynomial case in [35], i.e., f ∈ C[z], is achieved in
[35] by setting the parameter λ to zero in the above requirements (viz.
[35], Section 9). But this amounts to h ≡ cons., i.e., the clustering
of all roots. Especially, the case of a box B0 containing only a proper
subset of roots cannot be analyzed in this fashion. A simple transition
from B0 to a box containing all roots of f ∈ C[z] seems out of reach
as the used predicate is sensitive to roots outside the box. Our result
in the polynomial setting, Theorem 6.5, does not need the assumption
that B0 includes all the roots of the polynomial.
• The complexity estimate in [35] depends on the distance of f to the set
of polynomials with multiple roots, unlike our results which depend on
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natural parameters associated with the polynomial, such as the degree
and the Mahler measure.
• The estimate of Theorem 1.1 in [35] can be specialized (see Section 9.1
of the paper) to yield a number of subdivisions of order O(d4 logM(f)+
d4 log d) for a polynomial of degree d. This is at least a factor larger in
the degree than our bound, Corollary 6.6; for polynomials whereM(f)
dominates, the improvement is quadratic.
• Unlike our results on the number of boxes in the subdivision tree, the
analysis in [35] implicitly assumes that the initial square B0 contains
a positive number of zeros ζi with multiplicities mi ∈ N constituting
p ∈ N clusters. If we take p = 0 (or mi = 0∀i) to cover a box devoid
of zeros, the estimates for Q (the number of executed exclusion tests)
in ( [35], Thms. 1.1 , 1.2) are obviously wrong.
Thus, we hope it is fair to conclude that Yakoubsohn’s analysis essentially
(i) deals with root refinement of a positive number of zeros in a given box,
(ii) is placed in the Real RAM setting for general analytic functions, and (iii)
gives a bit-precision estimate estimate only for square-free polynomials, and
expresses it in terms of the unknown distance to the set of ill-posed problems.
1.1.1. Comparison with methods based on winding number computations
Let us consider an analytic function f with no zeros on the boundary of
a compact region R ⊂ C whose boundary is given by a contour (rectifiable
Jordan curve) γ. Then it is well known that the number N of zeros of f
inside R is given by
s0 :=
1
2pi
√−1
∫
γ
f ′(z)
f(z)
dz.
Let the distinct zeros in R be z1, . . . , zn with multiplicities ν1, · · · , νn, and
total number
∑k
i=1 νi = N ∈ N0. (Please note the changed indexing of zeros
and their total number in this subsection.) It is well-known that
sk :=
n∑
i=1
zki =
1
2pi
√−1
∫
γ
zk
f ′(z)
f(z)
dz,
and that the Girard-Newton identities may be solved to yield a polynomial
with exactly the roots zi and their multiplicities νi.
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Delves and Lyness [29] already proposed adaptive subdivision and modi-
fication of an initial region R = R0. Their subdivision is guided by numerical
criteria capturing smallness of f (indicating zeros near the contour γ) when-
ever
∫
γ
f ′(z)/f(z)dz > K. This together with forcing subdivision whenever
N = N(R) exceeds a threshold M is supposed to lead to well-conditioned
systems of equation. The work of Delves and Lyness does not come with a
computational complexity estimate, and it is not known whether its numer-
ical strategies actually yield a finite method (an algorithm).
A different approach to root-approximation with accuracy  was taken
by Ying and Katz [38] who use adaptive quadrature on a polygonal chain
around the region R to determine the integer s0. This might be used as an
inclusion-exclusion test together with subdivision. Their numerical approach
is reliable but may return “Failure” (viz. [38], p.157), and its complexity has
not been analyzed.
Another reliable algorithm by Ying and Katz [39] uses exclusion predi-
cates similar to our C0, and/or some refined version of it, namely: |f(m(B))| >
|f ′(m(B))| + M(B) · r2/2, where M(B) > | f ′′(B)|. Using either exclusion
a reliable algorithm was proposed which computed an inclusion of the roots
inside the region R up to accuracy . The run-time was only analyzed in a
Real RAM model, and finite precision issues were not discussed.
Kravanja, Sakurai and van Barel [26] separate the determination of the
number n of different zeros, and the approximation of the mutually differ-
ent zeros z1, . . . , zn from the computation of their multiplicities. Thereby,
ill-conditioning of root determination is supposedly overcome. Formal ortho-
gonal polynomials (FOP’s) φ0, φ1 = (z − s1/s0), . . . , φk are computed via
contour integrals. The sequence (φi)i will be terminated with k = n as the
last index of this sequence (so that φn =
∏n
1 (z − zi)) based on numerical
assessment of a sequence of quadratures. Subsequently, a Vandermonde sys-
tem connecting the roots zi and their multiplicities νi with the symmetric
functions si−1 is solved. Only numerical results have been reported in [26].
In section 6 loc.cit. the authors additionally discuss approximation of all
the roots inside a contour via interpolation at roots of unity connected with
multipoint Pade´ approximants (MPA) (see also [25]). There is no analysis of
this variant either.
Derivative-free versions of the approach above have been derived in [28].
Also, approximation properties and numerical stability have been discussed
qualitatively, see [27] . No reliable verified algorithm, complexity analysis or
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discussion of finite precision issues seems to be known.
Dellnitz, Schu¨tze and Zheng [12] propose an adaptive subdivision method
for a function with only simple zeros in a rectangle R. Selection of searched
rectangles is driven by winding number computations relying on adaptive
Romberg quadrature. The simple roots are subsequently approximated via
Newton’s iteration from the rectangle center using thresholds as stopping
criteria. If verification fails, rectangles are halved along the vertical and
horizontal bisector alternatingly. No proof of finiteness or other analysis
seems to have been reported, but a combination with convergence criteria
for the Newton iteration is clearly feasible.
Johnson and Tucker [22] suggest to improve enclosures of a positive num-
ber k of zeros. The initial enclosure is found by a winding number compu-
tation, and an improved region is sought via a Newton iteration with f (k−1).
A fixed point of the iteration may be validated via an interval version of
Newton’s method known as the Krawczyck operator. This would eventually
allow verified determination of a zero inside a (“small”) interval box. If this
fails, uniform subdivision is employed. Again, no analysis is provided for the
algorithm.
The connection of interpolation to zero-finding was considered again re-
cently in [1] , see also [7], which latter contains some comparison of methods.
(A reader interested in aspects of fast and stable solving of the related finite
matrix pencils and linear problems may like to consult [16].) Besides the
qualitative fact that zeros of the approximant polynomials pµ (of degree µ)
converge to the zeros inside the unit circle when µ → ∞, no quantitative
estimates seem to have been discussed yet.
2. Preliminary
We borrow some definitions from [36, 4]. Let f : C→ C be a holomorphic
function and, as above, let fk(z) be its kth normalized derivative, i.e.,
fk(z):=
f (k)(z)
k!
.
The algorithm will work with dyadic numbers F = {m2n : m,n ∈ Z}. A com-
plex number z is represented by a τ-regular oracle function z˜ : N → F2,
for some fixed τ ≥ 0 [4]: Given L ∈ N, the oracle returns z˜ such that
|z˜− z| ≤ 2−L and z˜ has O(τ +L) bits. We will often use the notation “z” to
stand for both the number and its oracle representation. An interval I ⊂ R is
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represented by a pair of oracles for its endpoints. Let F represent the set of
closed intervals with dyadic endpoints. The algorithm will work with boxes
B with dyadic endpoints, i.e., B ∈ F× F. Given a function f : C→ C, a
box-function for f , represented as f , is a function satisfying the following
properties:
1. f : ( F)2 → ( F)2.
2. For all boxes B, we have that f(B) ⊂ f(B).
3. The box-function satisfies a first-order error bound, i.e., for a box B
sup
z,w∈ f(B)
|z − w| ≤ sup
z∈B
|f ′(z)| · (2w(B)). (13)
The last property ensures that the box-function is monotonically converging,
i.e., as rB tends to zero, the box function converges to the value f(mB). Such
error bounds are implemented as part of some interval arithmetic libraries
(e.g., [21]). The algorithm asumes that we can compute box-functions for
f and all its higher order normalized derivatives. The error bound for the
box-function of the kth normalized derivative is
sup
z,w∈ fk(B)
|z − w| ≤ sup
z∈B
|fk+1(z)| · (2(k + 1)w(B)). (14)
Box-functions can be computed using interval arithmetic and box-function
representations for some standard class of functions are part of multiprecision
software libraries [2, 21, 15, 30, 40]. Given an algorithm computing a box-
function for f , one can also use techniques from automatic differentiation to
compute a box-function for its derivatives [18]. Given a disc D(m, r), where
m and r are dyadics, and some k, by fk(D(m, r)), we denote the output of
the box function fk(B), where B is the smallest axis aligned box centered
at m and containing D(m, r).
Using the monotonically converging property of box functions, we can
also construct oracle functions for the numbers fk(w), for a dyadic point w:
Given w ∈ F2, compute fk(w+2−pD(0, 1)), for p = 1, 2, . . ., until we obtain
the desired level of accuracy in the output. It is important to note that the
complexity analysis later will not account for the complexity of computing
the oracle functions, but only bound the precision demanded from the oracle
functions; the τ -regularity ensures that the number of bits in the output are
an additional additive factor of τ more than the demand.
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2.1. The Soft Zero Test
As mentioned earlier, a crucial component of the algorithm is the soft
zero test. Here we describe the test for comparing two closed intervals I, J
in R. Given a precision p ∈ N, let (I)p be an interval containing I obtained
by computing a p-bit approximation to its two endpoints and then rounding
appropriately, i.e., if I = [a, b] and a˜ and b˜ are a p-bit absolute approximation
to a and b respectively, then (I)p = [a˜− 2−p, b˜+ 2−p]. If an interval does not
contain the origin, then its sign is well defined. Given the guarantee that one
of the intervals I, J does not contain zero, we want to deduce the sign of I−J
or deduce that the two intervals are “relatively close.” A procedure resolving
this problem is called the soft zero test for intervals. This is a generalization
of similar tests for real numbers given in [36, 4] and is a slight modification
of the comparison operator implemented in [30].
SoftCompare
Input: Intervals I and J .
Output: Sign of I − J or that they are “relatively equal”.
1. p = 1.
2. do
Compute (I)p and (J)p.
If (I)p ∩ (J)p = ∅ then
Output the sign of (I)p − (J)p.
Else if (I)p ∩ (J)p 6= ∅ and either 0 6∈ (I)p or 0 6∈ (J)p then
Output Relatively Close.
Else p← 2× p.
The loop terminates because by assumption at least one of the intervals does
not contain zero; otherwise, in the limit {0} ∈ I∩J . Let d(I) be the distance
between I and the origin: d(I):=0 if 0 ∈ I; otherwise,
d(I):= min {|x|;x ∈ I} .
Similar to [36], we obtain the following
Lemma 2.1. In evaluating SoftCompare(I, J), the number of bits bits re-
quested by the oracles for I and J is bounded by
2− (log2 min(max {d(I), d(J)})) .
13
Proof. Without loss of generality, let us assume 0 6∈ I and d(I) ≥ d(J). If
I = [a, b], a > 0, and (I)p = [a˜− 2−p, b˜+ 2−p], then (I)p does not contain the
origin if p ≥ 1 + log2(1/a). Therefore, the iteration will certainly stop before
the bound mentioned in the statement is attained.

3. The Soft Zero Algorithm for Root Clustering
For a disc D(m, r), where m, r are dyadic numbers, define the predicate
C˜k(m, r) ≡ SoftCompare(|fk(m)| rk,
k−1∑
i=0
|fi(m)| ri+| fk+1(D(m, r))| rk+1) > 0.
(15)
The crucial component of the algorithm is the following procedure:
firstC(B, N0)
Input: A box B ⊆ C and a number N0 greater than the number
of roots of f in B counted with multiplicity.
Output: Smallest k ≤ N0 such that D(c1k ·B) is isolating;
otherwise return −1
for k = 0, . . . , N0 do
If C˜k(max {1, (c1k)} ·B) and C˜k(max {1, (3c1k)} ·B) hold then
/ The max is required to ensure that the box is well-defined for k = 0.
Return k.
Return -1.
The constant c1:=32e appears as a consequence of the converses given in
Section 5 (in particular, from Lemma 5.5). We will call a box B an inclusion
box, if the procedure returns a positive value; it is called an exclusion box
if it returns zero.
Let the pair (B, k) denote the smallest disc centered at m(B) and con-
taining c1kB. Two pairs (B, k) and (B
′, k′) are said to be in conflict if the
corresponding discs intersect. The details of the overall algorithm for the
local root clustering problem are as follows:
14
Soft Root Clustering Algorithm
Input: f : C→ C, initial box B0, a number N0 upper bounding
the number of roots of f in B0 counted with multiplicity.
Output: An isolating system D for f in B0.
Q0 ← {B0}, Q1 ← ∅, D ← ∅.
1. while Q0 is not empty do
Remove a box B from Q0.
k ← firstC(B,N0).
If 1 ≤ k ≤ N0, push the pair (B, k) onto Q1.
else if k = −1 subdivide B and push its four children onto Q0.
else discard B. / k = 0, so there are no roots in B.
2. while Q1 is not empty do
Remove (B, k) from Q1.
If (B, k) is not in conflict with any other pair in D then
Push (B, k) onto D.
Return D.
4. Foundational Results
In this section, we derive criteria such that if a box B satisfies them then
the procedure firstC will output a non-negative value. Let C be a cluster
of roots of f . Recall from equations (4) and (5), respectively, that mC is its
centroid and rC is the radius of the smallest disc centered at mC containing
all the points in C.
We first derive tight bounds on the derivatives f (j) when z is sufficiently
close to mC, and rC is not very large. Let g denote the degree k:=|C| poly-
nomial given by
g(z):=
∏
α∈C
(z − α).
Then there is an analytic function h such that
f(z) = g(z)h(z) (16)
and h has no roots in C. By Leibniz’s rule for differentiation, it follows that
for j ≥ 0
f (j)(z) =
j∑
i=0
(
j
i
)
g(i)h(j−i),
15
and hence
fj(z) =
j∑
i=0
gi(z)hj−i(z). (17)
Since deg(g) = k, note that the terms g(i) for i > k vanish from the right-hand
side. From Walsh’s representation theorem [32, Thm. 3.4.1c], the equation
above can be further simplified to
fj(z) =
j∑
i=0
(
k
i
)
(z − α)k−ihj−i(z), (18)
where α depends on z and is contained in D(mC, rC); here we use the standard
convention that
(
k
i
)
= 0, for i > k.
Recall from (3) the definition of the γ-function associated with the clus-
ter C:
γC(z) = γ(h, z):= sup
k≥1
∣∣∣∣hk(z)h(z)
∣∣∣∣1/k . (19)
The following claim is based on standard arguments using γ-functions [6, 17]:
Proposition 4.1. For an analytic function h, if z ∈ C is such that h(z) 6= 0
then for all w ∈ C such that 4|z −w|γ(h, z) ≤ 1 we have γ(h,w) ≤ 4γ(h, z).
Proof. Define u:=|z−w|γ(h, z); by assumption u < 1. We first claim that
1− u
1− u ≤
∣∣∣∣h(w)h(z)
∣∣∣∣ ≤ 11− u. (20)
To obtain this, take the Taylor expansion of h around z, divide by h(z), and
apply triangular inequality to get∣∣∣∣h(w)h(z)
∣∣∣∣ ≤ 1 +∑
i≥1
γ(h, z)i|z − w|i = 1 +
∑
i≥1
ui.
Since u < 1, we can apply the formula for summing geometric series to obtain∣∣∣∣h(w)h(z)
∣∣∣∣ ≤ 1 + u1− u = 11− u.
The lower bound follows similarly.
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Now we have∣∣∣∣hk(w)h(w)
∣∣∣∣ = ∣∣∣∣ h(z)h(w)
∣∣∣∣∑
i≥0
∣∣∣∣hk+i(z)h(z)
∣∣∣∣ (k + ii
)
|z − w|i
≤
(
1− u
1− 2u
)
γ(h, z)k
∑
i≥0
(
k + i
i
)
(γ(h, z)|z − w|)i
=
(
1− u
1− 2u
)(
γ(h, z)k
(1− u)k+1
)
=
1
1− 2u
(
γ(h, z)
(1− u)
)k
≤ 2k+1γ(h, z)k,
where in the final step we used the fact that 4u ≤ 1. Taking the kth root on
both sides of the inequality above gives the desired relation.

We will need the following result later:
Lemma 4.2. Let C be a cluster of k ≥ 1 roots. If z ∈ C is such that
4k (|z −mC|+ rC) γC(z) ≤ 1,
then
1
2
<
∣∣∣∣fk(z)h(z)
∣∣∣∣ < 32 .
Proof. As in (18) above, we know that for every z there exists α ∈ D(mC, rC)
such that
fk(z) =
k∑
i=0
(
k
i
)
(z − α)k−ihk−i(z).
Pulling out the last term corresponding to i = k we obtain
fk(z) = h(z)
(
1 +
k−1∑
i=0
(
k
i
)
(z − α)k−ihk−i(z)
h(z)
)
.
We will derive an upper bound on the absolute value of the summation term
above and show that under the conditions of the lemma it is at most one
half. Let γz be a shorthand for γC(z).
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From the triangular inequality and the definition of γ(h, z), we obtain∣∣∣∣∣
k−1∑
i=0
(
k
i
)
(z − α)k−ihk−i(z)
h(z)
∣∣∣∣∣ ≤
k−1∑
i=0
(
k
i
)
|z − α|k−iγk−iz . (21)
Since α ∈ D(mC, rC), it follows that
|z − α| ≤ |z −mC|+ rC =: ∆.
Substituting this upper bound in the right-hand side of (21), we get∣∣∣∣∣
k−1∑
i=0
(
k
i
)
(z − α)k−ihk−i(z)
h(z)
∣∣∣∣∣ ≤
k−1∑
i=0
(
k
i
)
(∆γz)
k−i = (1 + ∆γz)k − 1.
The condition in the statement of the lemma states that 4k∆γz ≤ 1, which
implies that (1 + ∆γz)
k < e1/4 < 3/2, and hence the desired result follows.

As a corollary, it follows that if 0 < 2krCγC(mC) ≤ 1 then fk(mC) 6= 0; in
fact, there is a small neighborhood around mC where fk does not vanish. The
result above states that when z is sufficiently close to the cluster C and rC
is sufficiently small then |fk(z)| and |h(z)| are almost similar in value. The
next result states that if z is sufficiently close to mC then |fk(z)| and |fk(mC)|
are also similar in value.
Lemma 4.3. If C is a cluster of size k ≥ 1, then for all z such that
4k|z −mC|γC(mC) ≤ 1,
we have
1
2
<
∣∣∣∣ fk(z)fk(mC)
∣∣∣∣ < 32 .
Proof. We first prove the lower bound. From Taylor expansion of fk(z)
around mC we obtain that
|fk(z)| ≥ |fk(mC)|
(
2−
∑
i≥0
(
k + i
i
)
ui
)
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where u:=γC(mC)|z −mC|. The summation on the right-hand side above is
equal to (1− u)−k−1. Therefore,
|fk(z)| ≥ |fk(mC)|
(
2− 1
(1− u)k+1
)
.
Since 4ku < 1, by assumption, a simple numerical argument shows that
(1− u)−(k+1) < 3/2, for all k ≥ 1, which gives the desired lower bound.
The upper bound follows similarly from the inequality that
|fk(z)| ≤ |fk(mC)|
(∑
i≥0
(
k + i
i
)
ui
)
= |fk(mC)| 1
(1− u)k+1 .

4.1. Growth estimates on a disc
Let
M(f, k,m, r):= sup
w∈D(m,r)
|fk(w)| = sup
w∈∂D(m,r)
|fk(w)| (22)
be the upper bound on the absolute value of fk(D(m, r)), for k ≥ 0; we
will simply write M(f,m, r) when k = 0, and use the notation Mk,m,r when
f is understood from the context. We will frequently need estimates and
relations on M(f, k,m, r).
From Cauchy’s differentiation formula [34] we know that for j ≥ k(
j
k
)
fj(m) =
1
2pii
∮
D(m,r)
fk(z)
(z −m)j−k+1dz. (23)
We derive a few useful consequences of this result.
1. Taking the absolute values and applying triangular inequality, it follows
that for a disc D(m, r), we have
M(f, k + 1,m, r) ≥ rj−k|fj(m)|
(
j
k + 1
)
. (24)
2. Let w ∈ D(m, r) be a point attaining M(f, k+ 1,m, r). Then applying
(23) with j = k + 1 to the disc D(w, r) ⊂ D(m, 2r) we obtain
(k + 1)M(f, k + 1,m, r) ≤ M(f, k,m, 2r)
r
. (25)
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The next lemma is an estimate on the largest absolute value in fk(B)
in terms of M(f, k, 2B), and will be useful later in deriving converses.
Lemma 4.4. Given a box B, and k ≥ 0, the convergence condition (14)
implies that
sup
z∈ fk(B)
|z| < 3M(f, k,mB, 2rB). (26)
Proof. From (14) and the bound in (25) we obtain that
sup
z,w∈ fk(B)
|z − w| ≤ 2rB(k + 1)Mk+1,mB ,rB ≤ 2Mk,mB ,2rB .
Let z′ ∈ fk(B) attain the largest absolute value in the box-function,
and let w′ ∈ fk(B) be similarly defined. Since fk(B) contains fK(B), it
also contains w′, and hence combined with the bound above
|z′| − |w′| ≤ |z′ − w′| ≤ 2Mk,mB ,2rB .
Since f is holomorphic, from the maximum modulus principle we know that
Mk,mB ,rB ≤Mk,mB ,2rB , whence the desired claim.

We will also need the following upper bound on M(f, k,m, r) near a
cluster C.
Lemma 4.5. Let C be a cluster of k ≥ 1 roots. If m and r are such that
4k(|m−mC|+ rC + r)γC(m) ≤ 1,
then
M(f, k + 1,m, r) ≤ 16eγC(m)|fk(m)|.
Proof. Let w be a point on the boundary of D(m, r) where Mk+1,m,r is
attained. From (18) we know that there is an α ∈ D(mC, rC) such that
fk+1(w) = h
′(w) +
k∑
j=1
(
k
j
)
(w − α)jhj+1.
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Since 4k(|m − mC| + rC)γC(m) ≤ 1, we use the lower bound on |fk(m)| in
terms of |h(m)| from Lemma 4.2 to obtain∣∣∣∣fk+1(w)fk(m)
∣∣∣∣ ≤ 2|h(w)|
(
|h′(w)|+
k∑
j=1
(
k
j
)
|w − α|j |hj+1(w)|
)
.
Dividing and multiplying the right-hand side by |h(m)| we obtain∣∣∣∣fk+1(w)fk(m)
∣∣∣∣ ≤ 2 |h(m)||h(w)|
(∣∣∣∣h′(w)h(m)
∣∣∣∣+ k∑
j=1
(
k
j
)
|w − α|j
∣∣∣∣hj+1(w)h(m)
∣∣∣∣
)
.
Since 4rγC(m) ≤ 1, we can use the relation between |h(w)| and |h(m)| from
(20) along with the definition of γC(w) to get∣∣∣∣fk+1(w)fk(m)
∣∣∣∣ ≤ 4
(
γw +
k∑
j=1
(
k
j
)
|w − α|jγC(w)j+1
)
.
Since w is on the boundary of D(m, r) and α ∈ D(mC, rC), it follows that
|w − α| ≤ |w −m|+ |m−mC|+ rC = r + |m−mC|+ rC =: ∆.
Therefore, ∣∣∣∣fk+1(w)fk(m)
∣∣∣∣ ≤ 4γC(w)(1 + ∆γC(w))k. (27)
Since 4rγC(m) ≤ 1, we know from Proposition 4.1 that γC(w) ≤ 4γC(m), and
hence the statement of the lemma implies that k∆γC(w) ≤ 1. Therefore,
the term in the parenthesis above is at most e, giving us the desired upper
bound.

4.2. Relation between γ(f, z) and γC(z)
Let C be a cluster of k ≥ 1 roots and g(z), h(z) be as in (16). For z ∈ C,
define
Sg(z):=
∑
α∈C
1
|z − α| . (28)
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From (17) we know that
fj(z) =
j∑
i=0
gi(z)hj−i(z)
where the terms gi vanish for i > |C|. Then we have that∣∣∣∣fj(z)f(z)
∣∣∣∣ =
∣∣∣∣∣
j∑
i=0
gi(z)
g(z)
· hj−i(z)
h(z)
∣∣∣∣∣ ≤
j∑
i=0
∣∣∣∣gi(z)g(z)
∣∣∣∣ · ∣∣∣∣hj−i(z)h(z)
∣∣∣∣.
From the inequality |gi(z)/g(z)| ≤ Sg(z)i, which is trivially true if i > |C|,
and the definition of the function γC it follows that∣∣∣∣fj(z)f(z)
∣∣∣∣ ≤ j∑
i=0
Sg(z)
iγC(z)j−i < (Sg(z) + γC(z))j.
Taking the jth root on both sides, we obtain that for all z ∈ C
γ(f, z) < Sg(z) + γC(z). (29)
Since the argument never relied on the actual definition of a cluster, it works
even when C is any multiset of roots of f with appropriate definitions of g
and h.
4.3. Geometric Interpretation of γ(f, z)
The function γ(f, z) upper bounds the growth of the absolute value of the
higher order Taylor coefficients fk(z) at z with respect to the absolute value
of the first term f(z), which is assumed to be non-zero. It is not a priori
clear that this can be uniformly bounded; e.g., the first two derivatives of
the function ee
z
are ezee
z
and ezee
z
+e2zee
z
, which grow much faster than the
function itself; this issue does not arise in the case of polynomials. However,
from de Branges’s theorem we know that if the function is “nice” at a point
then the kth Taylor coefficient of the function is bounded by at most k. To
formalize this notion of niceness we need the following definition: A function
h : D → C, on a domain D ⊂ C, is called univalent (or schlicht) on D
if it is injective (i.e, one-to-one). The concept of niceness is the following:
A function h : D → C that is holomorphic and univalent on D is called
a conformal mapping of D, or conformal on D. Analogous to the real
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analytic setting, it is well known [34, p. 198–200] that the non-vanishing of the
derivative of a holomorphic function at a point is a necessary and sufficient
condition to ensure that the function is conformal on some neighborhood of
the point. The de Branges’s theorem [9] states that the Taylor coefficients
of a conformal map on a disc possess (and eventually even attain) a sharp
bound.
Theorem 4.6 (de Branges’s Theorem). Let h be a conformal map on
the open unit disc with Taylor series of the form
h(z) = z +
∑
n≥2
hn(0)z
n,
i.e., h(0) = 0 and h′(0) = 1. Then for all n ≥ 2, |hn(0)| ≤ n.
We first formulate a non-normalized or extended version of the theorem
above:
Theorem 4.7 (Extended de Branges’s Theorem). Let g be a confor-
mal map on the disc D(α,R), where α is a root of g such that g′(α) 6= 0.
Then for all n ≥ 2, ∣∣∣∣gn(α)g′(α)
∣∣∣∣ ≤ nRn−1 .
Proof. Consider the function h(z):=g(α+Rz)/(Rg′(α)). Then every point z
in the unit disc D is mapped to some point in D(α, r). In particular,
h(0) = g(α) = 0 and h′(0) = 1. Further note that hn(0) = Rn−1gn(α)/g′(α).
Clearly, h is conformal on the unit disc and hence from Theorem 4.6 we get
that
n ≥ |hn(0)| = Rn−1
∣∣∣∣gn(α)g′(α)
∣∣∣∣
which gives us the desired upper bound.

How do we apply this theorem in our context? Consider an analytic
function f such that f(α) 6= 0, and define the function g(z):=(z − α)f(z).
Since g′(α) = f(α) 6= 0, we know that there is a disc around α on which g is
conformal. Define Rf (α) as the largest radius around α on which g is
conformal. Then we can inductively verify that
g(n)(z) = nf (n−1)(z) + (z − α)f (n)(z).
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Therefore, gn+1(α) = fn(α) for n ≥ 0, which implies that
γ(f, α) = sup
n≥1
∣∣∣∣fn(α)f(α)
∣∣∣∣1/n = sup
n≥1
∣∣∣∣gn+1(α)g′(α)
∣∣∣∣1/n ≤ supn(n+ 1)1/nRf (α) < eRf (α) ,
(30)
where the penultimate inequality follows from Theorem 4.7.
A quantitative way to derive a lower bound on the radius of univalence
is facilitated by the following result [19]:
Theorem 4.8 (Bloch’s theorem). Let h : D(α, r) → C be a holomorphic
function such that h(α) = 0, h′(α) 6= 0 and for all z ∈ D(α, r), |h′(z)| ≤M ,
for some M . Define
R:=
r|h′(α)|
M
and R′:=
r|h′(α)|
2M
.
Then h maps D(α,R) biholomorphically onto D(0, R′).
When is R maximized? There is a trade-off between the increasing value
of r and M , since M also increases with r. So, it makes sense to define
rh(α):= sup
r
r
supz∈D(α,r) |h′(z)|
.
Moreover, from Cauchy’s differentiation formula (23) it follows that for all
z ∈ D(α, r)
|h′(z)| ≤ supz∈D(α,2r) |h(z)|
r
.
Therefore, rh(α) ≥ r2/M(h, α, 2r), for all r ≥ 0, whereM(h, α, r):= supz∈D(α,r) |h(z)|.
Substituting h:=(z − α)f we obtain that for all r ≥ 0,
Rf (α) ≥ |f(α)|rh(α) ≥ |f(α)| r
2M(f, α, 2r)
. (31)
Combining this with (30) we get that if f(α) 6= 0 then
γ(f, α) = O
(
M(f, α, 2r)
r|f(α)|
)
(32)
for all r ≥ 0.
We use the results above to derive a similar bound on γC(mC) (defined
in (3)), where C is a strongly separated cluster. In particular, this implies
24
that c0|C|2rCγC(mC) ≤ 1, therefore, from Lemma 4.2 we get that |fk(mC)| =
Θ(h(mC)) and both are non-zero. Combining this result with the bound
in (32) with f as h and α as mC, we directly obtain that
γC(mC) = O
(
M(h,mC, 2r)
r|fk(mC)|
)
for all r ≥ 0. It only remains to upper bound M(h,mC, 2r) in terms of f .
Since f = gh, it follows that for all z such that r:=|z −mC| ≥ 2rC, we have
|g(z)| ≥ (r/2)k. Therefore, we obtain the following bound: If C is a strongly
separated cluster then
γC(mC) = O
(
2kM(f,mC, 2r)
rk+1|fk(mC)|
)
(33)
for all r ≥ 2rC.
5. Converse for Inclusion and Exclusion
We now use the result above to derive a converse for the predicate C˜k(m, r)
defined in (15).
From [36, Lemma 5.2(b)], we know that C˜k(m, r) holds true if
|fk(m)| rk > 2
(
k−1∑
i=0
|fi(m)|ri + fk+1(D(m, sr))rk+1
)
,
From Lemma 4.4 we know that the predicate above holds if the following
stronger claim is true:
|fk(m)| rk > 2
(
k−1∑
i=0
|fi(m)|ri + 3M (f, k + 1,m, 2r) rk+1
)
. (34)
This claim follows from the following two claims:
|fk(m)| rk > 4
k−1∑
i=0
|fi(m)|ri (35)
and
|fk(m)| > 12M (f, k + 1,m, 2r) r. (36)
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In the next two sections, we derive conditions for these two claims to hold
when k ≥ 1, which will give a converse for inclusion; in Section 5.3, we derive
conditions for the special case when k = 0, which will give a converse for
exclusion; the results in Section 5.1, Section 5.2 and Section 5.3 are combined
to given an overall converse in Section 5.4.
5.1. Upper bound on the sum of derivatives up to k
In this section we derive conditions for (35) to hold near a cluster C
of k ≥ 1 roots. The conditions, intuitively speaking, should be that m is
close to mC, the centroid of the cluster, and r is sufficiently large to include
D(mC, rC).
Moving the term on the left-hand side of (35) to the right-hand side, we
would like to show that
1 ≥ K
k−1∑
j=0
∣∣∣∣fj(m)fk(m)
∣∣∣∣ rj−k, (37)
for K = 4. We next derive a sequence of upper bounds on the right-hand
side under some suitable assumptions.
Define
∆:=|m−mC|+ rC ≥ |m− α|,
for all α ∈ D(mC, rC). Let γm be a shorthand for γC(m), defined in (19).
Suppose m is such that
4k∆γm ≤ 1 (38)
then we can substitute the lower bound on |fk(m)| from Lemma 4.2, to obtain
the following:
K
k−1∑
j=0
∣∣∣∣fj(m)fk(m)
∣∣∣∣ rj−k ≤ 2K k−1∑
j=0
∣∣∣∣fj(m)h(m)
∣∣∣∣ rj−k.
From the expression for fj(z) in (18) and the triangular inequality, we obtain
that there is an α ∈ D(mC, rC) such that the quantity on the right-hand side
above is not larger than
2K
k−1∑
j=0
rj−k
j∑
i=0
(
k
i
)
|m− α|k−i
∣∣∣∣hj−i(m)h(m)
∣∣∣∣
≤ 2K
k−1∑
j=0
rj−k
j∑
i=0
(
k
i
)
∆k−iγj−im ,
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where the inequality follows from the definitions of ∆, given above, and the
γ-function (19) for h. Since k > j, we can write ∆k−i as ∆k−j+j−i and pull out
∆k−j from the inner summation to get the following form for the right-hand
side above
2K
k−1∑
j=0
(
∆
r
)k−j j∑
i=0
(
k
i
)
(∆γm)
j−i.
Further pulling out k! from the inner summation, and multiplying and di-
viding by j!(k − 1− j)!, we get that the quantity above is equal to
2Kk
k−1∑
j=0
(
k − 1
j
)(
∆
r
)k−j j∑
i=0
j!(k − 1− j)!
i!(k − i)! (∆γm)
j−i. (39)
Since i ≤ j, we have
(k − i)!
(k − 1− j)! = (k − i)(k − i− 1) . . . (k − j)
which is greater than (j − i)!, since k > j. Substituting this bound in (39),
we have so far shown that
K
k−1∑
j=0
∣∣∣∣fj(m)fk(m)
∣∣∣∣ rj−k ≤ 2Kk k−1∑
j=0
(
k − 1
j
)(
∆
r
)k−j j∑
i=0
(
j
i
)
(∆γm)
j−i
= 2Kk
k−1∑
j=0
(
k − 1
j
)(
∆
r
)k−j
(1 + ∆γm)
j
=
2kK∆
r
k−1∑
j=0
(
k − 1
j
)(
∆
sr
)k−1−j
(1 + ∆γm)
j
=
2kK∆
r
(
∆
r
+ 1 + ∆γm
)k−1
.
Assuming r ≥ 2k∆, along with the condition in (38), we obtain that the
term in the parenthesis above is at most (1 + 1/k)k−1, which is at most e.
Therefore, to ensure (37), it suffices that r ≥ 2kKe∆. If we further assume
that 2rγm ≤ 1, then we obtain (38) as a consequence. To summarize, we
have the following result, substituting K = 4:
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Lemma 5.1. Let C be a cluster of k ≥ 1 roots. If m ∈ C and r ∈ R≥0 are
such that
8ek (|m−mC|+ rC) ≤ r ≤ 1
2γC(m)
then
|fk(m)| rk ≥ 4
k−1∑
j=0
|fj(m)| rj.
Note that the conditions in the lemma above are stronger than those in
Lemma 4.2.
5.2. Upper bound on the tail term
In this section, we derive conditions for (36) similar to the result in
Lemma 5.1. Since the condition in some way depends on roots outside a
cluster C of k ≥ 1 roots, there will be a slight difference with Lemma 5.1,
in that we will require a stronger upper bound on r. Recall the shorthand
notation Mk+i,m,r for M(f, k + i,m, r), i = 0, 1, from (22).
Assuming
4k(|m−mC|+ rC + 2r)γC(m) ≤ 1,
we can substitute the upper bound from Lemma 4.5 on Mk+1,m,2r in the
right-hand side of (36) to get the following stronger condition:
1 ≥ 28eγC(m)r.
If we additionally assume that r ≥ 4k(|m−mC|+ rC) then
4k(|m−mC|+ rC + 2r) ≤ (8k + 1)r ≤ 9kr,
since k ≥ 1. Therefore, we get the following:
Lemma 5.2. Let C be a cluster of k ≥ 1 roots. If m ∈ C, and r ∈ R≥0 are
such that
4k (|m−mC|+ rC) ≤ r ≤ 1
28ekγC(m)
then (35) holds.
28
5.3. The Exclusion Case k = 0
The case k = 0 needs special attention for getting a complete converse to
firstC; the arguments in previous sections assumed k ≥ 1 and hence do not
apply. In this case, the inequality (34) for k = 0 is
|f(m)| ≥ 6 ·M1,m,2r · r. (40)
Let w be a point on the boundary of D(m, 2r) where the supremum of the
first derivative is achieved. Recall the definition of γ(f, z):
γ(f, z):= sup
k≥1
∣∣∣∣fk(z)f(z)
∣∣∣∣1/k . (41)
We claim that if 8rγ(f, w) ≤ 1 then 4|f(m)| ≥ |f(w)|: From Taylor expan-
sion around w, we observe that
|f(m)| ≥ |f(w)|
(
1−
∑
i≥1
(2rγ(f, w))i
)
= |f(w)|
(
2− 1
1− 2rγ(f, w)
)
≥ |f(w)|
4
.
Hence
M1,m,2r
|f(m)| ≤ 4
∣∣∣∣f ′(w)f(w)
∣∣∣∣ ≤ 4γ(f, w).
Therefore, in order for (40) to hold, it suffices that
1 ≥ 24rγ(f, w).
Furthermore, if there exists a z ∈ D(m, r) such that 4rγ(f, z) < 1 then
from Proposition 4.1 we know that γ(f, w) ≤ 4γ(f, z), which gives us the
following:
Lemma 5.3. If there exists a z ∈ D(m, r) such that c3γ(f, z)r ≤ 1, where
c3:=2
7, then the exclusion test will be successful, i.e., firstC will return zero.
5.4. Overall Converse for Strongly Separated Clusters
Combining Lemma 5.1 and Lemma 5.2, we obtain the following result:
Lemma 5.4. Let C be a cluster of |C| = k ≥ 1 roots. If m ∈ C and r ∈ R≥0
are such that
8ek (|m−mC|+ rC) ≤ r ≤ 1
28ekγC(m)
,
then C˜k(m, r) holds.
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Recall the definitions of RC (6) and a strongly separated cluster (7) which
required that rC ≤ RC/(8|C|3). The gap between rC and RC for a strongly-
separated cluster ensures that if the radius r of a disc D(m, r) is in this gap
and m is in a neighborhood of C then we should be able to detect the cluster.
More formally:
Lemma 5.5. Let C be a strongly separated cluster of k > 0 roots. If D(m, r)
is such that |m−mC|+ rC
4
≤ r ≤ RC|C|3
then for all s ∈ [c1|C|, 3c1|C|], where c1:=32e, the predicate C˜k(m, sr) holds.
Proof. Validity of the lower bound is straightforward, since for the smaller
choice of s, we have sr ≥ 8e|C|(|m − mC| + rC), which is the lower bound
in Lemma 5.4. Taking the larger value of s and combining with the upper
bound on r we see that
3c1|C|r < 3c1|C| RC|C|3 =
3c1
c0|C|γC(mC) ≤
1
28e|C|γC(mC) ≤
1
64e|C|γC(m) ,
since |m − mC| ≤ RC/|C|3 ≤ 2/(c0γC(mC)), it follows from Proposition 4.1
that γC(m) ≤ 4γC(mC), which explains the last inequality. Therefore, the
claim follows from Lemma 5.4 by substituting sr for r.

6. Bounding the Size of the Subdivision Tree
In this section we derive an upper bound for the size of the subdivision tree
(on the input box B0) as created by the Soft Root Clustering algorithm,
given in Section 3. As a step in that direction, we first refine this subdivision
tree as follows. For every leaf in the subdivision tree where a cluster was
detected, we continue the subdivision process until we either detect a strongly
separated cluster or the exclusion test holds. Let T0 be the tree so obtained.
Clearly, the size of T0 is greater than the size of the original tree, and so it
suffices to bound the size of T0.
Recall the definition of the set S0 from (9):
S0 = {maximal strongly separated clusters C partitioning the roots of f in 2B0} .
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From the definition it follows that for a C ∈ S0 we have D(mC, rC) ⊆ 2B0,
which implies that |mB0 − mC| + rC ≤ 2rB0 . If additionally C is such that
rB0 ≤ RC/|C|3 then from Lemma 5.5 we know that firstC will detect C at
B0 and we will terminate right away with the size of T0 as one. Therefore,
from now on we make the following assumption without loss of generality:
For all C ∈ S0, rB0 >
RC
|C|3 . (42)
The next lemma claims that all the clusters detected in T0 are in S0.
Lemma 6.1. Let C ∈ S0. If B is the first box depth-wise in T0 such that
B ∩DC/3 6= ∅ and B ⊂ DC then firstC invoked on B detects C.
Proof. We will use the shorthand R:=RC/|C|3. Let B′ be the parent of B.
Therefore, B′ ∩DC/3 6= ∅, but B′ 6⊆ DC. If p ∈ B ∩DC/3, then this means
that D(p, 4rB) is not contained in DC, i.e.,
|mC − p|+ 4rB ≥ R.
But as p ∈ DC/3, we know that |mC − p| < R/3. Combining it with the
inequality above we obtain that
rB ≥ R
6
.
Further recall that for a strongly separated cluster, rC ≤ R/8, which com-
bined with the inequality above implies that rC ≤ 3rB/4. Substituting these
bounds we obtain that
|mB −mC|+ rC ≤ |mC − p|+ |p−mB|+ rC ≤ R
3
+ rB +
3
4
rB ≤ 15
4
rB < 4rB,
which is the desired lower bound in Lemma 5.5. The upper bound trivially
follows since B ⊂ DC.
Note that B cannot be equal to B0 because by (42) rB0 > RC/|C|3 for all
C ∈ S0, therefore, the parent B′ of B always exists.

The lemma above shows that when the radius rB is somewhat propor-
tional to RC/|C|3 and B is in DC then firstC invoked on B detects C. An
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area argument shows that there are at most a constant number of leaf-boxes
covering DC/3 that will detect a C ∈ S0 in such a manner. Note that if DC/3
does not intersect B0 then it will not be detected, therefore, we can refine
the statement (42) on clusters in S0 to make the following assumption:
For all C ∈ S0, rB0 >
RC
|C|3 and DC/3 ∩B0 6= ∅. (43)
To account for all the other leaf-boxes B, including those that detect a
strongly separated cluster, we observe first that at their parent B′ the ex-
clusion test failed. Therefore, from Lemma 5.3, we know that for all z ∈ B′,
c3γ(f, z) ≥ 1, which is equivalent to (c3γ(f, z))2 ≥ 1. Since the area of B′ is
four times the area of B, we deduce that for all such boxes
4
∫
B
c23γ(f, z)
2 dA ≥ 1.
Combining this with the constant number of boxes covering DC/3 that detect
a C ∈ S0, along with the geometric upper bound (30) on γ(f, z), we have the
following result.
Theorem 6.2. The size of the subdivision tree of the Soft Root Clustering
algorithm is bounded by
O
(
|S0|+
∫
B0\∪C∈S0DC/3
γf (z)
2 dA
)
= O
(
|S0|+
∫
B0\∪C∈S0DC/3
dA
Rf (z)2
)
,
(44)
where dA denotes the area form.
We will illustrate with some examples later that the two bounds do not
always yield the same quantity, in fact, working with γ(f, z) seems to give
better bounds. However, there are occasions when the geometric bound is
easier to handle than the analytic one.
6.1. Number of exclusion boxes in a special case
There is a special extreme case where S0 is empty and where the bound
above may not be satisfying: The case when D(mC, rC) ∩ 4B0 = ∅ and
B0 ⊆ DC. That means B0 is well inside DC but it is so small that no box
in the subdivision tree may detect C, because the condition D(mC, rC)∩ 4B0
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ensures that for all points p ∈ B0 we have |p−mC|+rC > 4rB0 , and so no box
in a subdivision of B0 will satisfy the converse for inclusion in Lemma 5.5;
for an illustration see Figure 1. What is the number of boxes in the subdi-
vision tree required to detect exclusion so close to a cluster? We derive an
independent bound on
∫
B0
γ(f, z)2 dA in this special case.
mC RC|C|3
B0
4B0
DC
rC
Figure 1: Illustration of the special case
Recall the definition of Sg(z) in (28). From (29) we know that
γ(f, z)2 ≤ 2(Sg(z)2 + γC(z)2).
Therefore, ∫
B0
γ(f, z)2 = O
(∫
B0
Sg(z)
2 dA +
∫
B0
γC(z)2 dA
)
.
Since by assumption D(mC, rC) does not intersect 4B0, it follows that for
all z ∈ B0, and α ∈ C, |z − α| ≥ rB0 . Therefore, Sg(z) ≤ |C|/rB0 . For all
z ∈ B0 ⊆ DC, it also follows that γC(z) ≤ 4γC(mC). Therefore, the number
of exclusion boxes is bounded by
O
(∫
B0
|C|2
r2B0
dA + γC(mC)2w(B0)2
)
.
The assumption B0 ⊆ DC implies that w(B0)γC(mC) < 1, and hence the
second quantity in the right-hand side above can be bounded by a constant.
The area term in the first quantity cancels out with the denominator, to
conclude that the total number of exclusion boxes is at most O(|C|2). What
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is the width of the smallest box? Since there are at most O(|C|2) boxes, the
depth of the subdivision tree is O(log |C|), and therefore the width of the
smallest box is Ω(rB0/|C|). More formally, at every parent of a leaf box B,
the exclusion predicate failed: therefore, 2c3γ(f, z)rB ≥ 1. Again, by the
upper bound from (29) we have
2c3(Sg(z) + γC(z))rB ≥ 1.
Substituting the upper bound Sg(z) ≤ |C|/rB0 and γC(z) ≤ 4γC(mC), we
obtain that
2c3
( |C|
rB0
+ γC(mC)
)
rB ≥ 1.
Using the inequality w(B0)γC(mC) < 1, we further get that
rB = Ω
(
rB0
|C|
)
,
as desired
6.2. Number of exclusion boxes for the exponential function
We now derive an explicit form for the bound given in Theorem 6.2 on the
number of subdivisions for the exponential function. For the sake of under-
standing, we will derive bounds on both the integrals given in the theorem.
Let the input box B0 be centered at the origin, and its width be a dyadic
number. Clearly, S0 is empty as there are no roots. It is not hard to see that
γexp(z) = 1 and so the first integral in Theorem 6.2 is O(Area(B0)).
To bound the second integral, we need to derive a lower bound on Rexp(α).
The radius of univalence of exp(z) is less than 2pi, due to its periodicity,
however, we are interested in the radius of univalence of (z−α)ez. From the
lower bound in (31), we have that
Rexp(α) ≥ |eα| sup
r
r
supz∈D(α,r) |ez||1 + (z − α)|
= sup
r
r
supz∈D(α,r) |e(z−α)||1 + (z − α)|
.
Observe that the supremum of the denominator is attained when (z−α) = r,
in which case, from basic calculus, we obtain that the supremum of the right-
hand side is φ/(eφ(1 + φ)), where φ := (
√
5− 1)/2. Thus the integral∫
B0
dA
Rexp(z)2
= O(Area(B0)).
34
Both the integral bounds in Theorem 6.2 give us the same result. The
bound, however, is exponential in the bit-representation of the coordinates
of the endpoints of B0. Is the bound tight? Intuitively, yes since when e
m
dominates rez, where z is a boundary point of D(m, r), we would have r to be
smaller than one, i.e., when the exclusion predicate holds on a subdivision of
B0, all the boxes in the subdivision will have width below one. More precisely,
if the exclusion test holds then |em| ≥ r supz∈∂D(m,r) |ez|; note that we have
replaced the box-function of the derivative with the exact range. This is
equivalent to r ≤ infz∈∂D(m,r) |em−z| = e−r , which implies that .5 < r < 1,
therefore, corroborating our intuition.
6.3. Number of exclusion boxes for the sine function
We know that the roots of the sine function are kpi, where k ∈ Z. Let the
input box B0 be in the upper half plane such that 6B0 does not intersect the
real axis and =z ≥ 1/2, for all z ∈ B0. This ensures that S0 is again empty.
We first derive tight estimates on | sin z| for z ∈ B0. Let the real part be
<(z) = x and the imaginary part be =(z) = y. From the definition of the
sine function, we know that
sin z =
eix−y − e−ix+y
2i
=
ey−ix
2i
(−1 + e2(ix−y)) .
Taking absolute values on both sides and applying the triangular inequality
we get that
| sin z| ≤ e
y
2
(
1 + e−2y
)
<
3
4
e=(z),
where in the last inequality we use the fact that 2y ≥ 1. The same argument
also shows that
| sin z| > e
=(z)
4
.
Similarly, one can show that for all z ∈ B0
e=(z)
4
< | cos z| < 3
4
e=(z).
From these bounds it follows that γ(sin, z) = O(1) and hence the first inte-
gral bound in Theorem 6.2 on the size of the subdivision tree is O(Area(B0)).
Substituting the bounds on | sin z| above in (31), we obtain that
Rsin(α) ≥ sup
r
r
3|e=(z−α)| · |1 + (z − α)| .
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The supremum is attained when =(z−α) = r, and it is φ/(3eφ(1+φ)). There-
fore, Rsin(α) = Ω(1), for all α ∈ B0 and hence the bound in Theorem 6.2 on
the number of subdivisions required to exclude B0 is O(Area(B0)). Hence,
we see that both the integral bounds in Theorem 6.2 yield an exponential
bound on the size of the subdivision tree in the input representation. We
next argue that this is tight.
One can again show that when the exclusion test holds, the boxes have
width smaller than one. More precisely, suppose sinm 6= 0, and suppose
|sinm| ≥ r sup
z∈∂D(m,r)
|cos z| ;
we have again replaced the box-function for the derivative by its exact range.
From the upper bound on | sinm| and the lower bound on | cos z| we know
that the inequality above implies that
3e=(m) > r sup
z∈∂D(m,r)
e=(z);
Since z is on the boundary of D(m, r), the right-hand side above is maximized
when z = m+ ir, i.e., =(z) = =(m) + r. Therefore, when the exclusion test
is successful, we will have 3 ≥ rer, which implies that r < 2. This means
that B0 will be subdivided into a uniform grid of boxes with width smaller
than some constant before the exclusion test is successful. Hence the integral
bounds derived above are tight.
6.4. The case of polynomials
Let f be a monic polynomial of degree d and Z(f) ⊂ C be its multiset of
roots. LetM(f):=∏α∈Z(f):|α|>1 |α| be the Mahler measure of f ; it follows
from the definition thatM(f) is an upper bound on the absolute value of all
the roots of the polynomial; moreover, from Landau’s inequality [32, p. 390]
we know that for a monic f , M(f) ≤
√
1 +
∑d−1
i=0 |fi(0)|2. We will derive
explicit upper bounds for the two integral bounds given in Theorem 6.2. We
start with a more geometric understanding of strongly separated clusters in
the polynomial setting.
Let C be a cluster of roots of f , mC its centroid, and rC the radius of
the smallest disc centered at mC containing all the points in C. Additionally
define
σC:= min
α∈Z(f)\C
|mC − α|, (45)
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i.e., the distance from the centroid mC to the nearest root of f outside the
cluster C; it is infinite when C is the set of all roots Z(f). Formally speaking,
this is not the same RC as defined in (6), however, as it will soon become
clear it plays an analogous role. The function underlying the definition of
the γC-function is
h(z) =
∏
α∈Z(f)\C
(z − α),
and hence
γC(mC) = sup
k≥1
∣∣∣∣hk(mC)h(mC)
∣∣∣∣1/k ≤ ∑
α∈Z(f)\C
1
|mC − α| ≤
(d− |C|)
σC
.
This implies that
RC =
|C|
c0γC(mC)
≥ |C|
c0(d− |C|)σC.
Hence the disc DC, defined in (8), has radius
RC
|C|3 ≥
σC
(c0|C|2(d− |C|)) ≥
4σC
(c0d3)
, (46)
where in the last step we use the inequality that the geometric mean of two
quantities is smaller than its arithmetic mean and |C| ≤ d. When C is a
multiple root, say α, of f then σα denotes the separation between α and a
nearest distinct root of f , and mα denotes its multiplicity.
To derive explicit forms for the two bounds given in Theorem 6.2, the key
result is an upper bound on the number of exclusion boxes in both bounds,
as that turns out to be the dominating term. We will first derive an upper
bound on the following integral:∫
B0\∪C∈S0DC/3
dA
Rf (z)2
, (47)
where S0 is as defined in (9). To bound this integral, we need a lower bound
on Rf (β), where β 6∈ Z(f). For a polynomial g ∈ C[x], let d(β, Z(g)) denote
the distance from β to the nearest root of g. From the theorem of Alexander-
Kakeya [32, Thm. 4.3.2], we have the following:
Proposition 6.3. For β 6∈ Z(f), define g:=(z − β)f . Then
Rf (β) ≥ d(β, Z(g′)) sin(pi/(d+ 1)).
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For z ∈ C, define
Sf (z):=
∑
α∈Z(f)
1
|z − α| . (48)
We claim the following:
Lemma 6.4. Let 0 <  < 1, β 6∈ Z(f) and g:=(z − β)f . Then
d(β, Z(g′)) · Sf (β) ≥ max {, 1− } .
Proof. Let τ ∈ Z(g′) be a nearest critical point of g to β; note that β is a
simple root of g and hence τ is not equal to β. Our first claim is that
Sf (τ)|β − τ | ≥ 1.
The second claim is that if Sf (β)|β − τ | ≤  then
Sf (τ)(1− ) ≤ Sf (β)
and hence combined with the first claim we get the desired inequality.
The first claim is straightforward: Since τ is a critical point of (z − β)f ,
we know that
(β − τ)f ′(τ) + f(τ) = 0.
Therefore,
|β − τ |
∣∣∣∣f ′(τ)f(τ)
∣∣∣∣ = 1
and hence by the triangular inequality
Sf (τ)|β − τ | ≥ 1.
If Sf (β)|β− τ | ≤  then it follows that |β− τ | ≤ |β−α| for all α ∈ Z(f).
So
|τ − α| ≥ |β − α| − |β − τ | ≥ |β − α|(1− ).
Dividing both sides of the inequality above with |β − α| · |τ − α| and adding
over all α we obtain that
Sf (τ)(1− ) ≤ Sf (β).
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Taking  = 1/2 in the lemma above along with the lower bound in Propo-
sition 6.3, we obtain that
Rf (β) = Ω
(
1
2dSf (β)
)
. (49)
Applying this inequality in (47), we get the following upper bound on the
number of subdivisions for the exclusion test:
O
(
d2
∫
B0\∪C∈S0DC/3
Sf (z)
2 dA
)
. (50)
Applying the Cauchy-Schwarz inequality to the quantity Sf (z)
2 we get that
Sf (z)
2 ≤ d
∑
α∈Z(f)
1
|z − α|2 .
Substituting this in (50) and switching the order of summation and the in-
tegral we get the following upper bound on the number of subdivisions:
O
d3 ∑
α∈Z(f)
∫
B0\∪C∈S0DC/3
dA
|z − α|2
 . (51)
Every root α ∈ Z(f) belongs to one of two types of clusters: it is either in a
cluster in S0 or in the set S1 defined as
S1:= {maximal strongly separated clusters C partitioning roots of Z(f) outside 2B0} .
(52)
Therefore, the summation in the integral above can be equivalently expressed
as the sum over all clusters C in Si, and then over all roots in C, where i = 0, 1.
The sum corresponding to S0 is
O
(
d3
∑
C∈S0
∑
α∈C
∫
B0\∪C′∈S0DC′/3
dA
|z − α|2
)
. (53)
Observe that the set
B0 \ ∪C′∈S0DC′/3 ⊆ B0 \DC/3
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for a given C ∈ S0, which implies that the integral above is upper bounded
by
O
(
d3
∑
C∈S0
∑
α∈C
∫
B0\DC/3
dA
|z − α|2
)
. (54)
Given a cluster C, for all α ∈ C and z outside of DC/3, we have
|z − α| ≥ |z −mC| − |mC − α| ≥ |z −mC| − rC ≥ |z −mC|
2
,
where in the last inequality we have used the definition of a strongly separated
cluster from (7). Substituting this in (54), we obtain the following upper
bound
O
(
d3
∑
C∈S0
|C|
∫
B0\∪C∈S0DC/3
dA
|z −mC|2
)
. (55)
Extending the integral for each C over the annulus centered at mC with inner
radius RC/(3|C|3) and outer radius 2rB0 , we obtain that the integral term in
(55) is bounded by∫ 2rB0
RC/(3|C|3)
∫ 2pi
0
rdrdθ
r2
= O
(
log
w(B0)|C|3
RC
)
,
and so the integral in (55), is bounded by
O
(
d3
(∑
C∈S0
(
|C| log w(B0)|C|
3
RC
)))
. (56)
Now consider the sum analogous to (53) for the set of clusters in S1:
O
(
d3
∑
C∈S1
∑
α∈C
∫
B0\∪C′∈S0DC′/3
dA
|z − α|2
)
. (57)
Since S1 contains roots outside 2B0, it follows that for all C ∈ S1, mC is
not in 2B0. Therefore, we can take the integral over all of B0 to obtain the
following bound
O
(
d3
∑
C∈S1
∑
α∈C
∫
B0
dA
|z − α|2
)
. (58)
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Again, for all α ∈ C, |z − α| ≥ |mC − z|/2. Therefore, we obtain
O
(
d3
∑
C∈S1
|C|
∫
B0
dA
|z −mC|2
)
. (59)
Switching to polar coordinates, as was done earlier, and taking the integral
on the annulus with inner radius the distance of mC to the box B0, which is
at least w(B0), and outer radius 2rB0 , we get the following bound
O
(
d3
∑
C∈S1
|C|
)
= O(d4). (60)
Adding this bound to the bound in (56), and substituting the lower bound
on RC/|C|3 from (46), we obtain the following upper bound on (47), which is
the second integral in Theorem 6.2:
O
(
d4 logw(B0) + d
4 log d− d3
∑
C∈S0
|C| log σC
)
. (61)
If we consider the integral∫
B0\∪C∈S0DC/3
γ(f, z)2 dA
in Theorem 6.2, use the upper bound γ(f, z) ≤ Sf (z), as shown in (29) where
h is taken to be the constant polynomial, and follow the previous argument
from (51) onwards, then the bound in (61) improves by a factor quadratic in
the degree:
Theorem 6.5. The size of the subdivision tree of the Soft Root Clustering
algorithm for a polynomial f on a box B0 is bounded by
O
(
d2 logw(B0) + d
2 log d− d
∑
C∈S0
|C| log σC
)
.
If we assume that f is an integer polynomial, and the initial box B0 is
centered at the origin, contains all the roots of f and has radius M(f) then
the bound can be made more explicit.
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Corollary 6.6. The size of the subdivision tree of the Soft Root Clustering
algorithm for an integer polynomial f is bounded by O(d2 logM(f) + d3).
Proof. Taking S0 to be comprised of the roots α along with their multiplic-
ity mα, the summation term in Theorem 6.5 is (−
∑
α∈Z(f)mα log σα). From
[14, Thm. 2], this is at most O(d2 + d logM(f)), which yields the desired
bound.

The estimate of Theorem 1.1 in [35] (also see Section 9.1 of the paper)
bounds the number of subdivisions by O(d3 log(w(B0)γ(f))), for a square-
free polynomial f of degree d, where γ(f) := maxzi:f(zi)=0 γ(f, zi). It can be
shown that γ(f) = O(1/σ(f)), where σ(f):= minα σα, i.e., the worst case root
separation bound. From well known root separation bounds [37, Chap. 6],
we know that (− log σα) = O(d(logM(f) + log d)). Therefore, the bound in
[35] is of the order
O(d4(logM(f) + log d)),
where B0 is again the box centered at the origin with radiusM(f). It follows
that the result in Corollary 6.6 is at least an improvement by a linear factor
(in the degree) over the result in [35], and without the assumption that f is
square-free.
7. Bounding the Precision
In this section, we derive a bound on the precision requested by the
algorithm from the oracles for the function and its higher order derivatives.
In the procedure firstC, we invoke the predicate C˜k(sB), for k =
0, . . . , N0, some scaling factor s, and a box B ⊆ B0 produced in the subdivi-
sion. Since the box B is not necessarily a terminating box, it is possible that
we check all the predicates C˜k(sB), for k = 0, . . . , N0. For a given k, the
procedure SoftCompare compares the following two quantities:
Ak:=|fk(mB)|(srB)k and Bk:=
k−1∑
i=0
|fi(mB)|(srB)i + | fk+1(sB)|(srB)k+1.
(62)
From Lemma 2.1, we know that the precision requested from the correspond-
ing oracles for a given box B is upper bounded by
O
(− log min max {Ak,Bk}) ,
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where the min function is defined as in (10). Taking the minimum over
all boxes B in the subdivision tree, we obtain the following bound on the
precision requested from the oracles:
O
(− log minB (max {Ak,Bk})) . (63)
Therefore, we need to derive a lower bound on max {Ak,Bk}, for k = 0, . . . , N0,
anf for all boxes B produced in the subdivision. This entails a lower bound
on the width of the inclusion and exclusion boxes produced in the subdivi-
sion. In light of Lemma 6.1, we assume that the subdivision continues until
the boxes that detect a cluster are exactly those that satisfy the conditions
of the lemma, i.e., a box is an inclusion box if and only if it satisfies the
condition of the lemma. The resulting tree is a further subdivision of the
tree T0 defined in Section 6, and since the boxes only shrink, it suffices to
derive a lower bound on their width, which is what we do next.
7.1. Lower Bound on Width of Inclusion and Exclusion Boxes
Since by our assumption all inclusion boxes B satisfy the condition of
Lemma 6.1, from the proof of the lemma it follows that their width is at
least
min
C∈S0
1
6c0γC(mC)|C|2 . (64)
Clearly, |C| ≤ N0, since N0 counts the number of roots of f in B0 with
multiplicity. Also, note that for all C ∈ S0, we have from (43) that
rB0 ≥ RC/|C|3 ≥ 8rC,
where the last inequality holds because C is a strongly separated cluster.
Therefore, rB0 ≥ 2rC, for all C ∈ S0, and we can apply (33) with r = rB0 .
Since C ∈ S0, we have mC ∈ 2B0, and hence D(mC, 2rB0) ⊆ 4B0. Therefore,
we can express the bound in (33) for r = rB0 as
1
γC(mC)
= Ω
(
r
|C|+1
B0
∣∣f|C|(mC)∣∣
2|C|M(f, 4B0)
)
.
Substituting this in (64), we get the following:
Lemma 7.1. The width of all inclusion boxes is at least
Ω
(
min (rB0)
N0+1
2N0M(f, 4B0)N20
·minC∈S0
∣∣f|C|(mC)∣∣) .
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The argument in Section 6.1 handles the exclusion boxes in the special
case. What remains is a lower bound on the exclusion boxes in general.
From Lemma 6.1 we deduce that there will be a constant number of inclusion
boxes covering DC/3, for a cluster C ∈ S0. Therefore, if B is an exclusion
box then it follows that the mB 6∈ DC/3 for all strongly separated clusters
C ∈ S0. At the parent B′ of B, we know from Lemma 5.3 that for all z ∈ B′,
2c3γ(f, z)rB ≥ 1. In particular, 2c3γ(f,mB)rB ≥ 1, which implies
rB = Ω(1/γ(f,mB)).
Incidentally, this is also tight: since the exclusion test worked for B, it follows
that Pellet’s condition must hold
|f(mB)| ≥
∑
k>0
|fk(mB)|rk
which instead implies that r < inf |f(m)/fk(m)|1/k = 1/γ(f,mB). How large
is γ(f,mB), given that |mB − mC| ≥ RC/(3|C|3), for all strongly separated
clusters C ∈ S0? From (32), it follows that
γ(f,mB) = O(M(f,mB, 2r)/(r|f(mB)|),
for all r ≥ 0. Choosing r:=rB0 , and observing that D(mB, 2rB0) ∈ 3B0 we
get that γ(f,mB) = O(M(f, 3B0)/(rB0|f(mB)|)), and hence the width of
an exclusion box B is Ω(|f(mB)|rB0/M(f, 4B0)|). The crucial part is the
quantity |f(mB)|. How small can this get? If the set S0 is empty then we
cannot rely on clusters to bound this quantity away from zero. Therefore,
the following quantity
m(f,B0):= inf {|f(z)| : z ∈ B0 \ ∪C∈S0DC/3} (65)
is a natural parameter for measuring the complexity. Thus we obtain the
following:
Lemma 7.2. The width of all exclusion boxes is at least
Ω
(
rB0m(f,B0)
N0M(f, 4B0)
)
.
The quantity N0 in the denominator is to accommodate the result of Sec-
tion 6.1.
Lemma 7.1 and Lemma 7.2 can be combined by replacing rB0 in Lemma 7.2
with min(rB0) and taking the product of the two bounds to give the following:
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Lemma 7.3. The width of any box in the subdivision tree is at least
Ω
(
min (rB0)
N0+2m(f,B0)
2N0M(f, 4B0)2N30
·minC∈S0
(∣∣f|C|(mC)∣∣)) ,
We remark that with a more careful argument the constant 4 in M(f, 4B0)
can be improved to (2 + ), for fixed  > 0.
7.2. Lower bound on higher order derivatives
We now derive a lower bound on maxk {Ak,Bk}, where the two quantities
are defined in (62). Why is this quantity bounded away from zero? Consider
maxk |fk(m)|, for all k and m ∈ B0. If m is not a root of f , then at least
one of Ak or Bk is at least |f(m)|. Otherwise, not all the N0 derivatives can
vanish at m as N0 is an upper bound on the number of roots in B0; in the
worst case m is a root with multiplicity N0 but even in that case the N0th
derivative is non-zero.
Consider a box B in the subdivision tree. There are two cases to consider:
Case 1. Either mB is in the disc DC/3, for some strongly separated cluster
C ∈ S0, or
Case 2. mB is not in any of the discs DC/3, for all C ∈ S0.
Let us begin with the latter case. In this case, we know that |f(mB)| ≥
m(f,B0) (see (65)). For k = 0, it is clear that A0 = |f(mB)| > m(f,B0).
For k > 0, the term Bk always includes the term |f(mB)| in the summation,
therefore, Bk ≥ |f(mB)|, and hence,
max
k
{Ak,Bk} ≥ m(f,B0), (66)
in this case.
Now we consider the first case, i.e., when mB ∈ DC/3, for a strongly
separated cluster C of size j:=|C|. In this case, we know from Lemma 4.3
that |fj(mB)| > |fj(mC)|/2. The argument for Case 2 can be generalized
to work in this case. We want to derive a lower bound on max {Ak,Bk}.
However, there are three cases to consider depending on how k compares
with j:
• When k = j, Aj = |fj(mB)|(srB)j = Ω(|fj(mC)|(srB)j).
45
• If k > j, then Bk includes the absolute value |fj(mB)|(sr)j in the
summation, therefore, Bk > Aj.
• If k < j then
Bk ≥ | fk+1(D(mB, srB))|(srB)k+1 ≥M(f, k + 1,mB, srB)(srB)k+1.
Therefore,
Bk ≥ (srB)j+1|fj(mB)| = Ω(|fj(mC)|(srB)j+1).
To summarize, when mB ∈ DC/3 for a strongly separated cluster C ∈ S0 then
max
k
{Ak,Bk} = Ω(|f|C|(mC)|(srB)|C|). (67)
Taking the minimum over all B in both (66) and (67), along with the
observation that N0 dominates |C| for all C ∈ S0, we obtain
min
B
max
k
{Ak,Bk} = Ω
(
minC∈S0
(|f|C|(mC|)) ·min (rB)N0 ·min (m(f,B0))) .
Substituting this in (63), and using the lower bound on (minB rB) from
Lemma 7.3 we obtain the following result after some manipulations:
Theorem 7.4. The bit-precision requested from the oracles by SoftCompare
is bounded by
O
(
N0 log
M(f, 4B0)
m(f,B0)
+N20 −N20 log min(rB0)−N0(log minC∈S0
∣∣f|C|(mC)∣∣)) .
7.3. Bit-complexity for polynomials
In this section, we specialize the result above for the case of polynomials
in order to state the bound in terms of more natural parameters analogous
to Theorem 6.5, and get a result similar to [4, Thm. A]. There are only two
terms that demand our attention: M(f, 4B0) and m(f,B0). We need an
upper bound on the former, and a lower bound on the latter.
The upper bound is relatively straightforward. Let τ ∈ R≥1 be such
that the absolute value of the coefficients of f and any point in B0 is upper
bounded by 2τ . Then it is straightforward to show that
M(f, 4B0) ≤ (d+ 1)2O(dτ),
46
which implies
logM(f, 4B0) = O(dτ).
Recall that M(f) denotes the Mahler measure of f . Using the fact that the
coefficients are elementary symmetric polynomials in the roots, and assuming
that B0 is a box contained in the disc of radiusM(f) centered at the origin,
we obtain that
τ = O(d logM(f)),
whence
logM(f, 4B0) = O(d
2 logM(f)). (68)
We now derive a lower bound on m(f,B0). Let z ∈ B0 \∪C∈S0DC/3. Our
aim is to derive a lower bound on |f(z)|, which will follow if we derive a lower
bound on |z−α|, where α is a root of f , and take the product over all roots
of f . There are two cases to consider:
1. If α ∈ C for some C ∈ S0, then it is true that
|z − α| ≥ |z −mC| − |mC − α| ≥ |z −mC| − rC ≥ RC
2|C|3 ,
since C is a strongly separated cluster, and thus rC ≤ RC/(8|C|3). From
(46), it follows that
|z − α| ≥ 2σC
c0d3
.
2. If α is a root outside 2B0, then since z ∈ B0 it trivially follows that
|z − α| ≥ rB0 .
From these two inequalities we obtain that
|f(z)| =
(∏
C∈S0
∏
α∈C
|z − α|
)( ∏
α 6∈2B0
|z − α|
)
≥
(∏
C∈S0
(
2σC
c0d3
)|C|)
· (min(rB0)d) .
Therefore,
− logm(f,B0) = O
(
−
∑
C∈S0
|C| log σC + d log d− d log min(rB0)
)
. (69)
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Substituting (68) and the bound above in Theorem 7.4, we obtain the fol-
lowing:
Corollary 7.5. Let f be a degree d polynomial. The bit-precision requested
from the oracles by Soft-Compare is bounded by
O
(
d3 logM(f)− d2 log min(rB0)− d
∑
C∈S0
|C| log σC − d(log minC∈S0
∣∣f|C|(mC)∣∣)) .
This bound is similar to the one given in [4, Thm. A], especially, in the ap-
pearance of the summation term above. The result can be further specialized
to the situation where f is an integer polynomial, and B0 is centered at the
origin and has radius M(f), as was done in Corollary 6.6.
8. Remarks
Our main results, Theorem 6.2 and Theorem 7.4, provide a complete
complexity analysis of the algorithm given in [36]. Our intermediate results
show that there is much scope for improvement in the algorithm.
For example, Lemma 5.4 shows that scaling in firstC is not required. In
fact, not scaling will allow us to terminate with larger boxes. This matches
with similar results in the polynomial setting [3]. The bound on the subdi-
vision tree shows that the main work done by the algorithm is in exclusion,
and Pellet’s test is not a very efficient means to do that. It seems to us that
a winding number argument will be a better means to achieve that, since it
measures the change in ln f(z) around a closed contour, and when we are suf-
ficiently far away from a root we should not observe any significant change.
The challenge is to develop a rigorous way of doing this without resorting to
-cutoffs.
Finally let us mention cluster identification via Smale’s α-theory. Zero-
inclusion near a cluster center as well as the distance to the next zero outside
the natural cluster may be detected via comparison of coefficient functions.
This may be used to approximate and locate groups of zeros of analytic func-
tions as in [17] and reduce the number of calls to the exclusion predicate. The
approximation in [17] is done via a modified Newton’s method (also known
as Schro¨der’s iteration). The employed estimates certify that one absolute
term in a local function expansion essentially outweighs other parts of the
absolute sum. This is related to Pellet’s test, and it comes as no surprise that
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methods combining the latter with Newton’s method and its generalizations
(as in [35] and [17]) have already been proposed. The combination of these
two approaches for polynomial root isolation was discussed and analyzed
recently in [5].
One direction for future work would be a combination of bisection with
non-uniform subdivision driven by a modified Newton’s method (similar to
the work on polynomials in [3]). This combination could also be approached
in the fashion of [17] by using generalizations of Newton’s method.
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