We present the Generalized Symmetric Rayleigh-Ritz ͑GSRR͒ procedure for finding approximate eigenfunctions and corresponding eigenvalues for a linear operator, L, in a finite function space,
I. INTRODUCTION
Variational methods for approximating eigenfunctions, ͕ i ͖, of a linear operator, L, have been very successful for many problems. When L is Hermitian with respect to an inner product, (•,•), distinct eigenfunctions corresponding to distinct eigenvalues are orthogonal with respect to (•,•). Moreover, when (•,•) is used in the Rayleigh-Ritz procedure 1 in the case that L is Hermitian, the finite function space ͑finite basis͒ approximations have the same property.
For instance, the ͑linearized, closed-shell͒ Fock operator, f , is Hermitian with respect to integration over R 3 , and so its eigenfunctions are pair-wise orthogonal with respect to integration, and the Rayleigh-Ritz method ͑applied to the Fock operator, the method gives rise to the Roothaan equations 2 ͒ generates approximate eigenfunctions which are exactly pairwise orthogonal. Hence, the method is widely used and forms the basis for much of computational quantum chemistry. However, integration can be expensive and it imposes restrictions on the sorts of finite function spaces ͑basis sets͒ that might be used for approximation-namely, those amenable to integration. Thole 3 explored the possibility of performing spectraltype calculations with a grid, beyond simple numerical integration, by ''desymmetrizing'' the problem. ''Dissymmetric'' methods use distinct ''solution'' (͕͖) and ''test'' (͕͖) spaces. The solution space is that spanned by the basis chosen for the problem. The test space is that with respect to which the solution is a ''weak'' solution. Informally, for an eigenvalue problem, an exact solution will satisfy
Lϭ, ͑1͒
but a weak solution need only satisfy ͑ L, ͒ϭ͑ ,͒, ᭙. ͑2͒
A standard spectral ͑Rayleigh-Ritz͒ calculation is simply one which uses the same function space for both solution and test spaces to find a weak solution. ͑For a Hermitian operator with a complete solution and test space, it can easily be shown that the weak solution is the exact solution.͒ In
Thole's work, he chose ͕͖ to be made up of weighted Dirac ␦-functions, so that it is representable by a grid. Thole chose his solution space, ͕͖, to be spanned by standard Gaussian basis sets. Thole was not thoroughly encouraged by the results of his tests. This may have been due to his using very coarse grids ͑at the most a few hundred grid points͒ combined with the fact that he was comparing results to standard spectral calculations. Work by Friesner 4-7 on pseudospectral methods took a different approach in a similar spirit, which also resulted in a dissymmetric method that essentially uses a test space of weighted ␦-functions to find solutions representable in standard Gaussian basis sets. Pseudospectral methods achieve improvements in computational efficiency by calculating the action of the operator on a spatial ͑grid͒ representation of basis functions, then ''back-transforming'' into a ''spectral'' representation ͑the matrix of coefficients of basis functions͒.
More generally, work by Sawada et al. 8 explored ideas of error minimization in a time-dependent framework.
We introduce the Generalized Symmetric Rayleigh-Ritz ͑GSRR͒ procedure which yields approximations to eigenfunctions of L using an arbitrary inner product, (•,•), for projection onto the basis, but maintains the pair-wise orthogonality of the eigenfunctions with respect to another inner product, (•,•) a ͑presumably the one with respect to which L is Hermitian͒. Thus, we are free to choose (•,•) to be what is most convenient.
One of the drawbacks of both Thole's method and the pseudospectral method is that preserving the orthogonality of solutions is treated in an ad hoc or a posteriori manner. In contrast, GSRR preserves symmetry ͑and therefore orthogonality͒ in a natural way by keeping the test and solution spaces the same-as in the conventional Rayleigh-Ritz approach-and imposing an orthogonality constraint from the beginning. Doing so simplifies the method of calculation considerably over that of Thole's method. In contrast to pseudospectral methods, GSRR results in a system which is symmetric, so does not need to be symmetrized, as pseudospectral methods do.
Further, GSRR, while sharing similar scaling properties, does not require the use of a generalized inverse collocation transform, as Friesner's approach does. The construction of such a transform is not unique, and, while the nonuniqueness is not an issue when back-transforming the spatial representation of the basis functions, it may have a significant effect when back-transforming the result of the operator's action on the spatial representation.
In order to anticipate the presentation of the implementation of GSRR for f , we will conceptually consider (•,•) to be a ''numerical'' or ''grid-based'' inner product and (•,•) a to be the ''analytic'' inner product, corresponding to unweighted integration.
II. THE GENERALIZED SYMMETRIC RAYLEIGH-RITZ PROCEDURE
GSRR is derived by minimizing the total residual of approximate eigenfunction/eigenvalue pairs. That is, given ជ , a vector of approximate eigenfunctions, and ជ , the vector of corresponding approximate eigenvalues, we consider the functional
To this we join the orthogonality constraint:
where the i j are Lagrange multipliers. Functional differentiation ͑introducing an arbitrary ''direction'' of perturbation, i , for each i ) yields that the stationary points of IϪJ satisfy ͑see Appendix A͒
for all i and i .
A. Finite space approximation
We introduce a finite basis,
N , in which we will express the approximate eigenfunctions, ͕ i ͖ iϭ1 N , and which we will use to span the test space. i has the form
so that the eigenfunctions can be represented by the matrix C, where
We find that ͑see Appendix B͒ the stationary point corresponds to the eigensystem of the matrix Y where the eigenvectors, N of Y are related to C by
and the eigenvalues of Y, appearing in the diagonal matrix ⌳, are precisely the approximate eigenvalues of L. Y is constructed in the following way: we calculate P and S, the ''numerical'' and ''analytic'' overlap matrices:
Then H ͑unitary͒ and ⌶ ͑diagonal with elements i ) are given by
This is possible since P is symmetric positive definite. We define
where F has elements:
We note that when L is the Fock operator Q is a ''symmetrized'' Fock matrix. The elements of Y are given by
B. Generalization of the Rayleigh-Ritz procedure
We note that, when (•,•) is the same as (•,•) a , and L is Hermitian in (•,•), GSRR reduces to the Rayleigh-Ritz procedure. In the case that the inner products are the same,
P‫؍‬S, ͑16͒
so that P is the identity, and thus so is ⌶, and H can be taken to be the identity as well. In this case,
And thus
However, since in this case L is symmetric with respect to (•,•), we have that F‫؍‬F T , so that Qϭ2F, and thus
the eigensystem of which satisfies
FC‫؍‬SC⌳, ͑20͒
which is the system of equations given by the Rayleigh-Ritz procedure.
C. Grid inner product
Among the more interesting inner products which might be used in GSRR are those defined by a ͑weighted͒ grid,
We define R and ⍀ as
so that it is easy to see that in this case
where w is diagonal with w ii ϭw i . The bilinear form as defined by ͑21͒ satisfies all the properties of an inner product for an arbitrary grid, except possibly positivity. That is,
And, of course, a grid inner product cannot satisfy ͑26͒ on an infinite-dimensional function space or even a finite function space if its dimension exceeds the number of grid points. When M уN it is still possible that ͑26͒ is not satisfied-precisely when the grid suffers from aliasing problems. That is, the grid cannot ''tell the difference'' between some pair of distinct functions in the space.
In order to avoid the question of aliasing in this present work, we restrict ourselves for the most part to relatively accurate grids which approximate integration-which are less likely to suffer from aliasing problems. The issue of aliasing as it relates to GSRR will be examined in further work.
III. RESULTS
In order to examine GSRR we apply it to the Fock operator, f . When f is linearized ͑i.e., an initial guess is chosen in order to evaluate the operator͒, GSRR may be applied within a self-consistent field ͑SCF͒ cycle ͑see Appendix C͒.
A. Implementation
We implement GSRR to calculate the eigensystem of the linearized f using a grid-based inner product. That is, we form F as in ͑25͒, where ͑23͒ becomes
In our finite basis the Coulomb term becomes
where
so that
with J diagonal and having elements given by
The elements of A are evaluated analytically at each of the grid points, r i . For the exchange term we have
An advantage of basing an inner product on a grid is that we may evaluate the elements of F in a parallel way-we distribute grid points across processors to evaluate the elements of A(r ជ ) and perform a global sum to evaluate (•,•). Our code is written to take advantage of this sort of parallelization.
B. Accuracy
We examine the accuracy of GSRR when using grids designed to approximate integration. Since in this case the GSRR results ought to follow those of a conventional spectral calculation, we compare the results of GSRR with the spectral solution.
Hydrogen molecule potential
Our first test was to calculate total energies for H 2 for bond lengths between 0.25 Å and 5.0 Å. We used the 6-31G** basis ͑10 basis functions͒ and calculated the energies using both GSRR and the spectral method. For GSRR, we used three Becke-type 9 grids of varying coarseness which are constructed to approximate integration.
The results shown in Figs. 1͑a͒ and 1͑b͒ suggest that GSRR does, in fact, generalize the spectral method. Figure  1͑a͒ shows no noticeable deviation for each of the grids, while Fig. 1͑b͒ shows that none of the results for any of the GSRR calculations deviates from the spectral calculation by any more than 0.0006 a.u.
The deviations shown in Fig. 1͑b͒ have a periodic character which can be explained by the method of constructing the Becke grids. A Becke grid is constructed by locating radial grids at atom sites. These radial grids are joined together in the final grid by truncating them at the surfaces of the Voronoi polyhedra defined by the atom centers and modifying the grid weights to compensate. The radial grids are more dense near the atom centers. As the H-H bond is stretched from shorter bond lengths, radial grid points will appear more rapidly in the final Becke grid than when the bond is longer and the faces of the Voronoi polyhedra are farther from the atom centers where the radial grid is less dense. This gives rise to the oscillatory behavior of increasing period in the results.
For another measure of accuracy, we calculated ͑using central differences on the energy data͒ the force as a function of bond length. There are two reasons why comparing forces is a useful measure of accuracy: forces are insensitive to global energy shifts, which are generally unimportant, and the measure of accuracy is local. Figure 1͑c͒ again indicates that the GSRR results are close to those of the spectral calculation, and Fig. 1͑d͒ shows no deviation from the spectral calculation of more than 0.003 a.u.
GSRR calculations with pseudospectral grids
We ran the same series of calculations using grids constructed for use in a pseudospectral calculation. Figures 2͑a͒ through 2͑d͒ show that the grids are prone to give unpredictable results, although they all seem to give stable results in the neighborhood of the equilibrium bond length. We note, however, that in this case the spectral calculation is not a good point of comparison, since the inner product given by the grid is not meant to approximate integration. The only true measure of accuracy for results using nonintegrating grids ͑and, in fact, any grid͒ is an exact ͑complete basis͒ spectral calculation.
Pseudospectral grids are often constructed with a set of dealiasing functions to improve results, which allows pseudospectral methods to use coarser grids. The grids used were very coarse, so the results indicate that if a grid of similar coarseness is to be used to obtain reasonable results with GSRR, that grid will have to be constructed carefully.
Grid issues in general, and aliasing issues in particular, will be considered in future work.
FIG. 1. GSRR calculations for H 2 using Becke-type grids. ͑a͒ Total energy; ͑b͒ energy deviation; ͑c͒ force; and ͑d͒ force deviation, in a.u., as a function of the bond length.
Potential energy surfaces for larger molecules
In order to examine how GSRR performs on larger molecules, we performed calculations for ethylene and 1,1,2,2-tetrafluoroethane. For both molecules, 7 geometries were selected by first finding the spectral Hartree-Fock equilibrium geometry, which was selected as one of the geometries. The others were chosen by stretching the C-C bond length while leaving the relative positions of the remaining atoms fixed. For each molecule, we used the 6-31G** basis ͑50 and 100 basis functions, respectively͒ and three Becke grids. Figure 3͑a͒ shows that the energy curves for ethylene are close to one another. Figure 3͑b͒ shows that, while the coarse 
grid varies more dramatically relative to the other two calculations, the calculations for the medium and the fine grids are comparable, with the fine grid being generally more accurate. Figures 3͑c͒ and 3͑d͒ show that this also holds true for the estimation of error based on calculated forces. Figure 4͑a͒ shows the GSRR calculations for 1,1,2,2,-tetrafluoroethane varying significantly from the spectral calculation in terms of total energies. However, since the curves in Fig. 4͑b͒ are very nearly flat, the results are still comparable to those of the spectral calculation modulo an energy shift. The force calculations, as shown in Figs. 4͑c͒ and 4͑d͒ , show a much closer agreement. For instance, the force calculation for the finest grid deviates from that of the spectral calculation by no more than 0.01 a.u.
Further tests of GSRR
To test how GSRR would respond to a more widely varying set of geometries, we performed calculations on water and again on ethylene. In both cases, we selected 49 geometries with all atoms fixed except for one hydrogen atom, which in each of the geometries occupied different positions in the plane of the molecule. Again, one of the geometries corresponded to the spectral Hartree-Fock equilibrium geometry. In the case of water, the atom centers were located in the y-z plane, with the plane of symmetry passing through the z-axis and the hydrogen atoms lying in the upper half-plane. The hydrogen atom lying in the left half-plane was chosen to be perturbed. For ethylene, the z-axis passed through the C-C bond with the molecule lying in the y-z plane. The hydrogen chosen for perturbation was that lying in the first quadrant of the y-z plane. Figure 5͑a͒ shows the potential surface for water given by the spectral method, while Figs. 5͑b͒, 5͑c͒, and 5͑d͒ show how the energies ͑and forces͒ calculated with GSRR deviate from the spectral results. The variations of the GSRR calculations get smaller as the grid becomes more refined, although there seems to be a fixed deviation of about Ϫ0.007 a.u. ͑see Table I͒ . We thus note that the GSRR results will not always be upper bounds to the spectral results ͑which does not mean that they are not upper bounds to the exact energies͒. The force magnitude error results ͓Figs. 5͑e͒ through 5͑g͒, Table I͔ again show a decrease in total magnitude as the grid is refined. Comparable behavior is seen in the results for ethylene ͓see Figs. 6͑a͒ through 6͑g͒, Table I͔ .
We also note, as we can observe through all of the calculations, that the results improve noticeably between the coarse and medium grids, but not so much between the medium and fine grids, suggesting that the calculations with the medium grids will give accurate results while achieving significant savings.
C. Performance
In order to have a practical gauge of how our implementation scales with the number of basis functions, grid points, and processors, we used timings obtained by systematically varying parameters.
Serial performance
We first consider how the method scales with respect to basis functions, grid points, and iterations ͑since the solution of the Roothaan equations requires an iteration process͒.
We chose a serial timing model with the following form:
FIG. 4. GSRR calculations for 1,1,2,2-tetrafluoroethane. ͑a͒ Total energy; ͑b͒ energy deviation; ͑c͒ force; and ͑d͒ force deviation, in a.u., as a function of C-C bond distortion.
where T is the time of the calculation, C is a prefactor, I is the number of iterations taken. ␣ is the fraction of the non-SCF code ͑that which is executed outside the SCF cycle͒, and ␤ and ␦ are the powers of scaling for the number of basis functions, N, and grid points, M , respectively.
Serial timing data was collected by running calculations on water, ethylene, and 1,1,2,2-tetrafluoroethane with the same basis sets as in the previous calculations. For each of these, we used six Becke grids, and ran each of these calculations for 1, 2, 4, 8, and 16 iterations. The results for the least-squares fit to this model are shown in Table II . We note that ␤ and ␦ are very nearly 2 and 1, respectively, as in the FIG. 5 . GSRR calculations for water. ͑a͒ Total energy ͑spectral calculation͒; ͑b͒ energy deviation (ϳ2090 point Becke grid͒; ͑c͒ energy deviation (ϳ4440 point Becke grid͒; ͑d͒ energy deviation (ϳ8400 point Becke grid͒; ͑e͒ force magnitude deviation (ϳ2090 point Becke grid͒; ͑f͒ force magnitude deviation (ϳ4400 point Becke grid͒; and ͑g͒ force magnitude deviation (ϳ8400 point Becke grid͒, in a.u., as a function of O-H bond distortion. pseudospectral methods. When these are constrained to be exactly 2 and 1, only the prefactor changes significantly. We also note that most of the calculation (Ͼ95% in the test cases͒ takes place before the iteration cycle. This is consistent with the expectation that most of the effort occurs in calculating the one-electron integrals at each of the grid points ͓the elements of A(r ជ )], which happens before the SCF cycle.
Parallel performance
In order to measure the parallelization of our implementation of GSRR, we ran our code on an IBM SP2, using 1, 8, 16, and 24 processors. The calculation used was that of 1,1,2,2-tetrafluoroethane with the finest Becke grid, iterating to convergence.
Two measures of time were used. The first was the maximum CPU time ͑CT͒ for each of the processes. The second was a more accurate measure, which consisted of measuring CPU time for most of the calculation, but measuring real ͑wall͒ time during sections of the code where communication occurs. ͑We will refer to this measure of time as PT.͒
The first model we considered has the form
where C is the prefactor, P is the number of processors, and ␣ is the fraction of code which is parallelized. The fits using both CT and PT measures of time are shown in Table III for this first model. We note that the results indicate that more than 98% of the code is parallelized. This means, in this model, that if infinitely many processors were used, the run time would be less than 2% of the one-processor run time.
We also considered a second model:
the results for which are shown Table III , as well. We see that the estimated scaling factor is approximately Ϫ0.94, compared to Ϫ1 for perfect parallelization. Figure 7 shows the parallelization efficiency plotted against the number of processors. Parallelization efficiency is defined as follows:
where E is the efficiency and T n is the time taken for a calculation with n processors. Figure 7 shows that efficiency does not deteriorate significantly as the number of processors increases. The code is not completely parallelized, since the matrix operations ͑e.g., the eigenproblem that is solved in the SCF cycle͒ are not parallelized. In fact, the parallelization is exploited only in evaluating (•,•), but since the inner product evaluations are what give rise to the leading term in the scaling for the method, efficient parallelization of evaluations of (•,•) is, for practical purposes, all that is necessary. That our implementation was measured to be 98% parallelized supports this claim, and we do not expect that parallelization of the matrix operations will result in a significant improvement in parallelization.
IV. CONCLUSIONS AND FUTURE DIRECTIONS
The GSRR procedure is a symmetric generalization of the Rayleigh-Ritz procedure ͑i.e., by minimizing the residual of approximate eigenfunction/eigenvalue pairs͒, allowing one to choose (•,•) freely while maintaining the orthogonality of the eigenfunctions. Thus GSRR provides an alternative to solution of the Roothaan equations using numerical integration or pseudospectral or other grid-based methods.
In our implementation, we noticed that Becke-type grids of medium coarseness produced results comparable to those of the Roothaan equations. We also note that in our implementation the method scales like pseudospectral methods, i.e., as O(M N 2 ), and is well parallelized. GSRR applied to f can potentially be made into an easily parallelized O(N) method. One condition for O(N) scaling to be achieved is that GSRR use a basis of compactly supported functions ͑the support having a measure bounded by a constant͒. This is approximately true for standard atomcentered basis sets, and can be made exactly true with the appropriate use of cutoffs. If the density of grid points and the number of basis functions per atom is bounded, then O(M )ϭO(N) and R and A(r ជ ) have special properties. R has O(N) elements with the critical property that the number of elements in any column or row is bounded by a constant independent of N, which means that multiplications involving R involve the same order of operations as those involving diagonal matrices, i.e., O(N) operations. A(r ជ ) has an even better property: for each grid point i, the number of nonzero elements of A(r i ) is bounded by a constant indepen- The extension to density functional theory ͑DFT͒ is trivial, since it can be accomplished simply by replacing the exchange operator with an exchange-correlation potential. This will be pursued in further work.
No work has yet been done on calculating efficient grids for this method in either a static or adaptive matter, and such work is a natural next step.
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APPENDIX A: STATIONARY POINT CONDITION
We seek the minimum stationary point of
We note that the symmetry of ␦ i j and (•,•) a allows us to choose i j ϭ ji .
For the moment we neglect J and consider I*ϵ ͚ i I i . Fix a ជ . We note that the stationary points of I* with respect to ជ satisfy
‫ץ‬I*
and
using the positivity of the inner product. This implies that the stationary point, ជ , is unique and a minimum for fixed ជ , and the stationary point is given by
which is the Rayleigh quotient. We now substitute this expression for i into I i , so that
We drop the subscript and consider
I 2 ϵ͑L, ͒, ͑A10͒
We define the functional derivative:
for an arbitrary g. It is easy to see that the functional derivative satisfies the usual rules of differentiation. Thus, we easily compute
͑A14͒
Noting that
we have, after substituting, 
We easily compute the functional derivatives of I 1 , I 2 , and I 3 :
I 2 ⑀⑀ ϭ2͑L,͒, ͑A21͒
for arbitrary . Upon substituting and simplifying, we have
We now consider J. We introduce the perturbation
where i ranges over a space of test functions. Thus
and so
We also note that
ϭ0. ͑A30͒
The stationary point satisfies, by ͑A24͒ and ͑A29͒,
for all i and i . ͑A25͒ and ͑A30͒ show that the stationary point is a minimum when ͑A25͒ is positive for all .
APPENDIX B: FINITE SPACE SOLUTIONS
We introduce a finite function space, ͕ j ͖, which we use for both test and solution spaces. The elements of our problem become
᭙k, so that, for each i,
which we note is just the matrix version of ͑A31͒, with
We also note that the orthonormality condition is equivalent to
If C is square and nonsingular ͑i.e., we calculate the entire eigensystem͒, then ͑B2͒ is equivalent to
᭙i, j, where, in the second equality, we use ͑B4͒. Switching the roles of i and j and using the symmetry of M, we have
We note that ͑B8͒ is not exactly equivalent to ͑B7͒, but is a slightly stronger statement, with equivalence if and only if i j . The effect of degeneracies will need to be examined in further work. As a matrix equation, ͑B8͒ is
where ⌳ is diagonal with elements:
QϵF؉F

T . ͑B11͒
We define
C ϵS
1/2
C, ͑B12͒
With ͑B12͒, ͑B9͒ becomes
where Q ϵS
