Abstract-The computational model of population protocols is a formalism that allows the analysis of properties emerging from simple and pairwise interactions among a very large number of anonymous finite-state agents. Significant work has been done so far to determine which problems are solvable in this model and at which cost in terms of states used by the agents and time needed to converge. The problem tackled in this paper is the population proportion problem: each agent starts independently from each other in one of two states, say A or B, and the objective is for each agent to determine the proportion of agents that initially started in state A, assuming that each agent only uses a finite set of states, and does not know the number n of agents. We pro pose a solution which guarantees that in presence of a uniform probabilistic scheduler every agent outputs the population proportion with any precision c: E (0,1) with any high probability after having interacted O(log n ) times. The number of states maintained by every agent is optimal and is equal to 2i3/(4c:)l + 1. Finally, we show that our solution is optimal in time and space to solve the counting problem, a generalization of the proportion problem.
Abstract-The computational model of population protocols is a formalism that allows the analysis of properties emerging from simple and pairwise interactions among a very large number of anonymous finite-state agents. Significant work has been done so far to determine which problems are solvable in this model and at which cost in terms of states used by the agents and time needed to converge. The problem tackled in this paper is the population proportion problem: each agent starts independently from each other in one of two states, say A or B, and the objective is for each agent to determine the proportion of agents that initially started in state A, assuming that each agent only uses a finite set of states, and does not know the number n of agents. We pro pose a solution which guarantees that in presence of a uniform probabilistic scheduler every agent outputs the population proportion with any precision c: E (0,1) with any high probability after having interacted O(log n ) times. The number of states maintained by every agent is optimal and is equal to 2i3/(4c:)l + 1. Finally, we show that our solution is optimal in time and space to solve the counting problem, a generalization of the proportion problem.
Finally, simulation results illustrate our theoretical analysis.
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I. INTRODUCTlON
In 2004 , Angluin et a1. [4] have proposed a model that allows the analysis of emergent global properties based on pair wise interactions. This model , named the population protocol , provides minimalist assumptions on the computational power of the agents : agents are finite-state automata , identically programmed , with no identity , unaware of the population size n, and they progress in their computation through random pairwise interactions. The objective of this model is to ulti mately converge to a state from wh ich the sought property can be derived from any agent [8] . Examples of systems whose behavior can be modeled by population protocols range from molecule interactions of a chemical process to sensor networks in which agents , which are small devices embedded on animals , interact each time two animals are in the same radio range. A considerable amount of work has been done so far to determine which properties can emerge from pair wise interactions between finite-state agents , together with the derivation of lower bounds on the time and space needed to reach such properties (e.g. , [2] , [6] , [12] , [14] , [18] ). Among them , is majority. Briefty , each agent starts independently from This work was partially funded by the French ANR project SocioPlug (ANR-13-INFR-0003), and by the DeSceNt project gran ted by the Labex CominLabs excellence laboratory (ANR-1O-LABX-07-0l).
978-1-5090-3216-7/16/$31.00 @2016 IEEE 216 each other in one of two input states , say A and B , and the objective for each agent is to eventually output yes if a majority of agents started their execution in input state A and no otherwise. Section I V provides an overview of the results recently obtained for the majority task.
In this paper , we focus on a related but more general question. Namely , instead of having each agent answer yes if a majority of agents initially started their execution in input state A, one may ask the following question :
"Is it feasible for each agent to compute quickly and with any high precision the proportion of agents that started in the input state A?".
Answering such a question is very important in the con text of , for example , infectious-disease surveillance of large scale animal populations. In this context , different kinds of alerts could be triggered according to the infected population proportion (e.g., Alert 1 is triggered if less than 0. 05% of the population is infected , Alert 2 if this proportion lies in [0. 05%,3. 0%), Alert 3 if it lies in [3. 0%,10. 0%), and so on ... ). Input state A would manifest an excessive tem perature of an animal while input state B would indicate a safe temperature. By relying on the properties exhibited by our population protocol (convergence time logarithmic in the population size and memory space proportional to the sought precision) , one can easily implement a regular and self autonomous monitoring of large-scale populations.
We answer affirmatively to this question , and we propose a population protocol that allows each agent to converge to a state which , when queried , provides the proportion of agents that started in a given input state. Specifically , each agent is a (2m + 1 )-finite state machine , m ?: 1 , where m is the value associated to input state A and -m is the one associated to input state B. Each agent starts its execution with m or -m , and each pair of agents that meet , adopt the average of their values (or as close as they can get when values are restricted to integers , as will be clarified in Section V). The rationale of this method [3] , [16] , [1] is to preserve the sum of the initial values , and after a small number of pairwise interactions , to ensure that every agent converges with high probability to a state from which it derives the proportion of agents that started in a given state. Technically , our protocol guarantees that each agent is capable of computing with any precision c E (0, 1 ) the proportion of agents that initially started in a specific input state by using 213/ (4c) l + 1 states. This is achieved in no more than (-2In c + 8. 47 In n -13. 291n 0 -2.88) in teractions with probability at least 1 -0, for any 0 E (0,1).
Our second contribution relates to the counting problem. The counting problem generalizes the majority problem by requiring , for each agent , to converge to a state in wh ich each agent is capable of , assuming the knowledge of n, computing nA or nB, where nA and nB represent respectively the number of agents that started in state A and B. In the present paper , we prove that the counting problem can be solved using O(n) states per agent. This significantly improves upon a previous analysis [16] that shows that O(n3/ 2 jlj1/ 2 ) states allow each agent to converge to the exact solution in no more than a logarithmic number in n of interactions , with <5 E (0,1). Wh at is very important to notice is that this drastic improvement is due to an original convergence analysis that allows us to refine previous results. Indeed , both [16] and the present paper rely on the same interaction rules , however by precisely characterizing the evolution of the interacting agents , our present analysis is highly tighter. We also demonstrate that any protocol that solves the counting problem requires n(l og n) parallel interactions to converge and n( n) local states. As will be detailed , this shows that our algorithm is an optimal solution both in space and time to solve the counting problem and optimal in space to solve the proportion one.
The remainder of this paper is organized as follows. Section 11 presents the population protocol model. Section III specifies the problem addressed in this work. Section I V provides an overview of the most recent population protocols. The protocol to compute the population proportion is presented in Section V. Analysis of the protocol is detailed in Section VI. We show in Section VII , that our protocol is optimal both in space and time. We have simulated our protocol to illustrate our theoretical analysis. Section VIII presents a summary of these simulation results. Finally , Section IX coneludes.
11.

POPULATION PROTOCOLS MODEL
The population protocol model has been introduced by Angluin et al. [4] . This model describes the behavior of a collection of agents that interact pairwise. The following definition is from Angluin et al [7] . A population protocol is characterized by a 6-tuple (Q,�, Y, (, W, 1), over a complete interaction graph linking the set of n agents , where Q is a finite set of states , � is a finite set of input symbols , Y is a finite set of output symbols , { : � -+ Q is the input function that de termines the initial state of an agent , W : Q -+ Y is the output function that determines the output symbol of an agent , and f : Q x Q -+ Q x Q is the transition function that describes how any two distinct agents interact and locally update their states. Initially all the agents start with a initial symbol from � , and upon interactions update their state according to the transition function f. Interactions between agents are orchestrated by a random scheduler : at each discrete time , any two agents are randomly chosen to interact with a given distribution. Note that the random scheduler is fair , meaning that any possible interaction cannot be avoided forever. The notion of time in population protocols refers to as the successive steps at wh ich interactions occur , while the parallel time is equal to the total number of interactions averaged by n [8] . Agents do not maintain nor use identifiers (agents are anonymous and cannot determine whether any two interactions have occurred with the same agents or not). However , for ease of presentation , the agents are numbered 1,2, ... , n. We denote by ci i ) the state 21 � of agent i at time t. The stochastic process C = {Ct, t ?: O}, where Ct = (CP), ... , ci n )), represents the evolution of the population protocol. The state space of C is thus Q n and a state of this process is also called a protocol configuration.
III. THE PROPORTION PROBLEM
We consider a set of n agents , interconnected by a complete graph , that start their execution in one of two input states of � = { A, B}. Let nA be the number of agents whose input state is A and nB be the number of agents that start in input state B. The quantity IA = nAln (resp. IB = nBln) is the proportion of the agents that initially started in state A (resp. 
I V . RELATED WORK
In 2004 , Angluin et al. [4] have formalized the population protocol model , and have shown how to express and cOlupute predicates in this model. Then in [5] the authors have com pletely characterized the computational power of the model by establishing the equivalence between predicates computable in the population model and those that can be defined in the Presburger arithmetic. Since then , there has been a lot of work on population protocols ineluding the majority problem [12] , [14] , [6] , [18] , [2] , the leader election problem [9] , [15] , in presence of faults [11] , and on variants of the model [13] , [10] .
The elosest problem to the one we address is the compu tation of the majority. In this problem , all the agents start in one of two distinguished states and they eventually converge to 1 if I > 0 (i.e. nA > nB), and to 0 if I < 0 (i.e. nA < nB). In [12] , [14] the authors propose a four-state protocol that solves the majority problem with a conver gence parallel time logarithmic in n but only in expectation. Moreover , the expected convergence time is infinite when nA and nB are elose to each other (that is I approaches 0).
The authors in [6] , [18] propose a three-state protocol that converges with high probability after a convergence parallel time logarithmic in n but only if I is large enough , i.e when I nA -nB I ?: ynl ogn. Alistarh et al. [2] propose a population protocol based on an average-and-conquer method to exactly solve the majority problem. Their algorithm uses two types of interactions , namely , averaging interactions and conquer ones. The first type of interaction is elose to the one used in our protocol while the second one is used to diffuse the result of the computation to the zero state agents. Actually , to show their convergence time , they need to assume a rather large number of intermediate states (i.e. 2d states , with d = 1,000). This is essentially due to the fact that they need to prove that all the agents with maximum positive values and minimal negative values will have sufficiently enough time to halve their values. Note that in practice , their algorithm does not require more than n state to converge to the majority , however their proof necessitates m + 1 , 000 log m log n with log n log m :s; m :s; n states , and at least 432 log m log n interactions per agent to converge to the majority , where m is the initial value associated to state A.
In [16] , the authors have presented a solution to the counting problem. As previously said , the counting problem generalizes the majority problem by requiring , for each agent , to converge to a state in which each agent is capable of , assuming the knowledge of n, computing nA or nE, where nA and nE represent respectively the number of agents that started in state A and B. Both [16] and the present paper use the same interaction rules , but of course the output functions in both papers are different. The originality of [16] , beyond tackling a new problem , was a proof of convergence based on tracking the euclidean distance between the random vector of all agents ' values and the limiting distribution. In the present paper , we provide a highly tighter analysis which shows that the interaction rules together with the "counting" and "proportion" output functions are optimal solutions to solve both problems.
V. COMPUTING THE PROPORTION
Our protocol uses the average technique to compute the proportion of agents that started their execution in a given state A. The set of input of the protocol is � = { A, B} , and the input function � is defined by �(A) = m and �(B) = -m , with m a positive integer. This means that , for every i = 1 , ... , n, we have Cd i ) E { -m , m}. At each discrete instant t, two distinct indices i and j are chosen among 1 , ... , n with probability P i , j (t). Once chosen , the couple (i, j) interacts , and both agents update their respective local state ci i ) and ci j ) by applying the transition function f, leading to state Ct+l, given by f(C( i ) C( j )) = (d i ) C( j )) with t , t t+ l' t+ 1 '
The set Q of states is { -m , -m + I, ... , m -I, m}. The output function is given , for all x E Q by ,
Finally , the set of output Y is the set of all possible values of WA, i.e.
} .
2m 2m 2m 2m
VI. ANALY SIS OF THE PROPORTION PROTOCOL
We denote by Xt the random variable representing the choice at time t of two distinct indices i and j among 1 , ... , n with probability P i , j (t), that is IP{ Xt = (i,j)} = P i , j (t). We suppose that the sequence { Xt, t 2: o } is a sequence of inde pendent and identically distributed random variables. Since Ct is entirely determined by the values of Co, Xo, X l ," " Xt -l , this means in particular that the random variables Xt and Ct are independent and that the stochastic process C is a discrete time homogeneous Markov chain. As usual in population 21 � protocols , we suppose that Xt is uniformly distributed , i.e.
that is 1
We will use in the sequel the Euclidean norm denoted simply by 11.11 and the infinite norm denoted by 11.1100 defined for all x = (Xl"" ,Xn) E lR n by IIxll � ( �xi ) 'I' "nd Ilxll = � ; �'l' , ":", n Ix ; l
It is well-known that these norms satisfy Ilxlloo < Ilxll < follxlloo.
Lemma 1: For every t 2: 0 , we have
The proof is immediate since the transformation from Ct to Ct+! described in Relation (1) does not change the sum of the entries of Ct+!. Indeed , from Relation (1) , we have C ( i ) + C ( j) -C ( i ) + C ( j) and the other entries do not t+1 t+1 -t t change their values.
• We denote by f the mean value of the sum of the entries of Ct and by L the row vector of lR n with all its entries equal to f , that is
Our analysis is orchestrated as folIows. By relying on the mathematical tool derived in Theorem 2 , we show in Theorem 5 that the stochastic process Ct belongs to the ball of radius Vnfi and center L in the 2-norm , with any high probability , after no more than o (log n) parallel time. Then , assuming that the stochastic process Ct belongs to the ball of radius Jn /2 and that f -Lf J -11 /2 , we demonstrate that the stochastic process Ct belongs to the open ball of radius 3/2 and center L in the infinite norm , with any high prob ability af ter no more than O(logn) parallel time (Theorem 6). In practice this means that all the entries of the subsequent configurations will be among the three closest integer val ues of f. Then by applying Theorem 5 and Theorem 6 (if f -L f J -11 /2 ) or Theorem 4 (otherwise) , we derive our main theorem (see Theorem 7) which shows that in both cases the stochastic process Ct belongs to an open ball of radius 3/2 and center L in the infinite norm , with any high probability in o (log n) parallel time. Finally , we have all the necessary tools to construct an output function which solves the proportion problem in 0 (log n -log c -log 5) parallel time , and with O( l / c) states , for any c,5 E (0,1 ) (see Theorem 8) . The detailed proofs of all the results are given in [l7].
In order to simplify the writing we will use the notation Praof See [16] . We then concIude by observing that 1 lP{IICt -L lloo i= 2 } = lP{IICt -LI12 -n/4 ;::: I} ::; Ö.
The reader is invited to read the detailed proof in [17]. i =l i =l (6) From Relation (6) and using the fact that yt is decreasing (see Lemma 3) we get , for t ;::: ne, lP{yt ;::: n/2} ::; lP{Yno ;::: n/2} ::; lP{YTk ;::: n/2} k ::; II a i ::; Ö.
i =l
The reader is invited to read the detailed proof in [17].
• Theorem 6: For all 15 E (0,1), if IICo -LII ::; .;:;;J2
and f! -lf! J i= 1/2 we have , for every t ;::: 1600(n -1) (l nn -l nö -4l n2 + In3) /189, lP{IICt -Llloo ;::: 3/2} ::; Ö.
Sketch of the Praof Let.\ be defined by
Note that .\ is positive in the first case and negative in the second one. In both cases we have 1.\1 < 1/2 and f! -.\ is the cIosest integer to f!.
We introduce the notation B = 11/2 + Jn/2l B is the upper bound of ci i ) for i = 1, ... , n, since II CO -L II ::; Vnfi .
For k E {-B, -B + 1, ... , B}, we denote by ak,t the number of agents with the value f! -.\ + k at time t, that is ak,t = 1 {i E {I, ... , n} I ci i ) = f! -.\ + k} I · Observing that IICt -LI12 = IICtII2 -nf! 2 and using (7) and (8) , we obtain B L k2 ak,t = IICt -LI12 + n.\2 .
k= -B (9)
Using the hypothesis IICo -LI1 2 :s; n/2, we obtain B L k 2 Q;k,t:S; n ),2 + n/2. 
Since Q;k,t are non negative integers , we have , for every t 2: 0,
Note that our objective is to obtain <Pt = 0 because IICt -L lloo < 3/2 {==} <Pt = O .
We also introduce the sets Ht and H t -defined by Ht = {i E {l, ... , n} I ci i ) -l' +), 2: 2} and H t -= {i E {l , ... ,n} I ci i ) -1'+)' :S; -2}
and we define Ht = Ht U H t -. It can be shown that Nt :s; 3n/16.
Let It and I t -be the sets defined by It = {i E {I , ... , n} I ci i ) -l' + ), 2: O} and Relations (11) can be rewritten as Consider the probability that an agent of Ht interacts with an agent of I t -or that an agent of H t -interacts with an agent of It, at time t. Let E denote the set of these interactions. It can be shown that
We consider now the difference <Pt -<Pt+! in function of the interactions occurring at time t. It can be shown that
22�
Now , using (13) , we have
We easily get ( 189 ) t IE ( <p t) :S; 1 -1600(n _ 1) IE ( <p o)· Let T be defined by 1600(n -1) T= 189
(l nn -Ino -4In2+l n3) .
We then have for t 2: T IP{IIC; i ) -1'1100 2: 3/2} :s; IP{ <Pt i= O} = IP{ <Pt 2: 4} :s; O.
• Theorem 7: For all 0 E (0,1), if there exists a con stant K such that IICo -LII :s; K then , for every t 2: n (21nK + 7. 47 In n -13. 291no -2. 88), we have IP{IICt -L lloo 2: 3/2} :s; O.
Praof We consider first the case where l' -l l' J = 1/2. Since IICo -L lloo :s; IICo -LII :s; K and since (n -1) (21n K + In n -In 0)
:s; n (21nK + 7. 471nn -13. 29Ino -2.88) ,
Theorem 4 gives
IP{IICt -L lloo i= 1/2} :s; 0, for t 2: n (21n K + 7. 471n n -13. 291n 0 -2.88). Now since the ci i ) are integers and since l' -l1'J = 1/2, we have
IP{IICt -L lloo 2: 3/2} = IP{IICt -L lloo i= 1/2} :s; O. Consider now the case where l' -l l' J i= 1/2. We apply successively Theorem 5 and Theorem 6 replacing 0 by 0/2.
We introduce the notation 2l n2 B1=2InK -Inn+3In2 -I I In (0/2).
n-n3
If IICo -LII < Vnf2 then we have IICo -LI1 2 < n/2 and since IICt -LI1 2 is decreasing (see Lemma 3) , we get , for all t 2: 0, IP{IICt -LI1 2 < n/2} 2: IP{IICo -LI1 2 < n/2} = 1 2: 1 -0/2.
If IICo -LII 2: Jn/2 then from Theorem 5 we get , for all t 2: nB 1, IP{IICt -LI1 2 2: n/2} :s; 0/2, or equivalently IP{IICt -LI1 2 < n/2} 2: 1 -0/2. Let us introduce the instant T defined by 1600(n -1) T = nB1 + 189 (l nn -l n(0/2) -4l n2 + In3) .
We have , for all t ?: T, IP{IICt-Llloo < 3/2} ?: IP{IICt -L lloo < 3/2, IICnll1 -LI12 < n/2} = IP{IICt -Llloo < 3/2 IIICnll1 -LI12 < n/2} x IP{IICnIl1 -LI12 < n/2}. We have seen that IP{IICnIl1 -LI12 < n/2} ?: 1 -0/2. Using the fact that the Markov chain {Cd is homogeneous and applying Theorem 6 , we obtain IP{IICt -Llloo < 3/2 IIICnll1 -LI12 < n/2} = IP{IICt -nIl1 -L lloo < 3/2 I llCo -LI12 < n/2} = IP{IICt -nIl1 -L lloo < 3/2 I IICo -LII < V n/2} ?: 1 -0/2. • We now apply these results to cOlupute the proportion "/ A of agents whose initial input was A, with "/A = nA/(nA + nB) = nA/no Recall that the output function WA is given , for all x E Q , by WA(X) = (m + x )/(2m). So wh ich completes the proof.
• From Theorem 8 , the convergence time to get the pro portion "/A of agents that were in the initial state A, with any precision E and with any high probability 1 -0 is o (n(l og n -l og E -l og 0)) and thus the corresponding par allel convergence time is 0 (l og n -l og E -l og 0). Still from Theorem 8 , the size of the set of states to cOlupute "/ A is equal to 213/ (4E) l + 1. It is important to note that the number of states does not depend , even logarithmically , in n.
VII. LOWER BOUNDS
The second contribution of OUf paper is the derivation of lower bounds on a more general problem , namely the counting problem , introduced in [16] . This problem aims , for each agent , at computing the exact number of agents that started in the initial state A. Using the interaction rules given in Relation (1) and the output function w�( x ) = ln (m + x )/(2m) + 1/2J , we can exploit the results derived in the present paper to show that the counting problem can be solved with O( n) states , improving upon [16] in which the number of states is in O(n3 j2 ). We show that O(n) states and O(l ogn) parallel time are lower bounds to solve the counting problem.
Finally , we prove that any algorithm solving the proportion problem with ap recision E E (0,1), requires n(I/E) states.
This demonstrates that our proportion protocol is optimal in the number of states. • Thus each agent can solve the counting problem in o (l og n) parallel time and with O( n) states.
Theorem 10: Any algorithm solving the counting problem takes an expected rl (l og n) parallel time to convergence.
Proof Solving the counting problem bounds to solving the exact majority problem. By applying Theorem C.l of [2] , this algorithm takes an expected rl(l og n) parallel time to convergence under a worst-case input.
• Theorem 11: Any algorithm solving the counting problem requires rl( n) states.
Proof To solve the counting problem , the size of the output set Y must be n + 1. So , the number of states (i.e. IQI) is at least n + 1. The lower bound of the number of states is thus rl(n).
• Theorem 12: Any algorithm solving the proportion prob lem with ap recision cE (0,1), requires rl(l/c) states.
Proof The value of IA could be any rational value between 0 and 1, the difference between two output values cannot exceed 2c, thus the lower bound for the size of the output Y is 11/(2c)l + 1. Hence , the number of states (i.e., IQI) is at least 11/(2c)l + 1. Thus the lower bound of the number of states is rl(l/c).
•
VIII. SIMULATION RESULTS
We have conducted simulations to illustrate oUf theoretical analysis. Figure I provides a summary of these simulations. In this figure , each point of the curves represents the mean of 100 simulations (with the maximum and the minimum of the 100 simulations) , a simulation consisting in computing the total number of interactions , divided by n, needed for all the agents to converge to IA with precision c. The number n of agents varies from 25 to 2 22 , and the precision c of the result is set to 10 -1 , 10 -3, and 10 -5. Note that as shown theoretically , Figure l ( a) and Figure leb) illustrate the fact that the number of interactions per agent to converge is independent of the value of I, that is independent from the difference between both proportions. From the generated data , for instance when 0 = 1/2, one can deduce for each curve an empirical approximation of the convergence parallel time given by -2l n c + 0.621n n-0.6.
IX. CONCLUSION
This paper has shown that in a large-scale system , any agent can cOlupute quickly and with a high precision specified in advance the proportion of agents that initially started in some given input state. This problem is a generalization of the majority problem. Specifical1y , oUf protocol guarantees that by using 213/ (4c) l + 1 states , any agent is capable of computing the population proportion with precision cE (0,1), in no more than (-2In c + 8. 47 In n -13. 291n 0 -2. 88) in teractions with probability at least 1 -0, for any 0 E (0,1).
We have also shown that oUf solution is optimal both in time and space. As future work , we aim at using the same detailed analysis to obtain new results for the majority problem. 
