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Abstract-Photointerpreters employ a variety of implicit spatial models to provide interpretations from remotely sensed aerial or satellite imagery. The process of making the implicit models explicit and the subsequent use of the explicit models in computer processing is difficult.
In this paper one application is illustrated: how ridges and valleys can be automatically interpreted from LANDSAT imagery of a mountainous area and how a relative elevation terrain model can be constructed from this interpretation. It is shown how an illumination model is being used to explain many of the features of a LANDSAT image. Finally, it is shown how to examine valleys for the possible presence of streams or rivers and it is shown how a spatial relational model can be set up to make a final interpretation of the river drainage network.
I. INTRODUCTION
R EMOTE sensing practitioners are highly skilled in deriving information from complicated geographical structures represented on aerial photography despite the fact that they may have great difficulty explaining their reasoning processes [4] . Because humans have a great innate facility for extracting information from visual shapes, forms, and textures, photointerpreters often do not devote much conscious thought to their analyses of the detailed relationships between light and dark that convey information about the content of a visual scene. The reasoning process may be implemented through a series of implicit steps that are not immediately obvious even to those who conduct the interpretation. As a result, to mechanize this process it is necessary to devote some effort to constructing explicit definitions of many of the subtle (possibly vague) processes applied by a skilled photointerpreter as he analyzes a scene. For a general survey, see [5] and [6] . This paper describes initial work to formulate a relational model for reasoning about the contents of a visual scene. This work is being done in cooperation with a skilled photointerpreter, and we are attempting to determine the primitives and the relationships for one task domain-deducing the network of streams and rivers represented by LANDSAT data. There are two reasons for our choice" of this application area. First, data are abundant, and they are available for familiar geographic regions. Second, despite the apparent triviality of the problem, the reasoning required to reconstruct the drainage network is in fact very complicated, in part because it requires simultaneous analysis both at the detailed local level and at very general global levels. Furthermore, reasoning about drainage systems requires a great deal of knowledge of geography and physics that is not directly part of the relational mode. This knowledge, for example, includes such facts as "water runs downhill" and "in the morning, the sun is in the east". Thus far, spatial relationships within a single spectral channel have been examined, but the application of the additional information that may be conveyed in other spectral records has not yet been attempted.
Work on the spatial reasoning problem was begun by assuming that the necessary radiometric information could be derived from edge information obtained by applying gradient-type operators, provided the proper edge model was used. As work progressed, it was determined that edges derived from region boundaries were more reliable, and the work has progressed to the point where mountain ridges and valleys are being extracted with a reliability that is sufficient to permit concentrating efforts on the formulation of a relational model. II. STUDY AREA AND DATA This research examines an area in southeastern West Virginia, shown in Fig. 1 . The six line striping is removed by computing the histogram of every sixth line and then normalizing each line in such a way that the resulting six histograms of every sixth line are identical. This region is a portion of the Appalachian Plateaus physiographic province, within the "unglaciated Allegheny plateau" described by Thornbury [2] . In general, this region is a thoroughly dissected plateau-like surface. It receives 40 in of precipitation each year and, as depicted on topographic maps, has a moderate drainage density. Drainage is through tributaries of the New (Kanawha) River, which flows west into the Ohio drainage system.
The overall drainage pattern within this region is that of a relatively large sinouous channel (the Gauley River) superimposed over the finer texture of a dentritic pattern formed by first-, second-, and third-order streams. A number of the U.S. Government work not protected by U.S. copyright. small first-or second-order streams flow directly into the large channel. Thus the overall pattern is composed of a mixture of many very small stream segments, many with very steep gradients, a prominent major channel with a relatively low gradient, and 2) In this region the topography is very complex, so there are numerous valleys and ridges that are oriented parallel to the solar illumination. In these instances shadows are minimized so the drainage course is visible on the image only if the channel is wide enough to fill one or more MSS pixels. Thus the course of a sinuous stream is visible on the image as the edge between a light and dark area that is broken into segments at irregular intervals. The breaks correspond to changes in direction that bring the stream course parallel to the solar beam.
3) Only the widest streams are wide enough to be directly imaged. The Gauley River channel-some 100 m wide-is the only instance in our area. On band 7 this river is represented as a continuous chain of dark pixels of varying width. Where the river flows at right angles to the solar beam, the river (and its valley) is clearly depicted as a wide dark strip, often several pixels wide, caused by the combined effects of shadow and open channel. The brightly illuminated slope facing the sun is also visible. However, where the channel is parallel to the illumination, shadows are absent and the river is visible only because the channel is wide enough to appear in its own right. If the channel is not at least one pixel wide, there is a gap at this point in the image representation of the channel.
4) A few streams on the image are portrayed as bright areas on band 7. In these areas there is no shadowing due to the width or orientation of the valley. The newly emerged leaves of shrubs and grasses in pastures and meadows cause a bright response in the infrared radiation of band 7. The strong reflection contrasts with the darker response of the upland forests where leaves have not yet emerged.
This examination of the landscape and its image representation allows us to define some of the key characteristics of the patterns we intend to interpret: 1) Some streams can be defined by the edge between bright and dark patches on the image. However, some edges are also ridges, so not all such edges correspond to streams. It will be necessary, therefore, to be able to decide which edges correspond to ridges and those that represent valleys.
2) Some of the larger rivers appear as continuous chains of dark pixels.
3) Some of the smaller streams appear simply as short dark strips of pixels. Fig. 1 have been classified into the three classes shown in Fig. 2 by grey-level thresholding. The dark regions in Fig. 2 Thresholding to separate bright from very bright pixels is relatively successful because of the distribution of gray levels in the test image. However, the distinction between bright and dark picture elements is not clear and the regions that result after thresholding require further processing (see p. 274 [9] ).
First the dark regions are obtained by setting a relatively low threshold. Then, each 8-connected component (i.e., pixels that are transitively connected through 8-neighbor adjacencies) is assigned a unique region number. Next, each connected component is enlarged slightly by analyzing each pixel directly adjacent to the region boundary. Each such pixel is added to the region if its intensity is slightly higher than the relatively low threshold, and this is done in such a way that the regions do not overlap. Even though regions may touch one another after the growing process, they still have different region numbers and are, therefore, distinct regions. However, since they do touch each other, the distinct regions are hard to display in a black and white photo. Fig. 3 is an attempt to show the different regions by encoding them with different intensities.
The boundaries of each of the closed regions just determined are easy to extract by using a boundary tracker that follows the perimeter of a labeled region. Since most of the trees in this image are unfoliated, the strongest region boundaries are shadow boundaries rather than tonal, and the strongest bound- aries are those at the extremes of steep slopes oriented normal to the sun direction. Since the sun illumination is predominantly east-west, a boundary that is dark on the left and bright on the right will correspond to a ridge, and the reverse will correspond to a valley. For east-west region boundaries, the illumination model fails. Resultant gaps must be filled in by the spatial reasoning system or by using additional information such as reflectance from wide streams. Where east-west boundaries exist, some are ridges and some are valleys. We have labeled all such segments as valleys unless they are adjacent to ridges on both ends. The valleys, of course, are of interest because the streams and rivers will flow through some of them. Fig. 4 shows the ridge and valley maps for the test image, and Fig. 5 shows the stream map obtained by analysis of corresponding topographic maps. We do not regard the initial interpretations in Fig. 4 as satisfactory representations of valleys and ridges. They were obtained by a simplified process and contain some misinterpretations. In the first pass (complete scan through all the pixels in the image) of the labeling process, we label all the northsouth boundaries between two pixels which belong to different regions. In the second pass, we label the east-west boundaries. The processing in the first pass is extremely local, and the result is noisy. Currently, we are establishing the database of line segments as indicated at the begining of this section. From this database, we will create a better version of the ridge-valley map using the relational model. Fig. 6 .
V. FROM RIDGES AND VALLEYS TO
The terrain model we wish to determine has elevation values which satisfy that the application of the digital Laplacian mask to each 3 X 3 neighborhood of the image yields 0.
An iterative procedure accomplishes the required solution to the boundary value problem. For the initial step, those pixels which have not been marked ridge or valley are given the intermediate value 50. In each iteration, all the pixels of the current terrain model are scanned in a left to right, top to bottom manner. If the pixel is a ridge or valley pixel nothing is done. If the pixel is not a ridge and not a valley, then its value is replaced with the average of its north, south, east, and west neighbors. The replacement is done recursively using the most recent neighbor values. 
VI. AN ILLUMINATION MODEL
Illumination is a most important factor in a LANDSAT image of complex terrain. In order to determine how much of the LANDSAT scene is due to the position of the sun, a simple illumination scheme was applied to the terrain model image shown in Fig. 7 . This simulation illuminates the terrain with parallel beams of some imaginary point radiation source from a specified angle and direction. A two-step procedure was used to implement this illumination model.
In the first step, calculations are done for each pixel in the image to determine if the straight line from that pixel to the radiation source is blocked, thus putting the pixel in shadow. In this manner each pixel is marked either "lit" or "shaded." This step considers only the relative elevation and location of each pixel and the position of the point source.
The second step in implementing the illumination model uses the information from the first step and additionally considers the 3-D orientation of each pixel and the strength of the radiation source. The gray tone value of each pixel is computed as the product of the strength of the incoming radiation, the cosine of the angle between the vector normal to the pixel and the direction vector of the point source, and the surface reflection coefficient of the pixel. Diffuse radiation (sky light), which is light energy that falls on surface elements after being reflected one or more times by the atmosphere, is represented by adding a constant illumination value to each pixel. For the simplest case the reflection coefficient is assumed to be the same for all pixels. Fig. 8 shows a hemisphere sitting on a flat plane illuminated by this model.
The terrain image of Fig. 7 was illuminated using this model from the same direction as the sun at the time the LANDSAT data was gathered (azimuth = 119 degrees from north, elevation = 45 degrees above the horizon). By comparing the model results with the image of Fig. 1 it was concluded that the illumination model was still too simple. Because of the geometry and physical properties of surfaces, back lighting is also an important consideration. Back lighting is light that falls on one surface after being reflected from another surface, and to create these back lighting effects, a secondary point source of less intensity with a direction opposite that of the primary source (azimuth = 299 degrees from north, elevation = 45 degrees above the horizon) was added.
Because the source intensity parameter value for this illumination model was chosen arbitrarily, the pixel values of the image that is produced are not in the same range as the pixel values in the original LANDSAT image. This makes direct comparison of the two images difficult. To facilitate this comparison, the gray tone values of the two images are similarly quantized. For each pixel location, a value pair (pixel value in illumination image, pixel value in LANDSAT image) exists.
Using each of these value pairs as points in two-space, a line of best fit is computed so that the sum of the squares of the distance of each of these points from the line is minimized. The value of each pixel in the illumination model image is now changed by replacing the old value by the function value of this line of best fit evaluated at the old value. This method maps the values of the illumination model image into the same range of values as the LANDSAT image. The resulting image is shown in Fig. 9 .
It can be seen that the illumination model accounts for many of the features found in the LANDSAT scene with the exception of areas of very high or very low reflectance properties (the vegetation areas and streams are noted in Section II).
Subtracting the illuminated image from the LANDSAT image produces an image which can be thresholded to extract pixels where large differences occur between the model and the real world. By assigning appropriate reflection coefficients for these pixels and applying the illumination model again, the differences between the LANDSAT image and the model have been reduced (Fig. 10) .
After eliminating the areas with exceptional reflectance Another error that occurs less frequently but is more serious are the errors of commission that bridge the gaps between the unconnected tips of the smallest tributaries in separate drainage basins. This kind of error is small in extent but is very important as it can completely confuse the interpretation of the drainage network. Errors 1-3 in Fig. 11 demonstrate these kinds of errors.
If this kind of error is present, streams join at both upstream and downstream ends. If only a small local area is considered, it may be very difficult to detect such errors using only the information present in the interpretation. If a much larger area is examined, it may be possible to detect and resolve these errors if they are few in number and the remainder of the network has been interpreted correctly.
The most important errors of omission are missing segments in the stream, often caused by changes in the orientation of a stream or valley that brings its course parallel to the solar beam, (5-7 in Fig. 11 ) thereby eliminating or diminishing the shadows used for the interpretations. In other instances these gaps have no immediately obvious cause (4 in Fig. 11 ). Usually these errors are readily recognizable (upon manual inspection of the product of the machine interpretation) because the segments on both sides of the gap are often fairly long and continuous, and it seems clear from examination of the global pattern that these gaps should be filled in to form a continuous network.
When the ground truth stream map is superimposed on the valley map as shown in Fig. 11 , the results look very encourag-ing. Indeed, it would be a considerable effort for a skilled photointerpreter to do this well. However, there are a number of problems. One of the most serious is that there are a large number of dense clusters of marked picture elements that make the valley connections ambiguous. Since there are also numerous short gaps, the number of hypothesized valley segments will tend to be large.
The lack of reliability of the data is another serious problem. Not only may the valley-ridge labels be wrong, but any of the properties may be incorrect. For example, it is very difficult to measure the incidence angle of a tributary with a main stream, and the reasoning process will have to be modified to be tolerant of measurements that are totally wrong. There is also a possibility that it may not be possible to determine exactly where an error has been made. Error I in Fig. 11 results because an east-west ridge that is completely invisible in the imagery blocks an apparently continuous valley. While this error is easy to detect, its cause may be elusive because of the missing data.
Because of the subtlety of some of the deductions that are being made, image imperfections may also cause problems. In several instances the ridge-valley maps have been influenced by false intensity shifts between adjacent scan lines. Nevertheless, we feel that it will be possible to achieve a significant degree of automation of the spatial reasoning task in this application area, and we are continuing our work to refine the relational reasoning model.
