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Approximate full configuration interaction (FCI) calculations have recently become tractable for systems of
unforeseen size thanks to stochastic and adaptive approximations to the exponentially scaling FCI problem.
The result of an FCI calculation is a weighted set of electronic configurations, which can also be expressed
in terms of excitations from a reference configuration. The excitation amplitudes contain information on
the complexity of the electronic wave function, but this information is contaminated by contributions from
disconnected excitations, i.e. those excitations that are just products of independent lower-level excitations.
The unwanted contributions can be removed via a cluster decomposition procedure, making it possible to
examine the importance of connected excitations in complicated multireference molecules which are outside
the reach of conventional algorithms. We present an implementation of the cluster decomposition analysis
and apply it to both true FCI wave functions, as well as wave functions generated from the adaptive sampling
CI (ASCI) algorithm. The cluster decomposition is useful for interpreting calculations in chemical studies,
as a diagnostic for the convergence of various excitation manifolds, as well as as a guidepost for polynomially
scaling electronic structure models. Applications are presented for (i) the double dissociation of water, (ii) the
carbon dimer, (iii) the pi space of polyacenes, as well as (iv) the chromium dimer. While the cluster amplitudes
exhibit rapid decay with increasing rank for the first three systems, even connected octuple excitations still
appear important in Cr2, suggesting that spin-restricted single-reference coupled-cluster approaches may not
be tractable for some problems in transition metal chemistry.
I. INTRODUCTION
The main problem of quantum chemistry is to solve
the Schrödinger equation
Hˆ |Ψ〉 = E |Ψ〉 (1)
for the many-electron wave function |Ψ〉. The wave func-
tion can be expanded in terms of a set of single-particle
states {ψi} (commonly referred to as orbitals) through
the resolution of the identity
∑
i |ψi〉 〈ψi| = 1 as
|Ψ〉 = cn1,...,ni,...,nj ,... |ψn1〉 · · · |ψni〉 · · ·
∣∣ψnj〉 · · · (2)
Because the wave function must satisfy Fermi statistics
Ψ(x1, . . . ,xi, . . . ,xj , . . . ) = −Ψ(x1, . . . ,xj , . . . ,xi, . . . ),
it is seen that the tensor c must be completely antisym-
metric. However, its form is otherwise unknown a priori.
In order to motivate the topic of the present
manuscript – the cluster decomposition – we begin by de-
scribing two well-known parametrizations for the many-
electron wave function |Ψ〉: configuration interaction
(CI) theory and coupled-cluster (CC) theory. CI and
CC are equivalent at the limit of exactness: when all
possible electronic excitations are included in the mod-
els, yielding the full CI (FCI) and full CC (FCC) meth-
ods, the models only differ in the way the wave function
is parametrized. The cluster decomposition is a way of
converting FCI wave functions to FCC wave functions
a)Electronic mail: susi.lehtola@alumni.helsinki.fi
(and vice versa), thus allowing for each method to be
used where it is technically most favorable, all the while
enabling one to elucidate the structure of the resulting
many-electron wave function.
A. Configuration interaction
In configuration interaction theory, equation (2) is re-
cast into an equivalent form based on Slater determinants
|Φk〉
|Ψ〉 =
Ndets−1∑
k=0
Ck |Φk〉 (3)
which builds in the necessary spin statistics and is ac-
cessible to numerical implementation. A Slater determi-
nant is defined by the orbitals that the electrons occupy
in it, which is why it is often referred to as an electron
configuration. The expansion coefficients Ck (as well as
the orbitals ψn in case only a subset of configurations
are included – such as Ndets = 1 in the Hartree–Fock
model) can be solved by minimizing the expectation value〈
Ψ
∣∣∣ Hˆ ∣∣∣Ψ〉. This results in a linear eigenvalue equation
for the expansion coefficients Ck.
Thanks to its simplicity and its fulfillment of a varia-
tional theorem, CI theory is the traditional approach for
solving the Schrödinger equation in a given one-electron
basis set. The exact solution to the Schrödinger equation
can be obtained by including all the electronic configu-
rations in the problem, via the use of the FCI method.
However, the dimension of the FCI wave function – the
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2number of possible Slater determinants for n electrons in
N orbitals, denoted as (ne,No), scales as (ignoring any
symmetries)
dimH ≈ (N !/ [(N − n/2)! (n/2)!])2 , (4)
highlighting the difficulty of the exact solution to the
Schrödinger equation. As can be seen from equation (4),
the dimension of the wave function increases exponen-
tially with increasing system size, and this exponential
wall1 is not affected by the massive increase of computa-
tional power given by Moore’s law2. Millions of determi-
nants – e.g. the (13e,13o) problem – could be handled in
the early 1980s,3 while billion-determinant FCI calcula-
tions – corresponding to (18e,18o) – have been around
since the late 1980s.4–6 The best calculations to date
have only included tens of billions of determinants,7–10
i.e. (20e,20o), with problem sizes close to a trillion de-
terminants i.e. (24e,24o) becoming feasible in the near
future on massively parallel architectures.11 Due to the
steep scaling of FCI, many different models have been
proposed over the years to selectively capture correlation
effects in the wave function, which will be discussed next.
If good orbitals are used for the problem, the expansion
of equation (3) for a ground state is often dominated by
the Aufbau configuration Φ0. In this case, it is appealing
to rewrite the wave function in terms of excitations from
the reference configuration as
|Ψ〉 = N
(
1 + Cˆ1 + Cˆ2 + . . .
)
|Φ0〉 , (5)
where N is a normalization constant, and Cˆn is an n-
fold excitation operator. Typically, one sets N = 1 to
simplify manipulations – this is known as intermediate
normalization – requiring that the normalization be re-
stored at the end in any calculations. A natural sugges-
tion to circumvent the exponential scaling of FCI with
system size would be to impose restrictions on the al-
lowed configuration space, such as only considering sin-
gle and double excitations from the reference by setting
Cˆn = 0 for n > 2 in equation (5). This yields the config-
uration interaction singles and doubles (CISD) method.
Unfortunately, while it is still variational, truncated CI
is not size consistent. CISD is exact for a single helium
atom, but when applied to He2 its performance is de-
graded, as the triple and quadruple excitations necessary
for exactness for the four-electron system are excluded –
even if the two atoms are infinitely far apart.
Alternatively, the cost may be brought down by reduc-
ing the number of electrons and orbitals considered in
the FCI problem. This is the approach pursued in multi-
configurational (MC) self-consistent field (SCF) theory in
general, and in its most popular variant, the complete ac-
tive space (CAS) SCF method,12,13 where the FCI prob-
lem is only solved within an orbital active space. Devel-
opments on the CASSCF method, such as the generalized
active space (GAS) SCF method,14–16 further tailor the
number of configurations considered in the wave func-
tion by the introduction of occupancy restrictions on the
active orbitals.15–22 It is also possible to reduce the num-
ber of configurations in the diagonalization procedure by
expressing a part of them only perturbatively.23–25
Still, a FCI or CASSCF wave function typically con-
tains many insignificant configurations: chemical accu-
racy (10−3Eh) is achievable by retaining only a small
fraction of the configurations.26–29 With a smart way of
choosing the configurations |Φk〉 that are included in the
expansion (equation (3)), accurate solutions may still
be achieved for systems that would be too difficult to
solve exactly. Some of us have recently developed a fast
and efficient CI approach called adaptive sampling CI
(ASCI),30 in which only the important configurations
are considered. There has been much recent interest
in the ASCI approach due to its demonstrated ability
to treat strongly correlated systems. The inspiration
for the ASCI technique is in selected CI methods31–42
and FCI quantum Monte Carlo methods43–55. Based
on these ideas, a variety of improvements and other
deterministic-adaptive approaches have also been re-
cently suggested.56–58 In addition, several incremental
schemes that do not yield a wave function have also been
recently proposed for the estimation of FCI energies.59,60
In contrast to both the CAS approach, where the
smallness of the feasible active space poses significant
limitations, and to the RAS and GAS approaches, which
allow for slightly larger active spaces at the cost of having
to specify the structure of the wave function – that is of-
ten far from trivial – the adaptive approaches can handle
large active spaces with minimal user intervention. For
instance, the ASCI method which is used in the present
work consists of an iterative process in which a new and
improved set of determinants is found during each step.
At each step, a new basis set of configurations is picked by
choosing the most significant configurations in the cur-
rent estimate for the wave function, and adding in any
other configurations that are strongly coupled through
the Hamiltonian to these significant configurations. An
improved estimate for the wave function is then obtained
by diagonalizing the Hamiltonian in the basis of this
newly picked configuration basis, and the procedure is
repeated until convergence. Only the expansion length is
specified by the user, the optimal structure of the wave
function arising automatically during the solution: sig-
nificant determinants are generated, while insignificant
ones are ignored. ASCI is generally variational, repro-
ducing the best wave function with a given number of
determinants.30
Once the strong correlation in the CI wave function
has been sufficiently captured, dynamic correlation can
be efficiently treated with a perturbative approach,30,52
similarly to what is done e.g. in the traditional
CASPT2 [CAS with second order perturbation theory]
approach.61–63
3B. Coupled-cluster
The idea in coupled-cluster (CC) theory64 is to replace
the linear ansatz of equation (5) with an exponential one
|Ψ〉 = eTˆ1+Tˆ2+... |Φ0〉 , (6)
where Tˆn are again n-fold excitation operators and inter-
mediate normalization is used. The difference between
equations (5) and (6) is that the CC expansion retains
size consistency even when truncated to e.g. single and
double excitations from the reference. This is easy to un-
derstand by Taylor expanding the exponential in equa-
tion (6), which yields products of the Tˆn exitation opera-
tors, coupling up to arbitrarily high rank. Thanks to this,
while CC with single and double excitations (CCSD) is
exact for a single helium atom alike CISD, CCSD is also
exact for an arbitrary number of non-interacting helium
atoms, in contrast to CISD. In addition to the connected
double excitation in Tˆ2, CCSD also includes a discon-
nected double excitation arising from 12 Tˆ
2
1 . The discon-
nected excitations appear at all ranks, and increase in
complexity with increasing rank.
Thus, CC is a more compact way of parametrizing the
wave function than CI, as disconnected excitations ap-
pear from the Taylor expansion of equation (6). The
more sophisticated ansatz allows CC to converge faster
in the excitation amplitudes than CI does.65,66 Unfortu-
nately, the size consistency and faster convergence come
at the cost of a loss of variationality. Namely, as even
truncated versions of variational CC scale exponentially,
the usual approach is to solve the CC energy and ampli-
tudes by projection66,67
E =
〈
Φ0
∣∣∣ HˆeTˆ ∣∣∣Φ0〉 , (7)
0 =
〈
Φai
∣∣∣ e−Tˆ HˆeTˆ ∣∣∣Φ0〉 , (8)
0 =
〈
Φabij
∣∣∣ e−Tˆ HˆeTˆ ∣∣∣Φ0〉 , (9)
...
where equations (8) and (9) determine the single and
double excitation amplitudes, respectively, and Φai (and
Φabij ) are singly (and doubly) excited determinants, with
electrons i (and j) being promoted to unoccupied orbitals
a (and b). The projective CC approaches are not guaran-
teed to yield an upper bound for the energy, and indeed,
projective CC truncated at low orders often underesti-
mates the energy in systems with significant strong cor-
relation.
Variational behavior can still be recovered by increas-
ing the maximum excitation level, but this also leads to
a significant increase in the computational cost. But,
despite the fast convergence of CC in excitation rank,
high-rank excitations may still be necessary even in CC
to properly describe systems with significant strong cor-
relation effects. Thus, while CC is very well adapted to
compactly describing dynamic (weak) correlations due
to its cluster type product structure, CC is not as well
adapted to describing strong correlation, which has moti-
vated recently motivated alternative approaches such as
CC valence bond theory68 and projected Hartree–Fock
theory69. This problem is further complicated by the fact
that unfortunately, one cannot go very far in the CC ex-
pansion in practice: to our knowledge, the highest-order
available efficient dense-tensor CC implementation is CC
with single through quadruple excitations (CCSDTQ) in
the NWChem and Aces II programs.70,71 A sparse-
tensor implementation of CC with single through hex-
tuple excitations (CCSDTQ56) has also been reported.72
C. Motivation for cluster decomposition
The feasibility of CC calculations is limited to some-
what low rank due to the complexity of the solution of
the CC amplitude equations. Implementations of high-
order CC theory are typically based on conventional FCI
programs,73–75 which operate on determinant strings,76
making the CC calculation as costly as a FCI calculation.
In contrast to recently developed adaptive FCI methods,
the feasibility of an adaptive FCC approach is at present
unclear. A stochastic CC approach has been suggested
in the literature,77,78 but it is still reliant on string-based
methods.
In CI, the amplitudes are easy to solve, involving sim-
ply the solution of an eigenvalue equation. As discussed
above, multiple adaptive FCI approaches have been re-
cently suggested, and shown to be quite powerful for the
description of challenging multiconfigurational systems.
However, due to the contamination in the CI amplitudes
by disconnected diagrams, it would be interesting to see
if one could rewrite the selected CI wave functions in
CC form and thereby extract better information on the
underlying correlations in the system.
As an example, orbital optimization in SCF theory cor-
responds to eTˆ1 according to Thouless’ theorem79. Thus,
while non-optimal reference orbitals only appear in Tˆ1, in
the CI expansion they will show up not only in Cˆ1, but in
all ranks of excitations Cˆn, which complicates the anal-
ysis of the excitation amplitudes. Thus, a poor choice of
orbitals may result in all {Cˆn}2Nn=1 being significant for a
system of N non-interacting helium atoms, while only Tˆ1
and Tˆ2 are necessary for obtaining the exact solution of
this system.
Being able to break down the FCI wave function
into a cluster decomposition that unambiguously shows
the importance of irreducible higher order excitations
would clearly be useful first to understand the physics
and chemistry of systems with complicated electronic
structure, and second to point the way to building
better scaling electronic structure models than the
(quasi)exponentially scaling FCI. Cluster amplitudes ex-
tracted from FCI might be used for treating dynamical
correlation within a CC-type approach,80 or help in de-
veloping novel types of truncations of CC theory for the
4treatment of strong correlations.81–86
While a special case of the cluster decomposition has
been published,87 we are not aware of any general imple-
mentation thereof. In the present manuscript we present
a general implementation of the cluster decomposition,
applicable to any FCI-type wave function in a Slater de-
terminant basis – including CAS, GAS as well as selected
CI approaches – and apply it to both FCI wave and ASCI
wave functions.
The organization of the manuscript is the following.
Next, in the Theory section, we briefly review the math-
ematics of the cluster decomposition. Then, in the Imple-
mentation section, the approach used to implement the
procedure is described. Details of the calculations are
described in the Computational Details section. Various
applications of the procedure are shown in the Results
section. The article terminates with a short Summary
and Discussion section.
II. THEORY
As the exact wave function is the same regardless of
the parametrization used, from equations (5) and (6) we
get the connection between the CI and CC amplitudes as
exp Tˆ =1 + Cˆ. (10)
Taylor expanding the exponential operator in equa-
tion (10)
Tˆ +
1
2
Tˆ 2 +
1
3!
Tˆ 3 + · · · =Cˆ (11)
the excitation can be matched rank by rank to yield
Tˆ1 =Cˆ1, (12)
1
2
Tˆ 21 + Tˆ2 =Cˆ2, (13)
1
3!
Tˆ 31 +
1
2
(
Tˆ1Tˆ2 + Tˆ2Tˆ1
)
+ Tˆ3 =Cˆ3, (14)
...
as has been discussed by Monkhorst.88 Next, the individ-
ual excitation operators can be written out explicitly in
second quantized form as
Oˆn =
1
(n!)
2
∑
i1a1...inan
oa1...ani1...in a
†
a1 . . . a
†
anain . . . ai1 , (15)
and the equations for the individual amplitudes be deter-
mined from the expressions by projection onto the rele-
vant determinant, e.g.
cabij =
〈
Φabij
∣∣∣ Cˆ2 ∣∣∣Φ0〉 = 〈Φabij ∣∣∣∣ Tˆ2 + 12 Tˆ 21
∣∣∣∣Φ0〉 = 〈a†aa†bajaiΦ0 ∣∣∣∣ 14 tcdkla†ca†dalak + 12 (tcka†cak) (tdl a†dal)
∣∣∣∣Φ0〉
=
〈
Φ0
∣∣∣∣ a†ia†jabaa [14 tcdkla†ca†dalak + 12 (tcka†cak) (tdl a†dal)
] ∣∣∣∣Φ0〉 = tabij + tai tbj − tbi taj , (16)
where the operator strings in the equations can easily be
evaluated with e.g. Wick contractions.67,89 The resulting
equations are easily solved to obtain recursive equations
for the t amplitudes: Tn is obtained from Cn by removing
products of Tl with l = 1, . . . , n− 1.
Interestingly, the factors 1/n! in the Taylor expansion
are cancelled out by the number of tensor permutations
within a given term. For example, in the equation for
tabcijk , the Wick contractions of Tˆ1Tˆ2 yield both t
a
i t
bc
jk and
tbcjkt
a
i , exactly canceling out the prefactor 1/2 of the term.
Thus, the only thing that is left over are terms in which
indices are swapped between different amplitude tensors,
that is, the result of the Wick contraction can be written
as an antisymmetrizer.
Finally, the elemental forms for the recursion relations
are obtained as
tai =c
a
i (17)
tabij =c
ab
ij − tai tbj + tbi taj (18)
tabcijk =c
abc
ijk − tai tbcjk + tbi tacjk − tci tabjk + taj tbcik − tbjtacik
+tcjt
ab
ik − taktbcij + tbktacij − tcktabij − tai tbjtck
+tai t
c
jt
b
k + t
b
i t
a
j t
c
k − tbi tcjtak − tci taj tbk + tci tbjtak (19)
for the singles, doubles, and triples. For the quadruples we get
5tabcdijkl = c
abcd
ijkl − tai tbcdjkl + tbi tacdjkl − tci tabdjkl + tdi tabcjkl + taj tbcdikl − tbjtacdikl + tcjtabdikl − tdj tabcikl − taktbcdijl + tbktacdijl − tcktabdijl
+ tdkt
abc
ijl + t
a
l t
bcd
ijk − tbl tacdijk + tcl tabdijk − tdl tabcijk − tabij tcdkl + tacij tbdkl − tadij tbckl − tbcij tadkl + tbdij tackl − tcdij tabkl + tabik tcdjl
− tacik tbdjl + tadik tbcjl + tbciktadjl − tbdik tacjl + tcdik tabjl − tabil tcdjk + tacil tbdjk − tadil tbcjk − tbcil tadjk + tbdil tacjk − tcdil tabjk − tai tbjtcdkl
+ tai t
c
jt
bd
kl − tai tdj tbckl + tai tbktcdjl − tai tcktbdjl + tai tdktbcjl − tai tbl tcdjk + tai tcl tbdjk − tai tdl tbcjk + tbi taj tcdkl − tbi tcjtadkl
+ tbi t
d
j t
ac
kl − tbi taktcdjl + tbi tcktadjl − tbi tdktacjl + tbi tal tcdjk − tbi tcl tadjk + tbi tdl tacjk − tci taj tbdkl + tci tbjtadkl − tci tdj tabkl
+ tci t
a
kt
bd
jl − tci tbktadjl + tci tdktabjl − tci tal tbdjk + tci tbl tadjk − tci tdl tabjk + tdi taj tbckl − tdi tbjtackl + tdi tcjtabkl − tdi taktbcjl
+ tdi t
b
kt
ac
jl − tdi tcktabjl + tdi tal tbcjk − tdi tbl tacjk + tdi tcl tabjk − taj tbktcdil + taj tcktbdil − taj tdktbcil + taj tbl tcdik − taj tcl tbdik
+ taj t
d
l t
bc
ik + t
b
jt
a
kt
cd
il − tbjtcktadil + tbjtdktacil − tbjtal tcdik + tbjtcl tadik − tbjtdl tacik − tcjtaktbdil + tcjtbktadil − tcjtdktabil
+ tcjt
a
l t
bd
ik − tcjtbl tadik + tcjtdl tabik + tdj taktbcil − tdj tbktacil + tdj tcktabil − tdj tal tbcik + tdj tbl tacik − tdj tcl tabik − taktbl tcdij
+ takt
c
l t
bd
ij − taktdl tbcij + tbktal tcdij − tbktcl tadij + tbktdl tacij − tcktal tbdij + tcktbl tadij − tcktdl tabij + tdktal tbcij − tdktbl tacij
+ tdkt
c
l t
ab
ij − tai tbjtcktdl + tai tbjtdktcl + tai tcjtbktdl − tai tcjtdktbl − tai tdj tbktcl + tai tdj tcktbl + tbi taj tcktdl − tbi taj tdktcl
− tbi tcjtaktdl + tbi tcjtdktal + tbi tdj taktcl − tbi tdj tcktal − tci taj tbktdl + tci taj tdktbl + tci tbjtaktdl − tci tbjtdktal − tci tdj taktbl
+ tci t
d
j t
b
kt
a
l + t
d
i t
a
j t
b
kt
c
l − tdi taj tcktbl − tdi tbjtaktcl + tdi tbjtcktal + tdi tcjtaktbl − tdi tcjtbktal . (20)
III. IMPLEMENTATION
We have written a C++ program which generates
the recursion routines by Wick contractions of antisym-
metrized products. As is already obvious from equa-
tions (17) to (20), the total number of contractions in-
creases rapidly with tensor rank, as is further illustrated
in table I. Due to the rapidly increasing computational
requirements, we have only generated the recursion rela-
tions up to octuple excitations, for which the instructions
in text format take roughly 500 megabytes. The number
of terms in the recursion relations can be analysed by
studying the ratio of consecutive ranks
f(n) = N(n)/N(n− 1). (21)
For an exponentially scaling N(n) ∝ an the ratio is con-
stant, f(n) = a. However, examination of the actual scal-
ing of the number of terms with increasing rank (table I)
reveals that the decomposition scales superexponentially
with respect to its rank. The reason for this, of course,
is the exponential scaling wall of the CI problem. How-
ever, the decomposition scales only linearly with respect
to the length of the CI expansion, even though the time
to decompose a given determinant (i.e. the prefactor for
the linear scaling) depends on its rank.
While low-rank implementations of the cluster decom-
position could be generated on-the-fly and/or imple-
mented in computer source code, already for hextuples
the latter becomes infeasible due to the large size of the
generated source. For higher ranks, also the former ap-
proach – the generation of the recursion relations – be-
comes costly. Because of this, we have chosen to generate
and store the recursion relations on disk in text format.
The relations can then be read in by a separate program
n N(n) f(n)
2 2
3 15 7.50
4 130 8.67
5 1495 11.5
6 22481 15.0
7 426832 19.0
8 9934562 23.3
Table I: Number of disconnected terms N contained in
Cn and the resulting ratio f(n).
that runs the decomposition in a spin-orbital basis. The
ClusterDec suite,90 composed of the generator and the
runtime programs, is freely available on the internet.
A mathematically correct implementation of the clus-
ter decomposition of a given CI wave function would re-
quire the full evaluation of the elements of Tn. However,
this would require the calculation and storage of onvn
elements for a rank-n expansion, quickly exhausting any
computational resources available to the user. But, the
very same scaling problem exists also for the original FCI
problem, where it has been solved in the adaptive and
stochastic approaches by using a sparse representation
for Cn instead of storing all its onvn elements. As our
main goal is to use the decomposition with sparse FCI
vectors, the implementation in ClusterDec uses the
same sparse representation for Tˆn as is used in the input
wave function Cˆn. In other words, we assume that Tˆl is
fully spanned by the same subspace as Cˆl that is found
variationally by the adaptive FCI routines.
This procedure is mathematically non-rigorous,
as cabc...ijk... = t
abc...
ijk... + products of lower-order t’s =
connected + disconnected diagrams. Thus, a negligible
6cabc...ijk... (that is omitted from the truncated CI expansion)
does not necessarily imply that the matching tabc...ijk... is
also negligible, as it is possible that the CI expansion
coefficient vanishes due to destructive interference of the
connected and disconnected diagrams.
However, this approximation is not only necessary for a
practical implementation, but also makes physical sense.
Consider, for example, the system of n non-interacting
helium atoms discussed in the Introduction. Again, the
FCC wave function will be fully spanned by T1 and T2,
with Tn = 0 for n ≥ 3. In contrast, the CI wave function
may contain non-zero Cn for n ∈ [1, 2n]. Thus, the CI
wave function will especially contain considerable contri-
butions from C1 = T1 and C2 = T2 + 12T
2
1 , leading to
their inclusion in the adaptive wave function expansion,
which also will result in the accurate description of T1
and T2 in the truncated basis. More generally, owing to
the much slower convergence rate of the CI expansion
compared to that in the CC expansion,65,66 the parame-
ter space of the CI wave function is much larger than that
of the CC expansion, as most of the excitations in a CI
wave function for a system of non-interacting subsystems
are pure disconnected diagrams, and thus a converged
CI expansion should guarantee that the same basis can
be used for performing a cluster decomposition. At the
other extreme, in which the disconnected diagrams play
only a small role, the CI and CC expansions are numeri-
cally similar, and the truncated CI expansion is again an
excellent basis for truncating the CC expansion.
Real calculations are somewhere in-between the two
extremes. Disconnected diagrams become dominant in
extended systems, as electron correlation is well known to
be a local phenomenon. While we have imposed a math-
ematically non-rigorous truncation of the CC expansion,
the exact decomposition can in principle always be recov-
ered in the limit of no truncation of the original CI wave
function, as this will also mean that the full determinant
basis is used for the cluster decomposition. In any case,
even if the full (i.e. non-sparse) cluster decomposition of
a truncated CI wave function were performed, it would
still be necessary to check the convergence of the decom-
position with respect to the truncation of the original CI
wave function.
Thus, the rationale for the chosen tensor basis can be
summarized in two cases. If on the one hand a true FCI
wave function is used, there is no truncation in the clus-
ter decomposition, because all elements of the excitation
tensors are spanned. On the other hand, if a truncated
CI wave function is used, then it might be the case that
the CI wave function itself is not sufficicently converged,
and the convergence with respect to the expansion length
must be checked. As the CI wave function is pushed to-
wards convergence, the basis for the cluster decomposi-
tion is also being improved towards convergence. For the
physical reasons detailed in the preceding paragraphs,
the CI wave function is less sparse than the CC wave
function, and thus the error from the incomplete decom-
position basis for the CC coefficients derived from an in-
complete CI expansion is much smaller than the error in
the original CI wave function itself. A convergence check
for the CI expansion will be always necessary, as conver-
gence of the energy does not imply sufficient convergence
of the wave function.
The importance of connected and disconnected contri-
butions in the CI amplitudes can be examined by study-
ing the ratio rl = ‖Tl‖ / ‖Cl‖, where the usual L2 norm
is used
‖On‖ =
√ ∑
i1...in,a1...an
(
oa1...ani1...in
)2
.
In the case where the disconnected excitations are dom-
inant, this ratio is smaller than one: rl  1. This is
easily the case when the connected diagrams are small in
amplitude; that is, when the correlations are weak, or, of
a dynamical nature. Because the CC hierarchy recovers
correlation effects much faster than the CI expansion –
especially in extended systems – the ratio should thus
decrease rapidly with increasing l. Cases where the con-
nected excitations are dominant, the ratio is close to one
rl ≈ 1. Finally, cases in which there is destructive inter-
ference in the CI coefficients are revealed by rl > 1.
The excitation amplitudes are stored in ClusterDec
in bit string form as
Oˆn =
∑
i1<···<in
a1<···<an
oa1...ani1...in a
†
a1 . . . a
†
anain . . . ai1 , (22)
similarly to what is done in FCI approaches.76 To ex-
tract elements of the CI amplitude tensor, such as cai ,
we note that it is necessary to project the CI wave func-
tion |Ψ〉 onto the wanted determinant |Φai 〉, as the Wick
contraction of the bit strings may contribute a change of
sign. For instance, for a (2e, 2o) problem with orbitals 1
and 2 occupied and 3 and 4 unoccupied in the reference
determinant, we have〈
Φ32
∣∣∣ a†1a†30〉 =〈a†3a2Φ0 ∣∣∣ a†1a†30〉
=
〈
a†3a2a
†
1a
†
20
∣∣∣ a†1a†30〉
=
〈
0
∣∣∣ a2a1a†2a3a†1a†30〉 = 1
while 〈
Φ41
∣∣∣ a†2a†40〉 =〈a†4a1Φ0 ∣∣∣ a†2a†40〉
=
〈
a†4a1a
†
1a
†
20
∣∣∣ a†2a†40〉
=
〈
0
∣∣∣ a2a1a†1a4a†2a†40〉 = −1.
The necessary sign for any determinant string is easily
found using automatical Wick contraction routines.
IV. COMPUTATIONAL DETAILS
Two types of FCI wave functions are considered. True
FCI wave functions, obtained via the diagonalization of
7the molecular Hamiltonian operator in the full determi-
nant space, are calculated using Psi4.91,92
In cases where the FCI function would be too large,
selected CI wave functions are computed using the ASCI
approach,30 which tries to find the best possible compact
approximation to the true FCI wave function by treat-
ing only its most important configurations. The ASCI
method is an iterative process, which can be summarized
as follows:
0. Set the starting wave function which is defined with
a set of coefficents {Ck} and corresponding deter-
minants {|Φk〉}.
1. Estimate expansion coefficients for additional con-
figurations as30
Ai =
∑core
j 6=i HijCj
Hii − E , (23)
over all single and double substitutions DSD from
the configurations {|Φk〉} in the current wave func-
tion, where Hij = 〈Φi |H |Φj〉.
2. Use the largest values of {Ai} from the singles and
doubles space and {Ci} from the core space to rank
and select a new set of determinants, denoted as
{Φ1}.
3. Form the new matrix elements for the Hamiltonian
in the basis of the determinants {Φ1}, diagonalize,
and use the resulting wave function as input for the
next iteration.
At each iteration, an improved set of configurations is
picked by choosing the most significant configurations in
the current estimate for the wave function according to
step 2, and adding in any other configurations that are
strongly coupled through the Hamiltonian to these sig-
nificant configurations. A new wave function is then ob-
tained by diagonalizing the Hamiltonian in the basis of
these newly picked configurations, and the procedure is
repeated until convergence.
In an ASCI calculation performed using N determi-
nants in the diagonalization, all but the last coefficients
of the expansion are typically found to be converged
with respect to the true FCI wave function.30 Details on
the algorithms and implementation of ASCI are available
elsewhere.30,56
For the simulations performed in this work, we gener-
ated very large ASCI wave functions to help ensure that
we were generating the top determinants for use in the
cluster decomposition. In most of the simulations over
107 determinants were generated. For purposes of the
cluster decomposition, we converged the parameter for
our search space, (referred to as cdets in ref.30), such
that the configurations that appear in the resulting wave
function did not change anymore upon a further increase
of cdets. Convergence was generally found to be achieved
with a cdets value in the range of 50,000 to 100,000.
V. RESULTS
To study the suitability of the cluster decomposition to
truncated wave functions with the further approximation
of the sparse tensor basis described in section §III, the
FCI and ASCI wave functions are analyzed by running
the decomposition on a further truncation of the wave
function. This is done by only including the first n de-
terminants from the fixed input wave function, sorted in
descending absolute values of the expansion coefficients.
To simplify the analysis, the truncated wave functions
were not renormalized. The bulk of the norm is typically
contained within the first few dozen determinants, which
are always included in the analysis, thus renormalization
should have little to no effect on the results of the anal-
ysis.
A. Double dissociation of water
1. FCI/6-31G
The double dissociation of water has been studied by
Olsen et al with FCI and CC methods in the cc-pVDZ
basis set.65,93 Here, we repeat the calculation in the 6-
31G basis set94 where the FCI wave function contains
1656369 determinants. A restricted HF reference config-
uration is used. Following Olsen et al, five different OH
bond lengths are used, with the equilibrium geometry
taken as ∠(HOH) = 110.6◦ and r0OH = 1.84345 bohr.65
Although the FCI problem is solved here in the full deter-
minant space, we study the suitability of wave function
truncation in figure 1. The weights of the HF reference
and FCI energies are given in table II.
The best way to start analyzing the results of figure 1 is
through its rightmost column, which corresponds to the
use of the full FCI wave function, and thus contains no
approximations at all. H2O at equilibrium is dominated
by dynamic correlation effects, which is clearly visible in
the rapidly decaying cluster expansion of figure 1d. For
instance, inclusion of all Tn for ‖Tn‖ . 10−4 would re-
quire CCSDT. Stretching the OH bond length towards
double dissociation monotonically significantly increases
the importance of the excitation operators, which is not
explained simply by the change of the amplitude of the
HF configuration (see table II). For the most stretched
geometry, the same criterion of ‖Tn‖ . 10−4 would re-
quire CCSDTQ56. For reference, results from calcula-
tions up to CCSDTQ5, performed with Q-Chem,72,95
are shown in table III.
The minimal framework for describing the two single
bonds in H2O is the (4e,4o) problem. This is seen at
stretched geometries, as the cluster decomposition shows
a multi-peak structure with the largest changes with re-
spect to the decomposition at equilibrium being seen for
T4. At 3r0OH (a 200% stretched geometry), quadruple ex-
citations are the second most important amplitude, after
T2. Note that both CCSD and CCSDT with restricted
8rOH/r
0
OH C0 EHF/EH EFCI/EH
1.0 0.977 -75.984079 -76.122302
1.5 0.924 -75.780587 -75.980926
2.0 0.765 -75.573397 -75.874634
2.5 0.584 -75.425644 -75.843213
3.0 0.483 -75.327022 -75.837391
Table II: Weights of the HF reference C0 as well as HF
and FCI energies for the double dissociation of water in
the 6-31G basis.
rOH/r
0
OH ∆ECCSD ∆ECCSDT ∆ECCSDTQ ∆ECCSDTQ5
1.0 1.6× 10−3 4.6× 10−4 1.2× 10−5 3.3× 10−6
1.5 5.9× 10−3 1.2× 10−3 1.0× 10−4 1.5× 10−5
2.0 1.0× 10−2 −2.5× 10−3 7.8× 10−5 2.1× 10−5
2.5 −6.7× 10−3 −2.6× 10−2 −1.4× 10−3 −4.9× 10−5
3.0 −2.1× 10−2 −4.2× 10−2 −2.9× 10−3 NC
Table III: Discrepancy between FCI and CC energies for
the double dissociation of water in the 6-31G basis. NC:
no convergence achieved within the run time.
orbitals are well known to undergo variational collapse for
this system, CCSDTQ being the first level of CC theory
that predicts the qualitatively correct dissociation curve.
This insight into the system is evident from the impor-
tance of T4 in figure 1l, supporting our expectation that
the cluster analysis can be used to establish requirements
for obtaining converged results on challenging systems
with CC theory.
While one would expect CCSDTQ to be extremely ac-
curate for the double bond dissociation of the present ex-
ample, the decomposition at 3r0OH still has surprisingly
large contributions from Tn for n > 4. This indicates
that the lone pairs on the oxygen atom also participate
in the strong correlation effects. This is also clear from
the truncated CC energies of table III: the error at CCS-
DTQ level is still several millihartrees.
Moving on to the truncated FCI wave functions, the
decomposition using only the first 100k determinants out
of the 1.6M determinant wave function is almost fully
converged. Even the decomposition based only on the
first 10k determinants is qualitatively correct, with small
differences being seen for the higher excitations. These
results show that a converged cluster decomposition can
be obtained even when a truncated FCI wave function
is used and when the decomposition is performed in a
sparse basis, so next we can look at real, approximate
FCI wave functions.
2. ASCI/cc-pVTZ
Repeating the calculation in the cc-pVTZ basis93
yields (10e,58o) i.e. a Hilbert space of 2.1 × 1013 de-
terminants, which is intractable with the conventional
FCI algorithm; however, the calculation is a simple one
when adaptive methods are employed. The results for a
1M determinant ASCI wave function in a natural orbital
basis are shown in figure 2. As before, the decomposi-
tion has converged with 100k determinants, and the plots
look much like the 6-31G ones. The largest differences
between the exact 6-31G FCI wave function and the cc-
pVTZ ASCI wave function are seen at the equilibrium
geometry, where the ASCI wave function appears to lack
highly excited determinants. However, these have very
small norm even in 6-31G and are likely due to dynamic
correlation, which the ASCI method can capture with a
perturbation theory correction30 that has not been used
here.
B. Carbon dimer
The carbon dimer is a well-known multiconfigura-
tional system which has been studied by multiple
authors.30,45,96,97 In figure 3, we show the decompositions
for the carbon dimer at a stretched geometry, rCC = 2.2
Å, for three kinds of orbitals: double-ζ HF, triple-ζ HF,
and triple-ζ natural orbitals (NOs), with a varying num-
ber of determinants in the wave function. The double-ζ
calculations use the cc-pVDZ basis, yielding (12e,28o) for
which dimH ≈ 1.4 × 1011, whereas the triple-ζ use cc-
pVTZ yielding (12e,60o) and dimH ≈ 2.5 × 1015. The
ASCI wave functions contain 25M determinants for the
double-ζ calculation, 7.1M determinants for the triple-ζ
calculation with HF orbitals, and 10.2M determinants for
the triple-ζ calculation with NOs.
The resulting decompositions are shown in figure 3.
Based on the decomposition, C2 at rCC = 2.2 Å does
not appear to be very strongly correlated, as the T -
amplitudes bear the hallmark of dynamic correlation, i.e.
a rapid convergence to zero with increasing rank. Judg-
ing from the decomposition, the role of connected octuple
excitations in the 12-electron system is negligible.
As in the previous case of water, the cluster decom-
position is seen to converge rapidly with the increasing
size of the CI wave function. The triple-ζ calculations
are an interesting comparison, as according to Thouless’
theorem a rotation of the orbitals is tantamount to T1.79
Indeed, T1 is much smaller for the NOs than for the HF
orbitals, as is evident from figure 3. While in theory Tn
for n > 1 should match between the HF and NO calcula-
tions, this is no longer true when the wave functions are
truncated, but the differences still remain small.
C. Polyacenes
Polyacenes are thought to exhibit strong correlation
in the pi space, based on density matrix renormaliza-
tion group calculations in the STO-3G basis set;98 for
more discussion, see reference 86 and references therein.
Some of us have recently argued that connected quin-
tuple and hextuple excitations have only a small role
in the strong correlation effects, even for the largest
acenes.86 We demonstrate this in the STO-3G basis with
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Figure 1: CI (blue) and CC (red) coefficients for a FCI wave function of water in 6-31G basis at various OH bond
lengths rOH, plots with the first 1k, 10k, 100k, and all determinants, increasing from the left. Note logarithmic scale.
the (10e,10o), (14e,14o), (18e,18o) and (26e,26o) ASCI
wave functions of 2acene, 3acene, 4acene and 6acene, re-
spectively, shown in figure 4, using geometries from refer-
ence 98. For 2acene, a 12k determinant ASCI wave func-
tion was used, which is almost FCI for this system. A
1M determinant ASCI wave function was used for 3acene,
whereas the 4acene and 6acene wave functions contained
over 6M determinants.
Comparing the cluster decompositions for 2acene,
3acene and 4acene shows that they are strikingly simi-
lar. Connected doubles are by far the most important
amplitudes, followed by connected triples. Singles and
quadruples are equally important, with quintuples and
higher excitations being an order of magnitude less im-
portant, displaying the signature of dynamic correlation
as was seen above in the case of water.
Due to its considerably larger Hilbert space, the 6acene
decomposition appears still far from convergence at 4M
determinants. But, in all the wave functions the con-
vergence behavior of the cluster decomposition is appar-
ent: the excitations converge roughly order of increasing
rank. Comparison to the non-converged truncations of
the smaller acenes again reveals striking similarities be-
tween the wave functions.
These findings thus appear to fully confirm the spec-
ulation in reference 86: connected quadruple excitations
should suffice for the treatment of static correlation in
the acenes.
D. Chromium dimer
The chromium dimer is a challenging system which is
not well described by even CCSDTQ, as a 14 mEh dif-
ference has been found in the total energy in a (24e,30o)
active space at an interatomic distance of R = 1.7 Å.99
Here, we study Cr2 in a Karlsruhe split-valence (SV)
basis set,100 with (48e,42o), giving a size of the Hilbert
space of 1.3× 1023.
The decompositions at R = 1.6 Å to R = 2.0 Å based
on a natural orbital reference are shown in figure 5. It is
apparent that the strong correlation effects increase sig-
nificantly in magnitude when the atoms are pulled apart.
Furthermore, compared to all the other systems in the
present study, the speed of convergence of the cluster ex-
pansion is alarmingly slow even around R = 1.6 Å. The
weights of the connected excitations decay only gradu-
ally. The inclusion of all ‖Tn‖ . 10−4 would require
the description of connected hextuples at R = 1.6 Å,
while already at R = 1.8 Å connected octuples become
significant. For distances R > 1.6 Å the decomposition
does not appear converged, suggesting that approaches
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Figure 2: CI (blue) and CC (red) coefficients for an ASCI wave function of water in cc-pVTZ basis at various OH
bond lengths rOH, plots with the first 1k, 10k, 100k, and all 1M determinants, increasing from the left. Note
logarithmic scale.
based on spin-restricted single-reference CC may be in-
tractable for many multireference problems in transition
metal chemistry.
VI. SUMMARY AND DISCUSSION
We have presented an implementation of the cluster
decomposition technique, which can be used to translate
full configuration interaction (FCI) wave functions into
full coupled-cluster (CC) expansions. The decomposition
is also applicable to FCI within an active space, i.e. for
interpreting CASSCF calculations, as well as to selected
CI wave functions such as the ones produced by the ASCI
method.30 The decomposition is based on an iterative al-
gorithm which subtracts the contributions from discon-
nected excitations (independent products of lower-rank
excitations) from a given CI expansion coefficient, form-
ing the CC expansion one rank at a time. The complexity
of the recursion relations grows rapidly with increasing
rank, due to which our implementation only supports the
conversion up to octuple excitations. Due to their sheer
number, the rate-determining steps in both the genera-
tion and application of the cluster expansion have to do
with terms involving products of single excitations. The
decomposition could be pushed much further by perform-
ing the CI calculations with Brueckner orbitals,101 which
make T1 vanish.
The interest in the decomposition stems from the re-
cent emergence of stochastic and adaptive FCI wave func-
tions, which have made calculations possible on systems
of unforeseen sizes. The technique which yields informa-
tion on the connected excitations in a system is useful in
multiple aspects. First, it can be used to analyze which
level of CC theory is necessary to qualitatively describe
a given system. Second, it can serve as a measure of the
convergence of the adaptive FCI wave function in cases
where it is known that no connected excitations should
emerge beyond a certain rank (for example, Cn>2 6= 0 but
Tn>2 = 0 for a system of non-interacting helium atoms).
We have studied the convergence of the cluster decom-
position based on FCI as well as ASCI wave functions.
For each system, the convergence with respect to the
wave function length was performed by performing calcu-
lations with various truncations of the fixed input wave
function. Although we have introduced a sparse approx-
imation for carrying out the procedure, the decomposi-
tions have been found to converge rapidly with increasing
wave function length, highlighting the usefulness of our
approach.
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Figure 3: CI (green) and CC (orange) coefficients for double-ζ (DZ) and triple-ζ (TZ) ASCI wave functions of the
carbon dimer at R = 2.2 Å with Hartree–Fock (HF) or natural orbitals (NOs), plots with 1k, 10k, and 1M
determinants, increasing from the left. Note logarithmic scale.
While the results of the present work are for spin-
restricted orbitals, we believe that the results for cal-
culations with spin-unrestricted orbitals would be simi-
lar. Namely, spin unrestriction would only decrease Tˆ1
– which is relatively small in all the calculations of the
present manuscript – and increase the weight of the refer-
ence determinant – which is fairly large in all the calcula-
tions due to the use of suitable orbitals for each problem.
As is well known, calculations based on the coupled-
cluster method converge rapidly with respect to ex-
citation rank used in the calculation, which has also
been used recently to construct blazing fast approximate
CASSCF approaches.81–86 However, the speed of conver-
gence of coupled-cluster theory may still be too low to be
able to cost-efficiently treat challenging strong correla-
tion problems. Our results on Cr2 lead us to believe that
single-reference CC approaches cannot be faithfully ap-
plied on challenging problems in transition metal chem-
istry, leaving room for alternative approaches.
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Figure 4: CI (turquoise) and CC (pink) coefficients for STO-3G pi-space ASCI wave functions in polyacenes.
APPENDIX
The format used by the ClusterDec program90 is
the following:
Ndets Norb Nα Nβ
coeff1 bitstring1
...
coeffNdets bitstringNdets
where Ndets, Norb, Nα, and Nβ denote the number of
determinants, spatial molecular orbitals, and alpha and
beta electrons, respectively. The rest of the file contains
the Ndets CI coefficient and determinant string entries.
To run an analysis, the user first calculates a wave
function using e.g. FCI or ASCI, and feeds it to the
program. The syntax of the program is
clusterdec wf rank ndets
The wave function contained in file wf is sorted in de-
creasing absolute amplitude, is truncated to ndets de-
terminants if necessary, after which the decomposition is
calculated up to rank.
REFERENCES
1W. Kohn, Rev. Mod. Phys. 71, 1253 (1999).
2G. Moore, Proc. IEEE 86, 82 (1998).
3P. Saxe, H. F. Shaefer, and N. C. Handy, Chem. Phys. Lett.
79, 202 (1981).
4P. J. Knowles and N. C. Handy, J. Chem. Phys. 91, 2396 (1989).
5P. J. Knowles, Chem. Phys. Lett. 155, 513 (1989).
6J. Olsen, P. Jørgensen, and J. Simons, Chem. Phys. Lett. 169,
463 (1990).
7E. Rossi, G. L. Bendazzoli, S. Evangelisti, and D. Maynau,
Chem. Phys. Lett. 310, 530 (1999).
8L. Thøgersen and J. Olsen, Chem. Phys. Lett. 393, 36 (2004).
13
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(a) R = 1.6 Å, first 10k
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(b) R = 1.6 Å, first 100k
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(c) R = 1.6 Å, first 1M
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(d) R = 1.6 Å, first 4M
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(e) R = 1.8 Å, first 10k
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(f) R = 1.8 Å, first 100k
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(g) R = 1.8 Å, first 1M
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(h) R = 1.8 Å, first 4M
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(i) R = 2.0 Å, first 10k
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(j) R = 2.0 Å, first 100k
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(k) R = 2.0 Å, first 1M
10−8
10−6
10−4
10−2
1
||C
n
||2
o
r
||T
n
||2
0 1 2 3 4 5 6 7 8 9
n
(l) R = 2.0 Å, first 4M
Figure 5: CI (blue) and CC (red) coefficients for chromium dimer with first 10k, 100k, 1M and 4M determinants out
of a ≥4.8M determinant ASCI wave function . Note logarithmic scale.
9Zhengting Gan and R. Harrison, in ACM/IEEE SC 2005 Conf.
(IEEE, 2005) pp. 22–22.
10Z. Gan, D. J. Grant, R. J. Harrison, and D. A. Dixon, J. Chem.
Phys. 125, 124311 (2006).
11K. D. Vogiatzis, D. Ma, J. Olsen, L. Gagliardi, and W. de Jong,
(2017), arXiv:1707.04346.
12B. O. Roos, Int. J. Quantum Chem. 18 (S14), 175 (1980).
13B. O. Roos, P. R. Taylor, and P. E. M. Siegbahn, Chem. Phys.
48, 157 (1980).
14J. Olsen, D. L. Yeager, and P. Jørgensen, in Adv. Chem. Phys.,
Vol. 54, edited by I. Prigogine and S. A. Rice (John Wiley &
Sons, Inc., Hoboken, NJ, USA., 1983) Chap. 1, pp. 1–176.
15T. Fleig, J. Olsen, and C. M. Marian, J. Chem. Phys. 114,
4775 (2001).
16D. Ma, G. Li Manni, and L. Gagliardi, J. Chem. Phys. 135,
044128 (2011).
17S. P. Walch, C. W. Bauschlicher, B. O. Roos, and C. J. Nelin,
Chem. Phys. Lett. 103, 175 (1983).
18J. Olsen, B. O. Roos, P. Jørgensen, and H. J. A. Jensen, J.
Chem. Phys. 89, 2185 (1988).
19A. I. Panin and O. V. Sizova, J. Comput. Chem. 17, 178 (1996).
20A. I. Panin and K. V. Simon, Int. J. Quantum Chem. 59, 471
(1996).
21H. Nakano and K. Hirao, Chem. Phys. Lett. 317, 90 (2000).
22J. Ivanic, J. Chem. Phys. 119, 9364 (2003).
23P. Löwdin, J. Chem. Phys. 19, 1396 (1951).
24G. Li Manni, F. Aquilante, and L. Gagliardi, J. Chem. Phys.
134, 034114 (2011).
25G. Li Manni, D. Ma, F. Aquilante, J. Olsen, and L. Gagliardi,
J. Chem. Theory Comput. 9, 3375 (2013).
26J. Ivanic and K. Ruedenberg, Theor. Chem. Acc. 106, 339
(2001).
27J. Ivanic and K. Ruedenberg, Theor. Chem. Accounts Theory,
Comput. Model. (Theoretica Chim. Acta) 107, 220 (2002).
28L. Bytautas, J. Ivanic, and K. Ruedenberg, J. Chem. Phys.
119, 8217 (2003).
29L. Bytautas and K. Ruedenberg, Chem. Phys. 356, 64 (2009).
30N. M. Tubman, J. Lee, T. Y. Takeshita, M. Head-Gordon,
and K. B. Whaley, J. Chem. Phys. 145, 044112 (2016),
arXiv:1603.02686.
31C. F. Bender and E. R. Davidson, Phys. Rev. 183, 23 (1969).
32S. R. Langhoff, S. T. Elbert, and E. R. Davidson, Int. J. Quan-
tum Chem. 7, 999 (1973).
33B. Huron, J. P. Malrieu, and P. Rancurel, J. Chem. Phys. 58,
5745 (1973).
34R. J. Buenker and S. D. Peyerimhoff, Theor. Chim. Acta 35, 33
(1974).
35R. J. Buenker, S. D. Peyerimhoff, and W. Butscher, Mol. Phys.
35, 771 (1978).
36S. Evangelisti, J.-P. Daudey, and J.-P. Malrieu, Chem. Phys.
75, 91 (1983).
37R. Cimiraglia and M. Persico, J. Comput. Chem. 8, 39 (1987).
38F. Illas, J. Rubio, J. M. Ricart, and P. S. Bagus, J. Chem. Phys.
95, 1877 (1991).
39R. J. Harrison, J. Chem. Phys. 94, 5021 (1991).
40J. Daudey, J. Heully, and J. Malrieu, J. Chem. Phys. 99, 1240
(1993).
41F. Neese, J. Chem. Phys. 119, 9428 (2003).
42R. Roth, Phys. Rev. C 79, 064324 (2009), arXiv:0903.4605.
43G. H. Booth, A. J. W. Thom, and A. Alavi, J. Chem. Phys.
131, 054106 (2009).
44G. H. Booth and A. Alavi, J. Chem. Phys. 132, 174104 (2010).
14
45G. H. Booth, D. Cleland, A. J. W. Thom, and A. Alavi, J.
Chem. Phys. 135, 084104 (2011).
46N. Ben Amor, F. Bessac, S. Hoyau, and D. Maynau, J. Chem.
Phys. 135, 014101 (2011).
47J. J. Shepherd, G. H. Booth, and A. Alavi, J. Chem. Phys.
136, 244101 (2012).
48J. J. Shepherd, G. Booth, A. Grüneis, and A. Alavi, Phys. Rev.
B 85, 081103 (2012).
49J. J. Shepherd, A. Grüneis, G. H. Booth, G. Kresse, and
A. Alavi, Phys. Rev. B 86, 035111 (2012).
50C. Daday, S. Smart, G. H. Booth, A. Alavi, and C. Filippi, J.
Chem. Theory Comput. 8, 4441 (2012).
51E. Giner, A. Scemama, and M. Caffarel, Can. J. Chem. 91, 879
(2013).
52F. A. Evangelista, J. Chem. Phys. 140, 124114 (2014),
arXiv:1403.4117v2.
53W. Liu and M. R. Hoffmann, Theor. Chem. Acc. 133, 1481
(2014).
54R. E. Thomas, G. H. Booth, and A. Alavi, Phys. Rev. Lett.
114, 033001 (2015).
55E. Giner, A. Scemama, and M. Caffarel, J. Chem. Phys. 142,
044115 (2015), arXiv:1408.3672.
56A. A. Holmes, N. M. Tubman, and C. J. Umrigar, J. Chem.
Theory Comput. 12, 3674 (2016).
57J. B. Schriber and F. A. Evangelista, J. Chem. Phys. 144,
161106 (2016), arXiv:1603.08063.
58W. Liu and M. R. Hoffmann, J. Chem. Theory Comput. 12,
1169 (2016).
59P. M. Zimmerman, J. Chem. Phys. 146, 104102 (2017); J.
Chem. Phys. 146, 224104 (2017); J. Phys. Chem. A 121, 4712
(2017).
60J. J. Eriksen, F. Lipparini, and J. Gauss, J. Phys. Chem. Lett.
8, 4633 (2017), arXiv:1708.02103.
61K. Andersson, P. A. Malmqvist, B. O. Roos, A. J. Sadlej, and
K. Wolinski, J. Phys. Chem. 94, 5483 (1990).
62K. Andersson, P.-A. Malmqvist, and B. O. Roos, J. Chem.
Phys. 96, 1218 (1992).
63P. Å. Malmqvist, K. Pierloot, A. R. M. Shahi, C. J. Cramer,
and L. Gagliardi, J. Chem. Phys. 128, 204109 (2008).
64J. Čížek, J. Chem. Phys. 45, 4256 (1966).
65J. Olsen, P. Jørgensen, H. Koch, A. Balkova, and R. J. Bartlett,
J. Chem. Phys. 104, 8007 (1996).
66R. Bartlett and M. Musiał, Rev. Mod. Phys. 79, 291 (2007).
67T. D. Crawford and H. F. Schaefer, in Rev. Comput. Chem.,
Vol. 14, edited by K. B. Lipkowitz and D. B. Boyd (Wiley-VCH,
John Wiley and Sons, Inc., New York, 2000) pp. 33–136.
68D. W. Small and M. Head-Gordon, J. Chem. Phys. 130, 084103
(2009); Phys. Chem. Chem. Phys. 13, 19285 (2011); J. Chem.
Phys. 137, 114103 (2012); J. Chem. Phys. 147, 024107 (2017).
69C. A. Jiménez-Hoyos, T. M. Henderson, T. Tsuchimochi, and
G. E. Scuseria, J. Chem. Phys. 136 (2012), 10.1063/1.4705280,
arXiv:1202.3148; Y. Qiu, T. M. Henderson, and G. E. Scuseria,
J. Chem. Phys. 145, 111102 (2016), arXiv:1608.00029; J. Chem.
Phys. 146, 184105 (2017), arXiv:1702.08578.
70J. F. Stanton, J. Gauss, J. D. Watts, W. J. Lauderdale, and
R. J. Bartlett, Int. J. Quantum Chem. 44, 879 (1992).
71M. Valiev, E. J. Bylaska, N. Govind, K. Kowalski, T. P.
Straatsma, H. J. J. Van Dam, D. Wang, J. Nieplocha, E. Apra,
and T. L. Windus, Comput. Phys. Commun. 181, 1477 (2010).
72J. A. Parkhill and M. Head-Gordon, Mol. Phys. 108, 513 (2010).
73J. Olsen, J. Chem. Phys. 113, 7140 (2000).
74M. Kállay and P. R. Surján, J. Chem. Phys. 113, 1359 (2000).
75M. Kállay and P. R. Surján, J. Chem. Phys. 115, 2945 (2001).
76P. Knowles and N. Handy, Chem. Phys. Lett. 111, 315 (1984).
77A. J. W. Thom, Phys. Rev. Lett. 105, 263004 (2010).
78J. S. Spencer and A. J. W. Thom, J. Chem. Phys. 144, 084108
(2016), arXiv:1511.05752.
79D. J. Thouless, Nucl. Phys. 21, 225 (1960).
80T. Kinoshita, O. Hino, and R. J. Bartlett, J. Chem. Phys. 123,
074106 (2005).
81J. A. Parkhill, K. Lawler, and M. Head-Gordon, J. Chem. Phys.
130, 084101 (2009).
82J. A. Parkhill and M. Head-Gordon, J. Chem. Phys. 133, 024103
(2010).
83J. A. Parkhill and M. Head-Gordon, J. Chem. Phys. 133, 124102
(2010).
84J. A. Parkhill, J. Azar, and M. Head-Gordon, J. Chem. Phys.
134, 154112 (2011).
85S. Lehtola, J. Parkhill, and M. Head-Gordon, J. Chem. Phys.
145, 134110 (2016), arXiv:1609.00077.
86S. Lehtola, J. Parkhill, and M. Head-Gordon, Mol. Phys. ,
(2017) doi: 10.1080/00268976.2017.1342009, arXiv:1705.01678.
87J. Paldus and M. J. Boyle, Int. J. Quantum Chem. 22, 1281
(1982).
88H. J. Monkhorst, Int. J. Quantum Chem. 12 (S11), 421 (1977).
89G. Wick, Phys. Rev. 80, 268 (1950).
90S. Lehtola, “ClusterDec,” https://github.com/susilehtola/clusterdec
(2017).
91C. David Sherrill and H. F. Schaefer, in Adv. Quantum Chem.,
Vol. 34 (Elsevier Masson SAS, 1999) pp. 143–269.
92J. M. Turney, A. C. Simmonett, R. M. Parrish, E. G. Hohen-
stein, F. A. Evangelista, J. T. Fermann, B. J. Mintz, L. A.
Burns, J. J. Wilke, M. L. Abrams, N. J. Russ, M. L. Leininger,
C. L. Janssen, E. T. Seidl, W. D. Allen, H. F. Schaefer, R. A.
King, E. F. Valeev, C. D. Sherrill, and T. D. Crawford, Wiley
Interdiscip. Rev. Comput. Mol. Sci. 2, 556 (2012).
93T. H. Dunning, J. Chem. Phys. 90, 1007 (1989).
94W. J. Hehre, R. Ditchfield, and J. A. Pople, J. Chem. Phys.
56, 2257 (1972).
95Y. Shao, Z. Gan, E. Epifanovsky, A. T. B. Gilbert, M. Wor-
mit, J. Kussmann, A. W. Lange, A. Behn, J. Deng, X. Feng,
D. Ghosh, M. Goldey, P. R. Horn, L. D. Jacobson, I. Kaliman,
R. Z. Khaliullin, T. Kuś, A. Landau, J. Liu, E. I. Proynov,
Y. M. Rhee, R. M. Richard, M. A. Rohrdanz, R. P. Steele, E. J.
Sundstrom, H. L. Woodcock, P. M. Zimmerman, D. Zuev, B. Al-
brecht, E. Alguire, B. Austin, G. J. O. Beran, Y. A. Bernard,
E. Berquist, K. Brandhorst, K. B. Bravaya, S. T. Brown,
D. Casanova, C.-M. Chang, Y. Chen, S. H. Chien, K. D. Closser,
D. L. Crittenden, M. Diedenhofen, R. A. DiStasio, H. Do, A. D.
Dutoi, R. G. Edgar, S. Fatehi, L. Fusti-Molnar, A. Ghysels,
A. Golubeva-Zadorozhnaya, J. Gomes, M. W. D. Hanson-Heine,
P. H. P. Harbach, A. W. Hauser, E. G. Hohenstein, Z. C.
Holden, T.-C. Jagau, H. Ji, B. Kaduk, K. Khistyaev, J. Kim,
J. Kim, R. A. King, P. Klunzinger, D. Kosenkov, T. Kowalczyk,
C. M. Krauter, K. U. Lao, A. D. Laurent, K. V. Lawler, S. V.
Levchenko, C. Y. Lin, F. Liu, E. Livshits, R. C. Lochan, A. Lu-
enser, P. Manohar, S. F. Manzer, S.-P. Mao, N. Mardirossian,
A. V. Marenich, S. A. Maurer, N. J. Mayhall, E. Neuscamman,
C. M. Oana, R. Olivares-Amaya, D. P. O’Neill, J. A. Parkhill,
T. M. Perrine, R. Peverati, A. Prociuk, D. R. Rehn, E. Rosta,
N. J. Russ, S. M. Sharada, S. Sharma, D. W. Small, A. Sodt,
T. Stein, D. Stück, Y.-C. Su, A. J. W. Thom, T. Tsuchimochi,
V. Vanovschi, L. Vogt, O. Vydrov, T. Wang, M. A. Watson,
J. Wenzel, A. White, C. F. Williams, J. Yang, S. Yeganeh, S. R.
Yost, Z.-Q. You, I. Y. Zhang, X. Zhang, Y. Zhao, B. R. Brooks,
G. K. L. Chan, D. M. Chipman, C. J. Cramer, W. A. God-
dard, M. S. Gordon, W. J. Hehre, A. Klamt, H. F. Schaefer,
M. W. Schmidt, C. D. Sherrill, D. G. Truhlar, A. Warshel,
X. Xu, A. Aspuru-Guzik, R. Baer, A. T. Bell, N. A. Besley,
J.-D. Chai, A. Dreuw, B. D. Dunietz, T. R. Furlani, S. R. Gwalt-
ney, C.-P. Hsu, Y. Jung, J. Kong, D. S. Lambrecht, W. Liang,
C. Ochsenfeld, V. A. Rassolov, L. V. Slipchenko, J. E. Subotnik,
T. Van Voorhis, J. M. Herbert, A. I. Krylov, P. M. W. Gill, and
M. Head-Gordon, Mol. Phys. 113, 184 (2015).
96M. L. Leininger, W. D. Allen, H. F. Schaefer, and C. D. Sherrill,
J. Chem. Phys. 112, 9213 (2000).
97M. L. Abrams and C. D. Sherrill, J. Chem. Phys. 121, 9211
(2004).
98J. Hachmann, J. J. Dorando, M. Avilés, and G. K.-L. Chan, J.
Chem. Phys. 127, 134309 (2007).
15
99Y. Kurashige and T. Yanai, J. Chem. Phys. 130, 234114 (2009).
100A. Schäfer, H. Horn, and R. Ahlrichs, J. Chem. Phys. 97, 2571
(1992).
101K. A. Brueckner, Phys. Rev. 100, 36 (1955).
