A novel algorithm to train support vector machine was proposed. This algorithm was based on the convex optimization theory. With the help of the theory, the training samples were divided into two classes: the possible support vectors and the impossible support vectors. In linear separable case, the impossible vectors do not affect the training results of support vector machine and hence can be removed from the training samples. Linear inseparable training data in low dimensional space are linear separable in high dimensional space. By this way, the number of training samples is greatly reduced and training support vector machine is simplified.
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