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Résumé
Cette thèse traite du problème de valorisation par des méthodes numériques eﬃ-
caces de contrats GMWB dans une optique de calcul par formules fermées ou par
méthode de Monte Carlo sous contrainte de faible nombre de simulations. Les pro-
duits GMWB sont des produits très complexes qui ont connu ces dernières années
un grand succès de par la garantie dont bénéﬁcie l'assuré sur les retraits futurs avec
un eﬀet upside dépendant de la performance du fond sous-jacent au contrat. En
outre, le souscripteur dispose de nombreuses options attrayantes qu'il peut exercer
à tout moment dont l'option de racheter partiellement ou totalement son contrat,
la possibilité de modiﬁer l'allocation de la prime payée (fund switching) pendant
la durée du contrat et enﬁn l'option d'avancer ou de reporter la date de début des
paiements. Cependant, de telles options cumulées avec la complexité du produit
et les risques de marché et de mortalité exposent l'assureur qui doit gérer des di-
zaines de milliers de contrats sous plusieurs contraintes opérationnelles (temps de
calcul,faible nombre de simulation, etc.) à une diﬃculté majeure en terme de valo-
risation et de couverture.
Une grande partie de cette thèse (chapitres de 2, 4, 5 et 6) est consacrée à l'étude
de l'option de rachat partiel ou total dans les contrats GMWB selon deux angles : le
point de vue assuré rationnel et le point de vue couvreur appréhendant le pire cas.
A ce propos, dans notre cadre général en temps discret avec une volatilité locale et
taux d'intérêt à la Hull-White 1 facteur, la stratégie optimale déterminant le coût
du contrat dans les deux cas est la solution d'un problème de contrôle stochastique
optimal en temps discret. Néanmoins, grâce à une propriété d'homogénéité partielle
sur le prix et les ﬂux, on démontre qu'elle est explicite et de type Bang-Bang. Le
problème de valorisation étant ainsi ramené à celui d'arrêt optimal , nous avons
proposé une méthode de Monte Carlo de type Longstaﬀ Schwartz dont l'étape de
régression empirique a été traitée par la méthode de moindres carrés habituels et
par une nouvelle méthode appelée VCP (Variables de contrôle préliminaires). Cette
dernière consiste dans un premier temps à réduire la variance empirique des ﬂux à
régresser à travers une projection L2 sur des variables de contrôle adaptées et cen-
trées, et puis à faire la régression par moindres carrées habituels sur les nouveaux
ﬂux à variance réduite. Une étude numérique sur un cas test ainsi qu'une quantiﬁ-
cation théorique de l'erreur par les techniques de régression non paramétriques ont
conclu à son eﬃcacité dans un contexte de faible nombre de simulation (contrainte
d'Axa).
8Quant au chapitre 3, il est consacré à justiﬁer numériquement et théoriquement
l'hypothèse de mutualisation du risque de mortalité souvent supposée par les pra-
ticiens dans le cas américain sur un produit simple sensible à ce risque.
Enﬁn, la dernière partie de la thèse (chapitre 7) est consacrée à la valorisation
par formules fermées approchées pour des contrats GMWB simpliﬁés dans un mo-
dèle Black Scholes avec taux d'intérêt de dynamique Hull-White à 1 facteur. En
eﬀectuant un développement asymptotique sur le montant des retraits, on obtient
des formules approchées du prix du contrat GMWB par un prix Black-Scholes cor-
rigé par une somme explicite de Grecques, le tout étant plus rapide à évaluer. Des
estimations d'erreur sont établies lorsque la fonction payoﬀ est régulière. La préci-
sion des formules asymptotiques est testée numériquement et montre un excellent
comportement de ces approximations, même pour des contrats à longue maturité
(20 ans).
Abstract
This thesis deals with the problem of pricing GMWB contracts by eﬃcient numeri-
cal methods using closed formulas or Monte Carlo method under the constraint of
few simulations. GMWB products are highly complex products that have in recent
years experienced a great success due to the guarantee given to the insured people
on future withdrawals with an upside eﬀect depending on the performance of the
underlying fund contract. In addition, the subscriber has many attractive options
that can be exercised at any time such as the option to lapse partially or totally his
contract, the possibility of fund switching during the policy life and lastly the option
to advance or postpone the withdrawal date. However, such options combined with
the complexity of the product, the market risk and the mortality risk expose the
insurer who should manage a lot of contracts under several operational constraints
(computational time, few simulations, etc..) to a major challenge in terms of valua-
tion and hedging.
A large part of this thesis (Chapters 2, 4, 5 and 6) study the partial and total
surrender option in the GMWB contracts from two points of view : the rational
client and the hedger worst case. In this regard, in our general discrete time fra-
mework with a local volatility and Hull-White interest rates models, the optimal
strategy determining the contract cost is in both cases the solution to an optimal
stochastic control problem in discrete time. However, thanks to partial homoge-
neity property of prices and ﬂows, we show that the strategy is Bang-Bang, hence
explicit. Thus, the valuation problem is reduced to an optimal stopping problem,
we propose a Monte Carlo method using Longstaﬀ-Schwartz methodology whose
empirical regression step was treated by the standard least squares method as well
as a new method called VCP (preliminary control variates). The latter consists ﬁrst
to reduce the empirical variance of the ﬂows to regress through an L2 projection on
adapted and centered control variates, then to perform the standard least square
regression methods on the new ﬂows with reduced variance. A numerical study
and a theoretical error analysis based on distribution-free nonparametric regression
techniques conﬁrme the VCP method eﬃciency in the context of few simulations.
Chapter 3 gathers mathematical and numerical justiﬁcations of the hypothesis
considering mortality risk as diversiﬁable. We achieve this in a simple American
exercise style product sensitive to mortality risk.
Finally, the last part (Chapter 7) is devoted to pricing GMWB contracts by
closed analytical approximations in a Black Scholes model with Hull-White interest
10
rates. By performing an asymptotic expansion on the amount of withdrawals, we
obtain approximation price formulas as a Black-Scholes price plus a sum of explicit
Greeks, faster to evaluate. Error estimates are provided when the payoﬀ function is
regular. The accuracy of the asymptotic formulas is experienced numerically and it
shows a good behavior even for long maturity contracts (20 years).
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Chapitre 1
Introduction
Il y a plus de vingt ans, les compagnies d'assurance aux Etats Unis proposaient
à leurs clients des contrats d'assurance vie à annuités constantes ou des contrats
en unité de compte très risqués pour l'assuré car son épargne était investie dans
des actifs comme les fonds FCP. Cependant, pendant ces deux dernières décennies,
le marché a connu des changements qui ont facilité l'accès à des produits d'inves-
tissement sur le marché (fonds mutuel) et accru l'exigence des clients en terme de
rendement. Ceci a conduit ces compagnies à innover ses contrats pour proposer de
nouveaux produits (variable annuities) comportant de nouvelles annuités garanties
avec un eﬀet upside (rehaussement) via l'investissement dans des fonds. Récemment,
ces contrats se sont répandus ailleurs dans le monde avec des succès diﬀérents selon
les pays.
1.1 Contrats d'assurance vie
Un contrat d'assurance-vie est une convention par laquelle le souscripteur s'en-
gage à verser une ou des primes à l'assureur en échange de quoi l'assureur versera
au bénéﬁciaire du contrat une ou des prestations sous forme de capital ou de rente
lors de la réalisation du risque porté par l'assuré. En assurance-vie, on distingue
généralement deux types de contrats :
 1) Les contrats en euros : ils oﬀrent à l'assuré à chaque moment le choix entre
un capital garanti ou une rente sous forme d'annuités ﬁxes.
 2) Les contrats en unités de compte ("UC") : ils garantissent des parts d'ac-
tifs. L'épargne de l'assuré est investie sur des actifs, appelés supports (actions
de SICAV ou de FCP par exemple) et l'engagement de l'assureur se limite au
versement de la contrevaleur de ces unités de placements. La valorisation de
ces contrats dépend donc de l'évolution des marchés ﬁnanciers.
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Contrairement aux contrats en euros qui peuvent garantir contractuellement un
rendement minimum, les contrats en unités de compte font supporter à l'assuré
l'intégralité du risque lié aux ﬂuctuations des marchés ﬁnanciers.
1.2 Les variable annuities (annuités variables)
Les variable annuities sont des produits hybrides qui oﬀrent une garantie moins
forte que les fonds en euros mais aussi la possibilité d'upside via l'investissement
dans des sous-jacents risqués appelés supports. Ces diﬀérents types de variable
annuities sont de la forme GMxB (Guaranteed Minimum x Beneﬁt) où x est une
caractéristique spéciﬁque du produit. Nous les détaillons dans la suite.
1.2.1 Déﬁnition des principales composantes d'un produit
GMxB
 Valeur comptable ou account value : elle représente le montant de l'épargne
à une date précise. La valeur comptable est (souvent) une moyenne pondérée
entre plusieurs fonds communs de placement. Aﬁn d'assurer la couverture de
ces produits, on doit être capable de répliquer la valeur comptable en inves-
tissant sur les marchés. Les fonds n'étant généralement pas liquides, ils sont
modélisés à l'aide d'indices boursiers (SP500, CAC40, etc.) et donc la valeur
comptable est exprimée en fonction de diﬀérents indices.
 Base de garantie ou Beneﬁt Base : c'est une garantie sur l'épargne faite
à l'assuré qui lui assure une valeur minimum de son épargne. La manière de
calculer cette quantité est expliquée par la suite. La garantie peut être de
diﬀérentes natures (rentes, retraits, capital, etc.).
 Frais de gestion ou management fees : c'est l'ensemble des charges pré-
levées sur l'account value et exprimées le plus souvent en pourcentage de
l'account value. Elles peuvent parfois être exprimées en pourcentage de la
base. Ces frais sont prélevées tout au long de la vie du contrat.
 Frais de couverture : elles servent à couvrir le risque engendré par les ga-
ranties oﬀertes au client.
 Période d'attente ou deﬀeral period : cette période est le plus souvent
ﬁxée lors de la signature du contrat. Pendant cette durée, l'assuré ne reçoit
pas d'argent de son contrat.
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 Période de paiements : c'est la période succédant à la deﬀeral period où
l'assuré commence à recevoir de l'argent. Elle peut avoir une durée déterminée
ou, au contraire, s'étendre jusqu'au décès de l'assuré.
 Roll up (bonus d'attente) : c'est le pourcentage annuel d'augmentation de
la base durant la période d'attente.
 Ratchet (cliquet) : c'est un mécanisme s'appliquant à la base et qui permet
de bloquer les performances du marché avec une fréquence qui dépend de la
nature du cliquet (annuel ou mensuel).
1.2.2 Mécanisme de calcul de la base de garantie
A la signature du contrat, la Beneﬁt Base est égale au montant de la prime
nette du contrat (valeur de la prime à laquelle on a retranché des frais d'entrée, par
exemple égaux à 5% de la prime mais qui dépendent du distributeur du produit).
Cette garantie peut augmenter suivant trois types de mécanisme :
 1) L'eﬀet roll-up : la base est capitalisée au taux de roll-up qui peut être
linéaire ou composé.
 2) L'eﬀet cliquet ou ratchet : la base est mise à jour à une fréquence don-
née (souvent annuelle) durant la deﬀeral period à la valeur de l'account value
si cette dernière est plus grande. Ainsi, ce mécanisme permet à l'assuré de
bénéﬁcier des hausses des marchés ﬁnanciers pendant la période d'attente.
 3) L'eﬀet combo : la base est égale au maximum entre la base roll-up et la
base ratchet.
La ﬁgure 1.1 permet d'illustrer ces mécanismes sur un contrat avec une prime de
départ de 100 000 et un taux de roll-up de 6%.
La courbe verte représente la base ratchet, la violette la base roll-up et la rouge
correspond à la valeur du portefeuille sous-jacent (account value).
1.2.3 Les produits GMxB
 1) GMAB : Guaranteed Minimum Accumulation Beneﬁt
Ce produit se comporte comme un put vis-à-vis de l'assuré. A la ﬁn de la
période d'attente, l'assuré récupère le maximum entre l'account value et sa
base de garantie appelée Accumulation Base. La maturité de ces produits est
1.2. Les variable annuities (annuités variables) 20
Figure 1.1  Illustration du calcul de la base.
généralement d'une dizaine d'années (voir ﬁgure 1.2).
 2) GMDB : Guaranteed Minimum Death Beneﬁt
Ce produit oﬀre une garantie sur l'épargne qui s'exerce au décès de l'assuré.
L'assureur verse au bénéﬁciaire le maximum entre la base appelée Death Base
(qui a éventuellement été augmentée tout au long de la période d'attente par
les mécanismes de roll-up, de ratchet ou combo) et l'account value à la mort
de l'assuré.
Sur le graphe 1.3, ces trois mécanismes sont représentés. La garantie que ré-
cupère le bénéﬁciaire est le cliquet annuel en supposant que l'assuré décède
au bout de 8 ans.
 3) GMSB : Guaranteed Minimum Surrender Beneﬁt
La GMSB est une garantie qui oﬀre à l'assuré la possibilité de racheter son
contrat (sans payer de frais supplémentaires) au bout d'un certain temps (sur-
render period). A la ﬁn de cette période, l'assuré peut choisir de quitter son
contrat et repartir avec le maximum entre la Surrender Base et l'account value.
 4) GMWB : Guaranteed Minimum Withdrawal Beneﬁt
La GMWB est une garantie sur l'épargne qui oﬀre au souscripteur la possibi-
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Figure 1.2  Illustration du produit GMAB.
lité de retirer un certain nombre de coupons à l'avance et à des dates données.
Quand l'assuré souscrit au produit, commence alors une période d'attente
(deﬀeral period), dont la durée est ﬁxée à la souscription (à moins que l'as-
suré ait l'option de la modiﬁer durant le contrat), pendant laquelle l'assuré ne
touche rien. La base appelée Withdrawal Base peut être augmentée grâce aux
mécanismes de roll-up et de ratchet. Lorsque la deﬀeral period se termine,
débute la période de paiements où le souscripteur peut retirer à intervalles
réguliers (par exemple annuels) des coupons qui sont un pourcentage ﬁxe de
la Withdrawal Base qui a été atteinte à la ﬁn de la période d'attente. Ils sont
soustraits de l'épargne du souscripteur (son account value). Durant la période
de paiements, l'assuré a toujours la possibilité de partir à n'importe quel mo-
ment avec une partie ou la totalité de son account value (rachat partiel ou
total du contrat) et la Withdrawal Base est diminuée dans ce cas par le pour-
centage racheté dans le cas d'un rachat partiel. Si l'account value atteint 0,
elle reste nulle et l'assureur continue à verser le reste des coupons en prélevant
dans ses fonds propres. Si l'épargne n'atteint pas 0, le coût de cette garantie
est nul pour l'assureur et l'assuré récupère la valeur de l'épargne restante à la
ﬁn du contrat. Il est important de noter que la valeur de la Withdrawal Base
n'est pas réduite au fur et à mesure que les coupons sont versés. Les coupons
ont donc une valeur constante. La durée de la période de paiement peut être
soit ﬁxée (terme certain) par avance soit " à vie ".
La ﬁgure 1.4 illustre l'évolution temporelle possible de l'account value d'un
client qui possède une garantie GMWB. On remarque que l'épargne atteint 0
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Figure 1.3  Illustration du produit GMDB.
alors que 4 coupons doivent encore être versés. Ainsi, l'assureur doit lui-même
puiser dans ses réserves pour payer les 4 derniers coupons.
 5) Produits GMxB à garanties cumulées :
Les garanties GMxB peuvent aussi être cumulées. Ainsi, on peut avoir un pro-
duit GMWB assorti d'une garantie de type GMDB en cas de décès de l'assuré.
Notons que dans tous les produits ci-dessus le souscripteur paie les frais (frais de
gestion et de couverture) périodiquement durant toute la vie du contrat.
1.2.4 Risques dans les variable annuities
Les produits GMxB contiennent des options cachées oﬀertes à l'assuré mais dif-
ﬁciles à tarifer et très risquées pour l'assureur. On peut citer :
 L'option de rachat (lapse) partiel ou total durant la vie du contrat (commun
à tous les produits).
 La possiblité de changement de l'allocation de la prime ou fund switching
pendant la vie de la police.
 L'option de modiﬁer la Deferral period pour les produits GMWB.
1.2. Les variable annuities (annuités variables) 23
Figure 1.4  Illustration du produit GMWB.
En sus des risques ci-dessus, l'assureur s'expose aussi aux risques actuariels de mor-
talité et de longévité ainsi qu'aux risques ﬁnanciers dont le risque de base (dû au
régression des fonds sur certains indices).
La gestion eﬃcace d'un seul des contrats GMxB s'apparente souvent à celle des
contrats complexes de type exercice américain (optionalité de la date d'exercice,
voir [LS01] [BW12]) ou à des option swing [JRT04] [BBD+06] sur les marchés éner-
gétiques (optionalité de la date d'exercice et ﬂexibilité en volumes). Une diﬃculté
supplémentaire pour les assureurs est que le nombre de polices à gérer est considé-
rable (plusieurs dizaines de milliers) et que chaque police est diﬀérente ; cela rend
le problème de gestion globale très diﬃcile. Ceci constitue un des grands enjeux de
l'assurance, qui ne peut être résolu seulement par l'utilisation massive d'ordinateurs
plus puissants et plus nombreux. La réussite passe aussi par la dérivation de mé-
thodes numériques performantes et adéquates à cette situation. Ce travail de thèse
contribue à apporter des solutions et réponses dans cette direction, en particulier
pour les GMWB qui sont les contrats les plus complexes. Notamment, un des enjeux
consiste à proposer des méthodes eﬃcaces à base d'un faible nombre de trajectoires
Monte Carlo (de l'ordre de 1000 à 5000), ce qui est une contrainte opérationnelle
réaliste pour Axa.
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1.3 Valorisation des produits GMxB et couverture
des risques associés
Nous avons vu dans la section précédente que les variable annuities sont des
produits très complexes et comportent pour l'assureur plusieurs risques rendant
leur valorisation ainsi que leur couverture très compliquées. Ainsi, les techniques
habituelles de valorisation dans les marchés ﬁnanciers doivent être adaptées pour
tenir compte des grandes diﬀérences qui existent entre les produits ﬁnanciers et les
produits d'assurance. En eﬀet, les maturités des produits GMxB sont assez grandes
pouvant aller jusqu'à 60 ans ou jusqu'à la date du décès de l'assuré. En outre, ces
produits contiennent un risque actuariel comme la mortalité et le comportement des
assurés qui ne peut être couvert sur le marché. De surcroît, l'assureur joue souvent
sur l'eﬀet mutualisation en vendant un même contrat à plusieurs assurés. Enﬁn, la
tariﬁcation des variable annuities se traduit par des frais (souvent un pourcentage
de l'account value ou de la Beneﬁt Base) prélevées à une certaine fréquence durant
toute la vie du contrat alors que souvent le coût des produits ﬁnancier est connu et
payé à la date initiale.
Boyle, Bremann et Schwartz [BS76] [BS77] sont les premiers à avoir proposé
d'utiliser les méthodes classiques de valorisation et de couverture des options dans
les marchés ﬁnanciers à des produits d'assurance assortis avec une garantie en sup-
posant un taux d'intérêt et une volatilité constantes. Grosen et Jorgensen [GJ97],
[GJ00] se sont intéressés à certains cas de produits d'assurance avec garantie dans
la cas européen (sans rachat) aussi bien qu'américain (avec rachat). Ils utilisent la
méthode d'arbre binomial pour valoriser le cas de rachat anticipé. La même mé-
thode est exploitée par Bacinello [Bac03] [Bac05] en incluant le risque de mortalité.
L'application de l'approche Longstaﬀ Schwartz par simulations Monte Carlo et ré-
gressions empiriques a été faite par Bacinello [BBM09] [BBM10]. Concernant le
rachat partiel ou total à travers une ﬂexibilité dans les retraits des contrats, Mi-
levsky et Salisbury [MS06] ont proposé une valorisation du produit GMWB sous
l'hypothèse de comportement statique aussi bien que dynamique de l'assuré. Ils
arrivent en temps continu à déterminer la stratégie de retrait optimale mais sous
des hypothèses simpliﬁcatrices de taux d'intérêt et volatilité constantes. Sous ces
mêmes hyptothèses, Dai, Kwok et Zong [DKZ08] ont proposé pour la valorisation
de ce produit un modèle de contrôle stochastique singulier en temps continu pour
les fees et en temps continu et discret pour les retraits. Ils retrouvent les mêmes
résultats de Milevsky et Salisbury [MS06]. Un cadre général pour les variable annui-
ties tenant compte des stratégies de rachat partiel ou total (en tolérant le rachat du
contrat sous forme d'un retrait supplémentaire autre que le coupon du contrat) pour
des assurés irrationnels ou rationnels a été développé par Bauer [BKR08] en temps
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discret. Bacinello, Millossovich, Olivieri et Pitacco [BMOP11] ont étendu le cadre
de Bauer en incorporant la caractère stochastique des taux et de la volatilité des
sous-jacents. Kling, Ruez et Russ [KRR11] ainsi que Holz, Kling et Russ [HKR08]
développent un cadre de travail pour des contrats GMWB à vie assortis de l'option
de rachat. Le point commun entre ces diﬀérentes approches est qu'elles ne donnent
aucune information sur la nature de la stratégie optimale et proposent uniquement
des méthodes numériques. Peng, Leung et Kwok [PLK12] se sont intéressés à la
valorisation en temps continu d'un produit GMWB sans rachat sous l'hypothèse
d'un retrait déterministe et de taux et volatilité stochastiques. Ils dérivent dans ce
cadre une formule analytique d'approximation sous forme de bornes inférieure et
supérieure du prix.
Concernant le risque de mortalité, Bacinello et Ortu [BO93], Nielsen et Sand-
mann [NS95] ainsi que Milevsky et Posner [MP01] supposent une mutualisation de
ce risque à travers les assurés et valorisent dans un monde risque neutre des contrats
contenant ce risque. Sous l'hypothèse d'indépendance du risque de mortalité avec
le risque ﬁnancier, Moller [Mol98] [Mol01b] [Mol01a] explore ce risque dans des
contrats GMDB et justiﬁe l'hyptothèse de mutualisation en appliquant les résultats
de la théorie de minimisation du risque en marché incomplet développée par Föll-
mer et Sondermann [FS86] ainsi que Schweizer [Sch91]. Il arrive ainsi à déterminer
des stratégies de couverture minimisantes pour diﬀérents types de variable annuities
sans option de rachat anticipé du contrat.
1.4 Synthèse des travaux
Dans cette thèse, on s'est concentré principalement sur les contrats GMWB
assortis de l'option de rachat partiel ou total du contrat. Cette option est simi-
laire à celle du contrat à exercice américain ou bermudéen ou celle du contrat
swing dans les marchés énergétiques. Il est bien connu que l'évaluation par la mé-
thode de Monte Carlo de ces deux contrats peut être réalisée par l'algorithme de
Longstaﬀ-Schwartz en utilisant des projections sur des fonctions de bases adap-
tées [LS01] [BBD+06] et dont l'étude théorique de convergence a été faite sous
certaines hypothèses [CLP02] [GY04] [Egl05]. L'objectif de cette thèse est d'allier
résultats théoriques et méthodes numériques dans un cadre général de temps dis-
cret (ce qui correspond à la réalité vu que les fees et les coupons tombent à des
dates discrètes) pour conduire à une gestion eﬃcace (valorisation et couverture) des
contrats GMWB.
A ce propos dans le chapitre 2, on se place du point de vue de l'assuré rationnel
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et on propose un cadre général de valorisation des produits GMWB en supposant le
taux d'intérêt aussi bien que la volatilité stochastiques et que l'assuré peut rache-
ter partiellement ou totalement son account value. La Withdrawal Base peut être
augmentée par les trois eﬀets roll up, rachet ou combo. On a fait l'hypothèse que le
rachat se fait à des dates discrètes qui sont diﬀérentes des dates relatives aux pré-
lèvement de frais, d'actualisation de la base ou retrait. Le prix du contrat est alors
la solution d'un problème de contrôle stochastique optimal à temps discret où les
contrôles sont les pourcentages rachetés à diﬀérentes dates d'exercice. Néanmoins,
en utilisant la théorie de contrôle stochastique optimal en temps discret dévelop-
pée par Bertsekas et Shreve [BS78], on a pu démontrer l'existence d'une stratégie
optimale markovienne. Dans notre modèle (volatilité locale, taux stochastique à la
Hull-White), les variables markoviennes sont au nombre de 6. Pour être plus précis,
nous démontrons une propriété d'homogénéité partielle, dont les conséquences sont
doubles :
 1) On peut réduire le nombre de variables à 5.
 1) La stratégie optimale est de type bang-bang (tout ou rien).
La première propriété de réduction de dimension est très utile pour améliorer l'eﬃca-
cité des méthodes de régression intervenant dans les algorithmes de type Longstaﬀ-
Schwartz. La seconde propriété indique que le rachat optimal ne peut être partiel
mais seulement total. On s'est ramené ainsi à un problème d'arrêt optimal (op-
tion américaine) plus simple à résoudre numériquement. Ainsi, on peut aboutir à la
conclusion très importante suivante : l'assureur doit couvrir uniquement le rachat
total sans soucier des stratégies de rachats partiels. Notre contribution par rapport
aux travaux déjà faits (Milevsky et Salisbury [MS06] et Dai, Kwok et Zong [DKZ08])
est qu'ici la stratégie optimale est explicitement déterminée (bang-bang) dans un
cadre plus général (caractère stochastique de la volatilité et du taux d'intérêt) et
plus représentatif de la réalité (temps discret). Nous justiﬁons aussi la réduction de
dimension qui est souvent utilisée par les praticiens. D'un autre côté Bauer [BKR08],
Bacinello [BMOP11], Kling, Ruez et Russ [KRR11] [KRR12] et Holz et , Kling et
Russ [HKR08] même s'ils proposent un cadre de travail général en temps discret,
ils ne déterminent pas théoriquement la stratégie optimale ou se limitent dans leur
analyse numérique (sans justiﬁcation théorique) aux stratégies bang-bang. Comme
perspectives de travaux ultérieurs, il serait intéressant d'étendre notre résultat de
stratégie optimale à davantage de produits GMxB.
Le chapitre 3 a été consacré à l'étude du risque de mortalité surtout lorsqu'il
est combiné avec celui de rachat anticipé. D'abord, dans le cas de contrats d'as-
surance vie dépendant de la durée de vie du client mais sans rachat anticipé (cas
européen), les travaux de Moller [Mol98] [Mol01b] montrent que ce risque peut être
mutualisé pour un grand nombre d'individus. Pour notre part, on a considéré le
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cas d'un contrat d'assurance assez simple dont la payoﬀ dépend de la durée de vie
des assurés et qui oﬀre la possibilité d'un rachat anticipé à tout moment avant la
maturité ou le décès. En suivant l'approche de Karatzas [Kar88] pour le pricing
des options américaines, nous nous sommes ramenés au cas américain habituel ce
qui nous a permis d'établir que le risque de mortalité peut être aussi mutualisé
pour un nombre signiﬁcatif de clients malgré le caractère américain de l'exercice.
En eﬀet, on exhibe un portefeuille autoﬁnançant dont la variance de l'erreur liée à
la mortalité tend vers 0 quand le nombre d'individus tend vers l'inﬁni. De surcroît,
on a eﬀectué une comparaison numérique sur le comportement de la mutualisation
pour les deux cas (européen et américain) en traçant les histogrammes du coût de
couverture associés. Ces tests montrent que dans le cas américain, l'hypothèse de
mutualisation peut exiger plus d'assurés que dans le cas européen. En perspective,
il reste à déterminer un critère (éventuellement similaire à celui de la minimisation
du risque) selon lequel on peut calculer un prix et une stratégie de couverture op-
timaux pour le cas de rachat anticipé.
Dans le chapitre 4, nous donnons les fondements théoriques pour la partie nu-
mérique du chapitre 6 consacrée à la valorisation d'un contrat GMWB en suivant
une approche Monte Carlo de type Longstaﬀ-Schwartz. Sachant que l'algorithme
est très sensible à la méthode de régression utilisée, nous avons d'abord étudié
diﬀérents choix de fonctions de bases (polynômes, fonctions constantes ou aﬃnes
par morceaux sur des blocs contenant un même nombre de données ou de même
taille) pour la régression et diﬀérents réglages de paramètres (nombre de trajectoires,
nombre de fonctions de base), sur un produit ﬁnancier simple (un portefeuille d'op-
tions d'échange) ayant des propriétés théoriques similaires au produit GMWB (dont
l'homogénéité). Cette étude numérique a montré que l'erreur entre le prix exact et
le prix estimé par régression dépend des fonctions de base utilisées pour la projec-
tion, de la dimension de l'espace ainsi que du nombre de simulations. Les travaux
de Gyorﬁ et autres [GKKW02] montrent que cette erreur peut être décomposée
en la somme d'un terme d'erreur statistique dû au nombre ﬁni de simulations et
d'un terme d'erreur d'approximation lié à la qualité de l'espace de fonctions de base
choisi. En pratique, il y a une balance optimale à faire entre ces deux termes car
une augmentation de la dimension engendre une diminution du terme d'approxima-
tion mais en même temps un accroissement du terme statistique. Nous avons testé
la méthode de validation croisée pour sélectionner le nombre de fonctions de base
optimale pour un nombre de simulations donné. De plus, nous mettons en évidence
que l'erreur d'approximation est meilleure quand on choisit des fonctions de base
qui préservent la propriété d'homogénéité du prix. D'un autre côté, vu qu'on se
place dans un contexte de faible nombre de simulations, nous avons proposé une
nouvelle méthode de régression avec VCP (Variables de Contrôle Préliminaires) se
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basant sur la réduction de variance dont le but est d'accélérer la convergence de
l'erreur de régression vers l'erreur d'approximation. Cette méthode se fait en deux
étapes.
 1) Dans la première, on fait une réduction de la variance empirique des ﬂux de
régression par une projection L2 sur des variables de contrôle bien choisies :
à la diﬀérence de Bouchaud, Potters et Sestovic [BPS01] qui utilisent des
idées semblables avec des intégrales stochastiques ﬁnement discrétisées, nous
recommandons plutôt d'utiliser des variables de contrôle de faible cardinalité
dépendant des variables aléatoires d'intérêt aux temps de régression (qui sont
assez espacées, c.à.d 1 an ou 1 mois par exemple).
 2) Dans la deuxième, on fait la régression habituelle par moindres carrées des
ﬂux auxquels on a soustrait les variables de contrôle.
Les résultats obtenus sont très satisfaisants car ils montrent qu'on peut gagner un
facteur 100 dans le nombre de simulations à eﬀectuer par rapport à la méthode
standard. Une preuve théorique de cette amélioration a été apportée à l'aide des
techniques de régression non paramétrique. En eﬀet, on montre que dans le cas
de fonctions constantes par morceaux sur des blocs de même nombre de données
ou équiprobables (des extensions partielles au cas de fonctions générales sont aussi
données), l'erreur peut se décomposer en la somme de trois termes :
 Erreur liée à l'estimation des coeﬃcients de réduction de variance par un
nombre ﬁni de simulations dans la première étape. C'est ici que le choix d'un
nombre relativement faible de variables de contrôle assure une erreur petite.
 Erreur statistique dû au nombre ﬁni de simulations dans l'étape de régression.
 Erreur d'approximation habituelle.
Une extension de la méthode VCP pour le cas d'un produit à plusieurs périodes
a été proposée dans le chapitre 5 sous forme de trois variantes possibles. Notre ana-
lyse s'est limitée à des tests numériques qui se sont révélés concluants pour une des
variantes. Ainsi, une quantiﬁcation théorique de l'erreur justiﬁant nos observations
numériques est envisageable pour une recherche ultérieure.
Le chapitre 6 a été consacré à l'étude du contrat GMWB selon le point de vue
couvreur sur les deux plans théoriques et numériques en se basant sur les résultats
des chapitres précédents. D'abord, nous avons pu montrer en se basant sur l'analyse
faite au chapitre 2 que la stratégie correspondante au pire cas pour le couvreur est
de type bang-bang. Ainsi, le problème de valorisation du coût de couverture étant
réduit à celui d'un problème d'arrêt optimal, un algorithme de valorisation numé-
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rique par méthode de Monte Carlo de type Longstaﬀ Schwartz est possible. On a
adapté la méthode VCP en proposant des variantes à l'algorithme avec diﬀérents
choix de fonctions de base pour l'étape de régression. La première conclusion satis-
faisante est que la conservation de la propriété d'homogénéité dans les fonctions de
bases choisies permet d'obtenir un meilleur intervalle de conﬁance pour le coût de
couverture. La deuxième conclusion non satisfaisante constatée est que les variantes
de la méthodes VCP proposée n'apportent pas d'amélioration à notre problème de
valorisation. Ainsi, nous proposons une quatrième variante de la méthode VCP, que
nous pensons être mieux adaptée à l'itération sur les temps d'arrêts à la Longstaﬀ-
Schwartz : les tests numériques sont en cours.
Dans le dernier chapitre, nous avons proposé une valorisation par formules fer-
mées approchées pour des contrats GMWB sans rachat et sans ratchet dans la cadre
d'un modèle Black Scholes avec taux d'intérêt de dynamique Hull-White à 1 fac-
teur. En utilisant l'idée de développement asymptotique dans [BGM09] [BGM12]
et en se basant sur un travail récent d'Etore et Gobet [EG12] à propos de cette mé-
thode pour les dividendes discrets, nous avons approché le prix du contrat GMWB
par un prix Black-Scholes corrigé par une somme explicite de Grecques, le tout
étant plus rapide à évaluer. Nous sommes ainsi arrivés à valoriser des contrats de
maturité 20 ans avec une erreur relative de l'ordre de 0.1%, en utilisant un dévelop-
pement de l'ordre 5. Les tests numériques ont exhibé que l'erreur est plus sensible
aux paramètres de la dynamique du taux d'intérêt (mean reversion et volatilité)
qu'à la volatilité du sous-jacent. Ces conclusions numériques ont été confortées par
une analyse mathématique de l'erreur. Notre apport par rapport à Peng, Leung et
Kwok [PLK12] qui proposent deux bornes inférieure et supérieure pour le prix est
double : d'abord on donne une quantiﬁcation de l'erreur en fonction des volatilités,
de la mean reversion et de la maturité. Deuxièment, notre approche oﬀre toujours
la possibilité d'augmenter la précision en calculant les termes correctifs pour des
ordres supérieurs , et ce, de manière générique. Pour plustard, il serait intéressant
d'étendre cette méthode en intégrant un critère de rationnalité du client selon lequel
il peut sortir prématurément de son contrat.
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Chapitre 2
Etude du contrat GMWB
2.1 Description et modélisation
2.1.1 Notations
Considérons un contrat GMWB avec les notations suivantes :
 T : la maturité du contrat.
 S : le titre sous-jacent du contrat. Sa valeur en t est notée St.
 T0 = 0 : la date de valorisation.
 T def : la date de la deﬀeral period (période de report des retraits).
 rrol ≥ 0 : le taux de rollup (roulement).
 Avt : l'account value (valeur du compte) en t.
 P0 ≥ 0 : la prime initiale.
 β : le pourcentage de Av pris par Axa sous forme de charges. Les dates de
déduction de charges (fees) sont notées T fi , 1 ≤ i ≤ nf . On suppose 0 ≤ β ≤ 1.
 γ ≥ 0 : le taux de retrait. Les dates de retrait sont notées Twi , 1 ≤ i ≤ nw.
Elles sont postérieures à T def . On suppose aussi 0 ≤ γ ≤ 1.
 rt : le taux d'intérêt instantané à la date t. Il est a priori stochastique.
2.1.2 Dynamique
On suppose que S a une dynamique de diﬀusion avec volatilité locale σt =
σ(t, St) bornée :
dSt
St
= rtdt+ σtdWt, S0 donné,
où W est un mouvement brownien standard (directement écrit sous la probabilité
risque neutre).
Le taux (rt)t suit un modèle gaussien à 1 facteur (Hull et White) de corrélation
déterministe avec S. On suppose que (S, r) forme un processus de diﬀusion. On
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rappelle la notation : Avt− = lim
s→t,s<t
Avs , c'est à dire la valeur de A
v juste avant l'ins-
tant t (qui peut être diﬀérente de Avt du fait des rachats, des retraits et des fees).
Le saut de Av est noté : ∆Avt = A
v
t − Avt−.
La dynamique de Av s'écrit sous la forme :
Av0 = P0,
dAvt = (A
v
t−)+
dSt
St
− dCt︸︷︷︸
rachat
− β(Avt−)+dZft︸ ︷︷ ︸
fees
− γBwt−dZwt︸ ︷︷ ︸
retrait
où l'on note (x)+ la partie positive de x. Autrement dit, entre deux instants de
rachat/fees/retrait, et avant que Av ne devienne négative, les rendements de Av et
de S sont égaux :
dAvt
Avt
=
dSt
St
.
Sinon, aux instants de rachat/fees/retrait on a :
Avt = A
v
t−− (Ct−Ct−)−β(Avt−)+1{t est un instant de fees}− γBwt−1{t est un instant de retrait},
où les diﬀérentes quantités sont déﬁnies comme suit.
 Zft =
nf∑
i=1
1{T fi ≤t}(le processus de comptage des fees),
 Zwt =
nw∑
i=1
1{Twi ≤t}(le processus de comptage des retraits (withdrawals)),
 Ct représente le montant de consommation de A
v que le client peut obtenir à
n'importe quel moment en demandant de racheter partiellement ou totalement
son Av. On suppose que lors des moments de fee ou retrait, le rachat
ne peut avoir lieu, sinon il y aurait une ambiguïté sur le calcul des
fees et du retrait. Le client peut retirer au maximum son Av. En notant αt
le pourcentage racheté de Av à la date t, on récupère ainsi la contrainte simple :
0 ≤ αt ≤ 1
(On suppose aussi que le client ne rajoute pas d'argent sur son compte, ce qui
est traduit par la positivité de αt). Ainsi, la dynamique de C aura la forme :
C0 = 0,
dCt = αt(A
v
t−)+dZ
c
t avec 0 ≤ αt ≤ 1, 0 ≤ t ≤ T.
Ici Zc est le processus de comptage associé aux dates de rachats du client.
Sous forme intégrale, on écrit : Ct =
∫ t
0
αs(A
v
s−)+dZ
c
s , 0 ≤ t ≤ T , et sous forme
de variation entre deux temps : Ct = Ct− + αt(Avt−)+1{∆Zct 6=0}.
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 Bw est la Withdrawal Base (base de retrait) qui sert à calculer les retraits
des clients aux dates Twi , 1 ≤ i ≤ nw. Pour la déﬁnir, on introduit deux bases
auxiliaires : Brat (Ratchet Base) et Brol (Rollup Base).
1. Pour calculer Brat, on note T ri , 0 ≤ i ≤ nr, les dates quand a lieu le
ratchet. On suppose T r0 = T0 et ∃p ∈ N tel que T rp = T def . On suppose
aussi que le rachat ne peut avoir lieu au moment du ratchet.
On déﬁnit Bratt , la valeur de B
rat en t par :
Brat0 = A
v
0,
dBratt = −αtBratt− dZct si T ri < t < T ri+1 avec 0 ≤ i ≤ nr − 1,
BratT ri = max(B
rat
T ri −, A
v
T ri −) pour 1 ≤ i ≤ nr.
Il est à noter que (Bratt )t reste positif au cours du temps car αt ≤ 1.
2. La Brol est calculée en prenant en compte les rachats comme suit :
Brol0 = A
v
0,
dBrolt = r
rolBrolt− dt− αtBrolt− dZct pour t ≤ T.
Comme αt ≤ 1, (Brolt )t reste aussi positif.
Ainsi, Bw est déﬁnie comme suit :
Bwt = B
rat
t pour t < T
r
p = T
def ,
Bwt = max(B
rat
t , B
rol
t ) pour t = T
r
p = T
def ,
dBwt = −αtBwt−dZct si T ri < t < T ri+1 avec p ≤ i ≤ nr − 1,
BwT ri = max(B
w
T ri −, A
v
T ri −) pour p+ 1 ≤ i ≤ nr.
La withdrawal base reste également positive.
On remarque que dès que Av passe négative, seuls les retraits sont conservés
parmi les trois opérations rachat/fees/retrait. Par suite, Av devient constante
par morceaux.
En cas de décès du client, l'assuré reçoit le maximum entre Av et une garantie
décès qu'on note Bd(Death Base). Cette garantie est égale au début à la prime
initiale et diminue au cours du temps au prorata de rachat partiel, et aussi
soit par le montant que perçoit le client à la date de retrait, soit au prorata du
pourcentage que représente le montant par rapport à Av. Ainsi, sa dynamique
est la suivante :{
Bd0 = A
v
0,
dBdt = −αt(Bdt−)+dZct − γBwt−dZwt pour t ≤ T,
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ou
dBdt = −αt(Bdt−)+dZct −
γBwt−
Avt−
Bdt−dZ
w
t pour t ≤ T,
ou 
Brt = r
dBrt−dt− αtBrt−dZct ,
dBdt = −αt(Bdt−)+dZct − γBwt−dZwt + 1{t6=T d}(Avt− −Bdt−)+dZrt
+1{t=T d}max((Brt− −Bdt−)+, (Avt− −Bdt−)+)dZrt .
2.1.3 Dates de rachat
Les décisions du client ne concernent que le rachat, en date et en pourcentage.
On suppose que les décisions de rachat prises par le client surviennent de
manière discrète aux dates T ci , 1 ≤ i ≤ nc (par exemple une fois par semaine).
La nature de T ci (aléatoire ou déterministe) sera discutée après. Donc Z
c
t a la forme :
Zct =
nc∑
i=1
1{T ci ≤t}.
Discutons rapidement de la nature des temps T ci (aléatoire ou déterministe). En fait,
on peut considérer ces dates déterministes (avec une période à ﬁxer), quitte
à transférer l'incertain des rachats sur les quantités αt. Notamment, en absence de
rachat en T ci , on a αT ci = 0.
2.1.4 Flux
On identiﬁe les ﬂux du produit :
 Axa reçoit à chaque date T fi , 1 ≤ i ≤ nf , un ﬂux de fees :
β(Av
T fi −
)+.
 Axa s'engage à verser au client à la date Twi , 1 ≤ i ≤ nw le ﬂux associé aux
retraits :
γBwTwi −.
 Axa s'engage aussi aux dates de rachats T ci , 1 ≤ i ≤ nc à verser :
αT ci (A
v
T ci −)+.
 A maturité T , Axa restitue au client son Av si elle est positive, soit :
(AvT )+.
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2.1.5 Variables markoviennes du problème et contrôles
D'après la description précédente, on peut résumer les variables du problème
comme suit :
 pour t ≤ T def , les variables markoviennes à considérer sont : S, Av, Brat, Brol
et r .
 pour t > T def , les variables markoviennes à considérer sont : S, Av, Bw, r.
L'identiﬁcation de ces variables permet d'obtenir la dépendance des fonctions
de base à utiliser pour les régressions empiriques dans un algorithme de valorisation
de type Longstaﬀ-Schwartz (Monte Carlo américain).
Les processus de contrôles sont les pourcentages (αt)t de rachat du client.
2.2 Typologie du client
On peut diviser les acheteurs de contrats en deux catégories :
1. Le client rationnel qui exerce son droit au rachat de manière optimale (pire
cas pour Axa).
2. Le client irrationnel qui prend ses décisions de rachat d'une manière aléatoire.
2.2.1 Cas du client rationnel
Dans ce cas, les pourcentages rachetés (αt)t sont des contrôles stochastiques
optimaux. Du point de vue du couvreur du contrat, la valeur résultante du contrat
est donc :
Π0 = sup
αt
{
E[γ
nw∑
i=1
D(0, Twi )B
w
Twi − +
nc∑
i=1
αT ciD(0, T
c
i )(A
v
T ci −)+
−β
nf∑
i=1
D(0, T fi )(A
v
T fi −
)+ +D(0, T )(A
v
T )+]
}
où D(0, t) = e−
∫ t
0 rsds est le facteur d'actualisation (discount factor) stochastique.
Ici la valeur du contrat doit s'entendre comme étant le prix de couverture par-
faite : l'espérance E est donc l'espérance sous la probabilité risque neutre. C'est
analogue à [Kar88] pour les options américaines.
2.2.2 Cas du client non rationnel
Dans ce cas, les αT ci sont aléatoires et non optimaux. Donc, il y a des choix à
faire sur la loi des (αt)t (par exemple, indépendant des conditions de marché). Nous
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écartons ce cas de notre analyse numérique car cela se ramène à l'utilisation d'une
méthode de Monte Carlo standard pour un produit à exercice européen.
2.3 Vers la résolution du cas du client rationnel
2.3.1 Le problème de contrôle
Par souci de simpliﬁcation, on introduit les notations suivantes pour regrouper
toutes les dates de rachat/fees/ratchet en un seul ensemble :
{Ti}0≤i≤n = {T ri }0≤i≤nr ∪ {T ci }1≤i≤nc ∪ {T fi }1≤i≤nf ∪ {Twi }1≤i≤nw ∪ {T}.
On déﬁnit pour 0 ≤ i ≤ n− 1 , αi, βi et γi comme suit :
 αi = αT cj si Ti correspond à une certaine date de rachat T
c
j , sinon on pose
αi = 0.
 βi = αT fj
si Ti correspond à une certaine date de fees T
f
j , sinon on pose βi = 0.
 γi = αTwj si Ti correspond à une certaine date de retrait T
w
j , sinon on pose
γi = 0.
 Ui est le domaine du choix du contôle αi en Ti.
Donc Ui = [0, 1] si Ti est une date de rachat, et Ui = {0} sinon.
La dynamique de notre problème peut être décrite par la chaine de Markov
suivante :
(i, Si, A
v
i , B
w
i , B
rol
i , ri, Di)0≤i≤n = (i, STi−, A
v
Ti−, B
w
Ti−, B
rol
Ti−, rTi−, D(0, Ti−))0≤i≤n.
Cette dynamique est contrôlée par la stratégie de rachat (αi)1≤i≤n−1.
A l'état (i, S, a, b, c, r,D), le prix actualisé du contrat est :
P (i, S, a, b, c, r,D)
= sup
(αj)i≤j≤n−1
E
{
n−1∑
j=i
Dj[(αj − βj)(Avj )+ + γjBwj ] +Dn(Avn)+
|Si = S,Avi = a,Bwi = b, Broli = c, ri = r,Di = D
}
.
Cette dernière équation peut être écrite sous la forme :
P (i, S, a, b, c, r,D)
= sup
(αj)i≤j≤n−1
E
{
n−1∑
j=i
Ψj(αj, A
v
j , B
w
j , Dj) +Dn(A
v
n)+
|Si = S,Avi = a,Bwi = b, Broli = c, ri = r,Di = D
}
,
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avec :
Ψj(α, a, b,D) =
{
D[(α− βj)(a)+ + γjb] pour j < n
D(a)+ pour j = n.
(2.3.1)
Démontrons maintenant qu'il existe une stratégie optimale de rachat (α∗i )0≤i≤n−1.
On utilise pour cela la théorie de contrôle stochastique optimal en temps discret
et principalement la proposition 8.5 de [BS78]. D'abord, introduisons la notion de
stratégies admissibles markoviennes.
Déﬁnition 2.3.1 (voir déﬁnition 7.12 et proposition 7.26 de [BS78])
Notons E = R+ × R× R+ × R+ × R× R+.
Une famille de mesures de probabilité sur [0, 1] (pe)e∈E est dite noyau stochastique
mesurable sur [0, 1] si l'application fB : E → [0, 1] déﬁnie par fB(e) = pe(B) est
mesurable pour tout B ouvert de E.
Déﬁnition 2.3.2 Une suite de variables aléatoires (αj)i≤j≤n−1 est dite stratégie
admissible markovienne à l'état (i, x = (S, a, b, c, r,D)) pour le problème de contrôle
considéré si
1. Pour tout i ≤ j ≤ n−1, la famille des mesures de probabilité conditionnelle de
αj sachant (Sj, A
v
j , B
w
j , B
rol
j , rj, Dj, αj−1, Sj−1, A
v
j−1, B
w
j−1, B
rol
j−1, rj−1, Dj−1, . . . ,
αi, Si, A
v
i , B
w
i , B
rol
i , ri, Di) ne dépend que de (Sj, A
v
j , B
w
j , B
rol
j , rj, Dj), et c'est
un noyau stochastique mesurable sur [0, 1] vériﬁant
P
(
αj ∈ Ui|(Sj, Avj , Bwj , Brolj , rj, Dj) = (S1, r1, D1, a1, b1, c1)
)
= 1
pour tout (S1, a1, b1, c1, r1, D1) ∈ E.
L'ensemble de ce type de stratégies est noté Cix.
La stratégie admissible est non randomisée si la loi conditionnelle de αj est une
mesure de Dirac (ne charge qu'un élément).
On remarque que selon la déﬁnition ci dessus Cix est indépendant de x et peut être
noté uniquement par Ci.
Proposition 2.3.1 (Voir proposition 8.5 de [BS78])
Supposons
a) Pour toute stratégie (αj)0≤j≤n−1 et pour tout 0 ≤ i ≤ n− 1 on a :
E(|Ψi(αi, Avi , Bwi , Di)|) <∞,
b) et pour tout 0 ≤ i ≤ n− 1 et (S, a, b, c, r,D) ∈ E
sup
α∈Ui
{Ψi(α, a, b,D) + Eα[P (i+ 1, Si+1, Avi+1, Bwi+1, Broli+1, ri+1, Di+1)
|Si = S,Avi = a,Bwi = b, Broli = c, ri = r,Di = D]}
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est atteint (Eα est l'espérance associée à la chaine de Markov à laquelle on
applique le contrôle α au temps i).
Alors il existe une stratégie markovienne optimale non randomisée, c'est à dire
une suite de contrôles (α∗0, α
∗
1, ..., α
∗
n−1) tel que chaque α
∗
i dépend uniquement de
(Si, A
v
i , B
w
i , B
rol
i , ri, Di) , i.e. l'état de la chaîne de Markov en i. Cette stratégie est
générée par l'algorithme de programmation dynamique, i.e. en sélectionnant pour
chaque (S, a, b, c, r,D) le controle α pour lequel le sup est atteint dans l'équation de
la programmation dynamique suivante :
P (i, S, a, b, c, r,D) = sup
α∈Ui
{Ψi(α, a, b,D)
+Eα(P (i+ 1, Si+1, Avi+1, Bwi+1, Broli+1, ri+1, Di+1)
|Si = S,Avi = a,Bwi = b, Broli = c, ri = r,Di = D)}
(0 ≤ i ≤ n− 1),
P (n, S, a, b, c, r,D) = (a)+D.
Notons :
Ji(α, S, a, b, c, r, d) = Ψi(α, a, b,D) + Eα[P (i+ 1, Si+1, Avi+1, Bwi+1, Broli+1, ri+1, Di+1)
|Si = S,Avi = a,Bwi = b, Broli = c, ri = r,Di = D].
Puisque α prend ses valeurs dans la compact [0, 1] ou {0}, il suﬃt de vériﬁer la
continuite de Ji par rapport à α .
2.3.2 Résultat Principal : Caractérisation du rachat optimal
Avant d'énoncer le théorème 2.3.1, pour chaque 0 ≤ i ≤ n, notons par :
 x = (S, a, b, c, r,D) ∈ E.
 (Si,xt , A
v,i,x
t , B
w,i,x
t , B
r,i,x
t , r
i,x
t , D
i,x
t )Ti≤t≤T , le processus à temps continu
(St, A
v
t , B
w
t , B
rol
t , rt, Dt)Ti≤t≤T partant en Ti de x mais pour un processus (αt)t
donné.
 (Si,xj , A
v,i,x
j , B
w,i,x
j , B
r,i,x
j , r
i,x
j , D
i,x
j )i+1≤j≤n, le processus à temps discret
(STj−, A
v
Tj−, B
w
Tj−, B
rol
Tj−, rTj−, DTj−)i+1≤j≤n partant en Ti de x
(i.e. (STi , A
v
Ti
, BwTi , B
rol
Ti
, rTi , DTi) = x) mais pour un processus (αt)t donné.
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Théorème 2.3.1 Il existe une stratégie markovienne optimale non randomisée (α∗i )0≤i≤n−1.
De plus, en chaque date i qui correspond à une date de rachat, le contrôle optimal est
de type bang-bang. En notant par x = (S, a, b, c, r,D) l'état de la chaîne de Markov
en Ti,on a :
α∗i (S, a, b, c, r,D) =

1{E(P (i+1,Si+1,Av,i,xi+1 ,Bw,i,xi+1 ,Br,i,xi+1 ,ri,xi+1,Di,xi+1))≤(a)+D}
(si Ti est une date de rachat),
0 (sinon).
Ici, en exploitant une propriété remarquable d'homogénéité (voir lemmes qui suivent),
on montre que Ji est une fonction aﬃne en α, donc continue. De plus, le supremum
de cette fonction est forcément atteint au borne de l'intervalle [0,1], donc la stratégie
optimale est bang-bang (on rachète tout ou rien).
L'intérêt de savoir que le contrôle optimal est bang-bang est d'avoir juste à
déterminer la date optimale du rachat complet du contrat, ce qui se ramène à un
problème d'arrêt optimal (option américaine).
2.3.3 Preuve du théorème 2.3.1
Pour démontrer le théorème nous utiliserons la proposition 2.3.1 et les lemmes
qui suivent.
Lemme 2.3.2 (Majorations a priori sur les processus) Pour 0 ≤ t ≤ T :
(Avt )+ ≤ Av0
St
S0
,
0 ≤ Bwt ≤ er
rolT defAv0 sup
0≤Ti≤t
STi
S0
,
0 ≤ Brolt ≤ er
roltAv0.
Lemme 2.3.3 (Homogénéité de degré 1 par rapport à Av, Bw et Brol) Pour tout
λ > 0 , 0 ≤ i ≤ n, x = (S, a, b, c, r,D) ∈ E et un contrôle (αj)i≤j≤n ∈ Ci, on a :
(Av,i,x
λ
t , B
w,i,xλ
t , B
r,i,xλ
t , r
i,xλ
t , D
i,xλ
t )Ti≤t≤T = (λA
v,i,x
t , λB
w,i,x
t , λB
r,i,x
t , r
i,x
t , D
i,x
t )Ti≤t≤T p.s.,
(Av,i,x
λ
j , B
w,i,xλ
j , B
r,i,xλ
j , r
i,xλ
j , D
i,xλ
j )i+1≤j≤n = (λA
v,i,x
j , λB
w,i,x
j , λB
r,i,x
j , r
i,x
j , D
i,x
j )i+1≤j≤n p.s.,
P (i, S, λa, λb, λc, r,D) = λP (i, S, a, b, c, r,D)
où xλ = (S, λa, λb, λc, r,D).
Preuve du Lemme 2.3.2
Pour cela, nous allons démontrer par récurrence sur 0 ≤ i ≤ n que les trois
inégalités sont vériﬁées sur [Ti, Ti+1[.
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Pour i = 0, on a T0 = 0 et donc :A
v
T0
= Av0. Soit T0 ≤ t < T1, donc :
dAvt = (A
v
t )+
dSt
St
.
On note que (Av0
St
S0
)t est bien solution sur [T0, T1[. Par unicité à l'EDS dirigée par
dZt =
dSt
St
(voir [Pro04], chapitre 5, section 3), on déduit
Avt = A
v
0
St
S0
.
On a aussi :
0 ≤ Bwt = Bw0 = Av0 ≤ er
rolT defAv0 sup
0≤Ti≤t
STi
S0
,
0 ≤ Brolt = er
roltAv0.
Ainsi pour i = 0, les trois propriétés sont vériﬁées sur [Ti, Ti+1[.
Supposons alors qu'elles sont vériﬁées pour 0 ≤ i ≤ n − 2 sur [Ti, Ti+1[ et démon-
trons les sur [Ti+1, Ti+2[. Un passage à la limite pour t ↑ Ti+1− dans l'hypothèse de
récurrence permet d'avoir :
(AvTi+1−)+ ≤ Av0
STi+1
S0
,
0 ≤ BwTi+1− ≤ er
rolT defAv0 sup
0≤j≤i
STi
S0
,
0 ≤ BrolTi+1− ≤ er
rolTi+1Av0.
D'autre part on a :
AvTi+1 = A
v
Ti+1− − (αi + βi)(AvTi+1−)+ − γiBwTi+1− ≤ AvTi+1− ≤ Av0
STi+1
S0
,
et
dAvt = (A
v
t )+
dSt
St
sur [Ti+1, Ti+2[ .
Notons que AvTi+1
St
STi+1
est solution si AvTi+1 ≥ 0, sinon le processus constant AvTi+1
est solution. Par unicité de la solution, on a pour Ti+1 ≤ t < Ti+2 :
Avt =
AvTi+1
St
STi+1
si AvTi+1 ≥ 0,
AvTi+1 sinon.
D'où :
(Avt )+ ≤ (AvTi+1)+
St
STi+1
≤ Av0
STi+1
S0
St
STi+1
= Av0
St
S0
.
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Concernant Bw, on a :
BwTi+1 =

max(BrolTi+1−,max(B
w
Ti+1−, A
v
Ti+1−)) si Ti+1 = T
def ,
max(BwTi+1−, A
v
Ti+1−) si Ti+1 6= T def et Ti+1 est une date de ratchet,
(1− αi)BwTi+1− sinon .
En utilisant les trois comparaisons démontrées en Ti+1−, on obtient :
 si Ti+1 = T
def alors :
BwTi+1 ≤ max(er
rolTi+1Av0, e
rrolT defAv0 sup
0≤j≤i
STj
S0
, Av0
STi+1
S0
)
≤ errolT defAv0 sup
0≤j≤i+1
STj
S0
.
 si Ti+1 6= T def et Ti+1 est une date de ratchet :
BwTi+1 ≤ max(er
rolT defAv0 sup
0≤j≤i
STj
S0
, Av0
STi+1
S0
)
≤ errolT defAv0 sup
0≤j≤i+1
STj
S0
.
 Sinon :
BwTi+1 ≤ BwTi+1− ≤ er
rolT defAv0 sup
0≤j≤i
STj
S0
≤ errolT defAv0 sup
0≤j≤i+1
STj
S0
.
En résumé, on montré que BwTi+1 ≤ er
rolT defAv0 sup0≤j≤i+1
STj
S0
dans tous les cas, ce
qui implique pour Ti+1 ≤ t < Ti+2 :
0 ≤ Bwt = BwTi+1 = er
rolT defAv0 sup
0≤Tj≤t
STj
S0
.
Enﬁn, pour la base rollup on a :
BrolTi+1 = (1− αi)BrolTi+1− ≤ er
rolTi+1Av0,
Brolt = e
(rrol(t−Ti+1))BrolTi+1 ≤ er
roltAv0.
Ainsi l'hypothèse de récurrence est vériﬁée pour i+ 1 sur [Ti+1, Ti+2[.
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En conclusion, pour 0 ≤ t < Tn = T , on a
(Avt )+ ≤ Av0
St
S0
,
0 ≤ Bwt ≤ er
rolT defAv0 sup
0≤Ti≤t
STi
S0
,
0 ≤ Brolt ≤ er
roltAv0.
Puisqu'aucune opération de rachat/fees/retrait/ratchet n'a lieu en T , les mêmes
inégalités s'étendent pour T . 2
Preuve du Lemme 2.3.3
Pour un contrôle (αk)i≤k≤n−1 donné, on a pour i ≤ j ≤ n− 1
AvTj = A
v
Tj− − (αj + βj)(AvTj−)+ − γiBwTj−
dAvt = (A
v
t−)+
dSt
St
sur [Tj, Tj+1[ .
Donc pour Tj ≤ t < Tj+1
Avt =

(AvTj− − (αj + βj)(AvTj−)+ − γjBwTj−) StSTj
si (AvTj− − (αj + βj)(AvTj−)+ − γjBwTj−) ≥ 0,
AvTj− − (αj + βj)(AvTj−)+ − γjBwTj− sinon.
(2.3.2)
On a aussi pour Tj ≤ t < Tj+1
Bwt =

max(BrolTj−,max(B
w
Tj−, A
v
Tj−)) si Tj = T
def ,
max(BwTj−, A
v
Tj−) si Tj+1 6= T def
et Tj est une date de ratchet,
(1− αj)BwTj− sinon ,
(2.3.3)
Brolt = (1− αj)er
rol(t−Tj)BrolTj−. (2.3.4)
Au vu de (2.3.2), (2.3.3) et (2.3.4) et en faisant une récurrence sur j, il est facile
de voir que le premier et le deuxième résultat du lemme sont vériﬁés.
Concernant le troisième résultat, posons pour α = (α)i≤j≤n−1 ∈ Ci :
P (i, S, a, b, c, r,D, α) = E
{
n−1∑
j=i
Ψj(αj, A
v
j , B
w
j , Dj)) +Dn(A
v
T )+
|Si = S,Avi = a,Bwi = b, Broli = c, ri = r,Di = D
}
.
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On a,
P (i, S, λa, λb, λc, r,D, α) = E
{
n−1∑
j=i
Ψj(αj, A
v
j , B
w
j , Dj) +Dn(A
v
T )+
|Si = S,Avi = λa,Bwi = λb,Broli = λc, ri = r,Di = D
}
= E
{
n−1∑
j=i
Ψj(αj, A
v,i,xλ
j , B
w,i,xλ
j , D
i,xλ
j ) +Dn(A
v,i,xλ
T )+
}
= E
{
n−1∑
j=i
Ψj(αj, λA
v,i,x
j , λB
w,i,x
j , D
i,x
j ) +Dn(λA
v,i,x
T )+
}
= λE
{
n−1∑
j=i
Ψj(αj, A
v,i,x
j , B
w,i,x
j , D
i,x
j ) +Dn(A
v,i,x
T )+
}
= λP (i, S, a, b, c, r,D, α),
en utilisant à la 4ème égalité que les ﬂux sont homogènes de degré 1 en A et B (voir
2.3.1).
D'où,
P (i, S, λa, λb, λc, r,D) = sup
α∈Ci
P (i, S, λa, λb, λc, r,D, λ)
= sup
α∈Ci
λP (i, S, a, b, c, r,D, α)
= λP (i, S, a, b, c, r,D). 2
Preuve du Théorème 2.3.1.
Nous vériﬁerons les hypothèses de la proposition 2.3.1. Le lemme 7.2.1 permet de
vériﬁer facilement la première hypothèse de la proposition car E[supt≤T St] <∞ (σ
bornée et (rt)t gaussien). Pour vériﬁer la seconde hypothèse rappelons que :
Ji(α, S, r,D, a, b, c) = Ψi(α, a, b,D)
+Eα
{
P (i+ 1, Si+1, A
v
i+1, B
w
i+1, B
rol
i+1, ri+1, Di+1)
|Si = S,Avi = a,Bwi = b, Broli = c, ri = r,Di = D
}
.
Si Ti n'est pas une date de rachat, Ui = {0} et évidemment Ji(., S, r,D, a, b, c)
atteint son maximum.
Si Ti est une date de rachat, alors Ui = [0, 1]. Puisque les fees, les retraits et le
ratchet ne peuvent avoir lieu à cette date, on déduit que :
Ji(α, S, r,D, a, b, c) = (a)+Dα
+E(P (i+ 1, Si+1, Av,i,x
1−α
i+1 , B
w,i,x1−α
i+1 , B
r,i,x1−α
i+1 , r
i,x1−α
i+1 , D
i,x1−α
i+1 )).
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En utilisant le lemme 2.3.3, on a :
Ji(α, S, r,D, a, b, c) = (a)+Dα + E(P (i+ 1, Si+1, (1− α)Av,i,xi+1 , (1− α)Bw,i,xi+1 ,
(1− α)Br,i,xi+1 , ri,x
1−α
i+1 , D
i,x1−α
i+1 ))
= (a)+Dα
+(1− α)E(P (i+ 1, Si+1, Av,i,xi+1 , Bw,i,xi+1 , Br,i,xi+1 , ri,xi+1, Di,xi+1)).
Ce qui prouve la continuité en α, par conséquent le maximum en α est atteint.
Comme Ji(., S, r,D, a, b, c) est aﬃne, le rachat optimal α
∗
i en Ti est atteint au bord
de l'intervalle [0, 1], donc de type bang-bang :
α∗i (S, a, b, c, r,D) = 1{E(P (i+1,Si+1,Av,i,xi+1 ,Bw,i,xi+1 ,Br,i,xi+1 ,ri,xi+1,Di,xi+1)≤(a)+D}. 2
2.3.4 Réduction du problème à un problème d'arrêt optimal
Ayant démontré que la stratégie optimale est bang-bang, la dynamique du pro-
blème peut être mise sous la forme suivante :
Av0 = P0,
dAvt = (A
v
t−)+
dSt
St
− β(Avt−)+dZft − γBwt−dZwt avant rachat,
Avt = 0 après rachat. (2.3.5)
Bw devient comme suit :
Bwt = A
v
0 pour T
r
0 ≤ t < T r1 ,
Bwt = max(B
w
T ri −, A
v
T ri −) si T
r
i ≤ t < T ri+1 avec 1 ≤ i ≤ p− 1,
Bwt = max(A
v
0e
rrolT rp ,max(BwT rp−, A
v
T rp−)) pour T
r
p ≤ t < T rp+1,
Bwt = max(B
w
T ri −, A
v
T ri −) si T
r
i ≤ t < T ri+1 avec i ≥ p+ 1.
Nous constatons que la base Roll-up a été éliminée et donc le prix optimal actualisé
ne dépend que de (Si, A
v
i , B
w
i , ri, Di), 0 ≤ i ≤ n. Par souci de simpliﬁcation, pour
0 ≤ i ≤ n introduisons les notations suivantes :
Xi = (Si, A
v
i , B
w
i , ri, Di),
Pi(Xi) = P (i,Xi),
Qi(Xi) = E[Pi+1(Xi+1)|Xi], si i < n,
fi(Xi) = Di(A
v
i )+,
Ψi(Xi) = Di[γiB
w
i − βi(Avi )+].
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L'algorithme de programmation dynamique devient :
Pn(Xn) = Dn(A
v
n)+,
Pi(Xi) =
{
max(fi(Xi), E[Pi+1(Xi+1)|Xi]) si Ti est une date de rachat (i < n) ,
Ψi(Xi) + E[Pi+1(Xi+1)|Xi] sinon .
C'est une équation sur les prix, on peut aussi écrire une équation sur les valeurs de
continuation :
Qi(Xi) =
{
E[max(fi+1(Xi+1), Qi+1(Xi+1))|Xi] si Ti+1 est une date de rachat ,
E[Ψi+1(Xi+1) +Qi+1(Xi+1)|Xi] sinon.
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Chapitre 3
Inﬂuence de la mortalité
A la diﬀérence des contrats purement ﬁnanciers, les produits d'assurance-vie
intègrent en sus du risque de marché habituel le risque lié à la mortalité des sous-
cripteurs. Ne disposant pas d'instruments pour couvrir ce dernier, l'assureur espère
que ce risque soit mutualisé dans son portefeuille grâce au grand nombre d'assurés
dont il dispose. Le but de ce chapitre est de mettre en exergue d'abord cet eﬀet
de mutualisation dans un cas de produit de type européen avant de donner une
heuristique concernant le cas américain.
3.1 Tour de la littérature dans le cas européen
3.1.1 Exemple de produit ﬁnancier avec risque de mortalité
Nous suivons la présentation de [Mol98]. Soit (Ω,F ,P, (Ft)t≥0) un espace de
probabilité ﬁltré, satisfaisant aux conditions habituelles. Considérons un actif sans
risque rémunéré au taux déterministe (rt)t≥0 et un actif risqué S dont la dynamique
sous P (supposée risque neutre) est :
dSt = rtStdt+ σtStdWt
avec une volatilité (σt)t≥0 déterministe, S0 > 0 etW = (Wt)0≤t≤T est un mouvement
brownien standard. Posons G = (Gt)t où Gt = σ{Su, u ≤ t} ⊂ Ft.
Considérons lx assurés de même âge x dont les durées de vie sont des variables
aléatoires indépendantes et de même loi T1, T2, ..., Tlx tels que :
P (Ti > t) = e
− ∫ t0 µx+sds
où µ est le taux de hasard (fonction déterministe du temps) associé à la fonction
de survie.
Et soit (Nt)0≤t≤T le processus de comptage associé aux décès, i.e, Nt =
∑lx
i=1 1{Ti≤t}.
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Notons Ht = σ{Nu, u ≤ t}, H = (Ht)0≤t≤T et Ft = Gt ∨Ht.
On sait que
Mt = Nt −
∫ t
0
λudu
estH-martingale avec λt = (lx−Nt−)µx+t et S˜t = exp(−
∫ t
0
rsds)St estG-martingale.
On supposera que GT et HT sont indépendants.
On considère un contrat qui verse à chaque assuré au temps T un ﬂux de type
g(ST ) uniquement s'il est encore en vie. Ainsi pour chaque souscripteur, l'assureur
verse le ﬂux (actualisé) suivant :
Hi = 1{Ti>T}g(ST )e
− ∫ T0 rsds.
En conséquence, le portefuille globale détenu par l'assureur verse le ﬂux :
H = g(ST )e
− ∫ T0 rsds lx∑
i=1
1{Ti>T} = g(ST )e
− ∫ T0 rsds(lx −NT ).
Pour pouvoir valoriser ce portefeuille et le couvrir, on introduit d'abord la théorie
de minimisation du risque dans la section qui suit.
3.1.2 Quelques résultats sur les stratégies de minimisation
du risque globale
Dans la section précédente, on a présenté un modèle combinant le risque du
marché ﬁnancier via le sous-jacent S et le risque actuariel lié à la durée de vie
des assurés. Cependant, dans ce cadre le marché est incomplet et une nouvelle
notion de couverture s'impose. C'est pourquoi, on résume ici quelques résultats
importants de la théorie de minimisation du risque globale utiles pour donner un
sens à la couverture dans le cadre de marchés incomplets. Dans ce cadre, Föllmer et
Sondermann (voir [FS86]) ont déterminé des stratégies optimales dans le sens de la
minimisation de l'erreur quadratique d'un certain processus du risque. Par contre,
ils se sont restreints à une mesure de probabilité de type martingale. Schweizer
(voir [Sch91]) a étendu ce travail dans le cadre de prix qui sont semimartingales en
introduisant la notion de minimisation locale du risque.
On se replace dans le cadre probabiliste du paragraphe 4.2.3. Une stratégie va être
de la forme φ = (ξ, η) où ξ = (ξt)0≤t≤T et η = (ηt)0≤t≤T sont respectivement les
quantités investies dans le sous-jacent et l'actif sans risque (cash). Ainsi,
V φt = ξtS˜t + ηt
est la valeur actualisée du portefeuille à l'instant t, avec S∗t = e
− ∫ t0 rsdsSt. On intro-
duit maintenant la déﬁnition rigoureuse d'une stratégie ( [FS86]).
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Déﬁnition 3.1.1 φ = (ξ, η) est appelée une stratégie si
1. ξ est un processus prévisible tel que E
[∫ T
0
ξ2t d〈S˜〉t
]
<∞.
2. η est adapté.
3. V φ est continu à droite avec V φt ∈ L2(P), 0 ≤ t ≤ T.
Le processus coût Cφ associé à la stratégie φ est déﬁni par
Cφt = V
φ
t −
∫ t
0
ξudS˜u,
et le processus risque résiduel Rφ de φ s'écrit
Rφt = E
[
(CφT − Cφt )2|Ft
]
.
Une stratégie est dite autoﬁnançante en moyenne si le processus coût Cφ est F -
martingale. Enﬁn, une stratégie est autoﬁnançante si son coût est constant, i.e.
V φt = V
φ
0 +
∫ t
0
ξudS˜u.
Maintenant on s'intéresse à caractériser les stratégies optimales, associées à un
produit. On considère un produit versant un ﬂux H ∈ L2(P) FT -adapté. On se
restreint dans la suite aux stratégies admissibles vériﬁant :
V φT = H p.s.
où H est de carré intégrable.
Ainsi, par une stratégie admissible, on peut générer le ﬂux H mais avec un certain
coût CφT .
D'abord, on s'intéresse aux stratégies admissibles φ minimisant Rφ0 . On a
Rφ0 = E
[
(CφT − Cφ0 )2
]
.
Puisque
CφT = V
φ
T −
∫ T
0
ξudS˜u = H −
∫ T
0
ξudS˜u
alors
Rφ0 = E
[
(H −
∫ T
0
ξudS˜u − Cφ0 )2
]
.
Pour minimiser Rφ0 , il faut choisir
Cφ0 = E
[
H −
∫ T
0
ξudS˜u
]
= E [H] = E[CφT ].
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Ainsi, le coût initial est déterminé. Enﬁn, il reste à trouver ξ minimisant E
[
(CφT − E [H])2
]
.
Vu qu'on minimise la variance de CφT , ce type de stratégie est appelé stratégie de
variance minimale.
Notons V ∗ le processus déﬁni par
V ∗t = E [H|Ft] .
D'après la décomposition de Galtchouk-Kunita-Watanabe, V ∗t s'écrit de façon unique
sous la forme
V ∗t = E[H] +
∫ t
0
ξHu dS˜u + L
H
t ,
avec LH = (LHt )0≤t≤T est une F-martingale orthogonale à S˜ de moyenne nulle et ξH
est un processus prévisible vériﬁant E
[∫ T
0
(ξHt )
2d〈S˜〉t
]
<∞. En se basant sur cette
décomposition, Follmer et Sondermann (voir [FS86]) obtiennent le résultat suivant :
Théorème 3.1.1 Une stratégie admissible φ = (ξ, η) est de variance minimale
E
[
(CφT − E
[
CφT
]
)2
]
= E[(LHT )2]
si et seulement si ξ = ξH .
Le théorème ci-dessus n'assure pas l'unicité de la stratégie vu que ηt est arbitraire
pour t < T ( ηT est unique grâce à la condition d'admissiblité VT = H). Pour
déterminer de façon unique la stratégie optimale, on introduit la notion de stratégie
risque-minimisante. Dans la suite, on appellera une prolongation admissible d'une
stratégie φ au temps t toute stratégie φ˜ qui coïncide avec φ aux temps u < t et
ayant la même valeur terminale VT que φ.
Déﬁnition 3.1.2 φ est appelée une stratégie risque-minimisante si elle minimise
à tout instant 0 ≤ t ≤ T le risque résiduel, i.e.
Rφt ≤ Rφ˜t
pour toute prolongation admissible φ˜ de φ au temps t.
Remarques :
1. Il est facile de voir que toute stratégie autoﬁnançante est risque-minimisante
car Rφt = 0.
2. Une stratégie risque-minimisante est une stratégie de variance minimale (voir
[FS86]).
On a le théorème d'unicité suivant (voir [FS86]) :
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Théorème 3.1.2 Il existe une unique stratégie admissible risque-minimisante φ =
(ξ, η) donnée par
(ξt, ηt) = (ξ
H
t , V
∗
t − ξHt S˜t), 0 ≤ t ≤ T.
Le processus de risque associé est donné par Rφt = E
[
(LHT − LHt )2|Ft
]
et est appelé
aussi le processus du risque intrinsèque.
3.1.3 Application à l'exemple étudié : mutualisation du risque
Moller (voir [Mol98]) applique les résultats rappelés dans la section précédente
pour déterminer des stratégies minimisantes de risque ainsi que leurs risques intrin-
sèques associés pour diﬀérents types de contrats d'assurance en unité de compte.
Il étend aussi l'approche de minimisation de risque pour des contrats avec un ﬂux
plus général que celui décrit dans la section précédente (voir [Mol01b]). Dans cette
section, on énoncera (sans preuve) les principaux résultats dans [Mol98] liés à notre
portefeuille initial de ﬂux H aﬁn de les exploiter dans la partie suivante pour visua-
liser numériquement la mutualisation du risque pour un grand nombre d'assurés.
Dans notre cas, on a
H = g(ST )e
− ∫ T0 rsds(lx −NT ),
et
V ∗t = E[g(ST )e−
∫ T
0 rsds(lx −NT )|Ft].
Notons F g(t, St) = E
[
e−
∫ T
t rsdsg(ST )|Gt
]
et par F gs la dérivée de F
g par rapport au
sous-jacent.
On a les résultats suivants (voir [Mol98]) :
Théorème 3.1.3 Le processus V ∗ admet la décomposition suivante :
V ∗t = V
∗
0 +
∫ t
0
ξHu dS˜u +
∫ t
0
νHu dMu,
avec (ξH , νH) sont donnés par
ξHt = (lx −Nt−)P(T1 > T |T1 > t)F gs (t, St),
νHt = −e−
∫ t
0 rsdsF g(t, St)P(T1 > T |T1 > t), 0 ≤ t ≤ T.
Théorème 3.1.4 Considérons le portefeuille de ﬂux H. Les stratégies admissibles
de variance minimale φ sont déterminées par
ξt = (lx −Nt−)P(T1 > T |T1 > t)F gs (t, St), 0 ≤ t ≤ T,
ηT = H − ξ∗T S˜T .
La variance minimale est :
Rφ0 = E
[
(CφT − E
[
CφT
]
)2
]
= lxP(T1 > T )
∫ T
0
E
[(
e−
∫ u
0 rsdsF g(u, Su)
)2]
P(T1 > T |T1 > u)µx+udu.
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On remarque alors que
√
Rφ0
lx
tend vers 0 comme 1√
lx
quand lx tend vers∞. Ainsi, il
y a bien une mutualisation du risque de mortalité pour un grand nombre d'assurés.
Théorème 3.1.5 Considérons le portefeuille de ﬂux H. L'unique stratégie risque-
minimisante est donnée par
ξ∗t = (lx −Nt−)P(T1 > T |T1 > t)F gs (t, St),
η∗t = (lx −Nt)P(T1 > T |T1 > t)e−
∫ t
0 rsdsF g(t, St)− ξ∗t S˜t, 0 ≤ t ≤ T.
La variance minimale est :
Rφ0 = E
[
(CφT − E
[
CφT
]
)2
]
= lxP(T1 > T )
∫ T
0
E
[(
e−
∫ u
0 rsdsF g(u, Su)
)2]
P(T1 > T |T1 > u)µx+udu.
Ainsi la valeur en t du portefeuille risque-minimisant, calculée par assuré restant en
vie, est
V ∗t
lx −Nt− = E(e
− ∫ Tt (rs+µx+s)dsg(ST )|Gt). (3.1.1)
C'est la règle de valorisation risque-neutre habituelle en modiﬁant le facteur d'ac-
tualisation avec le taux de hasard.
3.1.4 Résultats numériques
Pour les tests numériques, on se place dans le cadre Black-Scholes suivant :
S0 = 1, σt = σ = 25%, T = 15, rt = r = 6%, g(s) = max(s,K), K = 2.45.
Concernant la mortalité on opte pour un taux constant :
µx+s = µ = 0.00439.
Cela entraîne que le premier décès parmi lx assurés a lieu en moyenne au bout de
1
lxµ
années (car de loi exponentielle de paramètre lxµ).On a
F g(t, St) = E[e−r(T−t)(K + (ST −K)+)|Ft]
= Ke−r(T−t) + (StN (zt)−Ke−r(T−t)N (zt − σ
√
T − t))
= Ke−r(T−t)N (−zt + σ
√
T − t) + StN (zt),
où N est la fonction de répartition de la loi normale centrée réduite et
zt =
log(St/K) + (r +
σ2
2
)(T − t)
σ
√
T − t .
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Ainsi, la stratégie risque-minimisante est donnée par
ξt = (lx −Nt−)P(T1 > T |T1 > t)N (zt),
ηt = (lx −Nt)P(T1 > T |T1 > t)Ke−rTN (−zt + σ
√
T − t)
−∆NtP(T1 > T |T1 > t)N (zt)S˜t.
Le coût de couverture lié au risque de mortalité est :
CφT − Cφ0 =
∫ T
0
νHu dMu,
avec
νHt = −e−rtF g(t, St)P(T1 > T |T1 > t).
Le théorème 3.1.4 assure que
√
E
[
(CφT − Cφ0 )2
]
/lx tend vers 0 pour un lx assez
grand. Pour voir plus précisément la mutualisation du risque de mortalité, on se
propose de visualiser dans cette section le comportement de la quantité aléatoire
suivante
CφT − Cφ0
lx
,
qui s'interprète comme un risque par assuré. Pour cela, on génère 20000 scéna-
rii indépendants pour (N,S) avec une discrétisation de pas ∆t = 0.01 pour S.
On considère les cas lx = 1, 10, 50 et 100 assurés, induisant un premier décès en
moyenne au bout de respectivement 228 ans, 22.8 ans, 4.55 ans et 2.28 ans environ.
On trace l'histogramme (couleur bleue) de
CφT − Cφ0
lx
ainsi que celui de la loi normale centrée réduite (couleur violette) de paramètres
égaux à la moyenne et l'écart type estimés de l'échantillon considéré. On obtient les
graphes suivants pour les diﬀérents cas considérés.
Pour un seul assuré (Figure 3.2), les valeurs positives correspondent à des pertes
dues au fait que l'assuré en question ne décède pas. Elles ne sont pas très grandes
mais leur probabilité est très grande ce qui colle avec la loi de décès supposée. Les
gains sont assez grands mais de faible probabilité. Quand il s'agit de 10 assurés
(Figure 3.2), on constate deux pics : celui de droite correspond a priori au cas où
tous les assurés sont en vie. Quant à celui de gauche , il représente le cas où un seul
assuré décède parmi les 10. Quand le nombre d'assurés est grand (Figure 3.3), on
constate la mutualisation du risque de mortalité qui se traduit par la concentration
des histogrammes comparés à ceux des graphes précédents et par leurs rapproche-
ments de ceux de la loi normale . De surcroît, l'histogramme devient nettement
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symétrique, et laisse deviner la convergence en loi vers une loi gaussienne centrée
(ce qui n'est pas diﬃcile à montrer).
Ainsi, on peut conclure que la mutualisation des risques a lieu à partir de 100
assurés et que la valorisation du produit se fait en modiﬁant le facteur d'actuali-
sation e−
∫ T
0 rsds par l'ajout au sein de l'intégrale du taux de mortalité µx+s (voir
4.4.2).
3.2 Heuristique pour le cas à exercice américain
On considère maintenant un ensemble de lx contrats qui oﬀre à chacun des assu-
rés la possibilité d'exercer une seule fois à n'importe quel instant t entre 0 et T et de
toucher une ﬂux g(St) ≥ 0 s'il est en vie, et rien sinon. Notons g˜t = e−
∫ t
0 rsdsg(St),
supposons que E(sup0≤t≤T g˜2t ) < +∞ et que g˜ est continu.
3.2.1 Résultat principal
Un candidat pour le prix actualisé de ce contrat en t est :
V˜ ∗t =
lx∑
i=1
esssupτ∈τ it,TE[1{Ti>τ}g˜τ |Ft]
avec τ it,T est l'ensemble des G∨σ{1{Ti≤u}, u ≤ T}-temps d'arrêts compris entre t et
T . On prend V˜ ∗ de cette forme car
 En raisonnant par assuré, on s'inspire du cas américain habituel : ce prix
domine bien les ﬂux à toutes les dates.
 pour chaque assuré, la stratégie d'arrêt est prise dans l'ensemble τ it,T car il
est plus naturel de considérer que le souscripteur exerce son droit en tenant
compte de l'état du marché et de sa mortalité mais indépendamment des du-
rées de vie des autres assurés auxquelles il n'a même pas accès a priori.
Dans la suite, notre but est de montrer qu'on se ramène au cas américain habituel
(sans mortalité) (voir [KS98] pour un traitement détaillé sur les options américaines)
en actualisant avec un taux supplémentaire et d'exhiber une stratégie de couverture
qui mutualise le risque de mortalité pour un grand nombre d'individus. Notons τGt,T
l'ensemble des G-temps d'arrêts compris entre t et T .
Théorème 3.2.1 On a
V˜ ∗t = (lx −Nt)Yt,
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où
Yt := esssupτ∈τGt,TE[e
− ∫ τt µx+sdsg˜τ |Gt] = e∫ t0 µx+sdsesssupτ∈τGt,TE[e−
∫ τ
0 µx+sdsg˜τ |Gt]
peut se décomposer comme :
Yt = e
∫ t
0 µx+sds
(
Y0 +
∫ t
0
δudS˜u − Λt
)
,
avec (Λt)t est un processus croissant adapté continu de valeur nulle pour t = 0.
Corollaire 3.2.2 La stratégie de couverture avec (lx−Nt−)e
∫ t
0 µx+sdsδt parts investis
dans S mutualise bien les risques de mortalité :
min
(
0,
V˜ ∗0 +
∫ t
0
e
∫ u
0 µx+sdsδudS˜u − (lx −Nt)g˜t
lx
)
→ 0
en probabilité quand lx → +∞.
Le corollaire nous assure qu'en suivant une stratégie auto-ﬁnançante consistant à
investir (lx−Nt−)e
∫ t
0 µx+sdsδt parts dans l'actif risqué, la perte éventuelle par assuré,
liée à l'exercice en t est négligeable lorsque le nombre de souscripteurs lx est suﬃ-
samment grand.
Preuve du théorème 3.2.1
On a :
V˜ ∗t =
lx∑
i=1
esssupτ∈τ it,TE[1{Ti>τ}g˜τ |Ft]
=
lx∑
i=1
esssupτ∈τ it,T 1{Ti>t}E[1{Ti>τ}g˜τ |Ft]
=
lx∑
i=1
esssupτ∈τ it,T 1{Ti>t}E[1{Ti>τ}g˜τ |Gt ∨ σ{1{Ti≤u}, u ≤ t}].
On sait que pour tout τ ∈ τ it,T , il existe τ ′ ∈ τGt,T tel que :
τ ∧ Ti = τ ′ ∧ Ti
où τGt,T désigne l'ensemble des G-temps d'arrêts compris entre t et T (voir [Pro04],
page 370).
Notons F it = Gt ∨ σ{1{Ti≤u}, u ≤ t}. Donc
esssupτ∈τ it,TE[1{Ti>τ}g˜τ |F
i
t ] = esssupτ∈τ it,TE[1{Ti>Ti∧τ}g˜Ti∧τ |F
i
t ]
= esssupτ∈τGt,TE[1{Ti>Ti∧τ}g˜Ti∧τ |F
i
t ]
= esssupτ∈τGt,TE[1{Ti>τ}g˜τ |F
i
t ].
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La dernière expression se développe comme suit
esssupτ∈τGt,TE[1{Ti>τ}g˜τ |F
i
t ] =
P(Ti > t|F it )
P(Ti > t|Gt) esssupτ∈τGt,TE[1{Ti>τ}g˜τ |Gt]
= 1{Ti>t}e
∫ t
0 µx+sdsesssupτ∈τGt,TE[1{Ti>τ}g˜τ |Gt]
(voir lemme 5.1.2 p.143 dans [BR02]).
Ainsi :
V˜ ∗t = (lx −Nt)Yt
avec
Yt = e
∫ t
0 µx+sdsesssupτ∈τGt,TE[1{T1>τ}g˜τ |Gt]
= e
∫ t
0 µx+sdsesssupτ∈τGt,TE[g˜τE[1{T1>τ}|Gτ ]|Gt]
= esssupτ∈τGt,TE[e
− ∫ τt µx+sdsg˜τ |Gt].
On sait que (e−
∫ t
0 µx+sdsYt)t est l'enveloppe de Snell de (e
− ∫ t0 µx+sdsg˜t)t≥0 : dans notre
cadre de marché brownien, Y est une G-supermartingale continue qui admet une
décomposition de Doob-Meyer :
e−
∫ t
0 µx+sdsYt = Rt − Λt
où R est une G-martingale continue et Λ est un processus G-adapté croissant
continu avec Λ0 = 0 (voir [Kar88]). R étant une martingale brownienne de carré
intégrable, Rt = R0 +
∫ t
0
δudS˜u avec (δt)0≤t≤T est un processus prévisible tel que
E
[∫ T
0
δ2ud〈S˜〉u
]
<∞. Par suite
Yt = e
∫ t
0 µx+sds
(
Y0 +
∫ t
0
δudS˜u − Λt
)
. 2
Preuve du corollaire 3.2.2
Une application de la formule d'Itô à l'expression V˜ ∗t = (lx−Nt)Yt (théorème 3.2.1)
nous permet d'écrire :
V˜ ∗t = V˜
∗
0 +
∫ t
0
(lx −Nu−)dYu −
∫ t
0
Yu−dNu
= V˜ ∗0 +
∫ t
0
(lx −Nu−)e
∫ u
0 µx+sdsd(e−
∫ u
0 µx+sdsYu)
+
∫ t
0
(lx −Nu−)µx+uYu−du−
∫ t
0
Yu−dNu
= V˜ ∗0 +
∫ t
0
(lx −Nu−)e
∫ u
0 µx+sdsdRu −
∫ t
0
(lx −Nu−)e
∫ u
0 µx+sdsdΛu
−
∫ t
0
Yu−d
(
Nu −
∫ u
0
(lx −Ns−)µx+sds
)
.
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Finalement, on obtient
V˜ ∗t = V˜
∗
0 +
∫ t
0
(lx −Nu−)e
∫ u
0 µx+sdsδudS˜u −
∫ t
0
(lx −Nu−)e
∫ u
0 µx+sdsdΛu −
∫ t
0
Yu−dMu.
Ainsi, en suivant la stratégie auto-ﬁnançante avec ξt = (lx − Nt−)e
∫ t
0 µx+sdsδt parts
de S en t, si l'exercice se fait en t, la perte actualisée par assuré est :
Ct =
V˜ ∗0 +
∫ t
0
e
∫ u
0 µx+sdsξudS˜u − (lx −Nt)g˜t
lx
=
V˜ ∗t − (lx −Nt)g˜t +
∫ t
0
(lx −Nu−)e
∫ u
0 µx+sdsdΛu +
∫ t
0
Yu−dMu
lx
≥
∫ t
0
Yu−dMu
lx
,
car V˜ ∗t ≥ (lx−Nt)g˜t (évident à partir du théorème 3.2.1) et
∫ t
0
(lx−Nu−)e
∫ u
0 µx+sdsdΛu ≥
0 (Λ est un processus croissant).
Or E
[(∫ t
0 Yu−dMu
lx
)2]
= 1
lx
C → 0 quand lx → +∞ avec C est une constante indé-
pendante de lx. D'après l'inégalité de Markov, pour tout  > 0
P (|min(Ct, 0)| > ) ≤ E[min(Ct, 0)
2]
2
≤
E
[
min(
∫ t
0 Yu−dMu
lx
, 0)2
]
2
≤
E
[(∫ t
0 Yu−dMu
lx
)2]
2
.
D'où le résultat du corollaire. 2 Pour les tests numériques, on se place dans le
même cadre que dans la section précédente avec S0 = 1, σt = σ = 25%, T = 15, rt =
r = 6%, g(s) = max(s,K), K = 2.45. Concernant la mortalité on opte toujours
pour un taux constant :
µx+s = µ = 0.00439.
On a dans cas
CT =
− ∫ T
0
Yuλudu+
∫ T
0
YudNu
lx
.
Le calcul de Y s'apparente à celui d'un call américain avec dividende, donc diﬀé-
rent d'un call européen (voir théorème 3.1 dans [Vil99]). On génère M = 20000
simulations.Concernant
∫ T
0
Yuλudu qu'on approche par la formule des rectangles, la
diﬃculté de la simulation ici est de devoir calculer Y à chaque date de discrétisation
j∆t et pour chaque valeur simulée Sij (correspondant à la valeur du sous-jacent de
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la simulation i à la date j∆t) alors qu'on ne dispose pas de formule fermée pour Y
(le prix américain). Deux choix sont possibles ; Soit d'utiliser pour chaque simula-
tion et à chaque date de discrétisation une méthode de Monte-Carlo pour calculer
Y ce qui est, malgré la bonne précision, très coûteux en temps de calcul et n'est
pas réaliste en pratique, soit d'avoir recours (ce que nous utilisons dans notre cas)
à une méthode d'arbre binomiale construite avec les même dates de discrétisation
en temps j∆t pour calculer Y . On interpole linéairement entre les deux valeurs
des noeuds correspondant au segment contenant la coordonnée (j∆t, Sij) ou l'on
prend la valeur du noeud extrême le plus proche de cette coordonnée si ce segment
n'existe pas. Quant à la quantité
∫ T
0
YudNu, elle est égale à
∑lx
k=1 YT ∗k 1{T ∗k≤T} avec
(T ∗k )k est la permutation en ordre croissant de la suite (Tk)k. On simule ici M réa-
lisations pour (T ∗k ) qu'on note (T
i
k)i,k et ensuite M réalisations pour (ST ∗k )k notées
(Sik)i,k. Pour calculer Y pour un temps T
∗
k < T et pour une valeur de sous-jacent
égale à Sik, on se sert de l'arbre binomiale construit précédemment en faisant cette
fois deux interpolations linéaire. Pour ce faire, on considère dans l'arbre le triangle
contenant la coordonnée (T ik, S
i
k) et le point P d'intersection de la droite déterminée
par le noeud N de coordonnée temps diﬀérente parmi les trois formant le triangle
et le point (T ik, S
i
k) avec la droite contenant les deux noeuds restants. On fait une
première interpolation en S entre ces deux derniers noeuds pour calculer le prix au
point P . Ensuite on procède à une seconde interpolation en temps entre le noeud
N et le point P pour calculer la valeur de Y au point (T ik, S
i
k) (voir ﬁgure 3.1).
Figure 3.1  Double interpolation du prix selon la position de la coordonnée C.
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On trace l'histogramme du coût par assuré −CT
lx
= −
∫ T
0 YudMu
lx
ainsi que celui de
la loi normale centrée réduite correspondante aux moyenne et écart-type estimés.
Concernant le cas à 1 et 10 assurés (Figure 4.3), les mêmes remarques que dans le
cas européen restent valables à une nuance près due au fait que dans ce cas les valeurs
extrêmes de l'histogramme du coût sont plus grandes que dans le cas européen. D'un
autre côté, la visualisation de la ﬁgure 3.5 exhibe que la mutualisation du risque
de mortalité dans le cas américain peut nécessiter plus d'assurés (1000 assurés) que
dans la cas Européen (100 assurés).
Figure 3.2  Histogramme du coût pour 1 et 10 assurés dans le cas européen.
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Figure 3.3  Histogramme du coût pour 50 et 100 assurés dans le cas européen.
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Figure 3.4  Histogramme du coût pour 1 et 10 assurés dans le cas américain.
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Figure 3.5  Histogramme du coût pour 100 et 1000 assurés dans le cas américain.
Chapitre 4
Régression empirique
En utilisant la régression par moindres carrés pour calculer le prix d'un produit
européen, le but dans ce chapitre est de mettre en évidence l'impact du choix
de fonctions de base, de leur nombre ainsi que du nombre de simulations, sur la
convergence de l'estimateur par moindres carrés.
4.1 Description du cas test : Modèle et Payoﬀ
On considère deux sous-jacents S1 et S2 de dynamique :
dS1t
S1t
= σ1dW 1t ,
dS2t
S2t
= σ2dW 2t
où W 1,W 2 sont deux mouvements browniens standards indépendants. On néglige
le taux d'intérêt.
On considère un produit qui verse à maturité le ﬂux :
H = (S2T − (1− α)S1T )+ − (α + β)(S2T − S1T )+ − (S2T − (1 + β)S1T )+.
On choisit ce type de payoﬀ pour avoir une formule explicite de prix au temps u < T
qu'on veut homogène en S1 et S2 et diﬀérent des options d'échange habituelles où
le prix est proche d'une forme quadratique. On prendra pour les tests numériques :
T = 2, u = 1, σ1 = σ2 = 0.15, S10 = S
2
0 = 10, α = 0.1, β = 0.15.
Par la formule de Margrabe ( [Mar78]) pour l'option d'échange, P (S1u, S
2
u) le
prix du produit au temps u s'écrit sous la forme :
P (S1u, S
2
u) = EO(T−u, S2u, (1−α)S1u)−(α+β)EO(T−u, S2u, S1u)−EO(T−u, S2u, (1+β)S1u)
avec :
EO(τ, s2, s1) = s2N (d+)− s1N (d−)
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où
d± =
log(s2/s1)± (σ2/2)τ
σ
√
τ
.
σ =
√
σ21 + σ
2
2 et N est la fonction de répartition standard de la loi normale centrée
réduite.
Le but est de calculer P (S1u, S
2
u) = E[H|S1u, S2u] en utilisant la régression par
moindres carrés. On note par P˜N le prix estimé pour le jeu de données (S
1,i, S2,i)1≤i≤N
et par FN l'espace d'approximation contenant les fonctions de base (peut dépendre
des données). Ainsi, on a :
P˜N = arg min
f∈FN
1
N
N∑
i=1
(
f(S1,iu , S
2,i
u )−Hi
)2
.
4.2 Choix de fonctions de base
4.2.1 Fonctions de base à 2 variables
Dans nos tests numériques, on va considérer dans un premier temps que FN est
un espace vectoriel engendré par les fonctions de base à deux variables (ψij)1≤i,j≤K .
On s'intéresse aux cas suivants des fonctions ψij :
1. Polynômes à 2 variables :
ψi,j(X, Y ) = X
iY j.
2. Espace (noté 2dAffineMemeSurf) de fonctions à 2 variables aﬃnes par mor-
ceaux sur des pavés Aij de même surface formant une partition d'un pavé
[min1,max1]× [min2,max2] contenant les données (voir Figure 4.2) :
ψij(X, Y ) = (aijX + bijY + cij)1Aij
avec :
Aij = [min1 + δ1(i − 1),min1 + δ1i[×[min2 + δ2(j − 1),min2 + δ2j[ (avec
intervalle fermé pour i = K ou j = K), où :
δ1 =
max1 −min1
K
, δ2 =
max2 −min2
K
On peut choisir
min1 = min
n
(S1,nu ),max1 = max
n
(S1,nu ),min2 = min
n
(S2,nu ),max2 = max
n
(S2,nu ).
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Figure 4.1  Découpage en pavés de même surface (voir [GKKW02])
Sinon, on peut ﬁxer les bords de manière déterministe mais un certain nombre
(faible) de données peut se trouver en dehors du pavé global.
3. Espace (noté 2dConstMemeSurf) de fonctions à 2 variables constantes par
morceaux sur des pavés Aij de même surface :
ψij(X, Y ) = cij1Aij
avec Aij construit comme dans le cas 2. Notons P˜3,N(x, y) le prix obtenu par
cette régression .
4. On va estimer le prix en procédant à une interpolation bilinéaire entre les
centres des pavés Aij (qu'on note (d
1
j , d
2
j)) du prix par moindres carrés obtenu
dans le cas 3. Notons ce prix par P˜4,N(x, y), qui est construit de la manière
suivante.
On a P˜3,N =
∑
1≤i,j≤K cij1Aij avec cij des constantes.
Le principe est de procéder dans un premier temps à une interpolation linéaire
selon une direction et de la refaire selon l'autre direction.
Supposons qu'on veut trouver la valeur de P˜4,N au point (x, y) entouré des
centres C11 = (x1, y1), C12 = (x1, y2), C21 = (x2, y1), C22 = (x2, y2).
On fait d'abord une interpolation linéaire dans la direction x. On obtient :
P˜4,N(R1) =
x2 − x
x2 − x1 P˜4,N(C11) +
x− x1
x2 − x1 P˜4,N(C21),
P˜4,N(R2) =
x2 − x
x2 − x1 P˜4,N(C12) +
x− x1
x2 − x1 P˜4,N(C22)
avec R1 = (x, y1) et R2 = (x, y2).
Ensuite on interpole selon la direction de y :
P˜4,N(x, y) =
y2 − y
y2 − y1 P˜4,N(R1) +
y − y1
y2 − y1 P˜4,N(R2).
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Si (x, y) se trouve maintenant près du bord de notre partition, l'interpolation
reste linéaire parallèlement au bord et constante perpendiculairement. Au
coin, l'approximation est constante. On remarque que même si chaque étape
est linéaire, l'interpolation résultante globale est une fonction quadratique.
5. Espace (noté 2dAffineMemeData) de fonctions à 2 variables aﬃnes par mor-
ceaux sur des pavés Aij de même nombre de données qui forment une partition
de [minn(S
1,n
u ),maxn(S
1,n
u )]× [minn(S2,nu ),maxn(S2,nu )] :
ψij(X, Y ) = (aijX + bijY + cij)1Aij .
Pour construire les Aij (voir Figure 4.2), on procède comme suit : selon l'axe de
S1u, on découpe les données (S
1,i
u , S
2,i
u )1≤i≤N enK paquets tels que les premières
coordonnées forment des blocs de même nombre de données. La frontière selon
cette direction entre deux blocs adjacents est la coordonnée milieu entre la
dernière coordonnée du premier bloc et la première coordonnée du second. On
obtient ainsi K rectangles. De la même manière, on découpe chaque rectangle
selon le deuxième axe de S2u en K blocs de même nombre de données. Ainsi
on obtient K2 blocs contenant N
K2
réalisations (sauf éventuellement ceux de
la frontière). Une autre manière de procéder est de découper d'abord selon
S2u et puis selon S
1
u. Cependant, vu que dans nos tests on prend S
1 et S2 de
même volatilité, alors les deux façons de découper sont équivalentes (problème
symétrique) et par suite on utilisera uniquement le premier découpage.
Figure 4.2  Découpage en pavés de même nombre de données (voir [GKKW02])
6. Espace (noté 2dConstMemeData) de fonctions à 2 variables constantes par
morceaux sur des pavés Aij de même nombre de données qui forment une
partition de [minn(S
1,n
u ),maxn(S
1,n
u )]× [minn(S2,nu ),maxn(S2,nu )] :
ψij(X, Y ) = cij1Aij
avec Aij construit comme dans le cas 2dAffineMemeData.
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7. On va estimer le prix en procédant à une interpolation bilinéaire entre les
centres des pavés Aij du prix par moindres carrés obtenu dans le cas 6. No-
tons ce prix par P˜7. L'interpolation est similaire à celle du cas 4.
4.2.2 Réduction de dimension et fonctions à une variable
Puisque le payoﬀ H est homogène et le processus (S1u, S
2) est log-normal, alors :
P (S1u, S
2
u) = S
2
uP (
S1u
S2u
, 1). Pour préserver cette propriété d'homogénéité dans le prix
estimé par moindres carrés, il est judicieux d'utiliser des fonctions de base de la
forme (S2φk(
S1
S2
))1≤k≤K . De manière similaire, on s'intéressera dans nos tests aux
cas suivants :
1. Polynômes à 1 variable :
φk(X) = X
k.
2. Espace (noté 1dAffineMemeSurf) de fonctions à 1 variable aﬃnes par mor-
ceaux sur des intervalles Ik de même longueur formant une partition d'un
intervalle [min,max] :
φk(X) = (akX + bk)1Ik
avec
Ik = [min+ δ(k − 1),min+ δk] où δ = max−min
K
.
On peut choisir
min = min
n
(
S1,nu
S2,nu
),max = max
n
(
S1,nu
S2,nu
).
Sinon on peut ﬁxer les bords de manière déterministe.
3. Espace (noté 1dAffineMemeData) de fonctions à 1 variable aﬃnes par mor-
ceaux sur des intervalles Ik de même nombre de données qui forment une
partition de [minn(
S1,nu
S2,nu
),maxn(
S1,nu
S2,nu
)] :
φk(X) = (akX + bk)1Ik .
4.2.3 Calcul pratique de la solution du problème des moindres
carrées
On a vu que le prix estimé vériﬁe :
P˜N = arg min
f∈FN
1
N
N∑
i=1
(f(Xi)−Hi)2 avec Xi = (S1,iu , S2,iu ).
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Si FN est généré par p1, p2, . . . , pK , alors on se ramène au problème de moindres
carrées suivant :
inf
α
1
N
N∑
i=1
(Hi − α.p(Xi))2
avec p = (p1, . . . , pK) et α = (α1, . . . , αK) ∈ RK . Si on pose B = (p(Xi))1≤i≤N
(matrice de taille N ×K) et H = (H1, . . . , HN)t, alors notre problème s'écrit sous
forme :
inf
α
‖Bα−H‖22.
Quand B est de rang K, il existe une solution unique au problème. Cependant,
lorsqu'il y a des colinéarités entre les colonnes de B, il y a une inﬁnité de solutions
α et il est essentiel de choisir une façon de résoudre le problème de moindres carrées.
On peut procéder par deux méthodes.
Méthode 1(SVD).
On eﬀectue une décomposition en valeurs singulières (notée SVD, voir chapitre
5 de [GVL96]) de B sous la forme : B = UΣBV t avec U et V deux matrices
orthogonales respectivement de tailles N×N et K×K et ΣB une matrice diagonale
de taille N ×K de la forme :
ΣB =

σB1 0 · · · 0
0 σB2
. . .
...
...
. . . . . . 0
0 · · · 0 σBK
0 · · · · · · 0
...
...
0 · · · · · · 0

où σB1 ≥ σB2 ≥ · · · ≥ σBK .
Si B n'est pas de rang plein, alors il existe r < K tel que σBr+1 = · · · = σBK = 0.
On a :
‖Bα−H‖22 = ‖UΣBV tα−H‖22
= ‖ΣBV tα− U tH‖22
=
N∑
i=1
((ΣBV tα)i − (U tH)i)2
=
r∑
i=1
(σBi (V
tα)i − (U tH)i)2 +
N∑
i=r+1
((U tH)i)
2
4.2. Choix de fonctions de base 69
L'ensemble des solutions S est :
S =
{
α ∈ RK/(V tα)i = (U
tH)i
σBi
, 1 ≤ i ≤ r
}
=
{
V
(
(U tH)1
σB1
, · · · , (U
tH)r
σBr
, λr+1, · · · , λK
)t
, λr+1, · · · , λK ∈ R
}
On choisit la solution de norme euclidienne minimale qui correspond à :
αSV D = V
(
(U tH)1
σB1
, · · · , (U
tH)r
σBr
, 0, · · · , 0
)t
= V ΣB,−1U tH
avec ΣB,−1 de taille K ×N déﬁnie comme suit :
ΣB,−1 =

1
σB1
0 · · · · · · · · · · · · 0 · · · · · · 0
0 1
σB2
. . . · · · · · · · · · ... ...
...
. . . . . . . . . · · · · · · ... ...
... · · · . . . 1
σBr
. . . · · · ... ...
... · · · · · · . . . 0 . . . ... ...
... · · · · · · · · · . . . . . . 0 ...
0 · · · · · · · · · · · · 0 0 · · · · · · 0

.
Méthode 2 (Equation normale).
La fonction de α à minimiser étant convexe et diﬀérentiable, le problème est
équivalent à :
BtBα = BtH.
On eﬀectue une décomposition en valeurs singulières de BtB qui s'écrit BtB =
V1ΣV
t
1 avec V1 une matrice orthogonale de taille K × K, Σ une matrice de la
forme :
Σ =

σ1 0 · · · 0
0 σ2
. . .
...
...
. . . . . . 0
0 · · · 0 σK

où σ1 ≥ σ2 ≥ · · · ≥ σK sont les valeurs propres de BtB. Si B n'est pas de rang
plein alors BtB n'est pas inversible et par suite il existe r < K tel que σr+1 = · · · =
σK = 0.
Il est facile de voir que V1 = V et σi = (σ
B
i )
2, 1 ≤ i ≤ K. On introduit le pseudo
inverse A de BtB déﬁni par :
A = V Σ−1V t
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où
Σ−1 =

1
σ1
0 · · · · · · · · · · · · 0
0 1
σ2
. . . · · · · · · · · · ...
...
. . . . . . . . . · · · · · · ...
... · · · . . . 1
σr
. . . · · · ...
... · · · · · · . . . 0 . . . ...
... · · · · · · · · · . . . . . . 0
0 · · · · · · · · · · · · 0 0

.
La solution qu'on choisit au problème de moindres carrées est αEN = ABtH.
Comparaison des deux méthodes.
On a :
αEN = V Σ−1U tBtH = V Σ−1V tV (ΣB)tU tH
= V Σ−1(ΣB)tU tH = V ΣB,−1U tH = αSV D.
Donc d'un point de vue théorique les deux méthodes aboutissent au même résultat.
Par contre, il est intéressant de les comparer d'un point de vue pratique. D'abord,
avec la méthode 2 il peut y avoir une perte de precision numérique lors du calcul
de BtB, mais cet impact peut être négligé vu que les machines actuelles ont une
double précision. Quant au conditionnement de la matrice BtB, il est égal à
(
σB1
σBr
)2
c'est à dire égal au carré de celui de la matrice B. Ainsi, la méthode 1 est plus
stable. Enﬁn, d'un point de vue de coût algorithmique, la deuxième méthode est
plus rapide car elle exige NK
2
2
+ 12K3 opérations tandis que la première demande
2NK2 + 11K3(Voir chapitre 5 de [GVL96]).
Il est à noter que dans le cas où B est de rang plein, le problème peut être aussi
résolu par la méthode d'équations normales via une décomposition de Cholesky sur
BtB, ce qui requiert (N +K/3)K2 opérations ou par un méthode de décomposition
QR sur B qui exige 2K2(N −K/3) opérations. Ainsi, d'un point de vue temps de
calcul et stockage, l'approche de l'équation normale est mieux adaptée (car N >>
K). Cependant, la solution par la deuxième approche reste assez stable seulement
lorsque le conditionnement de B n'est pas trop grand et l'erreur résiduelle ρ =
infα ‖Bα−H‖2 du problème est faible (Voir chapitre 5 de [GVL96]).
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4.3 Régression empirique par moindres carrées stan-
dards
4.3.1 Rappel de la littérature sur les majorations d'erreur
Pour discuter de la qualité du prix estimé on s'intéresse à l'erreur quadratique
empirique ‖P˜N − P‖N déﬁnie par :
‖P˜N − P‖2N =
1
N
N∑
i=1
(P˜N(S
1,i
u , S
2,i
u )− P (S1,iu , S2,iu ))2.
Avant de présenter les résultats numériques, on énonce le théorème suivant(voir
théorème 11.1 de [GKKW02]) :
Théorème 4.3.1 Supposons que Σ2 = sups1,s2∈RVar{H|S1u = s1, S2u = s2} <∞.
Si FN est un espace vectoriel linéaire de fonctions f : R2 7→ R de dimension KN
alors :
E
[
‖P˜N − P‖2N
]
≤ Σ2KN
N
+ E
[
inf
f∈FN
‖f − P‖2N
]
.
L'erreur globale E = E
[
‖P˜N − P‖2N
]
se majore par la somme de deux termes
connue sous le nom décomposition biais/variance. Le premier terme représente l'er-
reur statistique Es qui est inversement proportionnelle au nombre de simulations
et proportionnelle à la dimension de FN . Quant au deuxième, il représente l'erreur
d'approximation Eapp. Ainsi, même si l'espace FN a une bonne qualité d'approxi-
mation, l'erreur statistique peut être assez considérable et par conséquent il faut
augmenter beaucoup le nombre de simulations, surtout si KN est grand, pour la
rendre comparable à Eapp.
Commentaires :
1. On a :
Eapp ≤ inf
f∈FN
E
[‖f − P‖2N] .
2. Si FN est déterministe :
Eapp ≤ inf
f∈FN
E
[|f(S1u, S2u)− P (S1u, S2u)|2] .
4.3.2 Validation numérique du théorème 4.3.1
Dans nos tests, on s'intéressera à la quantité E
[
‖P˜N − P‖2N
]
. Vu qu'on ne dis-
pose pas de formule fermée pour E
[
‖P˜N − P‖2N
]
, on va donc l'approcher par sa
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moyenne empirique qu'on notera E˜ en générant M jeux de scénarii de N trajec-
toires de (S1, S2) aux temps u = 1 et T = 2 qu'on note (S1,iu,j, S
2,i
u,j)1≤i≤N (avec
1 ≤ j ≤M). On note par P˜ jN le prix estimé par le jeu j. On a donc :
E˜ =
1
M
M∑
j=1
1
N
N∑
i=1
(P˜ jN(S
1,i
u,j, S
2,i
u,j)− P (S1,iu,j, S2,iu,j))2.
Par la loi des grands nombres, E˜ converge presque sûrement vers E quandM →∞.
D'abord, on visualise log(E˜) en fonction de N pour diﬀérents choix de fonctions
de base. Un des objectifs des tests suivants est de valider expérimentalement le
théorème 4.3.1 et voir dans quelles mesures la majoration donnée est plutôt ﬁne ou
grossière, dans les exemples de fonctions de base considérées.
On peut tirer les conclusions suivantes :
 Concernant la régression par polynômes (voir Figures 3) où KN = 10 (le degré
de polynôme deg est inférieur ou égal à 3 pour le cas 2 variables et inférieur ou
égale à 9 pour le cas 1 variable), les polynômes à une variable sont meilleures
que ceux à deux variables. Ceci est cohérent avec l'eﬀet de réduction de la
dimension et avec le fait que le cas à 1 variable, au contraire de celui à 2 va-
riables, préserve la propriété d'homogénéité du prix. Mais l'erreur globale est
importante pour un nombre de simulations inférieur à 100 000. Ceci s'explique
par la dominance de Es qui décroît en 1
N
(voir théorème 4.3.1) par rapport à
l'erreur d'approximation. Pour le cas à 1 seule variable, il faut beaucoup plus
de simulations pour que l'erreur globale converge vers Eapp ce qui est attendu
vu que l'erreur d'approximation pour ce cas est plus petite (eﬀet réduction de
dimension et préservation de l'homogénéité).Cependant, l'augmentation du
nombre de fonctions de base (voir Figure 3) et par conséquent le degré de
polynômes pour KN = 45 (deg ≤ 8 pour le cas 2 variables et deg ≤ 44 pour le
cas à 1 variable) et KN = 105 (deg ≤ 13 pour le cas 2 variables et deg ≤ 104
pour le cas à 1 variable), engendre beaucoup d'instabilité dans la régression.
Ceci est dû au fait que la matrice d'inversion du système de moindres carrés
est mal conditionnée à cause de ses valeurs très grandes et très petites.
 La visualisation des résultats de fonctions locales par morceaux sur des parties
de même aire (Figure 4) permet de conclure que la qualité d'approximation
de l'espace 1dAffineMemeSurf est meilleure. L'erreur statistique est considé-
rable lorsqu'on se limite à un petit nombre de simulations. Cette observation
s'accentue encore davantage si on augmente le nombre de fonctions de base ce
qui est en cohérence avec l'expression de Es dans le Théorème 3.1. En d'autre
termes, il vaut mieux utiliser un espace de faible dimension lorsqu'en pratique
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on est limité en nombre de simulations.
 Pour le cas de fonctions locales par morceaux sur des parties de même nombre
de données (Figure 5), il en sort que l'espace 1dAffineMemeData approche
mieux le prix (Eﬀet réduction de dimension et homogénéité) à condition que
l'erreur statistique soit écrasée ce qui se constate pour un nombre de simula-
tions assez grand et pour un faible nombre de fonctions de base.
 L'interpolation de l'estimateur par fonctions locales constantes par morceaux
est moins avantageuse qu'une régression sur des fonctions locales aﬃnes par
morceaux, que ce soit sur des pavés de même surface ou de même nombre de
données (Figures 4 et 5).
 Enﬁn, la ﬁgure 6 montre que la comparaison des diﬀérentes méthodes demeure
plus subtile. En eﬀet, les polynômes sont les mieux adaptés mais à condition
de se limiter à un faible degré. Si on veut augmenter plus la dimension de l'es-
pace d'approximation, les polynômes cèdent la première place aux fonctions
aﬃnes par morceaux à une variable. On remarque aussi que pour ces fonctions,
l'utilisation d'intervalles avec le même nombre de données est mieux pour un
petit nombre de fonction de bases. Par contre pour un grand nombre, il n'est
pas possible de trancher au vu de nos simulations limitées à N = 200000.
Pour fonder une idée sur l'optimalité de la majoration de l'erreur dans le théorème
3.1, on trace E˜ en fonction de 1
N
. On obtient les graphes suivants des ﬁgures 7 et 8.
Concernant le premier graphe de la ﬁgure 7 consacré aux fonctions à 2 variables
avec à peu près le même K, on remarque que la dépendance de l'erreur est linéaire
et que les pentes sont assez proches. Ceci est en concordance avec la majoration
de l'erreur qui est linéaire en 1
N
à nombre de fonctions de base égal. Le deuxième
graphe conﬁrme cette remarque pour les fonctions à une seule variable. Il est in-
téressant de noter que les rapports des pentes des courbes de fonctions constantes
par morceaux pour KN = 49 avec celles pour KN = 16 valent
240
61
et 142
49
c'est à dire
proche de 49
16
= 3.06. Ceci est cohérent avec la croissance linéaire de la majoration
de l'erreur en fonction du nombre de fonctions de base. Cette remarque est aussi
valable pour les fonctions aﬃnes par morceaux (Figure 8).
Enﬁn, la comparaison des diﬀérentes ﬁgures précédentes permet de conclure que
les pentes des courbes demeurent du même ordre de grandeur à nombre de fonctions
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de base égal. En eﬀet, le facteur de majoration de Es dans le théorème 3.1 dépend
de l'espace FN uniquement via sa dimension.
4.3.3 Validation croisée
On a vu que l'erreur globale dépend de N et de K. En pratique, on dispose d'un
nombre de simulations limité et par conséquent augmenter la dimension K, certes
permet d'améliorer l'erreur d'approximation, mais d'un autre côté ceci agrandit
l'erreur statistique Es. Ainsi, on peut s'intéresser à la dimension optimale Kˆ per-
mettant de faire une meilleure balance entre Eapp et Es aﬁn de minimiser l'erreur
globale. Dans un premier temps, on visualisera le comportement de l'erreur globale
en fonction de N et de K et dans un second temps, on présentera comment on peut
estimer la dimension optimale en utilisant la méthode de validation croisée.
Dans les ﬁgures qui suivent (Figures 13, 14 et 15), on trace la surface repré-
sentant l'erreur globale en fonction de N et de K pour l'espace des polynômes à 1
variable, l'espace 1dAffineMemeSurf, et l'espace 1dAffineMemeData. On remarque
que les surfaces ont des allures convexes et que pour chaque N correspond une
dimension optimale Kˆ. On note aussi que lorsque N est petit (proche de 1000),
l'erreur globale s'écarte brutalement de l'erreur globale optimale dès que K bouge
un peu autour de Kˆ. Ceci est dû essentiellement à la valeur considérable de Es pour
N petit. En eﬀet, l'erreur empirique est plus plate autour de Kˆ pour N proche de
10000.
En pratique, on dispose d'un seul jeu de scénarii et il est donc impossible de
connaître la valeur exacte de Kˆ. Ainsi, on propose ci-dessous la méthode de valida-
tion croisée pour estimer Kˆ.
On note Xi = (S
1,i
u , S
2,i
u ), Yi = Hi, Dn = {(X1, Y1), . . . , (Xn, Yn)}, et Q un
ensemble ﬁni contenant les dimensions possibles de l'espace de fonctions de base
considéré parmi lesquels on désire déterminer la dimension optimale Kˆ. Pour estimer
Kˆ, on divise notre échantillon Dn en deux (n = nl + nt) :
Dnl = {(X1, Y1), . . . , (Xnl , Ynl)} et Dnt = {(Xnl+1, Ynl+1), . . . , (Xn, Yn)}.
Pour chaqueK ∈ Q on note P˜Knl le prix estimé en utilisant l'échantillonDnl (learning
set). Kˆ est déﬁnie comme étant la dimension minimisant l'espérance de l'erreur
quadratique calculée calculée sous la vraie loi µ de (S1u, S
2
u), i.e.∫
|P˜ Kˆnl (x)− P (x)|2µ(dx) = minK∈Q
∫
|P˜Knl (x)− P (x)|2µ(dx).
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Pour estimer Kˆ (pour nl simulations), on utilise ensuite l'échantillon de test Dnt
par K˜ construit comme suit :
1
nt
n∑
i=nl+1
|P˜ K˜nl (Xi)− Yi|2 = minK∈Q
1
nt
n∑
i=nl+1
|P˜Knl (Xi)− Yi|2.
On a le résulat suivant (voir théorème 7.1 de [GKKW02]) :
Théorème 4.3.2 Soit 0 < L < +∞. Supposons que |H| ≤ L et maxK∈Q ‖PKnl ‖∞ ≤
L.
Alors, pour tout δ > 0,
E
[∫
|P˜ K˜nl (x)− P (x)|2µ(dx)
]
≤ (1 + δ)E
[∫
|P˜ Kˆnl (x)− P (x)|2µ(dx)
]
+ c
1 + log(Card(Q))
nt
,
avec c = L2(16/δ + 35 + 19δ).
Dans nos tests numériques, on traite le cas de l'espace des polynômes à 1 va-
riable, l'espace 1dAffineMemeSurf et l'espace 1dAffineMemeData. On choisit Q =
{2, 4, 6, 8, 12, 14, 16, 18, 20} pour le premier espace etQ = {4, 8, 12, 16, 20, 24, 28, 32, 36, 40}
pour le deuxième et le troisième. Enﬁn on s'intéresse au cas de nl ∈ {1000, 4000, 7000, 10000}
avec nl = nt. En se basant sur les surfaces tracées précédemment, on reporte dans
le tableau suivant Kˆ pour chaque espace et chaque nl ∈ {1000, 4000, 7000, 10000}.
nl = 1000 nl = 4000 nl = 7000 nl = 10000
Espace Polynômes 1D 4 4 6 6
Espace 1AﬀMemeSurf 8 16 16 20
Espace 1AﬀMemeData 8 8 8 12
Pour vériﬁer la méthode de validation croisée, on l'applique 100 fois pour chaque
nl ∈ {1000, 4000, 7000, 10000} et chaque espace en utilisant à chaque fois un jeu de
scénario indépendant de ceux utilisés avant. On obtient ainsi 100 réalisations de K˜
et par suite on trace le pourcentage de réalisations des valeurs possibles de K˜ pour
les diﬀérents nl et les diﬀérents espaces considérés. On obtient les graphes de la
ﬁgure 1.
On remarque que pour le premier et le troisième graphe de la ﬁgure 16, K˜ ne
s'écarte pas trop de la dimension optimale Kˆ et que son pourcentage de réalisation
(histogramme empirique) a toujours un pic pour K˜ = Kˆ pour tout nl. Quant au
graphe du milieu, les queues de distribution des courbes sont plus épaisses avec
des pics se produisant pour des K˜ légèrement diﬀérents de Kˆ. Ceci est dû es-
sentiellement à la grande stabilité de l'erreur globale autour de Kˆ pour l'espace
1dAffineMemeSurf (voir la ﬁgure 14).
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4.4 Régression par Variables de contrôles prélimi-
naires (VCP)
4.4.1 Description et heuristique numérique
Sachant que l'erreur statistique est liée à la variance conditionnelle du payoﬀ par
rapport aux deux variables sous-jacentes, on tente ici la bonne qualité de réduction
de cette variance par une méthode de régression qu'on appelle régression par VCP
(variables de contrôles préliminaires) exploitant la qualité d'approximation par po-
lynômes à faible degré. On approche dans la première étape notre payoﬀ par de tels
polynômes et dans la seconde on régresse sur des fonctions de base (polynômes, lo-
cales par morceaux) le payoﬀ auquel on a retranché les polynômes d'approximation
de la première étape.
Notons : Xi = (S
1,i
u , S
2,i
u ) et Zi = (S
1,i
u , S
2,i
u , S
1,i
T , S
2,i
T ).
Pour cela on calcule des coeﬃcients (α˜k)1≤k≤K1 qui vérifent :
(α˜k)k = arg inf
(αk)k
1
N
N∑
i=1
∣∣∣∣∣Hi −
K1∑
k=1
αkPk(Zi)
∣∣∣∣∣
2
avec (Pk)1≤k≤K1 est une famille de polynômes de faible degré.
Ensuite on calcule les coeﬃcients de régression par moindres carrées (β˜k)1≤k≤K2 vé-
riﬁant :
(β˜k)k = arg inf
(βk)k
1
N
N∑
i=1
∣∣∣∣∣Hi −
K1∑
k=1
α˜kPk(Zi)−
K2∑
k=1
βkΦk(Xi)
∣∣∣∣∣
2
avec (Φk)1≤k≤K2 est une famille de fonctions locales par morceaux ou d'autres fonc-
tions de base.
On choisit :
Pk(Zi) := S
2,i
T
(
S1,iT
S2,iT
)k
− E
S2,iT
(
S1,iT
S2,iT
)k
|S1,iu , S2,iu

= S2,iT
(
S1,iT
S2,iT
)k
− exp
(
σ2
2
(k2 + (k − 1)2 − 1)
)
S2,iu
(
S1,iu
S2,iu
)k
en exploitant que S1 et S2 sont log-normaux, indépendants, de même volatilité σ
et que T − u = 1.
Puisque E[Pk(Zi)|Xi] = 0, retrancher les Pk(Zi) du payoﬀ ne change pas la fonction
de régression, par contre on peut espérer que la variance de H −∑K1k=1 αkPk(Z)
soit bien plus petite. Par suite, il est légitime de penser pouvoir ainsi diminuer
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l'erreur statistique (terme Es dans le théeorème 3.1). On déﬁnit alors P par P˜ hN =∑K2
k=1 β˜kΦk.
Dans nos tests numériques on prendra K1 ∈ {0, 4, 8, 10, 12}. Les ﬁgures 9-10-
11-12 visualisent en échelle log l'erreur empirique globale pour diﬀérents choix de
K1 et de (Φk)1≤k≤K2 pour une plage de faible nombre de simulations (<10 000) et
une autre de grand nombre de simulations (entre 10 000 et 100 000). Dans un souci
de comparaison, nous avons aussi ajouté sur ces mêmes graphes l'erreur pour la
régression standard calculée sur un échantillon de variables antithétiques.
La ﬁgure 9 visualise pour diﬀérents K1 l'erreur globale pour K2 = 10 polynômes
à une variable. On remarque que la réduction de variance par la régression par
VCP, comparée à une régression classique, améliore la convergence de l'erreur glo-
bale (à part pour K2 = 12). Il est intéressant de noter que l'erreur statistique est
considérable pour N très petit surtout lorsque K1 est grand. Ainsi, on peut noter
que pour un très faible nombre de simulations, l'utilisation de K1 = 4 polynômes
suﬃt, tandis que lorsque N est suﬃsamment grand le choix K1 = 8 devient optimal.
L'étude de l'espace 1dAffineMemeData pourK2 = 12 (Figure 10) permet d'abou-
tir aux mêmes conclusions que précedemment. En outre, les courbes pour K1 ∈
{4, 8, 10} convergent vers une même erreur globale (erreur d'approximation) dès
que N ≥ 10000. Ceci s'explique par la réduction de variance qui permet de rendre
l'erreur statisque rapidement comparable au biais. Quant au cas K1 = 12, il n'est
pas stable vu le degré élevé des polynômes.
Concernant l'espace 2dAffineMemeSurf (Figure 11), outre ce qui a été dit, on
voit que la convergence de l'erreur globale est plus rapide que précedemment sur-
tout pour K1 ∈ {4, 8, 10}. Ceci est dû à la mauvaise qualité d'approximation de
l'espace 2dAffineMemeSurf par rapport aux espaces d'avant.
Il est important de noter que, sur ce cas de test, la méthode par variables anti-
thétiques n'apporte aucune amélioration par rapport à la régression standard.
Enﬁn, la comparaison de la ﬁgure 12 à la ﬁgure 10 montre que lorsque K2 est
grand (par exemple 50), l'eﬀet de réduction de variance est encore plus visible vu
que le terme de l'erreur statistique initiale est plus important. C'est ce qui explique
le grand écart des erreurs globales entre le cas sans réduction et les cas avec réduc-
tion de variance.
Avant de conclure quant à la pertinence de la méthode proposée, il est légitime
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de se demander comment se comporte la régression par VCP si le calcul des coeﬃ-
cients à la première étape est fait avec un échantillon indépendant. Les ﬁgures 17,
18 et 19 apportent une réponse à cette question. En eﬀet, en constate que dans ce
cas la méthode est moins bonne et moins stable surtout lorsque N est petit. Ceci
peut s'expliquer par le fait que la minimisation de la variance empirique lors de la
première étape n'assure pas forcément que cette quantité soit petite en changeant
d'échantillon dans la seconde étape, surtout avec un petit nombre de simulation.
En guise de conclusion, la régression par VCP accélère nettement la convergence
de l'erreur globale de l'estimateur des moindres carrées vers l'erreur d'approximation
indépendamment de l'espace de projection choisi. Néanmoins, à la lumière de ces
tests, il est vraisemblable que le choix optimal de K1 obéit encore à une balance
équilibrée entre biais et variance :
 Choisir un K1 trop petit va peu réduire la variance mais l'estimation des
coeﬃcients α˜k est meilleure (moindre erreur statistique dans leurs calculs).
 Opter pour un K1 trop grand va mieux réduire la variance, mais l'erreur
statistique dans l'estimation des coeﬃcients α˜k va être très importante et
peut faire perdre l'intérêt d'une régression par VCP.
La quantiﬁcation de l'erreur globale en fonction de K1, K2 et N fait l'objet des
parties suivantes. On peut aussi envisager ici une validation croisée pour le choix
de optimal K1 et K2, problème que nous laissons pour des recherches ultérieures.
4.4.2 Quantiﬁcation de l'erreur
Soient d1, d2, K1 et K2 des entiers strictement positifs.
Soient h une fonction de Rd1 → R et (Pk)1≤k≤K1 une famille de fonctions de Rd1 → R
tel que ‖Pk‖∞ ≤ 1 pour 1 ≤ k ≤ K1.
Soient Z et X des variables aléatoires à valeurs respectivenent dans Rd1 et Rd2 .
On suppose que :
∀1 ≤ k ≤ K1 : E[Pk(Z)|X] = 0 et ∃L > 1 : ‖h‖∞ ≤ L.
On se donne un échantillon (Zi, Xi)1≤i≤N de variable aléatoires indépendantes et
de même que loi que (Z,X). Soit FN un espace vectoriel de fonctions f : Rd1 → R
de dimension K2 engendré par une base de fonctions qu'on note (Φk)1≤k≤K2 qui
peuvent éventuellement dépendre des données (X1, · · · , XN).
Le but est de calculer par une méthode de moindres carrées avec réduction de
variance un estimateur m˜N de la fonction de régression m défnie par :
m(x) = E[H|X = x] avec H = h(Z).
Voici les notations :
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 Hi = h(Zi) et DN = {(Z1, X1), · · · , (ZN , XN)}.
 µ la mesure de loi associée à (Z,X) et µN sa version empirique calculée sur
l'échatillon DN :
µN(dz, dx) :=
1
N
N∑
i=1
δ(Zi,Xi)(dz, dx)
où δ(z,x) est la masse de dirac au point (z, x) ∈ Rd1 × Rd2 .
 pour deux fonctions g1, g2 de Rd1 ×Rd2 → R, on déﬁnit les produits scalaires
<,>µ et <,>µN ainsi que les deux normes associées ‖.‖µ et ‖.‖µN par :
< g1, g2 >µ=
∫
g1(z, x)g2(z, x)µ(dz, dx),
< g1, g2 >µN=
1
N
N∑
i=1
g1(Zi, Xi)g2(Zi, Xi),
‖g1‖2µ =
∫
g1(z, x)
2µ(dz, dx) et ‖g1‖2µN =
1
N
N∑
i=1
|g1(Zi, Xi)|2.
 On introduit un espace de coeﬃcients utilisés pour la réduction de variance :
A = {α ∈ RK1 : ‖α‖1 =
K1∑
i=1
|αi| ≤ L}.
Par l'inégalité triangulaire, on remarque que A est convexe fermé non vide.
On fait ce choix pour A car on aura besoin pour la preuve du théorème 4.1
de divers inégalités de probabilité nécessitant des hypothèses de bornitude.
 TL l'opérateur de troncature des fonctions au niveau L déﬁni comme suit :
TLf(x) =
{
f(x), si |f(x)| ≤ L,
Lsign(f(x)), sinon.
 G =
{∑K1
k=1 αkPk : α ∈ RK1
}
, GA =
{∑K1
k=1 αkPk : α ∈ A
}
,
TLG = {TLg : g ∈ G}. On remarque que si f ∈ GA, alors |f(x)| ≤ |α|1 ≤ L et
f ∈ G. Ainsi f ∈ TLG.
Maintenant, on introduit la notion de projection sur GA.
Déﬁnition 4.4.1 (Voir théorème V.2, p.79 dans [Bre99])
Comme GA un convexe fermé non vide de L2(Rd1 ,P◦Z−1), pour toute fonction u ∈
L2(Rd1 ,P◦Z−1), on peut associer une fonction P(u) ∈ GA qui est l'unique projection
de u dans GA qui vériﬁe : E[|u(Z)− P(u)(Z)|2] = infg∈GA E[|u(Z)− g(Z)|2]. On a
aussi :
∀g ∈ GA : E[(u(Z)− P(u)(Z))(g(Z)− P(u)(Z))] ≤ 0. (4.4.1)
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Il n'est pas diﬃcile de noter que de (4.4.1) découle que P est 1-Lipschitz :
E[|P(u)(Z)− P(v)(Z)|2] ≤ E[|u(Z)− v(Z)|2] pour u, v ∈ L2(Rd1 ,P ◦ Z−1)
On propose l'algorithme suivant pour calculer m˜N :
1. Etape 1 :Réduction de variance.
On calcule les coeﬃcients (α˜k)1≤k≤K1 qui vériﬁent :
(α˜k)1≤k≤K1 = arg inf
α∈A
1
N
N∑
i=1
∣∣∣∣∣Hi −
K1∑
k=1
αkPk(Zi)
∣∣∣∣∣
2
.
C'est résoudre le problème de projection sur le convexe fermé non vide GA en
utilisant le produit scalaire associé à la norme empirique des (Zi)1≤i≤N .
2. Etape 2 :Régression par moindres carrées.
On calcule les coeﬃcients de régression par moindres carrés (β˜k)1≤k≤K2 véri-
ﬁant :
(β˜k)1≤k≤K2 = arg inf
(βk)k
1
N
N∑
i=1
∣∣∣∣∣Hi −
K1∑
k=1
α˜kPk(Zi)−
K2∑
k=1
βkΦk(Xi)
∣∣∣∣∣
2
.
m˜N est calculé par :
m˜N =
K2∑
k=1
β˜kΦk.
On a le résultat suivant :
Théorème 4.4.1 Posons Hα = H −∑K1k=1 αkPk pour α ∈ A.
1. Si les Φk sont constants par morceaux sur des pavés disjoints de même nombre
de données ou équiprobables, alors
E[‖m˜N −m‖2µN ] ≤2
{
c1
N
+
(c2 + c3 log(N))(K1 + 1)
N
}
+ 2
K2
N
inf
α∈A
E [Var(Hα|X)] + 2E
{
inf
Φ∈FN
‖Φ−m‖2µN
}
avec c1, c2 et c3 des constantes indépendantes de K1, K2 et N (mais dépen-
dantes de L).
2. Si Σ2(αˆ) = supx∈Rd2 Var{H αˆ|X = x} <∞. Alors
E[‖m˜N −m‖2µN ] ≤2
{
c1
N
+
(c2 + c3 log(N))(K1 + 1)
N
}
+ 2
K2
N
Σ2(αˆ) + 2E
{
inf
Φ∈FN
‖Φ−m‖2µN
}
avec c1, c2 et c3 des constantes indépendantes de K1, K2 et N (mais dépen-
dantes de L).
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4.4.3 Preuve du théorème
On introduit mˆN déﬁni par :
mˆN =
K2∑
k=1
βˆkΦk
avec :
(αˆk)1≤k≤K1 = arg inf
α∈A
E
∣∣∣∣∣H −
K1∑
k=1
αkPk(Z)
∣∣∣∣∣
2
 ,
(βˆk)1≤k≤K2 = arg inf
(βk)k
1
N
N∑
i=1
∣∣∣∣∣Hi −
K1∑
k=1
αˆkPk(Zi)−
K2∑
k=1
βkΦk(Xi)
∣∣∣∣∣
2
.
On a :
E[‖m˜N −m‖2µN ] ≤ 2E[‖m˜N − mˆN‖2µN ] + 2E[‖mˆN −m‖2µN ]. (4.4.2)
Etape 1 : Majoration de E[‖m˜N − mˆN‖2µN ].
m˜N et mˆN sont respectivement les projections orthogonales sur vect((Φk)1≤k≤K2)
par rapport au produit scalaire < ., . >µN de h−
∑K1
k=1 α˜kPk et h−
∑K1
k=1 αˆkPk. Par
contraction de la projection on a :
‖m˜N − mˆN‖2µN ≤ ‖
K1∑
k=1
α˜kPk −
K1∑
k=1
αˆkPk‖2µN .
Et ainsi :
E
[‖m˜N − mˆN‖2µN ] ≤ E
[
‖
K1∑
k=1
α˜kPk −
K1∑
k=1
αˆkPk‖2µN
]
.
On déﬁnit r et rN par : rN =
∑K1
k=1 α˜kPk et r =
∑K1
k=1 αˆkPk. Notons que r et rN
sont dans GA et que r = P(h).
On a :∫
|rN(z)− h(z)|2µ(dz, dx)
=
∫
|rN(z)− r(z) + r(z)− h(z)|2µ(dz, dx)
=
∫
|rN(z)− r(z)|2µ(dz, dx) + 2
∫
(rN(z)− r(z))(r(z)− h(z))µ(dz, dx)
+
∫
|r(z)− h(z)|2µ(dz, dx)
≥
∫
|rN(z)− r(z)|2µ(dz, dx) +
∫
|r(z)− h(z)|2µ(dz, dx) (utilisation de (4.4.1)).
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Ainsi,
‖rN − r‖2µ =
∫
|rN(z)− r(z)|2µ(dz, dx)
≤
∫
|rN(z)− h(z)|2µ(dz, dx)−
∫
|r(z)− h(z)|2µ(dz, dx)
=
∫
|rN(z)− h(z)|2µ(dz, dx)− E[|r(Z)−H|2].
Et puisque par déﬁnition de rN ,
1
N
∑N
i=1 |rN(Zi)−Hi|2− 1N
∑N
i=1 |r(Zi)−Hi|2 ≤ 0,
alors on déduit :∫
|rN(z)− r(z)|2µ(dz, dx) ≤
∫
|rN(z)− h(z)|2µ(dz, dx)− E[|r(Z)−H|2]
−2
(
1
N
N∑
i=1
|rN(Zi)−Hi|2 − 1
N
N∑
i=1
|r(Zi)−Hi|2
)
:= TN .
Soit t ≥ 1
N
, On a :
P(TN > t) = P
{∫
|rN(z)− h(z)|2µ(dz, dx)− E[|r(Z)−H|2]
−
(
1
N
N∑
i=1
|rN(Zi)−Hi|2 − 1
N
N∑
i=1
|r(Zi)−Hi|2
)
>
1
2
(
t+
∫
|rN(z)− h(z)|2µ(dz, dx)− E[|r(Z)−H|2]
)}
≤ P{∃f ∈ TLG : E[|f(Z)−H|2]− E[|r(Z)−H|2]
−
(
1
N
N∑
i=1
|f(Zi)−Hi|2 − 1
N
N∑
i=1
|r(Zi)−Hi|2
)
>
1
2
(
t
2
+
t
2
+ E[|f(Z)−H|2]− E[|r(Z)−H|2]
)}
(car GA ⊂ TLG).
En utilisant le théorème 11.4 de [GKKW02], on a
P(TN > t) ≤ 14 sup
zN1
N1
(
t
80L
, TLG, zN1
)
exp
(
− N
24.214L4
t
)
≤ 14 sup
zN1
N1
(
1
80L.N
, TLG, zN1
)
exp
(
− N
24.214L4
t
)
(car t ≥ 1
N
).
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Par le théorème 4.5.1 on obtient (pour 1
80LN
< L
2
) :
N1
(
t
80L
, TLG, zN1
)
≤ 3
(
2e(2L)
1
80L.N
log
(
2e(2L)
1
80L.N
))VTLG+
≤ 3(480eL2N)2VTLG+ .
En utilisant l'inégalité ci-dessus avec le fait que VTLG+ ≤ VG+ ≤ K1+1(voir théorème
4.5.2), on déduit pour  ≥ 1
N
:
E[TN ] =
∫ ∞
0
P(TN > t)dt ≤ +
∫ ∞

P(TN > t)dt
≤ +
∫ ∞

42(480eL2N)2(K1+1) exp
(
− N
24.214L4
t
)
dt
≤ + 42(480eL2N)2(K1+1) 24.214L
4
N
exp
(
− N
24.214L4

)
.
L'espression ci-dessus est minimale pour  = 24.214L
4
N
log
(
(42(480eL2N))2(K1+1)
)
(on
vériﬁe que  ≥ 1
N
car L ≥ 1). En injectant cette valeur on aboutit à :
E[TN ] ≤ 24.214L
4
N
(
(log(42) + 2(K1 + 1) log(480eL
2N)
)
+
24.214L4
N
.
Ainsi,
E
[‖rN − r‖2µ] ≤ a1N + (a2 + a3 log(N))(K1 + 1)N , pour N ≥ 140L2 .
Pour déduire une majoration de E
[‖rN − r‖2µN ] à partir de la majoration ci-dessus,
on a besoin de la décomposition suivante :
‖rN − r‖2µN = (‖rN − r‖µN − 2‖rN − r‖µ + 2‖rN − r‖µ)2
≤ (max{‖rN − r‖µN − 2‖rN − r‖µ, 0}+ 2‖rN − r‖µ)2
≤ 2(max{‖rN − r‖µN − 2‖rN − r‖µ, 0})2 + 8‖rN − r‖2µ
≤ T1,N + 8TN .
Soit u > 576L
2
N
. Vu que GA ⊂ TLG, par le lemme 4.5.3, on obtient :
P(T1,N > u) = P(2(max{‖rN − r‖µN − 2‖rN − r‖µ, 0})2 > u)
≤ P(∃f ∈ TLG : ‖f − r‖µN − 2‖f − r‖µ >
√
u/2)
≤ 3E
[
N2
(√
u
24
, TLG, Z2N1
)]
exp
(
− N.u
576(2L)2
)
≤ 3E
[
N2
(
L√
N
, TLG, Z2N1
)]
exp
(
− N.u
576(2L)2
)
.
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En utilisant le théorème 4.5.1 et VTLG+ ≤ VG+ , on obtient
E
[
N2
(
L√
N
, TLG, Z2N1
)]
≤ 3
(
3e(2L)2
(L/
√
N)2
)2(K1+1)
= 3(12eN)2(K1+1)
pour L√
N
≤ 2L (ce qui est toujours vériﬁé).
Donc pour u > 576L
2
N
,
P(T1,N > u) ≤ 9(12eN)2(K1+1) exp
(
− Nu
2304L2
)
.
Ainsi, pour v > 576L
2
N
,
E[T1,N ] ≤ v +
∫ ∞
v
P(T1,N > t)dt
≤ v + 9(12eN)2(K1+1)
∫ ∞
v
exp
(
− N.t
2304L2
)
dt
≤ v + 9(12eN)2(K1+1) 2304L
2
N
exp
(
− Nv
2304L2
)
.
En prenant
v =
2304L2
N
log
(
9.(12eN)2(K1+1)
)
>
576L2
N
,
on aboutit à :
E[T1,N ] ≤ b1
N
+
(b2 + b3 log(N))(K1 + 1)
N
.
Finalement :
E
[‖m˜N − mˆN‖2µN ] ≤ E [‖rN − r‖2µN ]
≤ T1,N + TN
≤ b1
N
+
(b2 + b3 log(N))(K1 + 1)
N
+8
{
a1
N
+
(a2 + a3 log(N))(K1 + 1)
N
}
Par conséquent :
E
[‖m˜N − mˆN‖2µN ] ≤ c1N + (c2 + c3 log(N))(K1 + 1)N . (4.4.3)
Etape 2 : Majoration de E[‖mˆN −m‖2µN ].
Pour simpliﬁer, on introduit la notation E∗[.] = E[.|X1, . . . , XN ] et P (Z) =
(P1(Z), · · · , PK1(Z)).
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D'abord on va montrer que ‖E∗[mˆN ]−m‖2µN = infΦ∈FN ‖Φ−m‖2µN .
Pour cela, considérons une base orthonormale complète (f1, . . . , fK) dans FN par
rapport au produit scalaire empirique < ., . >µN , déﬁni par :
< f, g >µN=
1
N
N∑
i=1
f(Xi)g(Xi).
Remarquons queK ≤ K2 (il peut y avoir des colinéarités entre les fonctions de base)
et que les fonctions fk sont toujours aléatoires car elles dépendent de X1, . . . , XN
(même si les Φk ne dépendent pas des données). Nous voici ramenés à un problème
de moindres carrés sur la base (fk)1≤k≤K orthonormale par rapport au produit
scalaire empirique <>µN . D'où, pour tout x, on a :
mˆN(x) = f(x)
t 1
N
Bt(Y − Aαˆ),
avec Y = (H1, . . . , HN)
t, A = (Pj(Zi))1≤i≤N,1≤j≤K1 , αˆ = (αˆ1, . . . , αˆK1)
t, f(x) =
(f1(x), . . . , fK(x))
t et B = (fj(Xi))1≤i≤N,1≤j≤K , puisque :
1
N
BtB = (< fj, fk >µN )1≤j,k≤K = IdK(voir paragraphe 4.2.3).
En prenant l'espérance conditionnelle par rapport à X1, . . . , XN on obtient que :
E∗[mˆN(x)] = f(x)t
1
N
Bt(m(X1), . . . ,m(XN))
t
car :
E∗
[
1
N
Bt(Y − Aαˆ)
]
=
1
N
BtE∗[(Y − Aαˆ)]
=
1
N
Bt(E∗[H1], . . . ,E∗[HN ])t
− 1
N
Bt(E∗[αˆtP (Z1)], . . . ,E∗[αˆtP (ZN)])t
=
1
N
Bt(m(X1), . . . ,m(XN))
t (car E∗[P (Zi)] = 0).
Par suite E∗[mˆN ] est l'estimateur de moindres carrées dans FN sur les données
(X1,m(X1)), . . . , (XN ,m(XN)). D'où :
‖E∗[mˆN ]−m‖2µN = infΦ∈FN ‖Φ−m‖
2
µN
.
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Remarquons que :
E∗[‖mˆN −m‖2µN ] = E∗
[
1
N
N∑
i=1
|mˆN(Xi)−m(Xi)|2
]
= E∗
[
1
N
N∑
i=1
|mˆN(Xi)− E∗[mˆN(Xi)]|2
]
+E∗
[
1
N
N∑
i=1
|E∗[mˆN(Xi)]−m(Xi)|2
]
= E∗[‖mˆN − E∗[mˆN ]‖2µN ] + ‖E∗[mˆN ]−m‖2µN
puisque :
E∗
[
1
N
N∑
i=1
(mˆN(Xi)− E∗[mˆN(Xi)])(E∗[mˆN(Xi)]−m(Xi))
]
=
1
N
N∑
i=1
(E∗[mˆN(Xi)]−m(Xi))E∗ [mˆN(Xi)− E∗[mˆN(Xi)]] = 0.
En conclusion on a :
E∗[‖mˆN −m‖2µN ] = E∗[‖mˆN − E∗[mˆN ]‖2µN ] + infΦ∈FN ‖Φ−m‖
2
µN
.
Et par suite :
E[‖mˆN −m‖2µN ] = E
{
E∗[‖mˆN −m‖2µN ]
}
= E
{‖mˆN − E∗[mˆN ]‖2µN}+ E{ infΦ∈FN ‖Φ−m‖2µN
}
.(4.4.4)
Ainsi il nous reste à majorer E
[‖mˆN − E∗[mˆN ]‖2µN ]. On a
E∗[|mˆN(x)− E∗[mˆN(x)]|2]
= E∗
[
|f(x)t 1
N
Bt(Y − Aαˆ− E∗[Y − Aαˆ])|2
]
= E∗
[
f(x)t
1
N
Bt
((Hi − P (Zi)αˆ− E∗[Hi − P (Zi)αˆ])(Hj − P (Zj)αˆ− E∗[Hj − P (Zj)αˆ]))1≤i,j≤N
1
N
Bf(x)
]
= f(x)t
1
N
Bt
(E∗ {(Hi − P (Zi)αˆ− E∗[Hi − P (Zi)αˆ])(Hj − P (Zj)αˆ− E∗[Hj − P (Zj)αˆ])})1≤i,j≤N
1
N
Bf(x)
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où x est point (X1, · · · , XN)-mesurable de l'espace.
Notons H αˆ = H − P (Z)αˆ et H αˆi = Hi − P (Zi)αˆ. On a :
E∗
[
(H αˆi − E∗[H αˆi ])(H αˆj − E∗[H αˆj ])
]
= δijVar(H
αˆ
i |Xi).
Ainsi,
E∗[|mˆN(x)− E∗[mˆN(x)]|2] =
N∑
i=1
Var(H αˆi |Xi)
(∑K
j=1 fj(Xi)fj(x)
N
)2
.
On déduit
E∗
[‖mˆN − E∗[mˆN ]‖2µN ] = 1N
N∑
l=1

N∑
i=1
Var(H αˆi |Xi)
(∑K
j=1 fj(Xi)fj(Xl)
N
)2
=
1
N
N∑
i=1
Var(H αˆi |Xi)
N∑
l=1
(∑K
j=1 fj(Xi)fj(Xl)
N
)2
=
1
N3
N∑
i=1
Var(H αˆi |Xi)
N∑
l=1
(
K∑
j1,j2=1
fj1(Xi)fj1(Xl)fj2(Xi)fj2(Xl)
)
=
1
N3
N∑
i=1
Var(H αˆi |Xi)
(
K∑
j1,j2=1
fj1(Xi)fj2(Xi)
N∑
l=1
fj1(Xl)fj2(Xl)
)
.
Puisque (fk)k est une base orthonormale, on a
N∑
l=1
fj1(Xl)fj2(Xl) = δj1j2N.
Et donc,
E∗
[‖mˆN − E∗[mˆN ]‖2µN ] = 1N3
N∑
i=1
Var(H αˆi |Xi)
(
K∑
j=1
(fj(Xi))
2N
)
=
1
N2
N∑
i=1
Var(H αˆi |Xi)
K∑
j=1
(fj(Xi))
2.
Ecrivant E
[‖mˆN − E∗[mˆN ]‖2µN ] = E{E∗ [‖mˆN − E∗[mˆN ]‖2µN ]}, on a démontré
E
[‖mˆN − E∗[mˆN ]‖2µN ] = 1N2
N∑
i=1
E
[
Var(H αˆi |Xi)
K∑
j=1
(fj(Xi))
2
]
. (4.4.5)
La majoration ﬁnale de (4.4.5) dépend des fonctions de base (Φk)1≤k≤K2 (et donc
(fj)1≤j≤K). On va maintenant utiliser ou non des hypothèses supplémentaires sur
les fonctions de base (Φk)1≤k≤K2 (donc (fj)1≤j≤K) pour majorer précisement (4.4.5).
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 Dans le cas général, posons Σ2(αˆ) = supx∈Rd2 Var{H αˆ|X = x} (Σ2(αˆ) est
toujours ﬁni car H est borné) alors :
E
[‖mˆN − E∗[mˆN ]‖2µN ] ≤ 1N2
N∑
i=1
E
[
Σ2(αˆ)
K∑
j=1
(fj(Xi))
2
]
= Σ2(αˆ)
1
N2
E
[
K∑
j=1
N∑
i=1
(fj(Xi))
2
]
= Σ2(αˆ)
1
N2
E
[
K∑
j=1
N
]
=
Σ2(αˆ)
N
E [K]
≤ K2
N
Σ2(αˆ).
Ainsi,
E
[‖mˆN − E∗[mˆN ]‖2µN ] ≤ K2N Σ2(αˆ). (4.4.6)
La combinaison des résultats (4.4.2), (4.4.3), (4.4.4) et (4.4.6) implique le se-
cond résultat du théorème.
 Dans le cas particulier où Φk(x) = I{x∈Ik} avec (Ik)1≤k≤K2 étant une partition
contenant {X1, · · · , XN} avec des pavés contenant le même nombre de données
c'est à dire N
K2
, alors :
K = K2 et fk(x) =
√
N
I{x∈Ik}√∑N
i=1 I{Xi∈Ik}
=
√
KI{x∈Ik}.
A partir de la formule (4.4.5) et par symétrie des (X1, · · · , XN), on déduit :
E
[‖mˆN − E∗[mˆN ]‖2µN ] = 1N E
[
Var(H αˆ1 |X1)
K∑
j=1
(fj(X1))
2
]
(4.4.7)
=
1
N
E
[
Var(H αˆ1 |X1)
K2∑
j=1
K2I{X1∈Ij}
]
=
K2
N
E
[
Var(H αˆ1 |X1)
]
=
K2
N
inf
α∈RK1
E [Var(Hα|X)] .
L'équation ci-dessus combinée avec (4.4.2), (4.4.3) et (4.4.4) implique le deuxième
résultat du thèorème pour le cas considéré.
 Considérons enﬁn le cas où Φk(x) = I{x∈Ik} avec (Ik)1≤k≤K2 étant une partition
contenant {X1, · · · , XN} avec des pavés équiprobables c'est à dire : ∀1 ≤
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k ≤ K2 : P(X ∈ Ik) = 1K2 . Concernant l'orthogonalisation des (Φk)1≤k≤K2 ,
seuleument K ≤ K2 intervalles contiennent au moins une donnée. On note ces
intervalles Iσ(1), · · · , Iσ(K) et les autres restant sont notés Iσ(K+1), · · · , Iσ(K2).
Ainsi pour 1 ≤ k ≤ K,
fk(x) =
√
N
I{x∈Iσ(k)}√∑N
i=1 I{Xi∈Iσ(k)}
.
On pose :
fk = 0 pour K + 1 ≤ k ≤ K2.
En prenant la convention 0
0
= 0, alors, pour 1 ≤ k ≤ K2
fk(x) =
√
N
I{x∈Iσ(k)}√∑N
i=1 I{Xi∈Iσ(k)}
.
D'après (4.4.7)
E
[‖mˆN − E∗[mˆN ]‖2µN ]
=
1
N
E
[
Var(H αˆ1 |X1)
K2∑
j=1
(fj(X1))
2
]
=
1
N
E
[
Var(H αˆ1 |X1)
K2∑
j=1
N
I{X1∈Iσ(j)}∑N
i=1 I{Xi∈Iσ(j)}
]
= E
[
Var(H αˆ1 |X1)
K2∑
j=1
I{X1∈Ij}∑N
i=1 I{Xi∈Ij}
]
=
K2∑
j=1
E
[
Var(H αˆ1 |X1)
I{X1∈Ij}∑N
i=1 I{Xi∈Ij}
]
=
K2∑
j=1
E
{
Var(H αˆ1 |X1)I{X1∈Ij}E
[
1
1 +
∑N
i=2 I{Xi∈Ij}
|X1
]}
=
K2∑
j=1
E
{
Var(H αˆ1 |X1)I{X1∈Ij}E
[
1
1 +
∑N
i=2 I{Xi∈Ij}
]}
.
On sait que
∑N
i=2 I{Xi∈Ij} est une variable aléatoire de loi binomiale B(N −
1, 1
K2
) car P(X ∈ Ij) = 1K2 . Donc, d'après le lemme 4.1 de [GKKW02] on a :
E
[
1
1 +
∑N
i=2 I{Xi∈Ij}
]
≤ K2
N
.
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Par suite :
E
[‖mˆN − E∗[mˆN ]‖2µN ] ≤ K2N
K2∑
j=1
E
[
Var(H αˆ1 |X1)I{X1∈Ij}
]
=
K2
N
E
[
Var(H αˆ1 |X1)
]
=
K2
N
inf
α∈RK1
E [Var(Hα|X)] .
Ainsi, il en découle pour ce cas le premier résultat du théorème en utilisant
(4.4.2), (4.4.3) et (4.4.4). 2
4.5 Résultats complémentaires en régression non
paramétrique
Pour plus de détail dans cette section, on réfère le lecteur au chapitre 9 dans
[GKKW02].
4.5.1 Nombres de couverture
Déﬁnition 4.5.1 Soient  > 0, G une classe de fonctions Rd → R, 1 ≤ p < ∞ et
µ une mesure de probabilité sur Rd. Pour une fonction g : Rd → R, on déﬁnit
‖g‖Lp(µ) :=
(∫
|g(z)|pdµ
) 1
p
.
1. Toute famille ﬁnie g1, · · · , gN : Rd → R telle que pour toute fonction g ∈ G,
il existe j = j(g) ∈ {1, · · · , N} tel que
‖g − gj‖Lp(µ) < 
est appelée une -couverture de G par rapport à ‖.‖Lp(µ).
2. On note N (,G, ‖.‖Lp(µ)) la taille de la plus petite -couverture de G par rapport
à ‖.‖Lp(µ). On prend N (,G, ‖.‖Lp(µ)) = +∞ s'il n'existe de -couverture. Alors
N (,G, ‖.‖Lp(µ)) est appelé nombre de -couverture de G par rapport à ‖.‖Lp(µ).
3. Soit zM1 = (z1, · · · , zM) M points ﬁxes de Rd. Soit µM la mesure empirique
correspondante, i.e.
µM(A) =
1
M
M∑
m=1
1A(zm), (A ⊂ Rd).
Alors
‖g‖Lp(µM ) :=
(
1
M
M∑
m=1
|g(zm)|pdµ
) 1
p
,
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et toute -couverture de G par rapport à ‖.‖Lp(µM ) sera appelée une Lp -
couverture de G sur zM1 et le nombre de -couverture de G par rapport à
‖.‖Lp(µM ) sera noté
Np(,G, zM1 ).
4.5.2 Coeﬃcients d'éclatement et dimension VC
Déﬁnition 4.5.2 Soit A une classe de sous-ensembles de Rd et soit M ∈ N.
1. Pour z1, · · · , zM ∈ Rd, on déﬁnit
s(A, {z1, · · · , zM}) = |{A ∩ {z1, · · · , zM}) : A ∈ A}|,
c'est-à-dire que s(A, {z1, · · · , zM}) est le nombre de sous-ensembles distincts
de {z1, · · · , zM} en intersectant avec des éléments de A.
2. Soit G un sous-ensemble de Rd de cardinal M . On dit que A fragmente G
si s(A, G) = 2M , i.e. si tout sous-ensemble de G peut être représenté sous la
forme A ∩G pour un élément A ∈ A.
3. Le M-ème coeﬃcient d'éclatement S(A,M) de A est déﬁni comme
S(A,M) = max
{z1,··· ,zM}⊂Rd
s(A, {z1, · · · , zM}).
Ainsi, le M-ème coeﬃcient d'éclatement est le nombre maximal de sous-
ensembles diﬀérents d'un ensemble de M points qui peuvent être obtenus par
intersection avec les élément de A.
Déﬁnition 4.5.3 Soit A une classe de sous-ensembles de Rd avec A 6= ∅. La di-
mension VC (ou dimension de Vapnik-Chervonenkis) VA de A est déﬁnie par
VA = sup{M ∈ N : S(A,M) = 2M},
i.e. VA est le plus grand entier M tel qu'il existe un sous-enemble de M points qui
peut être éclaté par A.
Déﬁnition 4.5.4 Soit G une classe de fonctions Rd → R. On note G+ le sous-
ensemble de Rd+1 déﬁni par :
G+ = {{(z, t) ∈ Rd × R; t ≤ g(z)}, g ∈ G}
soit l'ensemble des sous-graphes de fonctions de G.
Théorème 4.5.1 (voir théorème 9.4 dans [GKKW02]) Soit G une classe de fonc-
tions g : Rd → [0, L] avec 2 ≤ VG+ <∞, soit p ≥ 1, soit µ une mesure de probabilité
sur Rd, et soit 0 <  < L
4
. Alors
N (,G, ‖ · ‖Lp(µ)) ≤ 3
(
2eLp
p
log
(
3eLp
p
))VG+
.
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Théorème 4.5.2 (voir théorème 9.5 dans [GKKW02]) Soit G un espace vectoriel
de dimension r de fonction de Rd → R et soit
A = {{z; g(z) ≥ 0} : g ∈ G}.
Alors
VA ≤ r.
Lemme 4.5.3 Soit F une classe de fonctions f : Rd → R bornées par L et Z ′N1 =
(ZN+1, · · · , Z2N) un échantilon de variables indépendantes de même que loi que
ZN1 = (Z1, · · · , ZN). Notons Z2N1 = (Z1, · · · , ZN , ZN+1, · · · , Z2N). Soit  > 0, alors
P(∃f ∈ F : ‖f‖µN − 2‖f‖µ > ) ≤ 3E
[
N2
(√
2
24
,F , Z2N1
)]
exp
(
− N
2
288L2
)
.
Preuve du lemme : Nous suivons pas à pas la preuve du théorème 11.2 dans
[GKKW02]. L'étape 1 est diﬀérente, nous la détaillons.
Déﬁnissons :
‖f‖′2µN =
1
N
2N∑
i=N+1
|f(Zi)|2.
Soit f ∗ une fonction f ∈ F telle que
‖f‖µN − 2‖f‖µ > 
si une telle fonction existe, sinon on prend pour f ∗ une fonction arbitraire dans F .
Donc :
P
(
2‖f ∗‖µ + 
2
> ‖f ∗‖′µN |ZN1
)
≥ P
(
4‖f ∗‖2µ +
2
4
> ‖f ∗‖′2µN |ZN1
)
= 1− P
(
4‖f ∗‖2µ +
2
4
≤ ‖f ∗‖′2µN |ZN1
)
= 1− P
(
3‖f ∗‖2µ +
2
4
≤ ‖f ∗‖′2µN − ‖f ∗‖2µ|ZN1
)
.
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L'application de l'inégalité de Chebyshev permet d'avoir :
P
(
3‖f ∗‖2µ +
2
4
≤ ‖f ∗‖′2µN − ‖f ∗‖2µ|ZN1
)
≤
Var
(
1
N
∑2N
i=N+1 |f ∗(Zi)|2|ZN1
)
(
3‖f ∗‖2µ + 24
)2
≤
1
N
L2‖f ∗‖2µ(
3‖f ∗‖2µ + 24
)2
≤
L2
3N
(
3‖f ∗‖2µ + 
2
4
)
(
3‖f ∗‖2µ + 24
)2
≤ L
2
3N
4
2
=
4L2
32N
.
Par suite, pour N ≥ 4L2
2
P
(
2‖f ∗‖µ + 
2
> ‖f ∗‖′µN |ZN1
)
≥ 2
3
.
Pour de tels N , on a
P
(
∃f ∈ F : ‖f‖µN − ‖f‖
′
µN
>

4
)
≥ P
(
‖f ∗‖µN − ‖f ∗‖
′
µN
>

4
)
≥ P
(
‖f ∗‖µN +
3
4
− ‖f ∗‖′µN > , 2‖f ∗‖µ +
3
4
> ‖f ∗‖′µN
)
≥ P
(
‖f ∗‖µN − 2‖f ∗‖µ > , 2‖f ∗‖µ +
3
4
> ‖f ∗‖′µN
)
= E
(
I{‖f∗‖µN−2‖f∗‖µ>}P(2‖f
∗‖µ + 
2
> ‖f ∗‖′µN |ZN1 )
)
≥ 2
3
P (‖f ∗‖µN − 2‖f ∗‖µ > ) =
2
3
P (∃f ∈ F : ‖f‖µN − 2‖f‖µ > ) .
En conclusion pour N ≥ 4L2
2
, on a
P (∃f ∈ F : ‖f‖µN − 2‖f‖µ > ) ≤
3
2
P
(
∃f ∈ F : ‖f‖µN − ‖f‖
′
µN
>

4
)
.
Remarquons que pour N < 4L
2
2
, le lemme est trivial vu que l'expression de droite
est bien supérieure à 1. Les étapes 2, 3 et 4 de la preuve du théorème 11.2 dans
[GKKW02] aboutissent à :
P
(
∃f ∈ F : ‖f‖µN − ‖f‖
′
µN
>

4
)
≤ 2E
[
N2
(√
2
24
,F , Z2N1
)]
exp
(
− N
2
288L2
)
.
Et ainsi notre lemme est démontré. 2
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Figure 4.3  Erreur empirique pour les polynômes.
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Figure 4.4  Erreur empirique pour les fonctions locales par morceaux de même
aire.
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Figure 4.5  Erreur empirique pour les fonctions locales par morceaux de même
nombre de données.
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Figure 4.6  Erreur empirique pour diﬀérentes fonctions de base.
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Figure 4.7  Pente de l'erreur pour diﬀérentes fonctions de base.
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Figure 4.8  Pente de l'erreur pour diﬀérentes fonctions de base et diﬀérents KN .
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Figure 4.9  Erreur empirique pour la régression par VCP pour des polynômes
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Figure 4.10  Erreur empirique pour la régression par VCP pour le cas
1dAffineMemeData.
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Figure 4.11  Erreur empirique pour la régression par VCP pour le cas
2dAffineMemeSurf.
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Figure 4.12  Erreur empirique pour la régression par VCP pour le cas
1dAffineMemeData avec K2 grand
Figure 4.13  Erreur empirique en fonction de N et K pour le cas des polynômes
1D.
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Figure 4.14  Erreur empirique en fonction de N et K pour le cas
1dAffineMemeSurf.
Figure 4.15  Erreur empirique en fonction de N et K pour le cas
1dAffineMemeData.
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Figure 4.16  Histogramme de Kˆ pour les cas polynômes 1D, 1dAffineMemeSurfet
1dAffineMemeData.
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Figure 4.17  Erreur empirique pour la régression par VCP avec échantillon indé-
pendant pour le cas Polynômes 1D.
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Figure 4.18  Erreur empirique pour la régression par VCP avec échantillon indé-
pendant pour le cas 1dAffineMemeData.
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Figure 4.19  Erreur empirique pour la régression par VCP avec échantillon indé-
pendant pour le cas 2dAffineMemeSurf.
Chapitre 5
Régression empirique à plusieurs
périodes
Le but ici est d'étendre la méthode de régression par VCP du chapitre précédent
au cas d'un produit versant plusieurs ﬂux à diﬀérentes dates futures.
5.1 Description du cas test : Modèle et Payoﬀ
Comme au chapitre précédent, on considère deux sous-jacents S1 et S2 de dy-
namique :
dS1t
S1t
= σ1dW 1t ,
dS2t
S2t
= σ2dW 2t
où W 1,W 2 sont deux mouvements browniens standards indépendants. On néglige
le taux d'intérêt.
On considère un produit qui verse à chaque date ti, i ∈ {1, · · · , n} (où (ti)1≤i≤n est
équi-repartie de pas ∆t et tn = T ) le ﬂux :
Ψ(S1ti , S
2
ti
) = (S2ti − (1− α)S1ti)+ − (α + β)(S2ti − S1ti)+ − (S2ti − (1 + β)S1ti)+.
On prendra pour les tests numériques : σ1 = σ2 = σ = 0.15, S10 = S
2
0 = 10, α = 0.1,
β = 0.15. L'enjeu est d'estimer à chaque date tm, m < n la valeur actuelle des ﬂux
futures, en d'autres termes
Pm(S1m, S
2
m) = E[
n∑
j=m+1
Ψ(S1tj , S
2
tj
)|S1tm , S2tm ]
via la méthode de régression par VCP.
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5.2 Régression par VCP
5.2.1 Description
Notons :
Xj = (S1tj , S
2
tj
), 1 ≤ j ≤ n et Zj = (S1tj , S2tj , S1tj+1 , S2tj+1), 1 ≤ j < n.
Pour un jeu de données (S1,i, S2,i)1≤i≤N , notons :
Xji = (S
1,i
tj , S
2,i
tj ), 1 ≤ j ≤ n et Zji = (S1,itj , S2,itj , S1,itj+1 , S2,itj+1), 1 ≤ j < n.
Soit (Pk)1≤k≤K1 une famille de polynômes de faible degré ou d'autres types de
fonctions vériﬁant
E[Pk(Zj)|Xj] = 0, 1 ≤ k ≤ K1, 1 ≤ j < n.
Pour les tests, quand il s'agit de polynômes on prendra :
Pk(Z
j) := S2tj+1
(
S1tj+1
S2tj+1
)k
− E
S2tj+1
(
S1tj+1
S2tj+1
)k
|S1tj , S2tj

= S2tj+1
(
S1tj+1
S2tj+1
)k
− exp
(
σ2
2
(k2 + (k − 1)2 − 1)∆
)
S2tj
(
S1tj
S2tj
)k
.
Et quand il s'agit de fonctions locales par morceaux, on prendra (Pk)1≤k≤K1 de la
forme
P2m−1(Zj) = S2tj+11
{
S1tj+1
S2tj+1
∈Im
} − E
S2tj+11{S1tj+1
S2tj+1
∈Im
}|S1tj , S2tj
 ,
P2m(Z
j) = S1tj+11
{
S1tj+1
S2tj+1
∈Im
} − E
S1tj+11{S1tj+1
S2tj+1
∈Im
}|S1tj , S2tj

avec 1 ≤ m ≤ p, K1 = 2p, (Im = [am, bm])1≤m≤p une partition d'intervalles de même
longueur d'un intervalle [min,max].
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Un calcul simple permet d'obtenir :
P2m−1(Zj) = S2tj+11
{
S1tj+1
S2tj+1
∈Im
} − S2tj
N
 log(bm) + σ2∆t− log(
S1tj
S2tj
)
σ
√
2∆t

−N
 log(am) + σ2∆t− log(
S1tj
S2tj
)
σ
√
2∆t


P2m(Z
j) = S1tj+11
{
S1tj+1
S2tj+1
∈Im
} − S1tj
N
 log(1/am) + σ2∆t− log(
S2tj
S1tj
)
σ
√
2∆t

−N
 log(1/bm) + σ2∆t− log(
S2tj
S1tj
)
σ
√
2∆t


où N est la fonction de répartition de la loi normale centrée réduite.
Soit (Φk)1≤k≤K2 une famille de fonctions locales par morceaux ou d'autres fonc-
tions de base. L'idée de la régression par VCP peut être exploitée dans le cas de
plusieurs ﬂux par les trois façons suivantes :
Méthode VCP 1 :
Pour cette méthode, on calcule des coeﬃcients (α˜mk )1≤k≤K1 qui vériﬁent :
(α˜mk )k = arg inf
(αk)k
1
N
N∑
i=1
∣∣∣∣∣
n−1∑
j=m
Ψ(Xj+1i )−
K1∑
k=1
αkPk(Z
m
i )
∣∣∣∣∣
2
.
Ensuite on calcule les coeﬃcients de régression par moindres carrés (β˜mk )1≤k≤K2 vé-
riﬁant :
(β˜mk )k = arg inf
(βk)k
1
N
N∑
i=1
∣∣∣∣∣
n−1∑
j=m
Ψ(Xj+1i )−
K1∑
k=1
α˜mk Pk(Z
m
i )−
K2∑
k=1
βkΦk(X
m
i )
∣∣∣∣∣
2
.
On estime Pm par P˜mN =
∑K2
k=1 β˜
m
k Φk.
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Puisque E[Pk(Zj)|Xj] = 0, il est facile de voir que pour (αk)1≤k≤K1 ﬁxés :
E[Var(
n−1∑
j=m
Ψ(Xj+1)−
K1∑
k=1
αkPk(Z
m)|Xm)]
= E[(
n−1∑
j=m
Ψ(Xj+1)−
K1∑
k=1
αkPk(Z
m))2]− E[E(
n−1∑
j=m
Ψ(Xj+1)|Xm)2].
On pose V1 la version empirique de la quantitée ci-dessus, i.e
V1 =
1
N
N∑
i=1
[(
n−1∑
j=m
Ψ(Xj+1i )−
K1∑
k=1
α˜mk Pk(Z
m
i ))
2 − E(
n−1∑
j=m
Ψ(Xj+1i )|Xmi )2].
Pour évaluer V1, étant donné les hypothèse du modèle, le terme E(
∑n−1
j=m Ψ(X
j+1
i )|Xmi )2
se calcule par formule fermée.
Méthode VCP 2 :
Cette méthode se base sur une réduction de l'espérance de variance ﬂux par ﬂux
et exploite de manière récursive les réductions de l'espérance de variance eﬀectuées
aux pas d'avant en sus de celle de l'étape en cours, selon l'algorithme suivant.
Pour m = n− 1, · · · , 1,
(α˜mk )k = arg inf
(αk)k
1
N
N∑
i=1
∣∣∣∣∣Ψ(Xm+1i )−
K1∑
k=1
αkPk(Z
m
i )
∣∣∣∣∣
2
,
(β˜mk )k = arg inf
(βk)k
1
N
N∑
i=1
∣∣∣∣∣
n−1∑
j=m
[
Ψ(Xj+1i )−
K1∑
k=1
α˜jkPk(Z
j
i )
]
−
K2∑
k=1
βkΦk(X
m
i )
∣∣∣∣∣
2
.
On estime Pm par P˜mN =
∑K2
k=1 β˜
m
k Φk.
Vu que E[Pk(Zj)|Xj] = 0, pour (αjk)1≤j≤n,1≤k≤K1 ﬁxés on a
E[Var(
n−1∑
j=m
Ψ(Xj+1)−
K1∑
k=1
αjkPk(Z
j)|Xm)]
= E[(
n−1∑
j=m
Ψ(Xj+1)−
K1∑
k=1
αjkPk(Z
j))2]− E[E(
n−1∑
j=m
Ψ(Xj+1)|Xm)2].
On pose
V2 =
1
N
N∑
i=1
[(
n−1∑
j=m
Ψ(Xj+1i )−
K1∑
k=1
α˜jkPk(Z
j
i ))
2 − E(
n−1∑
j=m
Ψ(Xj+1i )|Xmi )2].
Méthode VCP 3 :
Cette dernière version exploite de manière récursive la réduction de l'espérance de
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variance de la somme des ﬂux selon l'algorithme suivant :
Pour m = n− 1, · · · , 1,
(α˜mk )k = arg inf
(αk)k
1
N
N∑
i=1
∣∣∣∣∣
n−1∑
j=m+1
[
Ψ(Xj+1i )−
K1∑
k=1
α˜jkPk(Z
j
i )
]
+ Ψ(Xm+1i )−
K1∑
k=1
αkPk(Z
m
i )
∣∣∣∣∣
2
,
(β˜mk )k = arg inf
(βk)k
1
N
N∑
i=1
∣∣∣∣∣
n−1∑
j=m
[
Ψ(Xj+1i )−
K1∑
k=1
α˜jkPk(Z
j
i )
]
−
K2∑
k=1
βkΦk(X
m
i )
∣∣∣∣∣
2
.
On estime Pm par P˜mN =
∑K2
k=1 β˜
m
k Φk.
On pose
V3 =
1
N
N∑
i=1
[(
n−1∑
j=m
Ψ(Xj+1i )−
K1∑
k=1
α˜jkPk(Z
j
i ))
2 − E(
n−1∑
j=m
Ψ(Xj+1i )|Xmi )2].
Enﬁn on note
V =
1
N
N∑
i=1
[(
n−1∑
j=m
Ψ(Xj+1i ))
2 − E(
N−1∑
j=m
Ψ(Xj+1i )|Xmi )2].
V1, V2 et V3 représentent, pour chacune des méthodes associées, la version empirique
du facteur du terme d'erreur statistique dans le théorème 4.4.1 ce qui permet ainsi
de comparer ces méthodes entre elles. Enﬁn, V représente la version empirique de
ce facteur pour une régression standard (correspondant à des coeﬃcients VCP nuls).
5.2.2 Résultats numériques
Dans nos tests, on prendra n = 10, ∆t = 1 et T = 10. Comme dans le chapitre
précédent, on approche la quantité Em = E
[
‖P˜mN − P‖2N
]
par sa version empirique
moyennée sur M = 20 jeux de scénarii indépendants. Pour diﬀérents choix de date
tm et de fonctions (Pk)1≤k≤K1 et (Φk)1≤k≤K2 , on visualise log(E
m) ainsi que la ver-
sion empirique de la variance conditionnelle pour les trois méthodes aussi bien que
pour la régression standard en fonction de N variant de 1000 à 10000. Notre but
est de déterminer expérimentalement la méthode la plus performante.
D'abord on teste le cas de K2 = 10 polynômes à 1 variable dans l'étape de
régression. La ﬁgure 5.1 où on utilise K1 = 2 polynômes pour la première étape des
méthodes VCP, montre que pour T = 10 la méthode VCP 3 est la plus performante
surtout lorsque la date tm est petite. La deuxième méthode VCP est globalement
mieux que la première mais ajoute peu d'amélioration par rapport à la régression
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standard. La ﬁgure 5.2 visualisant l'espérance empirique de la variance condition-
nelle associée à la ﬁgure 5.1 appuie ces observations. En eﬀet, V3 est nettement
petite surtout pour tm = 1 alors que V1 et V2 restent comparables à V . Par contre si
on ﬁxe K1 = 4 (ﬁgure 5.3), les trois méthodes VCP ne sont pas satisfaisantes pour
tm = 9 et tm = 5 malgré la bonne réduction de l'espérance empirique de variance
(Figure 5.4). Par contre à la date tm = 1, la méthode VCP 3 est nettement meilleure
tandis que les deux autres améliorent très peu. La diﬀérence entre le cas K1 = 2
et K1 = 4 peut s'expliquer par la non vériﬁcation de l'hypothèse de bornitude des
polynômes d'approximation de la première étape dans le théorème 4.4.1 lorsque K1
et la maturité sont simultanément grands. En eﬀet, l'utilisation de K1 = 4 fonctions
aﬃnes par morceaux sur [0, 6] (donc bornées) (ﬁgures 5.5 et 5.6) conforte cette ex-
plication dans le mesure où on tire les mêmes conclusions que celles de la ﬁgure 5.1 .
Dans cette deuxième partie, on étudie l'utilisation de K2 = 50 fonctions de
l'espace 1dAffineMemeSurf sur [0, 6]. Concernant la ﬁgure 5.7 où la réduction de
l'espérance de la variance conditionnelle est réalisée par K1 = 4 fonctions aﬃnes par
morceaux sur [0, 6], la méthode VCP 3 accélère nettement la convergence surtout
pour tm = 1. Quant aux deux autres méthodes VCP, les améliorations de conver-
gence sont limitées avec un avantage pour la VCP 2. Ceci est bien en concordance
avec les valeurs des espérances empiriques de variance conditionnelle de la ﬁgure
5.8 associée. Quant à la ﬁgure 5.9 où on fait la réduction de l'espérance de variance
conditionnelle par K1 = 4 polynômes à une variable, on constate que pour tm = 9
et tm = 5 les trois méthodes VCP sont peu ou pas performantes alors que pour
tm = 1, c'est la méthode VCP 3 qui l'emporte largement en terme de d'accélération
de convergence. L'explication plausible du comportement des méthodes VCP entre
ces deux cas réside aussi dans la non bornitude des fonctions polynomiales pour
K1 = 4 et des maturités grandes.
En conclusion, la méthode VCP 3 est celle qui est la plus satisfaisante des trois
surtout pour des maturités non lointaines.
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Figure 5.1  Erreur empirique en utilisant K1 = 2 polynômes pour la première
étape et K2 = 10 polynômes à une variable dans la seconde.
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Figure 5.2  Espérance empirique de la variance conditionnelle associée à la ﬁgure
5.1.
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Figure 5.3  Erreur empirique en utilisant K1 = 4 polynômes pour la première
étape et K2 = 10 polynômes à une variable dans la seconde.
5.2. Régression par VCP 118
Figure 5.4  Espérance empirique de la variance conditionnelle associée à la ﬁgure
5.3.
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Figure 5.5  Erreur empirique en utilisant K1 = 4 fonctions aﬃnes par morceaux
sur I = [0, 6] pour la première étape et K2 = 10 polynômes à une variable dans la
seconde.
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Figure 5.6  Espérance empirique de la variance conditionnelle associée à la ﬁgure
5.5.
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Figure 5.7  Erreur empirique en utilisant K1 = 4 fonctions aﬃnes par mor-
ceaux sur I = [0, 6] pour la première étape et K2 = 50 fonctions de l'espace
1dAffineMemeSurfsur [0, 6] pour la seconde.
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Figure 5.8  Espérance empirique de la variance conditionnelle associée à la ﬁgure
5.7.
5.2. Régression par VCP 123
Figure 5.9  Erreur empirique en utilisant K1 = 4 polynômes à une variable pour
la première étape et K2 = 50 fonctions de l'espace 1dAffineMemeSurfsur [0, 6] pour
la seconde.
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Figure 5.10  Espérance empirique de la variance conditionnelle associée à la ﬁgure
5.9.
Chapitre 6
Mise en oeuvre numérique sur un
contrat GMWB Axa avec le point de
vue hedger
Dans cette section on applique les résultats obtenus aux chapitres précédents
pour des produits GMWB. La seule diﬀérence ici est qu'on s'intéresse au point
de vue du couvreur qui n'est pas forcément équivalent à celui du client rationnel
étudié au chapitre 2. C'est dans ce contexte qu'on propose plusieurs variantes de
l'algorithme de Longstaﬀ Schwartz pour résoudre numériquement le problème de
valorisation. Enﬁn, on expose quelques tests numériques eﬀectués sur des contrats
GMWB Axa.
On se place ici dans le même cadre du chapitre 2 en terme de notations et d'hypo-
thèses.
6.1 Point de vue couvreur
En général, l'entité qui couvre les garanties du contrat GMWB est diﬀérente de
celle qui gère l'account value du client. Ainsi, le pourcentage des fees β peut être
décomposé en deux quantités βh et βm que touchent respectivement le couvreur
(hedger) du contrat et le gérant (manager) de la valeur liquidative. Ainsi, les ﬂux
du point de vue du hedger se déclinent comme suit :
 1) Il reçoit à chaque date T fi , 1 ≤ i ≤ nf , un ﬂux de fees :
βh(Av
T fi −
)+.
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 2) Il s'engage à verser au client à la date Twi , 1 ≤ i ≤ nw le ﬂux manquant à
l'account value pour honorer les retraits promis :
(γBwTwi − − (A
v
T fi −
)+)+.
Remarquons que le couvreur est sollicité uniquement si l'account value de-
vient insuﬃsante pour en soustraire les retraits ou carrément nulle. Ainsi, à l'état
(i, S, a, b, c, r,D), le pire cas pour le couvreur correspond au cas où le client eﬀectue
une stratégie de rachat (αj)i≤j≤n−1 qui maximise en espérance la valeur actualisée
de la quantité
n−1∑
j=i
(γjB
w
j − (Avj )+)+ − βhj (Avj )+.
Notons que dans ce point de vue, l'assuré a un contrôle implicite sur les ﬂux futurs
en impactant les dynamiques de Av, Bw et Brol par la stratégie choisie.
Le coût de couverture correspondant au pire cas est
P h(i, S, a, b, c, r,D)
= sup
(αj)i≤j≤n−1
E
{
n−1∑
j=i
Ψhj (A
v
j , B
w
j , Dj)|Si = S,Avi = a,Bwi = b, Broli = c, ri = r,Di = D
}
,
avec :
Ψhj (α, a, b,D) = D[(γjb− (a)+)+ − βhj (a)+].
De manière similaire au chapitre 2, en exploitant la propriété d'homogénéité de degré
1 des ﬂux Ψhj en a et b, on peut montrer que P
h est homogène en l'account value
et la base et qu'il existe une stratégie de rachat de type Bang-Bang correspondant
au pire cas.
Théorème 6.1.1 Pour le point de vue du hedger, il existe une stratégie marko-
vienne non randomisée (α∗i )0≤i≤n−1 correspondant au pire cas. De plus, en chaque
date i qui correspond à une date de rachat, le contrôle optimal est de type bang-bang.
En notant par x = (S, a, b, c, r,D) l'état de la chaîne de Markov en Ti, on a :
α∗i (S, a, b, c, r,D) =

1{E(Ph(i+1,Si+1,Av,i,xi+1 ,Bw,i,xi+1 ,Br,i,xi+1 ,ri,xi+1,Di,xi+1))≤0}
(si Ti est une date de rachat),
0 (sinon).
6.1. Point de vue couvreur 127
6.1.1 Comparaison entre les points de vue client rationnel et
hedger
Il est important de noter que le pire cas du couvreur n'est pas l'équivalent du
meilleur cas du client rationnel. En eﬀet, on a vu dans le chapitre 2 que l'assuré
rationnel maximise en espérance à l'état (i, S, a, b, c, r,D) la valeur actualisée de la
somme des ﬂux réellement perçus ou versés qui s'écrit :
n−1∑
j=i
[(αj − βj)(Avj )+ + γjBwj ] + (Avn)+.
Ainsi, il existe deux stratégies, une correspondant au meilleur cas pour le client
rationnel et l'autre au pire cas pour le hedger. En pratique, le point de vue inté-
ressant est celui du hedger car avec des contrats réels, les fees prélevés étant assez
élevés (β grand), la stratégie optimale du client rationnel est de ne pas rentrer dans
le contrat. C'est pourquoi on s'intéresse dans la suite uniquement au point de vue
hedger.
6.1.2 Algorithme de programmation dynamique
Notons,
Xi = (Si, A
v
i , B
w
i , ri, Di),
P hi (Xi) = P
h(i,Xi),
Ψhi (Xi) = Di[(γiB
w
i − (Avi )+)+ − βhi (Avi )+].
Grâce au théorème 6.1.1, l'algorithme de programmation dynamique est celui d'un
problème d'arrêt optimal qui s'écrit :
τn = n,
P hn (Xn) = 0,
τi =
{
i1{E[Phi+1(Xi+1)|Xi]≤0} + τi+11{E[Phi+1(Xi+1)|Xi]>0} si Ti est une date de rachat (i < n) ,
τi+1 sinon ,
P hi (Xi) = E[
τi∑
j=i
Ψhj (Xj)|Xi], i < n.
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6.2 Résolution numérique : Méthode de Monte Carlo
de type Longstaﬀ Schwartz
6.2.1 Description
On eﬀectue N simulations de (Xi)1≤i≤n qu'on note (Xmi )1≤i≤n,1≤m≤N . L'idée est
de déterminer pour chaque date ti le temps d'arrêt optimal τ
m
i pour le scénario m.
Ensuite, le prix à l'instant initial est calculé par une approximation Monte Carlo
comme suit :
1
N
N∑
m=1
τm1∑
i=1
Ψhi (X
m
i ).
Il reste maintenant à expliquer comment on obtient (τmi )1≤i≤n,1≤m≤N . Pour cela on
approche la quantité
R(i, x) = E[P hi+1(Xi+1)|Xi = x] = E[
τi+1∑
j=i+1
Ψhj (Xj)|Xi = x]
qui représente la valeur en ti du prix du contrat à la date ti+1 par une méthode de ré-
gression empirique. Notons R˜(i, x) cette approximation. Ainsi, on calcule (τmi )1≤i≤n,1≤m≤N
par :
τmn = n,
τmi =
{
i1{R˜(i,Xmi )≤0} + τ
m
i+11{E[R˜(i,Xmi )>0} si Ti est une date de rachat (i < n) ,
τmi+1 sinon .
R˜(i, x) est calculé en utilisant les méthodes de régression empirique (standard,
VCP1, VCP2 et VCP3) étudiées dans le chapitre précédent comme suit.
Notons
Zi = (Xi, Xi+1), Z
m
i = (X
m
i , X
m
i+1), 1 ≤ j < n, 1 ≤ m < N.
Soit (Pk)1≤k≤K1 une famille de fonctions vériﬁant
E[Pk(Zi)|Xi] = 0, 1 ≤ k ≤ K1, 1 ≤ i < n.
Soit (Φk)1≤k≤K2 une famille de fonctions de base.
Alors on estime R(i, .) par R˜(i, .) =
∑K2
k=1 β˜
i
kΦk où les coeﬃcients (β˜
i
k) sont calculés
par les quatre façons suivantes.
Méthode standard
On calcule les coeﬃcients de régression par moindres carrés (β˜ik)1≤k≤K2 vériﬁant :
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(β˜ik)k = arg inf
(βk)k
1
N
N∑
m=1
∣∣∣∣∣∣
τmi+1−1∑
j=i
Ψhj+1(X
m
j+1)−
K2∑
k=1
βkΦk(X
m
i )
∣∣∣∣∣∣
2
.
Méthode VCP 1
Ici on détermine les coeﬃcients (α˜ik)1≤k≤K1 tels que :
(α˜ik)k = arg inf
(αk)k
1
N
N∑
m=1
∣∣∣∣∣∣
τmi+1−1∑
j=i
Ψhj+1(X
m
j+1)−
K1∑
k=1
αkPk(Z
m
i )
∣∣∣∣∣∣
2
.
Ensuite on calcule les coeﬃcients de régression par moindres carrés (β˜ik)1≤k≤K2 vé-
riﬁant :
(β˜ik)k = arg inf
(βk)k
1
N
N∑
m=1
∣∣∣∣∣∣
τmi+1−1∑
j=i
Ψhj+1(X
m
j+1)−
K1∑
k=1
αkPk(Z
m
i )−
K2∑
k=1
βkΦk(X
m
i )
∣∣∣∣∣∣
2
.
Méthode VCP 2
Pour i = n− 1, · · · , 1,
(α˜ik)k = arg inf
(αk)k
1
N
N∑
m=1
∣∣∣∣∣Ψhi+1(Xmi+1)−
K1∑
k=1
αkPk(Z
m
i )
∣∣∣∣∣
2
,
(β˜ik)k = arg inf
(βk)k
1
N
N∑
m=1
∣∣∣∣∣∣
τmi+1−1∑
j=i
[
Ψhj+1(X
m
j+1)−
K1∑
k=1
α˜jkPk(Z
j
i )
]
−
K2∑
k=1
βkΦk(X
m
i )
∣∣∣∣∣∣
2
.
Méthode VCP 3
Pour i = n− 1, · · · , 1,
(α˜ik)k = arg inf
(αk)k
1
N
N∑
m=1
∣∣∣∣∣∣
τmi+1−1∑
j=i+1
[
Ψhj+1(X
m
j+1)−
K1∑
k=1
α˜jkPk(Z
m
j )
]
+ Ψhi+1(X
m
i+1)−
K1∑
k=1
αkPk(Z
m
i )
∣∣∣∣∣∣
2
,
(β˜ik)k = arg inf
(βk)k
1
N
N∑
m=1
∣∣∣∣∣∣
τmi+1−1∑
j=i
[
Ψhj+1(X
m
j+1)−
K1∑
k=1
α˜jkPk(Z
j
i )
]
−
K2∑
k=1
βkΦk(X
m
i )
∣∣∣∣∣∣
2
.
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6.2.2 Résultats numériques
Pour les tests numériques, on considère un contrat GMWB avec les caratéris-
tiques suivantes :
 1/ P0 = 20000, β
h = 1%, βm = 1% et γ = 5%.
 2/ La rachat du contrat est possible annuellement à partir de l'année 5.
 3/ Les fees, retraits et rachats ont lieu à une fréquence annuelle à chaque date
d'anniversaire du contrat.
 4/ Le ratchet a lieu une seule fois, à la date T def .
On prend σ(t, St) = σ = 15%, σ
r
t = σ
r = 0.00583935, a = 0.0248547 et ρ = 0 et
on varie N dans l'ensemble {1000, 5000, 1000, 20000}. La courbe du Zéro Coupon
et celle des taux utilisées sont tracées dans le graphe 6.1.
Notons que dans ce cas la dynamique de l'account value devient :
Av0 = P0,
dAvt = (A
v
t−)+(rtdt+ σdWt)− β(Avt−)+dZft − γBwt−dZwt avant rachat,
Avt = 0 après rachat.
Par suite la variable sous-jacent S peut être éliminée des variables markoviennes du
problème.
a)D'abord on prend T = 25 et T def = 5.
Dans la ﬁgure 6.2 , on choisit K2 = 3 et 6 et visualise en fonction de N le coût de
couverture du contrat calculé par la méthode standard ainsi que les bornes Icmin
et Icmax de l'intervalle de conﬁance à 95% associé. On choisit Φk des deux formes
suivantes.
 1) Φk homogènes en la base et l'account value : Φk(X) = B(
A
B
)k.
 2) Φk non homogènes :Φk(X) = A
iBj.
On remarque qu'au fur et à mesure que le nombre de simulations augmente, l'in-
tervalle de conﬁance associé à la forme homogène des Φk devient au dessus de celui
de la forme non homogène. Ceci est en concordance avec le caractère homogène du
coût de couverture en l'account value et la base. En plus, la forme 1 permet d'éviter
un nouveau calcul si la prime initiale est multipliée par un facteur ce qui n'est pas le
cas pour la deuxième forme exigeant un nouveau calcul des coeﬃcients de régression.
Dans la ﬁgure 6.3 où on a utilisé K1 = 2 et K2 = 8 fonctions de base de la
forme 1, on visualise les intervalles de conﬁance des coûts de couverture pour les
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quatre méthodes pour des taux de rollup de 2.5% et de 1%. On remarque que les
méthodes VCP1, VCP2 et VCP3 n'apportent pas d'amélioration et peuvent être
moins bonnes que la méthode standard (c'est essentiellement le cas pour la VCP3).
Ceci peut s'expliquer par le fait que le temps d'arrêt optimal n'est pas forçément
le même pour tous les scénarii. Notons aussi que le coût de couverture augmente
pour un taux de rollup supérieur ce qui est logique car le contrat devient avantageux
pour l'assuré dans la mesure où il peut espérer toucher des retraits plus conséquents
après T def .
b)Ici on ﬁxe T = 29 et T def = 9.
Les graphes de la ﬁgure 6.4 (utilisation de K1 = 2 et K2 = 8 fonctions de base
de la forme 1) tracent les intervalles de conﬁance des coûts de couverture pour
les quatre méthodes respectivement pour des taux de rollup de 1% et de 2.5%.
Les mêmes conclusions de la ﬁgure 6.3 restent valables. D'autre part, le coût de
couverture est inferieur à celui de la ﬁgure d'avant ce qui est dû au fait que l'assuré
doit attendre plus avant de toucher son premier retrait alors que les fees débutent
toujours dès l'année 1.
6.2.3 Perspectives
Lest tests numériques ont montré que la méthode VCP3, qui a donné des résul-
tats satisfaisants dans le chapitre 5, est moins performante que la méthode standard.
Ceci peut s'expliquer par le fait que les coeﬃcients (α˜j)i≤j≤n calculés à l'itération
i de manière à réduire la variance empirique de la somme des ﬂux futurs jusqu'au
temps d'arrêt τi+1 sont les mêmes utilisés dans les itérations suivantes : ils peuvent
être inadaptées à l'itération i − 1 lorsqu'on s'intéresse à réduire la variance em-
pirique des ﬂux jusqu'au temps d'arrêt τi. Une manière de résoudre ce problème
est d'aménager la méthode VCP3 en recalculant à chaque itération i de nouveaux
coeﬃcients (α˜j)i≤j≤n en ne tenant compte que des ﬂux utiles. Ainsi on propose la
variante suivante :
Méthode VCP 3 modiﬁée
Pour i = n− 1, · · · , 1,
Pour l = n− 1, · · · , i,
(α˜i,lk )k = arg inf
(αk)k
1
N
N∑
m=1
∣∣∣∣∣∣
τmi+1−1∑
j=l+1
[
Ψhj+1(X
m
j+1)−
K1∑
k=1
α˜i,jk Pk(Z
m
j )
]
+ Ψhl+1(X
m
l+1)1{l+1≤τmi+1}
−
K1∑
k=1
αkPk(Z
m
l )
∣∣∣∣∣
2
,
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(β˜ik)k = arg inf
(βk)k
1
N
N∑
m=1
∣∣∣∣∣∣
τmi+1−1∑
j=i
[
Ψhj+1(X
m
j+1)−
K1∑
k=1
α˜i,jk Pk(Z
j
i )
]
−
K2∑
k=1
βkΦk(X
m
i )
∣∣∣∣∣∣
2
.
Des tests numériques sont en cours pour voir l'amélioration éventuelle de cette
nouvelle méthode.
Figure 6.1  Courbe du Zero Coupon et courbe des taux utilisées.
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Figure 6.2  Comparaison entre le cas homogène et non homogène des fonctions
de bases dans le cadre de la méthode standard avec T def = 5.
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Figure 6.3  Intervalle de conﬁance du coût de couverture pour les diﬀérentes
méthodes avec T def = 5.
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Figure 6.4  Intervalle de conﬁance du coût de couverture pour les diﬀérentes
méthodes avec T def = 9.
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Chapitre 7
Valorisation par formules fermées
d'un contrat GMWB à exercice
européen
Ce chapitre a pour objectif de proposer des formules fermées pour valoriser des
contrats GMWB dans un cadre européen. En eﬀet, les prix calculés par ces formules
peuvent être exploités pour calculer des poids optimaux dans un algorithme de
type Weighted-Monte Carlo (voir [ABF+01]). Ces poids seront ensuite utilisés pour
valoriser des contrats GMWB plus compliqués (avec rachat anticipé, ratchet, etc.).
7.1 Formulation du problème
On se place dans le cadre des hypothèses suivantes :
 Absence de coût de transaction et d'opportunité d'arbitrage dans un marché
complet .
 La vente à découvert est autorisée.
 Les retraits des souscripteurs et le pourcentage des fees (charges) sont suppo-
sés déterministes et se produisant à des dates discrètes.
 Le portefeuille sous-jacent de référence a la dynamique d'un mouvement brow-
nien géométrique à volatilité déterministe.
 Le taux d'intérêt est un processus stochastique de type Hull-White à 1 facteur.
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Notons par St la valeur du portefeuille de référence. Sous la mesure risque neutre
Q, on a :
dSt
St
= rtdt+ σt(ρdWt +
√
1− ρ2dBt),
drt = (θt − art)dt+ σrt dWt
où : W et B sont deux mouvements browniens standards, θt, a et σ
t
r sont des pa-
ramètres déterministes, σt est la volatilité déterministe de S et ρ est la corrélation
instantanée entre S et r.
Soit Av,y,δ l'account value (valeur du compte) du client déﬁnie comme suit :
 Initialement, le client investit la valeur Av,y,δ0 ;
 Il reçoit les retraits (δi)1≤i≤n à des dates ﬁxes (ti)1≤i≤n ;
 Il reçoit le capital restant (Av,y,δT )+ à la maturité T = tn+1 ;
 Entre deux dates, l'account value Av,y,δ et S ont le même rendement.
 L'assureur reçoit les fees (prises de l'account value) en (ti)1≤i≤n, qui sont les
pourcentages (αi)1≤i≤n de l'account value si elle est positive ou zéro sinon. Les
fees sont ﬁxées de manière à ce que la valeur intiale risque neutre du contrat
soit égale à Av,y,δ0 .
La maturité T est grande (10 ans ou plus). Soit t0 = 0. La dynamique de A
v,y,δ
s'écrit :
dAv,y,δt
Av,y,δt
=
dSt
St
si ti ≤ t < ti+1, 1 ≤ i ≤ n,
Av,y,δti = A
v,y,δ
ti− − αi(Av,y,δti− )+ − δi pour 1 ≤ i ≤ n+ 1.
Pour être précis dans nos déﬁnitions, il faudrait laisser Av,y,δt constant une fois qu'une
valeur négative est atteinte : en réalité, puisque les ﬂux ne concernent que les valeurs
positives de l'account value, la modiﬁcation proposée ci-dessus est équivalente. En
notant Dt = e
− ∫ t0 rsds, le prix du contrat est donné par :
GMWB0 = E
[
DT (A
v,y,δ
T )+ +
n∑
i=1
Dtiδi −
n∑
i=1
Dtiαi(A
v,y,δ
ti− )+
]
.
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7.2 Formules fermées d'approximation
Remarquons qu'une fois Av,y,δ devienne négative, elle ne peut plus redevenir
positive (car δi ≥ 0 et αi ∈ [0, 1]). Ainsi, puisque le payoﬀ inclut uniquement les
valeurs positives de Av,y,δ, on peut supposer pour le calcul du prix GMWB0 que :
Av,y,δti = (1− αi)Av,y,δti− − δi pour 1 ≤ i ≤ n.
Le prix devient :
GMWB0 =
n∑
i=1
δiB(0, ti) + E
[
DT (A
v,y,δ
T )+
]
−
n∑
i=1
αiE
[
Dti(A
v,y,δ
ti− )+
]
(7.2.1)
où B(t, s) est le prix en t du zéro-coupon qui commence et de maturité s.
Ainsi, le pricing revient à calculer les termes :
E
[
DT (A
v,y,δ
T )+
]
et E
[
Dti(A
v,y,δ
ti− )+
]
, 1 ≤ i ≤ n
où Av,y,δ a une dynamique log normale avec des sauts aﬃnes en ti. C'est similaire
à un sous-jacent versant des dividendes discrets aﬃnes, et nous nous inspirons de
[EG12] pour calculer des formules approchées dans une asymptotique de petits
retraits. Par rapport à [EG12], la nouveauté vient des taux d'intérêt stochastiques.
Pour simpliﬁer, on introduit les notations suivantes :
Γ(t, u) =
∫ u
t
σrse
−a(u−s)ds,
pij,i = (1− αi)...(1− αj+1) pour j ≤ i ,
Ky,δ =
n∑
j=1
δjpij,nE
[
ST
Stj
]
,
δˆji = δipii,j.
Pour alléger les écritures, on suppose Av,y,δ0 = S0 et on pose δˆi = δˆ
n
i .
Enﬁn, rappelons ici que la dynamique des zéro-coupons s'écrit (voir chapitres 3 et
5 dans [BM07]) :
B(t, s) = B(0, s) exp
(∫ t
0
rudu− 1
2
∫ t
0
Γ(u, s)2du−
∫ t
0
Γ(u, s)dWu
)
, t ≤ s.
7.2.1 Résultats préliminaires
Avec les notations précédentes, on déduit :
Av,y,δt =
{
St si t < t1
Av,y,δti
St
Sti
= (1− αi)Av,y,δti− StSti − δi
St
Sti
si ti ≤ t < ti+1, i < n ou tn ≤ t ≤ T.
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D'où, par récurrence (voir annexe), on a le lemme suivant :
Lemme 7.2.1 Pour 0 ≤ i ≤ n, on a
Av,y,δti+1− = pi0,iSti+1 −
i∑
j=1
δjpij,i
Sti+1
Stj
,
Av,y,δT = pi0,nST −
n∑
i=1
δipii,n
ST
Sti
.
Puisque la même méthodologie peut être utilisée pour toutes les dates dans l'ex-
pression (7.2.1) de GMWB0, on explique seulement comment calculer E
[
DT (A
v,y,δ
T )+
]
.
Le cas associé à l'absence de retraits (δi = 0) et pour lequel A
v,y,δ
T = pi0,nST est
important. En eﬀet, dans ce cas Av,y,δT étant une variable aléatoire log-normale, la
quantité d'intérêt E
[
DT (A
v,y,δ
T )+
]
est explicite est vaut pi0,nS0.
Ce cas permet de trouver un proxy pour notre modèle de départ. Ce proxy n'est pas
donné directement par le modèle avec δi = 0, mais plutôt par ce modèle translaté
par l'espérance des retraits deterministes. En d'autres termes, par le lemme 7.2.1,
le proxy est déﬁni par :
A¯v,y,δT = pi0,nST − E
[
n∑
i=1
δˆi
ST
Sti
]
= pi0,nST −
n∑
i=1
δˆiE
[
ST
Sti
]
, (7.2.2)
où E
[
ST
Sti
]
peut être calculée explicitement selon le lemme suivant (voir la preuve
dans l'annexe) :
Lemme 7.2.2 Pour 1 ≤ i ≤ n+ 1, on a :
E
[
ST
Sti
]
=
B(0, ti)
B(0, T )
exp
(∫ ti
0
[Γ(s, T )2 − Γ(s, ti)Γ(s, T )]ds+
∫ T
ti
[Γ(s, T )2 − ρσsΓ(s, T )]ds
)
.
Si σt = σ et σ
r
t = σ
r, alors E
[
ST
Sti
]
est égale à :
B(0, ti)
B(0, T )
exp
((σr
a
)2 [
T − ti + e
−aT
a
− e
−ati
a
− e
−2aT
2a
+
e−a(T−ti)
2a
+
e−a(T+ti)
2a
− 1
2a
]
+ ρσσr
[
T − ti + e
−a(T−ti)
a
− 1
a
])
.
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Ainsi, A¯v,y,δT est une variable aléatoire log-normale translatée, et par suite le cal-
cul de E[e−
∫ T
0 rsds(A¯v,y,δT )+] demeure explicite en utilisant la variable strike translatée
Ky,δ dans la formule de Black :
E[e−
∫ T
0 rsds(A¯v,y,δT )+] = Call
BS(pi0,nS0, K
y,δ),
où
CallBS(x, k) = xN
[
d+
(
x
B(0, T )
, k
)]
− kB(0, T )N
[
d−
(
x
B(0, T )
, k
)]
,
d±(x, k) =
log
(
x
k
)± 1
2
Σ2T
Σ
√
T
,
Σ2 =
1
T
∫ T
0
(Γ(s, T )2 + 2ρσsΓ(s, T ) + σ
2
s)ds,
N étant la fonction de répartition de la loi normale centrée réduite. La quantité
ci-dessus représente le terme principal dans notre formule de développement asymp-
totique de E[e−
∫ T
0 rsds(Av,y,δT )+].
Notre but maintenant est de fournir des termes correctifs permettant l'obtention
d'une bonne précision.
7.2.2 Résultats principaux
Notre méthode est basée sur le développement de Taylor et le calcul astucieux
des termes correctifs via le proxy A¯v,y,δT . Par le lemme 7.2.1 et l'égalité (7.2.2), on
obtient la distance au proxy :
Av,y,δT − A¯v,y,δT = −
n∑
i=1
δˆni (
ST
Sti
− E
[
ST
Sti
]
).
Nous cherchons à approcher E[e−
∫ T
0 rsdsh(Av,y,δT )] pour h(x) = (x)+ par des formules
explicites avec une estimation de l'erreur. Ceci est simple quand h est plus régulière
que la fonction partie positive. On traite ici uniquement ce cas. L'extension pour
h(x) = (x)+ est similaire à [EG12] et nous ne le détaillons pas ici.
Développement de Taylor pour une fonction régulière h
On dit que h a un degré de régularité k (k ≥ 1) si la propriété (Hk) suivante
est vériﬁée :
(Hk) :La fonction h est (k− 1) fois continuellement diﬀérentiable et sa (k− 1)-ième
dérivée est diﬀérentiable presque partout. En plus, les dérivées sont bornées par des
polynômes tels que pour des constantes positives C et p on a |h(x)|+∑kj=1 |∂jxh(x)| ≤
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C(1 + |x|p) pour tout x ∈ R.
Avant d'énoncer le théorème pour la formule d'approximation, on a besoin des
lemmes suivants :
Lemme 7.2.3 (Voir preuve dans l'annexe)
Pour k ∈ N et (i1, i2, · · · , ik) ∈ {0, 1, . . . , n+ 1}k, posons
ci1,i2,...,ik := E
[
DT
ST
Sti1
ST
Sti2
. . .
ST
Stik
]
.
Si i1 ≤ i2 ≤ · · · ≤ ik alors,
ci1,i2,...,ik
=
∏k
j=1B(0, tij)
B(0, T )k−1
exp
(
1
2
k∑
j=0
∫ tij+1
tij
[
(k − 1)Γ(s, T )2 − jσ2s −
k∑
l=j+1
Γ(s, til)
2
]
ds
)
exp
1
2
k∑
j=0
∫ tij+1
tij
[
(k − 1)Γ(s, T ) + jρσs −
k∑
l=j+1
Γ(s, til)
]2
ds+
1
2
k∑
j=0
∫ tij+1
tij
j2(1− ρ2)σ2sds

avec la convention ti0 = 0 et tik+1 = T .
Sinon,
ci1,i2,...,ik = cζ(i1),ζ(i2),...,ζ(ik)
où ζ est une permutation transformant la suite (i1, i2, . . . , ik) en une suite croissante
(ζ(i1), ζ(i2), . . . , ζ(ik)).
En particulier,
ci = B(0, ti), 0 ≤ i ≤ n+ 1.
On attire l'attention que si σt = σ et σ
r
t = σ
r, les intégrales dans ci1,i2,...,ik se
calculent explicitement par la formule (7.4.3) (voir remarque à la ﬁn de la preuve
du lemme 7.2.3 en annexe). C'est cette formule qui a été utilisée lors des tests
numériques.
Lemme 7.2.4 Notons pour k ∈ N∗, Qti1 ,...,tik la mesure de probabilité telle que
dQti1 ,...,tik
dQ
∣∣
FT =
DT
ST
Sti1
ST
Sti2
. . . ST
Stik
E
[
DT
ST
Sti1
ST
Sti2
. . . ST
Stik
] .
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Alors, la loi du proxy A¯v,y,δT sous Qti1 ,...,tik est la même que celle de la variable
log-normale translatée
pi0,n
c0,i1,...,ik
ci1,...,ik
S˜T −Ky,δ
sous Q où :
S˜ est un actif ﬁctif log normal sans drift de volatilité Σ, valant S0 à t = 0.
Remarque
 La caractère log-normal de
dQti1 ,...,tik
dQ
∣∣
FT est une propriété clé qui induit un
changement de probabilité conservant le caractère gaussien des variables aléa-
toires.
 Pour ti1 = T , Qti1 coïncide avec la mesure de probabilité habituelle forward
neutre de maturité T .
 Pour ti1 = 0, Qti1 correspond à la mesure de probabilité associée au numéraire
S.
Preuve du Lemme 7.2.4
D'après (7.2.2) on a A¯v,y,δT = pi0,nST − Ky,δ. Ainsi, sous Qti1 ,...,tik la loi de A¯
v,y,δ
T
demeure celle d'une variable log-normale translatée de volatilité inchangée et de de
moyenne égale à :
EQti1 ,...,tik [A¯
v,y,δ
T ] = pi0,nEQti1 ,...,tik [ST ]−K
y,δ
= pi0,n
E
[
STDT
ST
Sti1
ST
Sti2
. . . ST
Stik
]
E
[
DT
ST
Sti1
ST
Sti2
. . . ST
Stik
] −Ky,δ
= pi0,nS0
c0,i1,...,ik
ci1,...,ik
−Ky,δ.
D'où le le résultat du lemme. 2
Théorème 7.2.5 Pour une fonction régulière h vériﬁant (H2), on a
E
[
DTh(A
v,y,δ
T )
]
= B(0, T )E
[
h(
pi0,n
B(0, T )
S˜T −Ky,δ)
]
+
n∑
i=1
δˆiB(0, ti)∂KE
[
h(pi0,n
c0,i
B(0, ti)
S˜T −Ky,δ)
]
−
n∑
i=1
δˆiE[
ST
Sti
]B(0, T )∂KE
[
h(
pi0,n
B(0, T )
S˜T −Ky,δ)
]
+Error2(h).
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Notons que dans le terme de droite de l'égalité ci-dessus, la fonction h est évaluée en
une variable aléatoire log-normale translatée ce qui permet de simpliﬁer le calcul nu-
mérique. En outre, E
[
ST
Sti
]
, Ky,δ et c0,i sont explicites selon les lemmes 7.2.2 et 7.2.3.
Preuve. Notre objectif est d'approcher E
[
DTh(A
v,y,δ
T )
]
pour des fonctions h
vériﬁant (H2). En utilisant le développement de Taylor au premier ordre, on a
E
[
DTh(A
v,y,δ
T )
]
= E
[
e−
∫ T
0 rsdsh(A¯v,y,δT )
]
−
n∑
i=1
δˆiE
[
e−
∫ T
0 rsds(
ST
Sti
− E
[
ST
Sti
]
)h′(A¯v,y,δT )
]
(7.2.3)
+Error2(h).
On a
E
[
e−
∫ T
0 rsdsh(A¯v,y,δT )
]
= B(0, T )EQT
[
h(A¯v,y,δT )
]
.
Selon le lemme 7.2.4, sousQT la loi de A¯v,y,δT est la même que celle de pi0,n
S˜T
B(0,T )
−Ky,δ
sous Q. D'où
E
[
e−
∫ T
0 rsdsh(A¯v,y,δT )
]
= B(0, T )E
[
h(pi0,n
S˜T
B(0, T )
−Ky,δ)
]
.
Concernant le deuxième terme de la partie droite de (7.2.3), on a pour tout 1 ≤ i ≤ n
E
[
e−
∫ T
0 rsds(
ST
Sti
− E
[
ST
Sti
]
)h′(A¯v,y,δT )
]
= E
[
e−
∫ T
0 rsds ST
Sti
h′(A¯v,y,δT )
]
−
E
[
ST
Sti
]
E
[
e−
∫ T
0 rsdsh′(A¯v,y,δT )
]
.(7.2.4)
Le second terme dans la partie droite peut être écrit sous forme de dérivée (l'hypo-
thèse sur h permet la permutation entre la dérivée et l'espérance) :
E
[
e−
∫ T
0 rsdsh′(A¯v,y,δT )
]
= −∂KE
[
e−
∫ T
0 rsdsh(pi0,nST −K)
]
|K=Ky,δ .
Cette formule est essentielle pour interpréter plus tard les termes d'approximation
comme des grecques (donc explicites).
Par le lemme 7.2.4, on transforme le premier terme dans la partie droite de
(7.2.4) en interprétant le facteur (à une constante multiplicative près) e−
∫ T
0 rsds ST
Sti
comme un changement de probabilité dans FT . On écrit
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E
[
e−
∫ T
0 rsds
ST
Sti
h′(A¯v,y,δT )
]
= ciE
[
DTST
ciSti
h′(A¯v,y,δT )
]
= ciEQti
[
h′(A¯v,y,δT )
]
= B(0, ti)E
[
h′
(
pi0,n
c0,i
B(0, ti)
S˜T −
n∑
i=1
δˆni E
[
ST
Sti
])]
= −B(0, ti)∂KE
[
h
(
pi0,n
c0,i
B(0, ti)
S˜T −K
)] ∣∣
K=Ky,δ
en utilisant le lemme 7.2.4 dans la troisième égalité ci-dessus.
En combinant l'égalité ci-dessus avec (7.2.4), et en injectant dans (7.2.3), on aboutit
au résultat souhaité. 2
Théorème 7.2.6 Pour une fonction régulière h vériﬁant (H3), on a
E
[
DTh(A
v,y,δ
T )
]
= B(0, T )E
[
h(
pi0,n
B(0, T )
S˜T −Ky,δ)
]
+
n∑
i=1
δˆici∂KE
[
h(pi0,n
c0,i
ci
S˜T −Ky,δ)
]
−
n∑
i=1
δˆiE[
ST
Sti
]B(0, T )∂KE
[
h(
pi0,n
B(0, T )
S˜T −Ky,δ)
]
+
1
2
{
n∑
i,j=1
δˆiδˆjci,j∂
2
KE
[
h
(
pi0,nc0,i,j
ci,j
S˜T −Ky,δ
)]
− 2Ky,δ
n∑
i=1
δˆiB(0, ti)∂
2
KE
[
h
(
pi0,nc0,i
ci
S˜T −Ky,δ
)]
+ (Ky,δ)2B(0, T )∂2KE
[
h
(
pi0,n
B(0, T )
S˜T −Ky,δ
)]}
+Error3(h).
P reuve. La preuve est similaire à celle du théorème précédent. Cependant, on rem-
place ici l'égalité (7.2.3) par un développement de Taylor au second ordre. On
obtient :
E
[
DTh(A
v,y,δ
T )
]
= E
[
e−
∫ T
0 rsdsh(A¯v,y,δT )
]
−
n∑
i=1
δipii,nE
[
e−
∫ T
0 rsds
(
ST
Sti
− E
[
ST
Sti
])
h′(A¯v,y,δT )
]
+
1
2
E
e− ∫ T0 rsds( n∑
i=1
δipii,n
(
ST
Sti
− E
[
ST
Sti
]))2
h′′(A¯v,y,δT )

+Error3(h).
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En comparant avec le développement du théorème 7.2.5, il nous reste à calculer
le nouveau terme correctif avec le facteur 1
2
. Ce terme est égal à
E
e− ∫ T0 rsds( n∑
i=1
δipii,n
(
ST
Sti
− E
[
ST
Sti
]))2
h′′(A¯v,y,δT )

=
∑
1≤i,j≤n
δˆiδˆjE
[
e−
∫ T
0 rsds
ST
Sti
ST
Stj
h′′(A¯v,y,δT )
]
−2
(
n∑
j=1
δˆjE
[
ST
Stj
]) n∑
i=1
δˆiE
[
e−
∫ T
0 rsds
ST
Sti
h′′(A¯v,y,δT )
]
+
(
n∑
j=1
δˆjE
[
ST
Stj
])2
E
[
e−
∫ T
0 rsdsh′′(A¯v,y,δT )
]
= τ1 + τ2 + τ3.
On traite séparemment chacun des trois termes ci-dessus.
 Le terme τ1. On procède de façon analogue en le transformant par le chan-
gements de probabilité Qti,tj . Donc, d'après le lemme 7.2.4, sous Qti,tj A¯
v,y,δ
T
a la même loi que celle de pi0,n
c0,i,j
ci,j
S˜T −Ky,δ sous Q. Ainsi, on obtient
τ1 =
∑
1≤i,j≤n
δˆiδˆjci,jEQti,tj
[
h′′(A¯v,y,δT )
]
=
∑
1≤i,j≤n
δˆiδˆjci,jE
[
h′′
(
pi0,n
c0,i,j
ci,j
S˜T −
n∑
i=1
δˆiE
[
ST
Sti
])]
=
∑
1≤i,j≤n
δˆiδˆjci,j∂
2
kE
[
h′′
(
pi0,n
c0,i,j
ci,j
S˜T − k
)] ∣∣
k=Ky,δ
.
 Le terme τ2. De manière similaire, on a
τ2 = −2
(
n∑
j=1
δˆjE
[
ST
Stj
]) n∑
i=1
δˆiB(0, ti)∂
2
kE
[
h′′
(
pi0,n
c0,i
B(0, ti)
S˜T − k
)] ∣∣
k=Ky,δ
.
 Le terme τ3. On obtient facilement
τ3 =
(
n∑
j=1
δˆjE
[
ST
Stj
])2
B(0, T )∂2kE
[
h′′
(
pi0,n
B(0, T )
S˜T − k
)] ∣∣
k=Ky,δ
.
Ainsi le théorème est prouvé. 2
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Les théorèmes d'avant peuvent s'étendre à la fonction partie positive par passage à
la limite via une suite de fonctions régulières l'approximant. La preuve est similaire
à [EG12] et nous ne la détaillons pas. On énonce ci-dessous les théorèmes :
Théorème 7.2.7 Le développement asymptotique au premier ordre de E
[
DT (A
v,y,δ
T )+
]
est :
E
[
DT (A
v,y,δ
T )+
]
= B(0, T )CallBS
(
pi0,n
B(0, T )
S0, K
y,δ
)
+
n∑
i=1
δˆiB(0, ti)∂KCall
BS
(
pi0,nc0,i
B(0, ti)
S0, K
y,δ
)
− Ky,δB(0, T )∂KCallBS
(
pi0,n
B(0, T )
S0, K
y,δ
)
+ Error2.
Théorème 7.2.8 Le développement asymptotique au second ordre de E
[
DT (A
v,y,δ
T )+
]
s'écrit :
E
[
DT (A
v,y,δ
T )+
]
= termes ordre 1 +
+
1
2
{
n∑
i,j=1
δˆiδˆjci,j∂
2
KCall
BS
(
pi0,nc0,i,j
ci,j
S0, K
y,δ
)
− 2Ky,δ
n∑
i=1
δˆiB(0, ti)∂
2
KCall
BS
(
pi0,nc0,i
B(0, ti)
S0, K
y,δ
)
+
(
Ky,δ
)2
B(0, T )∂2KCall
BS
(
pi0,n
B(0, T )
S0, K
y,δ
)
}
+Error3.
Il est important de noter qu'on peut étendre les résultats précédents à n'importe
quel ordre k. Dans ce cas, le calcul du k-ième terme du développement asymptotique
revient à celui des quantités :
E
[
DT
ST
Sti1
ST
Sti2
. . .
ST
Stik
h(k)(A¯v,y,δT )
]
.
Le terme ci-dessus correspond à la k-ième dérivée de la formule de Black par rapport
au strike à un facteur multiplicatif près. En eﬀet, le facteur
DT
ST
Sti1
ST
Sti2
. . . ST
Stik
E
[
DT
ST
Sti1
ST
Sti2
. . . ST
Stik
]
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induit la mesure de probabilité Qti1 ,...,tik sous laquelle la loi du proxy A¯
v,y,δ
T est la
même que celle de pi0,n
c0,i1,...,ik
ci1,...,ik
S˜T −Ky,δ sous Q. Ainsi,
E
[
DT
ST
Sti1
ST
Sti2
. . .
ST
Stik
h(k)(A¯v,y,δT )
]
= ci1,...,ikE
[
h(k)(pi0,n
c0,i1,...,ik
ci1,...,ik
S˜T −Ky,δ)
]
.
Théorème 7.2.9 L'ordre 3 s'écrit :
E
[
DT (A
v,y,δ
T )+
]
= termes ordre 2 +
+
1
6
{
n∑
i,j,l=1
δˆiδˆj δˆlci,j,l∂
3
KCall
BS
(
pi0,nc0,i,j,l
ci,j,l
S0, K
y,δ
)
− 3Ky,δ
n∑
i,j=1
δˆiδˆjci,j∂
3
KCall
BS
(
pi0,nc0,i,j
ci,j
S0, K
y,δ
)
+ 3
(
Ky,δ
)2 n∑
i=1
δˆiB(0, ti)∂
3
KCall
BS
(
pi0,nc0,i
B(0, ti)
S0, K
y,δ
)
− (Ky,δ)3B(0, T )∂3KCallBS( pi0,nB(0, T )S0, Ky,δ
)
}
+Error4.
7.2.3 Estimation de l'erreur dans le cas régulier
On écrit A ≤c B s'il existe une constante (dont la dépendance est uniformé-
ment bornée quand les paramètres tendent vers 0) telle que A ≤ cB. On énonce le
théorème d'estimation d'erreur suivant :
Théorème 7.2.10 Si ∀t ∈ [0, T ] : σrt ≤ σ¯r, σt ≤ σ¯, alors on a les estimations
d'erreur suivantes :
|Error2(h)| ≤c
[
n sup
1≤i≤n
(
δi
[
σ¯r
√
T min
(
T,
1
a
)
+ σ¯
√
T − ti
])]2
,
|Error3(h)| ≤c
[
n sup
1≤i≤n
(
δi
[
σ¯r
√
T min
(
T,
1
a
)
+ σ¯
√
T − ti
])]3
.
Preuve du théorème 7.2.10
On fait la preuve juste pour |Error2(h)|. La démonstration concernant |Error3(h)|
est similaire. Notre but est de faire une majoration montrant le comportement de
l'erreur en fonction des retraits ainsi que de σ¯, σ¯r, a et T . On a
Error2(h) = E
∫ 1
0
DT
(
n∑
i=1
δˆi
(
ST
Sti
− E
[
ST
Sti
]))2
(1− λ)h′′(AλT )dλ

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en posant
AλT = A¯
v,y,δ − λ
n∑
i=1
δˆi
(
ST
Sti
− E
[
ST
Sti
])
.
Ainsi
|Error2(h)| ≤c
∫ 1
0
E
DT ( n∑
i=1
δˆi
(
ST
Sti
− E
[
ST
Sti
]))2
(1 + |AλT |p)
 dλ
≤c
∫ 1
0
‖DT‖3
∥∥∥∥∥∥
(
n∑
i=1
δˆi
(
ST
Sti
− E
[
ST
Sti
]))2∥∥∥∥∥∥
3
‖1 + |AλT |p‖3dλ
≤c ‖DT‖3
(
n∑
i=1
δˆi
∥∥∥∥STSti − E
[
ST
Sti
]∥∥∥∥
6
)2 ∫ 1
0
(1 + ‖AλT‖p3p)dλ
≤c ‖DT‖3
(
n sup
1≤i≤n
δˆi
∥∥∥∥STSti − E
[
ST
Sti
]∥∥∥∥
6
)2
∫ 1
0
[
1 +
(
‖pi0,nST‖3p + λ
n∑
i=1
δˆi
∥∥∥∥STSti
∥∥∥∥
3p
+ (1− λ)
n∑
i=1
δˆiE
[
ST
Sti
])p]
dλ
≤c ‖DT‖3
[
1 +
(
‖pi0,nST‖3p +
n∑
i=1
δˆi
∥∥∥∥STSti
∥∥∥∥
3p
)p](
n sup
1≤i≤n
δˆi
∥∥∥∥STSti − E
[
ST
Sti
]∥∥∥∥
6
)2
.
Donc
|Error2(h)| ≤c
(
n sup
1≤i≤n
δˆi
∥∥∥∥STSti − E
[
ST
Sti
]∥∥∥∥
6
)2
. (7.2.5)
Notre objectif maintenant est de majorer
∥∥∥STSti − E [STSti ]∥∥∥6 pour 1 ≤ i ≤ n. On
a selon (7.4.2)
ST
Sti
=
B(0, ti)
B(0, T )
exp
(
1
2
∫ T
0
Γ(s, T )2ds− 1
2
∫ ti
0
Γ(s, ti)
2ds− 1
2
∫ T
ti
σ2sds
)
exp
(∫ T
0
Γ(s, T )dWs −
∫ ti
0
Γ(s, ti)dWs +
∫ T
ti
ρσsdWs +
∫ T
ti
√
1− ρ2σsdBs)
)
=
B(0, ti)
B(0, T )
exp(A) exp(NT )
où
Nu =
∫ u
0
Γ(s, T )dWs −
∫ u
0
Γ(s, ti)1s≤tidWs +
∫ u
0
ρσs1s≥tidWs +
∫ u
0
√
1− ρ2σs1s≥tidBs),
0 ≤ u ≤ T,
et
A =
1
2
∫ T
0
Γ(s, T )2ds− 1
2
∫ ti
0
Γ(s, ti)
2ds− 1
2
∫ T
ti
σ2sds.
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D'où
ST
Sti
− E
[
ST
Sti
]
=
B(0, ti)
B(0, T )
exp(A) exp(
1
2
〈N〉T )
(
exp(NT − 1
2
〈N〉T )− 1
)
.
Par une adaptation du lemme 4.3 dans [EG12], on a pour tout r ≥ 1 :
‖eJT − 1‖r ≤ ‖JT‖2re2r〈N〉T
où JT = NT − 12〈N〉T .
D'où
‖ST
Sti
− E
[
ST
Sti
]
‖6 ≤ B(0, ti)
B(0, T )
exp(A) exp(
1
2
〈N〉T )‖JT‖12 exp(12〈N〉T ). (7.2.6)
On a
〈N〉T =
∫ ti
0
(Γ(s, T )− Γ(s, ti))2ds+
∫ T
ti
(Γ(s, T ) + ρσs)
2ds+
∫ T
ti
(1− ρ2)σ2sds
≤c
∫ T
0
Γ(s, T )2ds+
∫ ti
0
Γ(s, ti)
2ds+ σ¯2(T − ti).
D'autre part ∫ T
0
Γ(s, T )2ds =
∫ T
0
(
∫ T
s
σrue
−a(u−s)du)2ds
≤
∫ T
0
(
σ¯r
1− e−a(T−s)
a
)2
ds
=
(σ¯r)2
a3
∫ aT
0
(1− e−u)2ds
≤ (σ¯
r)2
a3
∫ aT
0
(min(u, 1))2ds
≤ (σ¯
r)2
a3
min(
a3T 3
3
, aT )
≤c (σ¯r)2T min(T 2, 1
a2
).
De même ∫ ti
0
Γ(s, ti)
2ds ≤c (σ¯r)2ti min(t2i ,
1
a2
) ≤c (σ¯r)2T min(T 2, 1
a2
).
Par suite
〈N〉T ≤c (σ¯r)2T min(T 2, 1
a2
) + σ¯2(T − ti).
7.3. Résultats numériques 151
Ainsi, on déduit par (7.2.6) et l'inégalité de Burkholder-Davis-Gundy que
‖ST
Sti
− E
[
ST
Sti
]
‖6 ≤c
√
(σ¯r)2T min(T 2,
1
a2
) + σ¯2(T − ti)
≤c σ¯r
√
T min(T,
1
a
) + σ¯
√
T − ti.
En injectant l'inégalité ci-dessus dans (7.2.5) on aboutit au résultat souhaité. 2
Remarque :
En supposant une hypothèse d'ellipticité sur σ, les mêmes estimations d'erreur
restent valables pour la fonction partie positive qu'on peut écrire sous la forme :
|Errork| ≤c
[
n sup
1≤i≤n
(
δi
[
σ¯r
√
T min
(
T,
1
a
)
+ σ¯
√
T − ti
])]k
, (7.2.7)
pour la méthode de développement asymptotique d'ordre k− 1, k ≥ 2 ; voir [EG12]
pour des arguments détaillés.
Bien que cette estimation croisse quand n et T augmentent laissant supposer une
explosion d'erreur à grande maturité, ce n'est probablement pas le cas car le prix
d'exercice du proxy augmente avec T , rendant l'option de plus en plus en dehors
de la monnaie (prix et grecques tendent vers 0).
7.3 Résultats numériques
Dans cette section, nous discutons la performance de notre méthode d'approxi-
mation sur un contrat GMWB en fonction des paramètres du modèle et de l'ordre
k du développement asymptotique. Dans tous nos tests, on choisit comme bench-
mark le prix Monte Carlo calculé en utilisant 108 simulations et on prendra T = 20,
S0 = 100 , ρ = 0 et y=0.9% (charges annuels y compris en T ).
Le tableau de la ﬁgure 7.1 aﬃche pour un contrat GMWB, sa valeur benchmark
(colonne MC) ainsi que l'intervalle de conﬁance à 95% correspondant (colonne IC)
et les valeurs calculées par la méthode de développement asymptotique pour les
ordres de 1 à 5 (colonnes DAS1,. . . ,DAS5) en fonction de σr et a. On remarque que
plus l'ordre de la méthode est grand, meilleure est la précision. Ainsi, le prix DAS5
est bien précis pour toutes les valeurs de σr et a. Cependant, quelquefois on peut se
limiter à l'ordre 4 pour avoir une bonne précision. Enﬁn, le gain en temps de calcul
est énorme puisque la méthode DAS5 prend environ 2 secondes tandis que le temps
de calcul nécessaire pour obtenir un prix Monte Carlo de précision équivalente est
proche de 2 heures.
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σr a MC IC DAS1 DAS2 DAS3 DAS4 DAS5
0.01 0.001 94.7514 [94.7476,94.7553] 93.5575 94.2223 94.5405 94.674 94.722
0.01 0.041 93.8524 [93.8487,93.856] 92.634 93.383 93.7057 93.8169 93.8434
0.01 0.091 93.1718 [93.1682,93.1753] 91.912 92.7376 93.0658 93.1593 93.1704
0.02 0.001 100.673 100.669,100.678 98.933 99.6428 100.056 100.296 100.437
0.02 0.041 98.3116 98.3071,98.3161 96.9445 97.6249 97.9742 98.1439 98.2236
0.02 0.091 96.3348 96.3306,96.3389 95.0395 95.789 96.1272 96.2593 96.3035
Figure 7.1  Valeur de GMWB0 pour σ=10% et δ=9.5 (retrait annuel à partir de
l'année 6 jusqu'à maturité (pas de retrait avant).
Dans le graphe 7.2, on visualise l'erreur relative du prix de la méthode DAS5
en variant a et σr pour trois valeurs de σ. On remarque que a et σ
r ont un impact
signiﬁcatif surtout quand a est inférieur à 2%. En eﬀet l'erreur relative augmente
considérablement quand a diminue ou σr augmente. Ceci est en concordance avec la
majoration d'erreur (7.2.7) qui est proportionnelle à σr et 1
a
. D'un autre côté l'eﬀet
de la volatilité σ est insigniﬁant ce qui est en accord avec (7.2.7) montrant que le
facteur de σr est au moins de l'ordre T
√
T alors que le facteur de σ est de l'ordre
de
√
T .
La ﬁgure 7.3 montre l'impact de l'ordre d'approximation ainsi que du taux de
retrait δ sur l'erreur relative. On remarque une stabilité de l'erreur en fonction des
retraits ce qui peut s'expliquer par une compensation des erreurs dans la formule du
prix (7.2.1). En eﬀet, plus la maturité est grande plus l'erreur est grande mais d'un
autre côté plus les retraits augmentent (et aussi la maturité (voir graphe 7.4)), plus
la contribution des termes à grandes maturités diminue car dans ce cas l'account
value a tendance à diminuer rapidement.
Enﬁn, le graphe 7.4 trace la probabilité que l'account value devienne négative
en fonction des années.
7.4 Annexe
7.4.1 Preuve du lemme 7.2.1
On prouve seulement la seconde égalité, la première peut être déduite de manière
similaire. On le fait par récurrence.
Le résultat est vrai pour n = 1. Supposons qu'il est aussi vrai pour n (≥ 1) dates
(ti)1≤i≤n et considérons qu'un nouveau retrait est fait au temps tn+1 ∈ (tn, T ]. Ainsi,
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on a :
Av,y,δT = (1− αn+1)Av,y,δtn+1−
ST
Stn+1
− δn+1 ST
Stn+1
= (1− αn+1) ST
Stn+1
[(
n∏
i=1
(1− αi)
)
Stn+1 −
n∑
i=1
(
δi
n∏
j=i+1
(1− αj)
)
Stn+1
Sti
]
−δn+1 ST
Stn+1
=
(
n+1∏
i=1
(1− αi)
)
ST −
n∑
i=1
(
δi(1− αn+1)
n∏
j=i+1
(1− αj)
)
ST
Sti
− δn+1 ST
Stn+1
=
(
n+1∏
i=1
(1− αi)
)
ST −
n+1∑
i=1
(
δi
n+1∏
j=i+1
(1− αj)
)
ST
Sti
.
Par suite le résultat est vrai pour n+ 1 dates. 2
7.4.2 Preuve du lemme 7.2.2
Sous le modèle Hull-White à 1 facteur, on a :
B(t, u) = B(0, u) exp
(∫ t
0
rsds− 1
2
∫ t
0
Γ(s, u)2ds−
∫ t
0
Γ(s, u)dWs
)
, t ≤ u.
D'où,
1 = B(0, ti) exp
(∫ ti
0
rsds− 1
2
∫ ti
0
Γ(s, ti)
2ds−
∫ ti
0
Γ(s, ti)dWs
)
,
1 = B(0, T ) exp
(∫ T
0
rsds− 1
2
∫ T
0
Γ(s, T )2ds−
∫ T
0
Γ(s, T )dWs
)
.
En divisant les deux égalités ci-dessus, on déduit :
exp
(∫ T
ti
rsds
)
=
B(0, ti)
B(0, T )
exp
(∫ T
0
Γ(s, T )dWs +
1
2
∫ T
0
Γ(s, T )2ds
−
∫ ti
0
Γ(s, ti)dWs − 1
2
∫ ti
0
Γ(s, ti)
2ds
)
. (7.4.1)
D'autre part, on a :
ST
Sti
= exp
(∫ T
ti
rsds− 1
2
∫ T
ti
σ2sds+
∫ T
ti
σs(ρdWs +
√
1− ρ2dBs)
)
.
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En injectant (7.4.1) dans l'égalité ci-dessus, on obtient :
ST
Sti
=
B(0, ti)
B(0, T )
exp
(∫ T
0
Γ(s, T )dWs +
1
2
∫ T
0
Γ(s, T )2ds−
∫ ti
0
Γ(s, ti)dWs − 1
2
∫ ti
0
Γ(s, ti)
2ds
)
exp
(
−1
2
∫ T
ti
σ2sds+
∫ T
ti
σs(ρdWs +
√
1− ρ2dBs)
)
=
B(0, ti)
B(0, T )
exp
(
1
2
∫ ti
0
(Γ(s, T )2 − Γ(s, ti)2)ds+ 1
2
∫ T
ti
(Γ(s, T )2 − σ2s)ds
)
exp
(∫ ti
0
(Γ(s, T )− Γ(s, ti))dWs +
∫ T
ti
(Γ(s, T ) + ρσs)dWs +
∫ T
ti
√
1− ρ2σsdBs
)
.
(7.4.2)
Donc, en prenant l'espérance, on a :
E
[
ST
Sti
]
=
B(0, ti)
B(0, T )
exp
(
1
2
∫ ti
0
(Γ(s, T )2 − Γ(s, ti)2)ds+ 1
2
∫ T
ti
(Γ(s, T )2 − σ2s)ds
)
exp
(
1
2
∫ ti
0
(Γ(s, T )− Γ(s, ti))2ds+ 1
2
∫ T
ti
(Γ(s, T ) + ρσs)
2ds+
1
2
∫ T
ti
(1− ρ2)σ2sds
)
=
B(0, ti)
B(0, T )
exp
(∫ ti
0
(
Γ(s, T )2 − Γ(s, T )Γ(s, ti)
)
ds+
∫ T
ti
(Γ(s, T )2 + ρσsΓ(s, T ))ds
)
.
Ainsi, la première partie du résultat est démontrée.
Supposons maintenant que σt = σ et σ
r
t = σ
r. Dans ce cas particulier, on a :
Γ(t, s) = σr
1− e−a(s−t)
a
, t ≤ s.
D'où :
E
[
ST
Sti
]
=
B(0, ti)
B(0, T )
exp
(∫ T
0
(
σr
1− e−a(T−s)
a
)2
ds−
∫ ti
0
σr
1− e−a(ti−s)
a
σr
1− e−a(T−s)
a
ds
+
∫ T
ti
ρσσr
1− e−a(T−s)
a
ds
)
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=
B(0, ti)
B(0, T )
exp
((
σr
a
)2 [
T − 21− e
−aT
a
+
1− e−2aT
2a
]
−
(
σr
a
)2 [
ti − e
−a(T−ti) − e−aT
a
− 1− e
−ati
a
+
e−a(T−ti) − e−a(T+ti)
2a
]
+
ρσσr
a
[
T − ti − 1− e
−a(T−ti)
a
])
=
B(0, ti)
B(0, T )
exp
((
σr
a
)2 [
T − ti + e
−aT
a
− e
−ati
a
− e
−2aT
2a
+
e−a(T−ti)
2a
+
e−a(T+ti)
2a
− 1
2a
]
+ρσσr
[
T − ti + e
−a(T−ti)
a
− 1
a
])
.
D'ou la deuxième partie du lemme. 2
7.4.3 Preuve du lemme 7.2.3
Puisque par déﬁnition, ci1,i2,...,ik est invariant par permutation de (i1, i2, . . . , ik),
le deuxième résultat du lemme est immédiat. Supposons que la suite (i1, i2, . . . , ik)
est croissante. En utilisant (7.4.1) et (7.4.2), on peut écrire :
ci1,i2,...,ik
= E
[
B(0, T ) exp
(
−
∫ T
0
Γ(s, T )dWs − 1
2
∫ T
0
Γ(s, T )2ds
)
k∏
j=1
B(0, tij)
B(0, T )
exp
(
1
2
∫ T
0
Γ(s, T )2ds− 1
2
∫ tij
0
Γ(s, tij)
2ds− 1
2
∫ T
tij
σ2sds
)
exp
(∫ T
0
Γ(s, T )dWs −
∫ tij
0
Γ(s, tij)dWs +
∫ T
tij
ρσsdWs +
∫ T
tij
√
1− ρ2σsdBs)
)]
=
∏k
j=1B(0, tij)
B(0, T )k−1
exp
(
1
2
k∑
j=0
∫ tij+1
tij
[
(k − 1)Γ(s, T )2 − jσ2s −
k∑
l=j+1
Γ(s, til)
2
]
ds
)
E
[
exp
(
k∑
j=0
∫ tij+1
tij
[
(k − 1)Γ(s, T ) + jρσs −
k∑
l=j+1
Γ(s, til)
]
dWs
+
k∑
j=0
∫ tij+1
tij
j
√
1− ρ2σsdBs
)]
=
∏k
j=1B(0, tij)
B(0, T )k−1
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exp
(
1
2
k∑
j=0
∫ tij+1
tij
[
(k − 1)Γ(s, T )2 − jσ2s −
k∑
l=j+1
Γ(s, til)
2
]
ds
)
exp
1
2
k∑
j=0
∫ tij+1
tij
[
(k − 1)Γ(s, T ) + jρσs −
k∑
l=j+1
Γ(s, til)
]2
ds
+
1
2
k∑
j=0
∫ tij+1
tij
j2(1− ρ2)σ2sds
)
.
Ainsi, le lemme est démontré. 2
Remarque
Il est possible d'avoir une formule explicite si σt = σ et σ
r
t = σ
r. Pour y aboutir, on
a besoin des égalités réunies dans ce lemme facile à vériﬁer :
Lemme 7.4.1 Pour k ∈ {0, 1, · · · , n+ 1}, on a :
k−1∑
j=0
(k − j)
[
e−a(T−tij+1 ) − e−a(T−tij )
]
= e−a(T−tik ) − ke−aT +
k−1∑
j=1
e−a(T−tij ),
k−1∑
j=0
k∑
l=j+1
[
e−a(til−tij+1 ) − e−a(til−tij )
]
= k −
k∑
j=1
e−atij ,
k−1∑
j=0
k∑
l=j+1
[
e−a(T+til−2tij+1 ) − e−a(T+til−2tij )
]
=
k∑
j=1
e−a(T−tij ) −
k∑
j=1
e−a(T+tij ),
k−2∑
j=0
k−1∑
l=j+1
(k − l)
[
e−a(til−tij+1 ) − e−a(til−tij )
]
=
k(k − 1)
2
−
k−1∑
j=1
(k − j)e−atij ,
k−2∑
j=0
k−1∑
l=j+1
k∑
m=l+1
[
e−a(tim−tij+1 ) − e−a(tim−tij )
]
=
k−1∑
j=1
k∑
m=j+1
e−a(tim−tij )−
k∑
l=2
(l−1)e−atil ,
k−2∑
j=0
k−1∑
l=j+1
k∑
m=l+1
[
e−a(til+tim−2tij+1 ) − e−a(til+tim−2tij )
]
=
k−1∑
j=1
k∑
m=j+1
e−a(tim−tij )
−
k−1∑
j=1
k∑
m=j+1
e−a(tim+tij ).
D'après le lemme 7.2.3, on peut écrire
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ci1,...,ik
=
∏k
j=1B(0, tij)
B(0, T )k−1
exp
(
k − 1
2
∫ T
0
Γ(s, T )2ds− 1
2
k∑
j=0
∫ tij+1
tij
σ2sds−
1
2
k∑
j=0
∫ tij+1
tij
k∑
l=j+1
Γ(s, til)
2ds
)
exp
(
1
2
k∑
j=0
∫ tij+1
tij
[
((k − 1)Γ(s, T ) + jρσs)2 − 2 ((k − 1)Γ(s, T ) + jρσs)
k∑
l=j+1
Γ(s, til)
+
(
k∑
l=j+1
Γ(s, til)
)2 ds
 exp(1
2
k∑
j=0
∫ tij+1
tij
j2(1− ρ2)σ2sds
)
=
∏k
j=1B(0, tij)
B(0, T )k−1
exp
(
k − 1
2
∫ T
0
Γ(s, T )2ds− 1
2
k∑
j=0
∫ tij+1
tij
σ2sds−
1
2
k∑
j=0
∫ tij+1
tij
k∑
l=j+1
Γ(s, til)
2ds
)
exp
(
1
2
k∑
j=0
∫ tij+1
tij
(
(k − 1)2Γ(s, T )2 + 2j(k − 1)ρσsΓ(s, T ) + j2ρ2σ2s
))
exp
(
−
k∑
j=0
∫ tij+1
tij
((k − 1)Γ(s, T ) + jρσs)
k∑
l=j+1
Γ(s, til)ds
)
exp
(
1
2
k∑
j=0
∫ tij+1
tij
k∑
l=j+1,m=j+1
Γ(s, til)Γ(s, tim)ds
)
exp
(
1
2
k∑
j=0
∫ tij+1
tij
j2(1− ρ2)σ2sds
)
=
∏k
j=1B(0, tij)
B(0, T )k−1
exp
(
k(k − 1)
2
∫ T
0
Γ(s, T )2ds+
1
2
k∑
j=0
∫ tij+1
tij
(j2 − j)σ2sds
+
k∑
j=0
∫ tij+1
tij
j(k − 1)ρσsΓ(s, T )ds
)
exp
(
−
k∑
j=0
(k − 1)
∫ tij+1
tij
(
k∑
l=j+1
Γ(s, T )Γ(s, til)
)
− ρ
k∑
j=0
∫ tij+1
tij
jσs
k∑
l=j+1
Γ(s, til)
)
7.4. Annexe 158
exp
(
k∑
j=0
∫ tij+1
tij
∑
j+1≤l<m≤k
Γ(s, til)Γ(s, tim)ds
)
=
B(0, ti1) · · ·B(0, tik)
B(0, T )k−1
exp
(
k(k − 1)
2
∫ T
0
Γ(s, T )2ds+
1
2
k∑
j=2
∫ tij+1
tij
(j2 − j)σ2sds
)
exp
(
−(k − 1)
k∑
j=0
∫ tij+1
tij
k∑
l=j+1
Γ(s, T )Γ(s, til)ds+
k∑
j=0
∫ tij+1
tij
∑
j+1≤l<m≤k
Γ(s, til)Γ(s, tim)
)
exp
(
ρ
k∑
j=1
∫ tij+1
tij
j(k − 1)σsΓ(s, T )ds− ρ
k∑
j=1
∫ tij+1
tij
jσs
k∑
l=j+1
Γ(s, til)ds
)
.
Puisque Γ(t, s) = σr 1−e
−a(s−t)
a
, t ≤ s, on obtient :
ci1,··· ,ik
=
B(0, ti1) · · ·B(0, tik)
B(0, T )k−1
exp
(
k(k − 1)
2
∫ T
0
(
σr
a
)2
(1− e−a(T−s))2ds+ 1
2
k∑
j=2
(j2 − j)σ2(tij+1 − tij)
)
exp
(
−
k∑
j=0
(k − 1)
∫ tij+1
tij
k∑
l=j+1
σr
1− e−a(T−s)
a
σr
1− e−a(til−s)
a
ds
)
exp
(
k∑
j=0
∫ tij+1
tij
∑
j+1≤l<m≤k
σr
1− e−a(til−s)
a
σr
1− e−a(tim−s)
a
ds
)
exp
(
ρ
k∑
j=1
j(k − 1)σ
∫ tij+1
tij
σr
1− e−a(T−s)
a
ds− ρ
k∑
j=1
jσs
∫ tij+1
tij
k∑
l=j+1
σr
1− e−a(til−s)
a
ds
)
=
B(0, ti1) · · ·B(0, tik)
B(0, T )k−1
exp
(
k(k − 1)
2
(
σr
a
)2(
T − 21− e
−aT
a
+
1− e−2aT
2a
)
+
1
2
k∑
j=2
(j2 − j)σ2(tij+1 − tij)
)
exp
(
−
(
σr
a
)2 k−1∑
j=0
(k − 1)
∫ tij+1
tij
((k − j)(1− e−a(T−s))−
k∑
l=j+1
e−a(til−s)
+
k∑
l=j+1
e−a(T+til−2s))ds
)
exp
((
σr
a
)2 k−2∑
j=0
∑
j+1≤l<m≤k
∫ tij+1
tij
(
1− e−a(til−s) − e−a(tim−s) + e−a(til+tim−2s)) ds)
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exp
(
ρσσr
a
k∑
j=1
j(k − 1)
(
tij+1 − tij −
e−a(T−tij+1 ) − e−a(T−tij )
a
))
exp
(
−ρσσ
r
a
k∑
j=1
j
(
(k − j)(tij+1 − tij)−
k∑
l=j+1
e−a(til−tij+1 ) − e−a(til−tij )
a
))
=
B(0, ti1) · · ·B(0, tik)
B(0, T )k−1
exp
((
σr
a
)2
k(k − 1)
2
(
T − 21− e
−aT
a
+
1− e−2aT
2a
)
+
1
2
k∑
j=2
(j2 − j)σ2(tij+1 − tij)
)
exp
(
−
(
σr
a
)2{k−1∑
j=0
(k − 1)
(
(k − j)(tij+1 − tij)− (k − j)
e−a(T−tij+1 ) − e−a(T−tij )
a
)
−
k∑
l=j+1
e−a(til−tij+1 ) − e−a(til−tij )
a
+
k∑
l=j+1
e−a(T+til−2tij+1 ) − e−a(T+til−2tij )
2a
})
exp
((
σr
a
)2{k−2∑
j=0
k−1∑
l=j+1
k∑
m=l+1
(
tij+1 − tij −
e−a(til−tij+1 ) − e−a(til−tij )
a
−e
−a(tim−tij+1 ) − e−a(tim−tij )
a
+
e−a(til+tim−2tij+1 ) − e−a(til+tim−2tij )
2a
)})
exp
(
ρσσr
a
{
k(k − 1)(T − tik) +
k−1∑
j=1
j(j − 1)(tij+1 − tij)
−(k − 1)k −
∑k
j=1 e
−a(T−tij )
a
+
k(k−1)
2
−∑kj=1∑kl=j+1 e−a(til−tij )
a
})
.
Par le lemme 7.4.1, on a
ci1,··· ,ik
=
B(0, ti1) · · ·B(0, tik)
B(0, T )k−1
exp
((
σr
a
)2
k(k − 1)
2
(
T − 21− e
−aT
a
+
1− e−2aT
2a
)
+
1
2
k∑
j=2
(j2 − j)σ2(tij+1 − tij)
)
exp
(
−
(
σr
a
)2{
(k − 1)
k−1∑
j=0
(k − j)(tij+1 − tij)− (k − 1)
∑k−1
j=1 e
−a(T−tij ) − ke−aT
a
−(k − 1)k −
∑k
j=1 e
−atij
a
+ (k − 1)
∑k
j=1 e
−a(T−tij ) −∑kj=1 e−a(T+tij )
2a
})
exp
((
σr
a
)2{k−2∑
j=0
(k − j − 1)(k − j)
2
(tij+1 − tij)−
k(k−1)
2
−∑k−1j=1(k − j)e−atij
a
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−
∑k−1
j=1
∑k
m=j+1 e
−a(tim−tij ) −∑kj=2(j − 1)e−atij
a
+
∑k−1
j=1
∑k
m=j+1 e
−a(tim−tij ) −∑k−1l=1 ∑km=l+1 e−a(tim−til )
2a
})
exp
(
ρσσr
a
{
k(k − 1)(T − tik) +
k−1∑
j=1
j(j − 1)(tij+1 − tij) + (k − 1)
∑k
j=1 e
−a(T−tij )
a
−
∑k
j=1
∑k
l=j+1 e
−a(til−tij )
a
− k(k − 1)
2a
})
.
En arrangeant les termes, on obtient :
ci1,··· ,ik
=
B(0, ti1) · · ·B(0, tik)
B(0, T )k−1
exp
((
σr
a
)2{
k(k − 1)
2
(T − tik) +
k−1∑
j=2
j(j − 1)
2
(tij+1 − ttij )− k(k − 1)
e−2aT
4a
− k(k − 1)
4a
+(k − 1)
∑k
j=1 e
−a(T−tij )
2a
+ (k − 1)
∑k
j=1 e
−a(T+tij )
2a
−
∑k−1
j=1
∑k
m=j+1 e
−a(tim−tij )
2a
−
∑k−1
j=1
∑k
m=j+1 e
−a(tim+tij )
2a
})
exp
(
ρσσr
a
{
k(k − 1)(T − tik) +
k−1∑
j=2
j(j − 1)(tij+1 − ttij )−
k(k − 1)
2a
+(k − 1)
∑k
j=1 e
−a(T−tij )
a
−
∑k−1
j=1
∑k
m=j+1 e
−a(tim−tij )
a
})
exp
(
1
2
(
k∑
j=2
j(j − 1)(tij+1 − ttij )
)
σ2
)
. (7.4.3)
C'est cette dernière formule qui est utilisée pour l'implémentation numérique.
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Figure 7.2  Erreur relative du prix DAS5 pour δ=9.5 (retrait annuel à partir de
l'année 6 jusqu'à maturité (pas de retrait avant).
7.4. Annexe 162
Figure 7.3  Erreur relative en échelle log du prix DAS5 en fonction de δ (retrait
annuel) pour σ = 15%, σr = 1% et a=4%.
Figure 7.4  Probabilité pour que l'account value devienne négative pour σ = 15%
et a=4%.
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