In one way or another, the extension of the standard Brownian motion process {B¡: t e [0,oo)} to a (Gaussian) random field {Bt: t € R+} involves a proof of the positive semi-definiteness of the kernel used to generalize p(s, 1) = cov(Bs,B¡) = s A t to multidimensional time. Simple direct analytical proofs are provided here for the cases of (i) the Levy multiparameter Brownian motion, (ii) the Chentsov Brownian sheet, and (iii) the multiparameter fractional Brownian field.
Introduction
The first random field extension of the standard Brownian motion process {T7;: / e [0,oo)} to "multidimensional time" x e R is due to Paul Levy [3] , [4] . As defined by Levy, the multiparameter (standard) Brownian motion is a real-valued Gaussian random field {77x: x e R } having mean zero and covariance kernel defined by (1.1) r(x,y) = I{||x|| + ||y||-||x-y||}, (x,yeRd),
where ||-|| denotes the Euclidean norm on R . The proof of existence of such a random field can proceed from the standard Kolmogorov construction methods once it is shown that the kernel defined by (1.1) is positive semi-definite; i.e., for any \x, ... ,xkeR , k > I ,cx, ... ,ck eR,
The positive semi-definiteness problem (1.2) for the particular kernel defined by (1.1) had already been solved by Schoenberg [13] x and y lie along a common ray emanating from the origin. Nonetheless, it is still possible to establish a unifying representation of these two distinct random fields by viewing them as set-indexed processes; see Ossiander and Pyke [10] .
A third family of Gaussian random fields arises quite naturally in considerations of extensions of the scaling (or self-similarity) properties of the Brownian field; see Mandelbrot [7] . Namely, to extend the properties {BXx} = {Xx'2Bx} , (X > 0}, and/or {WXx} = {Xd/2Wx}, (X > 0), where = denotes equality in distribution, let {Zx} be the Gaussian random field having zero mean and (for fixed ß ) covariance kernel defined by (1.4) r"(x,y) = {{\\x\\2ß + \\y\\2ß -\\x-y\\2ß}.
Then, provided existence can be established, one has {ZXx} = {A Zx}, (X > 0). The Gaussian random field {Zx} with kernel (1.4) is then referred to as the fractional Brownian field with scaling exponent ß . Schoenberg's method for the case ß -j does not extend to the positive semi-definiteness problem with other values of ß . A proof that T"(x,y) is positive semi-definite for 0 < ß < 1 first appeared as an application of very general results of R. Gangolli [2] on the positive semi-definiteness of kernels of the so-called Lévy-Schoenberg type. In fact the special class of kernels (1.4) provided much of the motivation for Gangolli's general theory. Other proofs are obtained as applications of (relatively deep) white noise integral representations; see for example Ossiander [9] , Wong and Zakai [14] , Mandelbrot and Van Ness [8] and Pflug [11] .
The present paper grew out of our desire to have simple direct solutions of the positive semi-definiteness problem for these kernels. As noted by Gangolli [2] , while it is possible that such proofs may be known for these specific kernels, they do not seem to be available in the literature. The solution presented here is obtained by an analysis of a formula suggested by a Poisson approximation proposed by Mandelbrot [6] . This solution is in fact accessible to analysts with no familiarity with the probabilistic motivation or applications for this problem.
The fractional Brownian kernel
Levy's kernel (1.1) is a special case of the fractional kernel (1.4) with ß = 4 .
The proof of (1.4) will be established for all 0 < ß < 1. Note that the cases ß = 0 and ß = 1 may be checked directly as 
