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1 Abstract
The goal of natural sciences is to advance on every level. Nature has a headstart of
16 billion years and achieves naturally the optimal solution for a given problem set.
However, mankind is eager to catch up the giving knowledge gap. The science of
physics itself is dedicated to understand the fundamental basic concepts of nature,
why things happen, the way they happen.
The devision of material science inside physics is interested to understand the prop-
erties of matter, which is all around us and the keen interest is to gain control over
material properties, to shape them in the way mankind desires to achieve better and
smarter technology. In that sense, the rapid increase of the technological progress of
the last century is not comparable to the millennium before.
The goal of every thesis is to contribute to this advancements. This thesis is dedi-
cated to investigate the effects of frictional processes on the nanoscale [1], especially
in the non-contact regime. Why is this important? Despite the fact that frictional
studies have a long history, ranging back to the investigations of Leonardo da
Vinci in the 15th century [2], our everyday life is full of examples including fric-
tional processes. Some of them are desired, like the brakes on your mountain bike,
the friction of a tire on the street, or your sole of a shoe, when walking in the win-
ter on icy surfaces. Others are undesired, since contact friction always accompanies
wear and lead the breakdown of mechanical parts and cause enormous maintenance
costs for the industry and costumers. In the case you asked yourself, why the coffee
grinder of your fully automated coffee machine broke for the third time.
The investigation and understanding of non-contact friction leads to the advantage
of gaining control over friction properties in the absence of wear [3]. In this thesis
several mechanisms leading to the existence of non-contact friction at the nanoscale
are studied and discussed.
Chapters 2 and 3 concern the tool of choice, the pendulum AFM and the relevant
forces and why it is a wonderful tool to investigate non-contact friction, chapter
4. The fundamental concepts of the experimental setup are discussed in chapter 5.
Since the pendulum AFM is not a common tool in the research field and it is hardly
discussed in literature, a detailed introduction of the working principal and sensing
mechanism is given for the first time in chapter 6.
Furthermore, the basic concepts are applied on a widely studied reference system,
copper with sodium chloride, see chapter 7, where the non-contact friction behav-
ior of a metal-insulator substrate is investigated. The result of this chapter show a
distinguishable difference in the smooth rise of the non-contact friction due to the
existence of an dielectric media on top of a metal, causing Joule dissipation.
Moving on to more challenging system in the chapter 8, with a rather special elec-
tronic phase transition, the Charge Density Wave (CDW), observed in niobium-
diselenide NbSe2 below T = 34K. Here, we state for the first time the observation
of discrete non-contact friction maxima multiplets. In collaboration with group of
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Prof. Dr. Erio Tosatti it was possible to find the theoretical explanation to the newly
discovered non-contact friction mechanism. We observed hysteresis of the local 2pi
phase slips in the CDW phase order parameter, under the local influence of the tip
potential.
Furthermore, in the last chapter of the thesis, the preliminary results of niobium
doped strontium titanate Nb : SrT iO3 (STO) are presented. We observed non-
contact friction in the vicinity of the structural phase transition, which was theo-
retically proposed by Benassi et al., due to the softening of phononic modes at the
structural anomaly, when the system becomes slow and soft. In addition, STO offers
a second phase transition from the paraelectric state to the ferroelectric, and the
random oriented electric dipoles become ordered and form domains in the XY plane.
In this phase, we observed a remarkable train of non-contact friction maxima, which
still lack a quantitative theoretical explanation. However, a possible candidate for
the mechanism is briefly discussed.
In summary, this thesis presents an overview over yet unknown mechanism of non-
contact friction of matter, giving an adequate contribution to the understanding of
dissipation processes of matter on the nanoscale.
2
2 Material science with the Atomic
Force Microscopy
Feeling atoms is a beautiful way to explain the working principal of the Atomic Force
Microscope (AFM) . Two atoms feel already an interaction force between each other,
even at separations of several nanometer. The average force at those distances is
on the order of several pico Newton (pN) and can increase for small separations to
several nano Newton (nN). The goal of an AFM is to be sensitive enough to detect
these forces. Since the invention of the Atomic Force Microscope in 1986 [4], and the
technique of Dynamic Force Microscopy (DFM) [5] [6], the layout of an AFM did not
change drastically. Nevertheless, let me briefly mention the detection mechanism.
Lets consider a vibrating bar, if it is driven in a harmonic regime, meaning that the
restoring force of the prong is proportional to the driving force, it has due to its
own geometry a fundamental resonance frequency. The angular frequency is then
determined by the square root of restoring force k devided by the mass m of the
bar ω =
√
k
m . If a force gradient is acting on the vibrating bar, the restoring force
will exert an addition component keff = k+ kinteract. Depending on the interaction
the effective spring constant will be larger or smaller. Taking the effective spring
constant now into account, we find that ωeff will be different. Since the restoring
force in the Hook’s regime is given by Frestore = −k ·x, we see in first approximation
Figure 2.1. Schematics of the common AFM
3
2 Material science with the Atomic Force Microscopy
a proportionality of the angular frequency to the force.
To be able to detect a frequency change of our vibrating bar, upon single nano New-
ton, we must decrease the mass m of the bar. Todays vibrating prongs, namely
cantilevers, are about 150− 450µm long, 30− 50µm wide and 1− 5µm thick. They
are made out of silicon and have a mass of 0.1−2.6 · 10−10g, which is sufficiently low
in order to be affected in the resonance frequency upon a pico newton force.
To detect the oscillation of a cantilever, a beam deflection detection system is com-
monly used. This enables to measure the oscillation amplitude and frequency with
high fidelity. Since a harmonic oscillator, which was kicked for a single time, rings
down, due to internal and external losses, one has to excite the cantilever continu-
ously. A Phase-Locked-Loop (PLL) electronics is doing this job. It can track the
frequency, oscillation amplitude, determine the phase compared to a reference oscil-
lation and excite the oscillator continuously.
Therefore, it is also straightforward to understand, that if the harmonic oscillator
interacts with the surface in a non-conservative way, the harmonic oscillator will
lose the stored energy. Hence, the oscillation amplitude will decrease. Nevertheless,
the PLL is now set to keep the oscillation amplitude at a constant value, thus, the
excitation of the oscillation has to rise accordingly to maintain the setpoint. Due
to this fact, we can relate the excitation voltage to dissipation processes in the tip
sample junction.
In the common AFM, the cantilever is oscillating parallel to the surface. At the end
of the continuously vibrating cantilever is a sharp tip pointing towards the surface. If
the tip is brought close to the probing surface, the front most "atom" of the tip will
feel the closest atom on the surface. The interaction between these two atoms, will
shift the fundamental frequency of the cantilever towards a lower frequency. This
shift of the frequency is constant, for a fixed oscillation amplitude and a certain
distance.
A Scanning of the surface, with a feedback to the distance controller for a fixed fre-
quency shift will result in a topography, see figure 2.1, similar to a plane flying at a
constant distance over Switzerland.
AFM in the scientific research, evolved from an imaging tool to a highly advanced
surface characterization tool. Due to its high sensitivity to forces and its adaptability
to various environments, the AFM gives valuable insight to the forces and dissipative
processes on the nanoscale [3, 7–9].
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What is meant by "feeling an atom"? Feeling something is mainly used for human
perception, which has usually very little association with science on the nanoscale.
Anyhow, if you as a reader, touch the paper of this freshly printed thesis and try to
flip the page, you will find it hard to do so under dry conditions. Therefore, some
readers will lick their fingers tips before touching the page and flip it. But why does
that work?
If it is dry, your fingers have less interaction with the surface of the paper. Due to
the finite roughness of your fingers and the paper’s surface the interacting area is
also reduced. While licking the fingers will deposit a small liquid layer on them an
increase the adhesive force to the paper surface and in addition the interaction area.
The paper is then sticking to the tip of your finger, or in other words, the paper
exerts a larger attractive force to the finger.
This example shows that surfaces attract each other and the attraction can be
changed by means of different materials. The interaction between atoms is therefore
an important aspect to understand surface properties of matter [10,11].
To take this example into account, an AFM tip acts like a finger on the atomic
scale [12]. Going down, in the dimensions towards atoms one will find, that par-
ticular forces are relevant for different spacings. Here, it is useful to introduce the
decay length of forces, meaning the distance at which a particular force contribution
becomes negligible compared to other contributions or to the force sensitivity of the
detector.
However, there are several origins of the total measured force in vacuum, to name
them from the point of their decay length, we have the electrostatic, the van der
Waals, the chemical interaction and the Pauli-repulsion force. The interaction of
these force adds up to the total measured force [6, 13–15], leading to:
Ftotal = Fel. + FvdW + FChem. + FPauli (3.1)
Here, the Pauli-repulsion is the only contribution, which is of repulsive character,
which prevents matter from collapsing to a single point. Except of the Pauli-repulsion
all other AFM relevant forces act attractive between two bodies.
3.1 Electrostatic interaction
An illustrative presentation of the magnitude and long range character of this force,
almost every experienced sometimes, if a pullover is taken off we feel the hair to
stand up right and away from each other. This phenomenon is due to the static
charges picked up by the hair from our pullover. If enough charges occupy the same
volume, it can lead to an electrical discharge.
For static charges, the force can have both characters, repulsive for charges of the
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same sign and attractive for charges of the opposite one. In the case of two single
hair fibers, namely H1 and H2, we find that the repelling force is proportional to the
number of charges in a infinitesimal volume on each one Q1, Q2 and the distance r
between them (see Fig.: 3.1)
Figure 3.1. In (a) it is illustrated, that two hair repel each other, due to the electro-
static force. In (b) the same is noted on the same principal for an AFM tip above the
surface.
Bringing it down a mathematical form we result in:
FCoulomb(r) =
1
4pi0
Q1 ·Q2
r2
(3.2)
where 0 denotes the vacuum permittivity. In the case of the AFM, static charges
might remain after surface preparation. This rare in common AFM, but explains in
some cases the positive frequency shifts for large separations in a spectroscopy.
However, if two metallic surfaces brought closely together in an electric circuit, they
exert an attractive force between them. This force is due to the capacitance. If a
bias potential is applied to the circuit, the force depends on the area enclosed and
quadratically on the potential U over the distance r, leading to Fcapacitor = 02
A ·U2
r2 .
This force arises even without a external potential U , if the two capacitor plates
are from different materials, due to their work function. The difference in the work
function, is called the contact potential difference (CPD). While for a plate capacitor
it is quiet simple do derive the dependence, it is quite humbling for a conical tip above
the surface, due to the long decay of the electrostatic force, and the stray fields of
the conical tip. Hudlet et al. [16] calculated the force of the a sphere with an conical
extension above an metallic surface. A sphere placed above an infinite plane exerts
a force, at distances larger than the radius of the sphere, z  R:
Fsphere(z) = −pi 0R
2
z2
·U2 (3.3)
However, in the case of the whole tip the expression needs to take the opening angle
ψ and the height H of the tip into account. The full calculation of Hudlet et al. is
described here [?], nevertheless the total electrostatic force on the tip is then:
6
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Ftotal el.(z) = −pi 0 U2
[
R2
z (z +R)
+ c2
(
ln
z +R
H
− 1 + R/ sinψ0
z +R
)]
(3.4)
with c2 = 1[ln tan(ψ0/2)] . If the tip is closer to the surface than its radius, z  R, the
tip surface force dependence changes to pi0R/z. Meaning that the force is dominated
by the contribution of the apex [16].
To simplify the terms, the tip dependence is combined in the capacitance gradient
|∂C/∂z|. In addition, a shift of the potential minimum is introduced accordingly to
the contact potential difference UCPD, resulting in the most common notation for
the electrostatic force dependence for AFM:
Fel.(z) = −pi0
∣∣∣∣∂C∂z
∣∣∣∣ (U − UCPD)2 (3.5)
3.2 van der Waals interaction
Lets picture a small story. Mr. van der Waals is single and entered a disco on Sat-
urday night. In that disco he finds a large number of people, all single, half men, half
women, separated on two side of the dance floor. He moves to the men side, the mu-
sic is playing the people are dancing. Since, Mr. van der Waals is single, he looks
around and sees a beautiful woman on the other side. He is excited and starts shout-
ing at her that the should look at him and should come over. The attracted woman
looks at him and finds him attractive as well. So, they start interacting and want to
dance together. Then Mr. van der Waals discovers another beautiful woman and
is excited about her as well, so he shouts to her. Since the beautiful woman noticed
that Mr. van der Waals is into another woman now, she feels not attracted to
him anymore and turns away. The third member perturbed the interaction between
Mr. van der Waal and the beautiful woman. Nevertheless, he is interacting right
away the next one. . .Therefore, everyone attracts a little with every other, however,
no one is really interacting with one other.
The van der Waals interaction is pretty similar to this little disco analogy, just be-
tween two neutral particles. The expectation value to find an electric dipole vanishes
for an neutral particle, nevertheless, quantum mechanical and thermal fluctuations
trigger electric dipole d1. A electric field arises and induces a polarization α2/r3 at
another neutral particle with a distance dependence 1/r3. This influence leads to
dipole moment d2 at the second particle. Here, the interaction of the second dipole
with the first particle induces a polarization α1/r3 back at the first particle [17].
Hence, from this the interaction between two particles can be characterized by:
VvdW.(r) = −d1 · d2r3 = −
α1 ·α2
r6
(3.6)
However, two macroscopic objects cannot be described simply by the sum of all
particle interactions. The difficulty is due to the perturbation of a dipole and the
rapid decay of the polarization by a third particle. Meaning the potential is highly
non additive for large objects, which lead to major difficulties in the theoretical
approach. In case of an cantilever hovering on top of an surface the potential inter-
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action can only be empirically described. The distance dependence was found to be
VvdW (r) = 1/r, where the interaction force is found and described by:
F (r) = −dV (r)
dr
(3.7)
FvdW.(r) = −H R
2 r2
(3.8)
with the Hamaker constant H, which describes the fit parameter of the complex
interaction, multiplied by the Radius R of the tip [13,14,18].
3.3 Chemical interaction described by the Lennard
Jones potential
What holds crystals together? How can we describe solids, by means of interac-
tion with another atom [2, 12, 13]? One of the simplest approach was proposed by
Lennard Jones. He investigated the interaction of molecular crystals of noble
gases. The approach of him is based on empirical finding and had to take three facts
into account [13].
1. For large separation distances the attractive potential is scaling with 1/r6.
2. The potential becomes strongly repulsive for short distances
3. The potential has one minimum and the depth and the equilibrium distance is
given by two parameters , σ respectively.
The interaction of two noble gas atoms, exert a distortion of their closed-shell config-
uration, which can be described by the fluctuating dipole interaction, as mentioned
in the previous chapter of the van der Waals interaction. This leads to a weak
attractive potential for large distances. However, to prevent a crystal of collapsing
to infinite density, a rapid increasing short range repulsive force has to be present.
The origin lies in the repulsion of ion cores, which determine also the equilibrium
distance of two atoms toward each other.
It became convenient to describe the behavior as a power law. Here, it is simply
convention to choose for the potential a exponent of 12 of the repulsive part. Never-
theless the potential has the form
VLJ(r) = −Ar6 +
B
r12
(3.9)
A, B are positive constants in the mathematical form. However, generally the equa-
tion is found to be
VLJ(r) = 4
[(σ
r
)12 − (σ
r
)6]
,
σ = (B/A)1/6,
 = A2/4B,
(3.10)
Furthermore, we find the expression for the Lennard Jones force as mentioned in
eq.: 3.7:
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Figure 3.2. The distance dependence of two forces are plotted. On the one hand, the
Lennard Jones interaction force (red), on the other the van der Waals contribution
(blue). The sum of both is plotted in purple. The parameters chosen for the plotting
are, σ = 0.145nm equilibrium distance,  = 0.1nN binding energy, Rtip = 15nm tip
radius, H = 0.1 · 10−19Joule for the Hamaker constant.
FLJ(r) =
24
σ
[(
2σ
r
)13
−
(σ
r
)7]
, (3.11)
The depence of the Lennard Jones interaction force is plotted in figure 3.2, as well
as the van der Waals force. The sum of both forces is shown, which manifests the
characteristically response of the force distance spectroscopy for an AFM.
The three described forces have all one thing in common. These potentials and with
it the Forces itself are all conservative interactions. Meaning, any gain in energy of
the interaction is fully reversible. This lead to the conclusion, that they cause no
energy loss in the system, if it is a closed system.
However, real physical systems are never closed and therefore energy loss occurs.
It is a normal process in nature to convert energy in forms like heat, radiation,
oscillations [12,19–21]. Nevertheless, it is desired to control the origins, to manipulate
the material properties to match the costumers need. For this reason, it is highly
recommended to study the origins. In the following chapter, several origins of energy
losses on the nanoscale are discussed in detail.
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The theory of non-contact friction on the nanoscale is still an ongoing topic in todays
research. The origins and magnitude still lead to controversial discussions. The topic
remains unclear, even though enormous effort has been made to design extremely
sophisticated measuring tools or the access to large scale computing, providing pos-
sibility to understand their theoretical origin [12,22–29]. In a basic concept one can
formulate the idea, that energy losses are only possible, if an initial state Ei differs
from the final state Ef , by a process, which is not continuous. For instance, an
atom moving forth and back in a potential gradient, will not loose energy unless it
changes its final state by emitting energy in form of radiation, phonons, plasmons or
polarons.
Ei 6= Ef (4.1)
In order to understand the energy dissipation between two interacting objects, one
must first understand the energy loss mechanisms in the sensor itself.
In case of an AFM, the cantilever is beautifully described by a damped harmonic
oscillator. The vibrational amplitude is decaying in time, due to the fact, that the
kinetic energy exerts losses until it reaches its thermodynamic equilibrium. The
detectable amplitude is in equilibrium with the stochastic fluctuations of the force
due to the finite temperature of the system. In such a linear damped system the
dynamics of a harmonic oscillator is:
meff
d2x(t)
dt2
+ Γ
dx(t)
dt
+meff ω
2
0 x(t) = fext(t) + F (x(t)) (4.2)
where F (x(t)) is the tip sample interaction force and fext is the external force to
maintain the steady state of the oscillator, which equals to the sum of all damping
forces, the stochastic and the non-stochastic. Every quantity can be derived from this
linear differential equation 4.2, which describes the motion of the cantilever. Here, Γ
denots the friction coefficient, which is in direct proportionality to the friction force
and the velocity v of the oscillator.
F = −Γ · v (4.3)
However, the friction coefficient Γ is the sum of all dissipation channels in the probe.
Therefore we have to take the following into account:
Γ = Γ1 + Γ2 + Γ3 + · · ·+ ΓN (4.4)
Where N denotes the N-th channel of dissipation. Anyhow, we will regard Γ0 in the
following sections as the friction coefficient of the pure damped harmonic oscillator,
without any additional interaction. This fundamental friction coefficient can be found
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experimentally by measuring the decay time τ of the amplitude for the resonantly
excited cantilever. This so called quality factor Q, is determined by:
Q =
τ ·ω0
2
(4.5)
From the knowledge of the spring constant k of the oscillator, one can determine the
fundamental friction coefficient of the system, by the relationship:
Γ0 =
k
ω0 ·Q (4.6)
In Γ0 all loss effects of the system are combined. However, the main origins of losses
in the sensor are the following [12]:
1. Thermoelastic dissipation.
2. Damping due to bulk losses of the sensor.
3. Damping due to surface losses of the sensor.
4. Losses due to acoustic emission.
5. Dissipation due to clamping of the sensor.
6. Viscous damping due to the presence of gases and liquids around the sensor.
In order to minimize the internal losses, we need to discuss the origins shortly.
4.1 Internal Losses
Viscous damping is not in particular an internal loss mechanism, nevertheless it can
be a major issue. Since, the oscillation through gaseous and liquid media is desired for
the purpose of a particular study [2,12]. Anyhow, for the further investigations of this
thesis, viscous damping has a negligible influence, since we operate under Ultra High
Vacuum (UHV) conditions, which means pressures below pbase < 1 · 10−10 mbar.
Further we can minimize the losses of clamping, since it can be optimized by the use
of rigid metallic clamping of the sensor itself. In addition, the absence of glue with a
high internal damping the losses decrease. An additional loss factor is the clamping
of the vibrating cantilever bar at the support chip. If the crystal contains a large
defect density at the interface, the transmission of the vibration is suppressed and
leads to shear friction. The setup of the holder used in this work is shown in the
further chapters 6.
The acoustic emission into the surrounding can be neglected due to the same practical
reasons as in the case of viscous damping. Since, the remaining gaseous media
in our measurements has a density comparable to the pressure, acoustic emission
is improbable, since the propagation of an acoustic wave is a propagating density
variation. Therefore, we can consider the first three mentioned loss mechanisms as
the most important losses of the underlying sensor. For a micro mechanical oscillator
at room temperature, the thermoelastic dissipation is considered to be the dominant
factor.
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4.1.1 Thermoelastic Dissipation
Microelectromechanical (MEMS) oscillators are often the choice for high fidelity,
highly accurate sensor systems [5]. These oscillators are predominantly used in their
flexural or torsional vibrational mode [30]. Here, the thermoelastic (TE) dissipa-
tion mechanism [31] is one of the dominant loss channel at room temperature [32].
The periodic expansion and compression of a vibrating element is accompanied with
thermal currents between the compressed and expanded areas, in an elastic media.
Regarding this we easily acknowledge, that the heat flow between the opposing faces
of the compressed areas takes place. Therefore, the distance between them is one of
the determining factors for the loss rate. Thus, the thickness influences the thermal
phonon current as well as energy dissipation. Hence, the energy loss due to the
thermoelastic dissipation can be given by:
1
ω
dE
dt
= φ0f Ef (4.7)
where φ0f denotes the internal friction resulting from the pure flexure, E is the total
energy of the mode, and Ef is the energy of the bending mode. Under the assump-
tions, that eq:4.7 is the loss rate of an arbitrary mode, we can determine the loss
rate of a particular oscillation by:
φf = φ
0
f
Ef
E
(4.8)
The loss factor associated with a pure flexure was first predicted by Zener [33] and
is given here by Nowick and Berry [34] as:
φ0f =
α2 T E
cP
ωf τ
1 + (ωfτ)2
(4.9)
where E is the Young’s modulus, α the thermal expansion coefficient, cP the specific
heat per unit volume, T the temperature and τ the thermal relaxation time. where
τ is further specified as:
τ =
a2 cP
pi2 κ
(4.10)
where a is the thickness and κ the thermal conductivity.
The thermoelastic dissipation is scaling linear with the temperature and was found
(ref) to be dominant at room temperature and above. However, it can be considered
rather negligible to the internal dissipation below T = 150K [16]. Therefore other
loss mechanisms must be taken into account.
4.1.2 Damping due to bulk and surface losses
In a vibrating beam the scattering of elastic waves upon defects in the bulk or adsor-
bents on the surface is an important loss mechanism. The oscillating beam is creating
a time dependent local stress field. Where the propagation of energy through the
media is scattered by crystal imperfection and changes the landscape of the stress
field. Here, we neglect instabilities due to defects jumping in between lattice sites.
Since the activation barrier is to high compared to the local energy of the stress field,
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induced by a nanometer sized oscillation.
Further, we anneal our cantilevers under UHV conditions at temperatures above
500◦C for several hours and it has been shown experimentally that the Q-factor can
be improved by orders of magnitude [35]. In first considerations, adsorbents, like
H2O, CO, are removed from the surface of the sensor, since, the temperature is
higher than the desorption temperature of the adsorbents. However, most desorp-
tion is taking place already at lower temperatures (T = 150◦C) [36]. Anyhow, the
Q-factor improves even further for longterm annealing at high temperatures. Thus,
the desorption is not the only factor for improvement. Hence, defects and impurities
of the bulk silicon change upon the high annealing temperature and in result of that
decrease in the amount or density.
The quality of the crystallographic structure influences the local stress field. It is
known [37, 38], that amorphous Si3N4 cantilevers reach lower Q-factors than com-
parable cantilevers made of SiO2, by the factor of roughly 500− 1000 .
To characterize the loss mechanism in a silicon single crystal cantilever oscillating
at its fundamental mode, we have to consider first, what determines the fundamen-
tal resonance in a beam. The fundamental resonance is the solution of the beam
equation with the lowest frequency component. Higher modes of oscillation refer to
solutions with higher frequencies. Figure 4.1 indicates the first four eigenmodes for
a cantilever beam, which is used in ladder measurements. Further, the color scale
denotes the stress field of the beam at the maximum bending, the color scale is in
arbitrary units. However, the stress field differ greatly from one eigenmode to the
next.
Textbook physics defines the resonance ω of a harmonic oscillator by:
ω1st =
√
k1st
meff
(4.11)
where, k1st is the spring constant or restoring force of the first resonance and meff
is the effective mass of the oscillator. While the spring constant k1st of a rigidly
anchored, rectangular beam can be further determined by:
k1st =
E w a3
4 l3
(4.12)
with E as the Young’s modulus, w width, a thickness and l length of the beam.
Assuming a single Young’s modulus E and disregarding any other loss factors, a
single Dirac peak like resonance is expected. The resonance width is the measure
of the Q-factor of an oscillator and its magnitude of internal losses. The vanishing
peak width would imply an undamped, lossless, harmonic oscillator. The measured
resonance broadening would not be expected, under UHV conditions, cryogenic tem-
peratures of T = 4K and minimized loss factors, by long term annealing.
The measured width of the resonance (4.2) might be estimated by taking into ac-
count an inhomogeneous Young’s modulus E(x, y, z) within the beam. Where the
macroscopic quantity E(x, y, z) is influenced by the local defect density on the atomic
scale. Therefore, the equation 4.12 should take this inhomogeneities into account and
should be rewritten as follows:
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f1st
f2nd
f3rd
fTR
Figure 4.1. The series of beams are the plotted solutions of the beam equation
of a cantilever, which is used in the ladder work. The dimensions of the beam are
450µm, 50µm, 1.5µm, for the length, width and thickness, respectively. The first three
resonances are the flexural solutions, while the last is the first torsional resonance.
k =
E(x, y, z) w a3
4 l3
(4.13)
where the tensor E(x, y, z) takes the local Young’s modulus into account.
Let’s draw an analogy to an acoustic wave in an empty room. If your hear an echo,
it means that the wave got reflected by the walls, with a high reflection coefficient,
traveling forth and back between you and the walls. Nevertheless, the wave also has a
finite possibility to be absorbed on the wall. The absorption on the wall is comparable
to the thermoelastic damping, releasing the acoustic wave energy into the wall by
phonon emission, heating the wall. The Q-factor is the measure of how often you
hear your echo.
If the same room is filled with objects, the wave will be attenuated and scattered
on each object, leading to a de-phasing of each scattering event. Even though the
absorption is still possible, the echo will vanish due to the destructive interference of
the superimposed waves with different phases.
We propose, that the loss rate of the vibrating beam can be approximated by the
energy transfer between the time dependent local stress fields. Assuming that the
energy oscillates between the stress fields, forth and back, are comparable to an
acoustic wave in a solid media. We can determine a transmission and reflection
15
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Figure 4.2. The figure shows a series of normalized amplitude response versus the
frequency. The center frequency is in this case 10 kHz, while the width of the resonance
indicates the internal losses or the quality factor, by the relationship f/∆f = Q =
E/∆E. The Q-factors plotted from 5 − 50 are measured in liquid environment. From
500 to 5000 is measured in ambient conditions. While 50000 − 500000 is measured
for UHV as well as cryogenic conditions and long term annealing. Nevertheless, even
for the best conditions, one measures a finite width of the resonance, which denotes a
non-vanishing internal dissipation. [12]
coefficients inside the beam. The wave equation for the transverse energy oscillation
is given by:
σ+(z) = eikz +Rσ · e−ikz
σ−(z) = Tσ · e−ik′z (4.14)
the boundary conditions at the interface are continuity of the transverse energy
oscillation, therefore we can write:
σ+|z=0 = σ−|z=0
∂σ+
∂z |z=0 = ∂σ
−
∂z |z=0
(4.15)
under the assumption that a wave propagation through the media is dependent on
the density ρ, as well as the propagation speed c, which is in a solid determined by
c =
√
E/ρ, we result with following boundary conditions:
1 +Rσ = Tσ
ρc(1 +Rσ) = ρ
′c′(1 +Rσ)
(4.16)
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This can be solved for the reflection and transmission coefficients:
Rσ =
ρc− ρ′c′
ρc+ ρ′c′
(4.17)
Tσ =
2ρc
ρc+ ρ′c′
(4.18)
Therefore, we have a reflection on the surface, due to the change of the density, for
vacuum we can set ρ = 0 and have a perfect reflection condition with Rσ = −1.
However, inside the beam we consider domains of different Young’s modulus. Since
the density in silicon does not change considerable upon impurities or doping, we can
consider ρ = ρ′ for every domain. Nevertheless, the Young’s modulus varies strongly
on the impurity concentration [39, 40], we find for the reflection and transmission
coefficients with c =
√
E/ρ:
Rσ =
ρ
√
E/ρ− ρ√E′/ρ
ρ
√
E/ρ+ ρ
√
E′/ρ
=
√
E −√E′√
E +
√
E′
(4.19)
Tσ =
2ρ
√
E/ρ
ρ
√
E/ρ+ ρ
√
E′/ρ
=
2
√
E√
E +
√
E′
(4.20)
Here, we acknowledge that the transmission and reflection coefficients are purely
depending on the change of the Young’s modulus in the domains in a beam. Since,
the coefficients take the amplitude change into account, the intensity is determined
by the amplitude square of the wave. Therefore, we can determine the energy loss
factor T by the relation between the initial intensity I0 to the transmitted IT :
T =
IT
I0
=
4E
(
√
E +
√
E′)2
(4.21)
Further, we easily see that a minor change in the Young’s modulus results already in
a considerable energy loss. Thus, from the definition of the Q-factor with the energy
over the energy loss, Q = E/∆E. We find for a change of 1GPa in the Young’s
modulus for silicon (ESi = 169GPa) [39, 40], that the energy loss of crossing one
single domain inside the beam, results in an energy loss factor T = 2.4325 · 10−6
and therefore results in a Q factor of Q = E/∆E = 1/T = 411097. This takes into
account that the whole energy oscillating between the stress field is crossing such
a domain. However, if we consider a local inhomogeneity of the Young’s modulus
resulting from impurities and lattice defects, then we have to sum over all local
energy losses to obtain the total energy loss.
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E Si
E‘Si
E  (x,y,z)Si
E‘ (x,y,z)Si
(a) Bimorph silicon cantilever
(b) Silicon cantilever with inhomogeneous E-module
(c) Silicon cantilever with homogeneous E-module
Figure 4.3. The three beams are denoting the possibilities of the underlying Young’s
modulus in silicon cantilevers. Where, the bimorph silicon cantilever, would suffer
energy loss, due to the domain boundary, see Fig.4.3a. Since, impurities or dopants have
large effect on the Young’s modulus in solids, local variations can occur, see Fig.4.3b.
Where each domain contribute to the energy loss, by the particular energy loss factor T .
However, for a long term annealing treatment of the cantilever, impurity diffusion reduce
the local inhomogeneities, see Fig.4.3c. Or in other words, 〈E〉 = 〈E′〉, nevertheless
〈E2〉 > 〈E′2〉 .
In this picture, the shape of the frequency response of the underlying beam, results
in the knowledge of the homogeneity of the Young’s modulus. Since, every change
leads also to a different frequency response. Further more, it is straightforward, why
different resonance frequencies exert different Q-factors, which result from the differ-
ence in local stress fields, which address different local variations of the E-module,
(E = E(x, y, z)). It becomes clear, that long term annealing of the beam improves
the Q-factor by two orders of magnitude, since the annealing temperature influences
the diffusion of impurities (ref simon rast). This results in a more homogeneous
distribution of impurities, leading to a homogeneous Young’s modulus within the
beam.
The understanding of the internal friction mechanism clarifies the dependence of the
lowest detection limit of a probe. Thus we are able to improve the system to reach
the desired noise level. In order to reach the aim, perfect clamping, heat treatment,
low temperatures, as well as UHV conditions, become unavoidable for the latter
measurements.
4.1.3 Minimum detectable force and friction
The first step of a characterization of the used probe, includes the measuring of
the minimum detectable friction coefficient and force. The most important quantity
is then the quality factor of the probe itself, which determines the lower limit of
the detectable friction coefficient as well as the force limit. The straightforward
determination of the Q, is done by means of the decay time τ of a resonantly driven
cantilever to its thermal noise amplitude. With the relation Qi = pifiτi, the i-
th quality factor of the underlying resonance is defined. In addition, the internal
friction coefficient is calculated as seen in 4.3 and the force limit by [15]:
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Fmin,i =
√
2kBTki
pifiQi
(4.22)
where, i denotes the i-th resonance. Besides the internal friction coefficient the
dissipated power of the free resonantly driven probe can be determined by [19]:
P0 =
pikiA
2
i
eQi
(4.23)
where A is the oscillation amplitude of the driven oscillator and e the electronic
charge. Further, we can now define the dissipated power due to an interaction with
the surface at a particular separation distance d by:
Pi(d) = P0 ·
(
Aexci(d)
Aexci,0
− fi(d)
fi,0
)
(4.24)
with Aexci,0 the i-th excitation amplitude of the free oscillator resonance, Aexci(d)
the i-th excitation amplitude at distance d, f(d) the measured distant dependent
interaction frequency of the i-th oscillation and the free i-th resonance frequency
fi,0. Further, we can deduce from the dissipated energy the distance dependent
non-contact friction coefficient Γi by:
Γi(d) = Pi(d) · e
2pi2A2i fi
− Γi,0 (4.25)
Γi is independent of the used amplitude of oscillation, as well as the frequency.
Therefore, the spring constant and Q-factor determine the lowest detection limit.
Thus, measurements of two independent probes or even independent measurement
systems can be compared in order to gain the best knowledge of the energy dissipation
of the probed material.
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4.2 Origins of Non-contact friction
To understand non-contact friction of two objects in relative motion, we have to
clarify what we mean by non-contact friction. Friction is always designated by two
objects, which are in contact and exert a resisting force against the relative motion.
The understanding of friction itself has a long history. It goes back to the first
systematic studies of Leonardo da Vinci in the 15th century [2]. In the 17th century,
Guillaume Amontons rediscovered the knowledge and stated the first two of three
friction laws, which are still valid at the macroscale. Charles-Augustin de Coulomb
stated after his extended studies the last of the three fundamental friction laws in
the 18th century. The laws are the following:
1. Amontons’ First Law: The Force of friction is directly proportional to the
applied load.
2. Amontons’ Second Law: The Force of friction is independent to the appar-
ent area of contact.
3. Coulomb’s Friction Law: Kinetic friction is independent of the sliding ve-
locity.
The laws of friction remain experimentally valid for a wide variety of conditions and
also observed in everyday life experience. Furthermore, the laws can be extended,
with minor changes, down to the nanoscale, which was shown by calculation and
experiments [1, 7, 10, 11,41].
The area of contact, does play an important role for the measured friction force.
However, two surfaces form in almost no case a smooth contact with each other.
Bowden stated in the BBC Broadcast 1950 nicely: "Putting two solids together is
rather like turning Switzerland upside down and standing it on Austria - the area
of contact will be small.", [42]. Which means, the surfaces have finite roughness,
limiting the contact area to the asperities or "mountain tops", which "touch" each
other. Further computational studies by Yifei Mo et al. [1], showed, that even this
small "mountain tops" in contact, do not define completely the contact area. Only
the atoms, which are close enough for chemical interactions mainly contribute to
the friction. It was further stated that the friction is then linearly depended to the
number of atoms, which are chemically interacting.
Thus, we can state, that two objects are in contact, if they are close
enough to interact chemically. Therefore, non-contact is further defined
by any distance larger than the chemical interaction range.
By this statement the question arises, if and how asperities, which are out of contact
can contribute to friction? Or how slippery is vacuum?
20
4.2 Origins of Non-contact friction
In order to explain the non-contact friction between two closely spaced bodies, several
well established mechanisms are discussed in literature [12]. These are listed in the
following and will be discussed further:
1. Stochastic friction
2. Adhesion Hysteresis
3. Joule dissipation
4. Vacuum or van der Waals friction
The set of non-contact friction mechanisms still lead to ongoing discussions, since
the theoretically predicted values might be orders of magnitudes smaller than the
experimentally observed ones and published in literature. Nevertheless, a small in-
troduction to each is presented in the following sections.
4.2.1 Stochastic friction
Particles at temperatures above absolute zero have a mean kinetic energy equal to
the finite temperature. This motion is referred as the Brownian Motion. Where
the instantaneous kinetic energy is given by: Ekin = 1/2 m · 〈v2〉 = 3/2 kb T , where
kb is the Boltzmann constant [12].
Let us consider a Brownian particle with mass M in a system with free particles
with mass m and the condition M  m. The Brownian particle will perform a
random walk due to the collisions of the free particles. The average velocity 〈V 〉 of
the Brownian particle in an arbitrary direction is zero, resulting from the random
collisions. As a result of the motion is described by the stochastic equation:
M
dV
dt
= F(t) (4.26)
where, V(t) is the particle velocity at time t and F(t) is the random force. If the
kinetic energy of that Brownian particle is now larger, due to some external force, the
velocity is then greater than the one in the thermodynamic equilibrium. Therefore
this particle is consider to be a hot subsystem, where the local temperature Tloc is
given by Ekin = 3/2 kb Tloc. According to the second law of thermodynamics the
energy of the hot subsystem should be given to its surrounding environment until it
establishes the thermodynamic equilibrium. Mechanically, we can speak of a random
friction force acting on the Brownian particle to reduce its kinetic energy. Let us here,
reduce the set to a 1D problem, since collisions perpendicular to the motion of the
particle are not dissipative. Let the initial velocity of our Brownian particle be V > 0,
and the free particles v. Any collision will transfer energy and a momentum to the
free particles. Therefore, by using the momentum and energy conservation we find
the velocity after an collision at time t1 to be V (t1) = V (t0)−2 m/M(v(t0)+V (t0)).
The change of the momentum is then ∆K = MV (t1)−MV (t0) and this is equal to
−2mV , since V  v. As a result of this the friction force during the collision is then
Fcol = ∆K/∆t = −mV/∆t. Concluding, that random collisions result in a friction
force proportional to the velocity. The Brownian particle will loose energy until its
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velocity becomes equal to the thermal average. The equation of motion can be then
written as:
M
dV
dt
+ ΓV = f(t) (4.27)
where Γ is the friction coefficient and f(t) is a completely random force, which obeys
〈f(t)〉 = 0.
The coefficient Γ can be determined by averaging over many collisions and can be
obtained by the non equilibrium statistical mechanic considerations. However, in
the limit of infinity the Brownian particle has experienced a large number of colli-
sions. The average velocity squared should be in thermodynamic equilibrium, namely
〈V(∞)2〉 = 3kBT/M . So that we obtain for the friction coefficient:
Γ =
1
kBT
∫ ∞
0
〈f(t0)f(t1)〉dt (4.28)
where 〈f(t0)f(t1)〉 is the autocorrelation function of the random force. The equation
4.28 is better known as the fluctuation-dissipation theorem [43,44]. In particular we
can state generally, that "dissipation processes in a smaller system interacting with a
larger one are due to the stochastic nature of the interaction between them" [12,26,45].
The interaction of a non-contact AFM with a surface, draws several similarities to the
Brownian particle motion. Let us consider the tip of an AFM as a Brownian particle,
with an overall mass M much larger than the vibrating surface atoms with mass m.
Firstly, we can consider the vibrational motion of each surface atom uncorrelated to
the neighbor. Further the tip atoms move collectively in an oscillation. Since the
oscillation frequency of the tip is rather small (∼ 104Hz) compared to the surface
vibrations (∼ 1014). We consider for every position of the tip z a rather large number
of fluctuating interactions, where the fluctuation depends only on the temperature
itself.
Futher, the friction coefficient Γ depends on the exact position z of the tip above the
surface. If the tip is at the closest position on top of the surface, we can assume that
the elastic force of the lever is equilibrated with the interaction force Fcons = 0. In
addition, we assume the zero crossing of driving force FExc = 0. Then we can reduce
the equation of motion for the tip:
M
dV
dt
+ ΓV = Fcons + FExc + Ffluc(z, t)⇒MdV
dt
+ ΓV = Ffluc(z, t) (4.29)
where Ffluc(z, t) is the random fluctuating tip surface force for the distance z. There-
fore we can point out the analogy to the Brownian particle friction coefficient for a
single oscillation:
Γ(z) =
1
kBT
∫ τ
0
〈Ffluc(z, 0)Ffluc(z, t)〉dt (4.30)
where τ is a characteristic timescale, which is longer than the oscillation time of an
atom ωD and shorter than the oscillation of the tip ωi, 2pi/ωD  τ  2pi/ωi.
In further calculation, which can be found [12], the energy dissipation of such a
non-contact system is derived, where the energy loss is then given by:
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∆E =
∫ 2pi/ωi
0
Γ(z)
(
dx
dt
)2
dt (4.31)
This denotes the total energy loss per oscillation cycle. However, it is difficult to
get to real values for the energy loss on the theoretical basis. The random force is
difficult to take into account, since it is not possible to describe it by the equilibrium
statistical mechanics.
4.2.2 Adhesion hysteresis and accompanied phononic friction
Another mechanism for non-contact friction is the adhesion hysteresis [12]. Here, it
is considered, that the atoms in the tip and surface deform in a way, where the force
felt by the tip on approach is different to the one on the retraction. This considers
a non uniform force field, where the potential energy gained on approach is different
and smaller than the one spent on retraction. This is hysteresis will then dissipate
the energy of the oscillation to the surface atoms, due to time dependent elastic
deformation [3, 20,27,46].
There the assumption lies in the case, that the characteristic timescale of the de-
formation τd is comparable to the motion of the tip τt, otherwise the dissipation
mechanism is inefficient. Second, the deformation of the atoms needs to recover in
each oscillation cycle to their original lattice sites to be a continuous loss mechanism.
For the case of τd ∼ τt the hysteresis reaches the maximum magnitude. There the tip
is oscillating above a lattice site. The surface atom is relaxed in the crystal lattice
at its equilibrium position A. On the approach of the tip, the atom senses the ad-
ditional force of the tip and moves to a new equilibrium position B, minimizing the
non compensated additional force component. Further the energy spent for a contin-
uous process, would be equal on approach and retract, meaning ∆EA→B = ∆EB→A.
Therefore, an energy barrier with finite height must be introduced, in order to get a
discontinuous process, which obeys ∆EA→B 6= ∆EB→A.
The reasons for an energy barrier are unclear. However, experiments have shown
localized dissipation features on the atomic scale. Further, it is only observed for
small tip sample separations, where the force acting on the surface is large. Therefore
non linear processes are likely to happen in the tip sample junction [22,23,28,45].
4.2.3 Joule dissipation
This general dissipation mechanism brought light and heat to the world for a cen-
tury in form of a light bulb. If a current I is flowing through a conductor with
resistance R it dissipates power P , the so called Joule dissipation is usually ex-
pressed by P = U · I = R · I2, with the power output in Watt.
In non-contact dynamic AFM we encounter this phenomena as well [47]. If a volt-
age U is applied between tip and sample, the system acts as a distance dependent
capacitance. Due to the amplitude Ai of the driven oscillator, the capacitance varies
accordingly. The change of capacitance generates an alternating displacement cur-
rent in the tip upon the oscillation at the driving frequency ωi. The dynamic distance
is then given by z(t) = z0 + Ai · cos(ωit), with the mean distance z0. Further, we
can write the displacement current D as:
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Figure 4.4. The tip follows on the approach the force field of the blue line, where
at some point the deformation of the surface takes place. On the retraction curve the
tip follows a new force field of the red line. At a certain distance the influence of the
tip is negligible and the surface atom relaxes to its original position. This closes the
hysteresis loop and the tip feels again the original force field.
D(t) =
∂C
∂t
U =
∂C
∂z
∂z
∂t
U (4.32)
with the z˙(t) = Aiωi sin(ωit) we find for the Joule dissipation:
Pjoule = Rtip ·D2(t) = Rtip
(
∂C
∂z
)2
U2A2iω
2
i sin
2(ωit) (4.33)
where Rtip is the resistance of the tip material used to probe the surface. The average
power dissipated 〈PJoule〉 in one single oscillation cycle is:
〈PJoule〉 =
∫ 2pi/ω
0
Pjoule dt = pi Rtip
(
∂C
∂z
)2
U2 A2i ω
2
i (4.34)
The average power dissipation of typical magnitudes (Rtip ≈ 104Ω/cm, ∂C∂z ≈
10−9F/m, U ≈ 1V, Ai ≈ 10nm, ωi ≈ 104Hz) gives:
〈PJoule〉 ≈ 10−24Watt/cycle ≈ 10−5eV/cycle (4.35)
10−5eV/cycle is above the detection level of a pendulum AFM, however conventional
systems do not reach this low internal power dissipation. Therefore, it is much more
difficult to expect dissipation in a conventional AFM setup.
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(c) van der Waals Friction(a) Adhesion Hysteresis
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Figure 4.5. Adhesive hysteresis appears at small a tip sample separation of the order
of several angstroms. A surface deformation occurs and is dragged along with the
tip movement. Upon the spatial variation of this deformation phonons are created
and energy loss occurs (ref marcins paper), see (a). Joule Dissipation takes place if non
compensated charges of the surface or the tip move through resistive media. The spatial
variation creates a displacement current in tip and sample, both exert a resistance, when
moved through the media. The delay between each other causes friction. The work done
by the tip is then proportional to the force times the displacement, see (b). The Van
der Waals Friction is a more subtle dissipation mechanism. It arises from the van der
Waals force mechanism, where a spontaneous dipole is created. This emits a real/virtual
photon to the surface, where a dipole is induced. The re-emitted photon is absorbed
back in the tip. The friction arises due to the fact, that the initial photon compared
the the reabsorbed one are Doppler shifted. Therefore, the interaction lost energy is
due to the velocity of the tip, see(c)
4.2.4 Van der Waals friction
The van der Waals friction is closely related to the van der Waals force men-
tioned in section 3.2. The force arises from the quantum fluctuation of the electron
density, when a spontaneous dipole is created [26, 44, 48–51]. The short lived dipole
interacts with a nearby atom via a photon exchange and induces a dipole moment.
The induced dipole re-emits a photon to the original one and a force arises between
the two dipoles. Friction occurs between two closely spaced bodies, if they are in rel-
ative motion to each other, due to the photon exchange, which is Doppler shifted.
This is the origin of the van der Waals friction.
The calculation of the van der Waals friction is more complex than the force, since it
originates from the electromagnetic field fluctuations with moving boundary condi-
tions. The literature approaches the solution by regarding each surface in its reference
frame. The relation between the two electromagnetic fields of each reference frame
is determined by the Lorentz transformation [12, 49, 50]. In the range of "slow" ve-
locities, where AFM is mostly originated, the first approach is by writing the force
acting on both bodies as F = F0 − Γ · v, where F0 is the conservative force inde-
pendent of v and Γ the friction tensor. Since, Γ originates from the electromagnetic
field fluctuations, we use the approach of the Stochastic friction, see section 4.2.1,
equation 4.30. Where the friction arising from fluctuations is determined by:
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Γ(z) =
1
kBT
∫ ∞
0
〈Ffluc(z, 0)Ffluc(z, t)〉dt (4.36)
Here, the 〈. . . 〉 give the thermal average of the fluctuation in the force originating
from the electromagnetic field Ffluc(z, t) at a given distance z and time t. Assuming
the interacting surfaces as an extended system, the force fluctuations will be then
expressed by the stress tensor σik:
Fi =
∫
σikdSk (4.37)
where the force is integrated over the surface i of the i-th body, with the tensor :
σik =
1
4pi
[
EiEk +BiBk − 1
2
δik
(
E2 +B2
)]
(4.38)
where, E and B are respectively the electric and magnetic induced fields. The cal-
culation of the force-force correlation function is performed in [12, 50]. This way of
calculating has the advantage, since it can be extended to more complex geometries.
However, the approach is just for velocities, where the retardation effect of the elec-
tric field can be neglected. Further, it needs to be emphasized, that any theoretical
approach leaded to friction coefficients, which are several orders of magnitude be-
low experimentally observed ones. Nevertheless, the theoretical approach introduces
complex stochastic non equilibrium theory, where a lot of simplifications are made.
However, the discrepancy between theory and experiment may be reduced in further
investigations.
Nevertheless, pendulum AFM can bring insight to mechanisms and can clarify origins
of non-contact friction, due to its high sensitivity. With the standard sensitivity on
the order of Γmin = 1 · 10−12kg/s, it is comparable with other sophisticated setups
mentioned in literature [26, 51]. Further, due to its possibility to operate within a
wide range of temperatures, namely 4.8K − 300K, it provides useful insight to the
dependence of friction mechanism on the environmental temperature. Since, phase
transition of material provides further clearness to origins of non-contact friction. To
gain the best knowledge, one must first understand the basic principals of pendulum
AFM and its operation mode. Therefore, the technical setup will be discussed in the
next chapter, as well as the force detection mechanism in chapter 6.
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The surface of a dinner table cleaned with a sponge is anything, but clean. An AFM
image of such a surface would show something comparable to a top view of a "rain
forest" covering the interesting ground. There will not be any useful information in
these measurements. To avoid a "rain forest" from growing on the surface of interest,
we have to consider other means of cleaning, than a sponge.
The main dirt on the sample surface originates from contaminants of the air. There-
fore, the most straight forward solution is to have a fully depleted environment, which
means Ultra High Vacuum (UHV) conditions. At this environment, the pressure
is below pUHV < 10−10mbar, and the remaining amount of contaminants is signif-
icantly reduced. It is hard to imagine what it means to have such a low pressure,
since the ambient pressure at which we live in is p = 1013mbar. As a comparison,
the mean pressure on the summit of the Mount Everest is pME = 337mbar, which
is already barely survivable for ordinary human beings. The standard vacuum con-
ditions for the latter measurements, are comparable to the pressure on the moon.
Anyhow, a more comprehensive model is the mean free path of a particle under such
pressures. This model estimates the mean distance l, at which a particle travels
before it collides with another particle in the gas. The model defines the probability
of traveling a certain distance between two successful collisions. This is based on the
number of particles n in a gas at a certain pressure with the cross sectional area σ.
If all particles are of the same element, then it is straight forward to calculate the
mean free path by:
l =
1√
2nσ
(5.1)
For ambient conditions the mean free path is roughly l ∼ 68nm, while in UHV
conditions we achieve lUHV > 10000km. This means, a particle travels a very
long distance, before it reaches another remnant particle of the vacuum. Since the
dimensions of a vacuum chamber are, somewhat small, it also suggests, that a particle
collides with the wall of the chamber several thousands of times, where it is most
likely to be absorbed, rather than on the sample surface. Thus it is highly favorable
to operate an AFM under these conditions, since a probed surface is longer "clean",
or free from surface contaminants of the remnant particles in the gaseous phase.
In order to achieve UHV conditions, several pumping stages are connected to chamber
to literally "suck the dirt out". The first stage is done by rotary pumps, which
provide low vacuum plv ≈ 10−1mbar. The second stage are the turbo molecular
pumps, which look like small turbo fan engines of a plane, where the shovels of
the fan rotate at 1000Hz frequency. If the shovels hit a particle, a kinetic energy is
transferred to it, where the trajectory of the particle is changed to leave the chamber,
by this method a pressure of phv ≈ 10−9mbar is achieved. The third stage of pumping
includes chemical absorption pumps, like Titan Sublimation Pumps (TSP) or ion
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getter pumps. Both work on similar principal, titanium has an adsorption capability,
where a remnant element of the gas is chemically bound to the surface of the vacuum
chamber. So a remaining pressure of pUHV < 10−10mbar can be achieved. The
additional factor of the system, described here, is the capability to reach cryogenic
conditions as well, where the microscope and its chamber are cooled, by either liquid
nitrogen (LN2 ≈ 77K) or liquid helium (LHe ≈ 4.8K). A particle hitting a cold
wall will lose a fraction of its kinetic energy until it is finally adsorbed or "frozen"
on the wall itself.
The cryogenic conditions in the measurement system are not only to improve the
vacuum, but to see additional physics of an investigated system. The abundance of
physics at low temperatures is a crucial point of this thesis. Where it is necessary to
cross phase transitions of a matter and exert phenomena, which are not observable
at room temperature.
5.1 The pendulum AFM system
The pendulum AFM is a home built design, from the University of Basel [52], with
the capability of working in UHV as well as cryogenic conditions with high magnetic
fields (Bmagnet = ±7T ). The setup of the microscope chamber is shown in figure
5.1(a) with the image of the microscope itself in 5.1(b). The microscope was changed
form its original design to allow combined AFM/STM modes. However, the latter
measurements were performed in the AFM mode only, since the changes were done
at a later time. The original design and the specifications of the cryostat and the
microscope can be found in the work of Urs Gysin et al. [52].
The microscope was changed to achieve a lower noise floor of the beam detection
(Photo Sensitive Diode, PSD), by a shielded cabling from the PSD to the current-
voltage converter (IV-converter). The improved system allows to operate at much
lower oscillation amplitudes (Amin ∼ 30pm). In addition, a shielded STM line with
a decoupled ground towards the microscope was added. The STM line is desired to
perform fast imaging, with the capability of achieving atomic resolution.
The design of the cantilever holder had to be changed, since the old design was purely
metallic and therefore made a short cut of the STM current with the microscope
ground. In order to avoid grounding the cantilever, an isolator had to be introduced.
In the figure 5.2 a CAD drawing of the new cantilever holder is shown. The Omicron
UHV transfer holder is the original design, see 5.2 6. The new MACOR ceramics
isolator is mounted on top by a molybdenum screw, in oder to withstand the high
annealing temperatures, see 5. The Cantilever, 1, as well as the STM platinum-
iridium wire, 2, is clamped by a copper block, 3, which provides the electrical contact
with the connection arm, 4, via a second molybdenum screw. The advantage of this
setup is the capability to measure AFM and STM independently as well as achieving
high Q-factors for sensitive AFM measurements.
5.2 AFM operation schematics
In order to measure in the AFM mode a set of electronics has to be configured.
Firstly, a laser must be focused on the back of the cantilever, the beam reflection is
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Figure 5.1. The microscope chamber is shown in figure (a) with the top loader cryo-
stat, adapted from reference [52]. The microscope itself is shown in (b), where 1 (red) is
the microscope holder for transferring, 2 (green) the mirrors for the beam deflection de-
tection, 3 (dark blue) the cantilever itself, 4 (violet) the sample holder and 5 (light blue)
the STM shielded current line.
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1. AFM Cantilever
2. STM Pt/Ir wire
3. Copper clamping
4. Connection arm
5. MACOR isolator
6. Omicron holder
Figure 5.2. The new design of the STM/cantilever holder is shown, with 1 the AFM
cantilever, 2 the STM Pr/Ir wire, 3 the copper clamping, 4 the STM connection arm to
the STM current line, seen in figure 5.1(b), 5 the MACOR isolator and 6 the Omicron
holder for transfer.
brought via mirrors to the four quadrant photo sensitive diode, where the physical
oscillation readout to a corresponding oscillating voltage is done. The PSD output is
given to the Phase-Lock-Loops (PLL), where the detection of the frequency, ampli-
tude and phase are performed. The corresponding excitation amplitude is brought
back to a shaking piezo, in order to excite the cantilever at its fundamental and the
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second resonance simultaneously, to reach the desired oscillation amplitude.
The frequency shift of the cantilever is set to zero for "large" separation distances
(several microns). The Distance controller gets the current frequency shift value and
compares it with a setpoint, approaches if the setpoint is not reached, or retracts
if the current value is beyond. The current z value is given to the operator as a
topography signal.
Besides the topography, KPFM is acquired simultaneously. Here, an alternating po-
tential Uac is given to the substrate, the resulting modulation of the electrostatic
force is picked up by the cantilever, which modulates the frequency shift on the side
band. The modulation frequency and its amplitude is fed back to the lock-in of the
KPFM module. The Kelvin controller reduces the electrostatic force modulation by
a dc voltage Udc until the contact potential is reached. The contact potential voltage
UCPD is displayed to the operator.
5.3 Spectroscopy
The pendulum AFM is not an overwhelming imaging tool, it has the capability to
acquire a topography, however, due to the lateral oscillation a spacial averaging is
performed in every topographic pixel. Hence, atomic resolution hard to reach.
Nevertheless, the strength of the pendulum geometry lays in the spectroscopy. Prob-
ing surface properties, which are quasi independent of the lateral positions of the
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Figure 5.3. The operation schematics.
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probe. The one dimensional spectroscopy 1D with extremely high sensitivity con-
servative and dissipative forces, are the working horses of the pendulum AFM. In
the latter results section two different types of spectroscopies are used. Firstly, the
force distance curve.
5.3.1 Force-Distance Spectroscopy
The force-distance spectroscopy is used to obtain high resolution in the distance
dependent force F (z) and dissipation Γ(z). Here, the probe is placed at a starting
separation distance on top of the surface. The probe is excited at its fundamen-
tal resonance to gain higher sensitivity. The oscillation control is set to a desired
amplitude, usually AL = 5nm, and the contact potential is compensated to a fixed
value and the active tracking by the KPFM controller is switched off. The following
signals are then tracked and recorded for later studies: distance z, vertical deflection
V ert, horizontal deflection Hori, frequency shift ∆f , phase shift θ, amplitude AL,
excitation voltage Exc.
These signals are recorded for every distance step of the force distance spectroscopy.
The distance resolution of the spectroscopy is typically in the range of a few picome-
ter, for an overall spectroscopy range of several tenth of nanometer. Each acquired
point is averaged for a second, to prevent signal artifacts of any kind.
The spectroscopies are stopped, when the tip touches the surface, visible in the linear
increase of the vertical deflection signal. There are no other means of determining
the exact distance of the swept range. The distance dependent non-contact friction
is then obtained according to the formula 4.24.
The stability and reproducibility of these long term spectroscopies are given by the
temperature stability of the cryostat. Thermal drift of the sample can be neglected in
the equilibrated state, due to the long retention time of coolant in the cryostat. Fur-
thermore, an image is taken before and after every series of spectroscopies to rule out
irreversible damages of the surface or probe. The same stability concerns are taken
into account for the second type of spectroscopy used in the latter measurements.
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Figure 5.4. The schematics of the bias sweep spectroscopy is seen, where the spec-
troscopy starts at point 1 to sweep the voltage. The cantilever properties, like frequency
shift, excitation, amplitude and phase are acquired for every voltage step of the sweep.
The distance z is decreased after the sweep cycle is finished. The bias spectroscopy is
stopped if point 2 is reached.
5.3.2 Bias sweep spectroscopy
Bias sweep spectroscopy consists of a set of measurements. Here, the tip is placed at
a starting separation distance on the surface, where the signals are set, as mentioned
in the force distance spectroscopy. Then the bias Ubias is swept forth and back
with a certain ±∆U according to the contact potential UCDP . The change in the
electrostatic force between the cantilever and the surface, influences the measured
frequency shift as well as the excitation voltage. The bias sweep finishes at its initial
value, the separation distance is decreased, by one step towards the surface and a
new sweep is performed. The whole spectroscopy is stopped, if the sample surface is
reached.
In the bias sweep spectroscopy might be distinguished between different mechanism
of dissipation, like it is demonstrated in the case of sodium chloride on copper and
NbSe2. However, before we start to explore the nature of various dissipation mecha-
nisms, some light has to be shed on the obscure contrast mechanism of the pendulum
AFM. Thus, we discuss the sensing mechanism of an AFM oscillating perpendicular
to the surface for the first time in detail.
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6.1 Sensing of forces in a conventional AFM
In this section, we want to discuss, how the force acting on an oscillating cantilever
affects the frequency. Therefore, we start by describing the mechanism of a conven-
tional AFM setup and develop the mechanism for the pendulum geometry. The dif-
ference lays in the direction in which the force acts. For a conventional geometry the
force normal to the surface acts parallel to the cantilever oscillation. Therefore, we
are able to directly use the equation of an externally driven damped harmonic oscil-
lator. In case of frequency modulated detection for a non dissipative interaction, the
internal damping force is compensated by the external driving force [5,6,13,15,53,54].
Thus, it is possible to reduce the equation of motion 4.3 to the following:
meff ¨z(t) = −keffz(t) + F (z(t)) (6.1)
where meff is the effictive mass, keff the effective spring constant, F (z(t)) the
distant dependent interaction force. In order to solve the equation of motion it is
common to use the sample surface as a reference, with z(t) = z0 + Ai · sin(ωit).
Since, the interaction is distance depended, the force acts sinusoidal on the tip apex,
Thus Eq.:6.1 is substituted to:
meffAω
2 sin2 ωit = −keffA sin2 ωit−keffz0 sinωit+sinωt ·F (z0+A sin(ωt)) (6.2)
Integrating the equation over one oscillation cycle 2pi/ωi and resorting results:
∫ 2pi/ωi
0
meffAω
2 sin2(ωit) + keffA sin
2(ωit)dt =
−
∫ 2pi/ωi
0
keffz0 sin(ωit)dt
+
∫ 2pi/ωi
0
sin(ωit) ·F (z0 +A sin(ωit))dt (6.3)
Since, the integration of a sinus is always zero, then
∫ 2pi
0 sin(x)dx = 0 and in addition∫ 2pi
0 sin
2(x)dx = pi, so we find for Eq.:6.3:
pi Ak
(
1
ωi
− m
k
ωi
)
=
∫ 2pi/ωi
0
sinωit ·F (z0 +A sin(ωit))dt (6.4)
with the identity ωi,0 =
√
k/meff and the approximation 1ωi ∼ 1ωi,0 we get:
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pi Ak
(
ωi,0 − ωi
ω2i,0
)
=
∫ 2pi/ωi
0
sinωit ·F (z0 +A sin(ωit))dt (6.5)
in addtion, we use ∆ωi = ωi,0 − ωi and ω = 2pif to obtain:
∆fi
f2i,0
=
1
pi Ak
∫ 2pi/ωi
0
sinωit ·F (z0 +A sin(ωit))dt (6.6)
Further, the probe will oscillate a large number of cycles in the same interaction
field, therefore we substitute the force interaction to get the time averaged frequency
shift, by φ = ωt⇔ dφ/dt = ω ⇔ dφ/ω = dt and still 1ωi ∼ 1ωi,0 :
∆fi =
fi,0
piAk
∫ 2pi
0
sinφi ·F (z0 +A sin(φi))dφi (6.7)
Equation 6.7 explains the measured frequency shift of the i-th resonance, resulting
from the time averaged interaction force. This equation holds for forces acting par-
allel to the motion of the beam. Further, the frequency shift ∆f of any resonance
is only true, if the amplitude is constant and the dissipative forces are compensated
by the external driving force. The frequency shift relation for an AFM was first de-
duced from [53]. This holds, for any conventional AFM setup, where the cantilever
oscillates perpendicular to the surface. In case of the pendulum AFM the geometry
is changed. Thus, the motion of the cantilever is not perpendicular to the plane,
but parallel to it. Hence, the lateral force produces a frequency variation as well.
Therefore, we discuss here the relation of forces acting on the tip to the measured
frequency shift.
6.2 Sensing in pendulum geometry with symmetric
cantilevers
Once you measure with the pendulum AFM, you’ll get to know, that there is some
difference in the way a pendulum AFM acquires the topography. Therefore, it is very
important, to discuss the sensing mechanism in detail. Since, the geometry is still
exceptional to the field of AFM, it has not been discussed in the literature.
In the conventional geometry of AFM, where the cantilever is mounted parallel to
the surface, one suffers from a snap-in-contact, which takes place, when the restoring
force is lower than the attractive interaction force. Therefore, cantilevers operating
in a non-contact regime, have to have a spring constant, which is larger than 10N/m,
to avoid snapping. The usual spring constant of commercially bought cantilevers for
non-contact purpose is about 48N/m. Since the sensitivity of the minimum de-
tectable force 4.22 and dissipation 4.23 is limited by the spring constant, one expects
low sensitivity for this setups. The pendulum geometry suspends the cantilever per-
pendicular to the surface. Thus, the, snap-in-contact can be avoided, since the elastic
elongation of the lever itself is suppressed, due to the high Young’s modulus. This
enables the possibility to utilize very soft cantilevers of about k = 0.23N/m, which
also have increased Q factors. Therefore, the sensitivity is enhanced in the range of
several orders of magnitude (Fmin,normal/Fmin,pendulum ∼ 102) for the force as well
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as dissipation (Pmin,normal/Pmin,pendulum ∼ 104). However, force sensing through
the pendulum geometry is not exactly comparable to that of a normal AFM. Firstly,
due to the oscillation quasi parallel to the surface, secondly due to the influence of
lateral forces to the measured frequency shift.
In order to evaluate this behavior for symmetric cantilevers, one has to solve the
equation of motion of the vibrating lever for the normal axial force Fz and add the
lateral force Fx into the equation.
A lever with the frequency ω =
√
EIλ
ρA in the presence of an external axial force N
has the form:
d4
dz4
x (z) +
N
EI
d2
dz2
x (z) = x (z)λ (6.8)
where E is the Young’s modulus, Ith area moment of inertia, ρ is the mass density
and A is the lever cross section. After substitution z = ZL the lever elongation is
x (z) = x (ZL) and the equation (6.8) is expressed in dimensionless coordinates Z:
d4
dZ4
x (Z) +A
d2
dZ2
x (Z)− Λx (Z) = 0 (6.9)
where A = NEI ·L2 and Λ = λ ·L4. The general solution of equation (6.9) after
substitution a = 12A and b =
1
2
√
A2 + 4Λ has a form of:
x(Z) = c1 cos
(√
a+ bZ
)
+ c2 sin
(√
a+ bZ
)
+
+c3 cosh
(√−a+ bZ)+ c4 sinh(√−a+ bZ) (6.10)
The solution x(Z) after applying boundary conditions x(0) = dxdZ (x=0) = 0 and
d2x
dZ2 (x=1)
= d
3x
dZ3 (x=1)
= 0 for deflection, slope, moment and share force of the deformed
lever is:
x(Z) = c1 (cos
(√
a+ bZ
)
(6.11)
+
(− cos(
√
a+b)a−cos(
√
a+b)b+cosh(
√−a+b)a−cosh(
√−a+b)b)
√−a+b sin(
√
a+bZ)
(
√−a+b√a+b sin(
√
a+b)−sinh(
√−a+b)a+sinh(
√−a+b)b)
√
a+b
− cosh (√−a+ bZ)
−(− cos(
√
a+b)a−cos(
√
a+b)b+cosh(
√−a+b)a−cosh(
√−a+b)b) sinh(
√−a+bZ)√−a+b√a+b sin(
√
a+b)−sinh(
√−a+b)a+sinh(
√−a+b)b )
The boundary conditions yields also to characteristic equation:
0 = −a2 cos (√a+ b) cosh (√−a+ b)+ a2 +
+a
√−a+ b sin (√a+ b)√a+ b sinh (√−a+ b)+
+b2 + cos
(√
a+ b
)
cosh
(√−a+ b) b2 (6.12)
In case ofN = 0 the equation (6.12) reduces to well known form for the free oscillating
lever [55]:
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cos
(
4
√
λL
)
cosh
(
4
√
λL
)
+ 1 = 0 (6.13)
The equation (6.12) can be easily solved numerically and the solution for a and b is
shown in Fig. 1(b) together with the approximated 4th order polynom:
b = 3.516 + 0.221 · a+ 0.146 · a2 − 0.003 · a3 − 0.001 · a4 =
= b0 + b1 · a+ b2 · a2 + b3 · a3 + b4 · a4 (6.14)
In the particular case of a = NL
2
2EI = 0, b is equal b0 = 3.516 - the value for unper-
turbed problem [55]. We consider the case of a  1, i.e. the lack of longitudinal
elongation of the lever. The equation (6.14) reduces to:
b = b0 + b1 · a = 3.516 + 0.221 · a (6.15)
and the eigenvalue λ:
λ =
b0
2
L4
+
b0 b1 N
L2EI
(6.16)
The eigenfrequency of the cantilever in the presence of normal axial force is then
equal:
ω = ω0
√
1 +
b1 NL2
b0 EI
(6.17)
Figure 6.1. Schematic representation of the oscillating cantilever in the pendulum
geometry (a), with the normal axial force N and the lateral force gradient dFxdx . On (b)
the numerical solution of eq.(6.12) and the approximated 4th order polynomial fit are
shown.
36
6.2 Sensing in pendulum geometry with symmetric cantilevers
F
re
q
u
en
cy
 s
h
if
t 
[H
z]
200
-200
100
0
-100
Distance [nm]
0 2 4 6 8
Site 1
Site 2
Site 3
Figure 6.2. In this graph three force distance curves are shown, acquired at different
spatial positions on the surface. The huge deviation of each other is clearly visible.
Thus, any intension to use symmetric cantilevers acquire topographical images via the
frequency shift feedback are foredoomed to fail.
6.2.1 Lateral force gradient
In order to consider the lateral force influence on frequency shift, the additional force
F (x) term is added into eq. (6.8). The lateral force F (x) can be expanded in the
Taylor series F (x) ' F0 + dFxdx x(z) + ... and after neglecting the homogeneous part
F0, eq.(6.8) looks as following:
d4
dz4
x(z) +
N
EI
d2
dz2
x(z)−
(
λ− 1
EIL
dFx
dx
)
x(z) = 0 (6.18)
After substitution:
λ′ = λ− 1
EIL
∂Fx
∂x
(6.19)
the eigenfrequency od the oscillating lever is:
ω = ω0
√
1− b1 NL
2
b0 EI
+
L3
b20EI
∂Fx
∂x
(6.20)
or for rectangular lever:
ω = ω0
√
1− 3b1 N
b0 Lk
+
3
b20k
∂Fx
∂x
(6.21)
Since, the lateral force gradient can have positive or negative values, due to the
directional dependence of the interaction, ω can have arbitrary values. Thus, imaging
at a constant frequency setpoint is not possible for a symmetric lever. This can be
confirmed in site dependent force distance spectroscopies, see figure 6.2. However,
imaging possibility is highly desired to refer to site dependent events. The solution
to the issue is the asymmetry of the tip, which will be discussed in the following.
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6.3 Sensing with asymmetric cantilevers
For all latter measurements, we utilize a commercially bought ATEC Cont cantilever
(Advanced Tip at the End of the Cantilever for Contact mode, see figure 6.3b).
The advanced tip makes it possible to establish a stable frequency shift feedback.This
originates from the asymmetry of the tip at the end of the lever. To understand the
working principal, let us start with the static considerations.
6.3.1 Static force interaction
The ATEC Cont levers are usually l = 450µm long, w = 50µm wide, a = 2 − 3µm
thick and have a tip height of h = 15− 20µm advancing the lever bar with an angle
of θ = 60◦. In the first assumption, which we consider here, the tip is infinitely rigid
attached to the lever, which means that the tip-lever angle will not change due to
any force interaction. Secondly, we consider no further tip apex deformation. Hence,
it is possible to reduce the total picture of tip cantilever to a straight lever, which is
clamped at the base and forms a closed triangle with the tip end. This straight lever
has then the effective length leff and encloses an angle α with the actual lever, see
fig.: 6.3a.
α
θ
b
l
h
leff
θ
h
b
(b)(a)
α
leff
FN
MN
α
leff
Surface
FL
ML
(c) (d)
Figure 6.3. Figure (a) shows the schematics of an ATEC Cont lever, with the reduced
effective length leff . Where the advanced tip is shown in the SEM picture, made by
(Nanosensors), (b). Schematics (c,d) give the idea of the force induced bending moment
on the lever, where the bending moment induced by FN is effectively reduced compared
to FL.
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b = h · tan(θ)
α = tan−1
(
h
l + b
)
⇒ α ≈ 1.87◦
leff =
√
(l + b)2 + h2 ⇒ leff ≈ 485µm (6.22)
where, b is the addition to the length due to the tip, see fig.: 6.3a. Hence, for non-
vanishing angles α, the reduced lever exerts a bending moment on the clamped end
for any force acting normal to the surface FN . The bending moment is then equal
to MN = leff × FN ⇒ MN = leff ·FN · sin(α), where bold letters denote vectors.
On the other hand, any lateral force will also contribute to the bending moment
by ML = leff × FL ⇒ ML = leff ·FL · cos(α), see fig.: 6.3 c,d. If the relation
|MN | = |ML| holds, we can compare the forces:
FN · leff · sin(α) = FL · leff · cos(α)
FL = FN ·
(
h
l + h · tan(θ)
)
⇒ FN · 0.033 (6.23)
For the given numbers we obtain tan(α) = 0.033, meaning that the sensitivity to
normal forces is reduced compared to the lateral, due to geometrical reasons. In
addition, this is valid for angles 0◦ < α ≤ 45◦, while angles α < 45◦ reduce the
lateral sensitivity. In the limit of α = 90◦ we obtain the sensitivity of a normal
geometry, while the limit of α = 0◦ would result in the symmetric cantilever case,
which was discussed previously. Further, we can now deduce the dynamic behavior
of the tip, in case of a resonantly driven motion.
6.3.2 Cantilever dynamics
When the cantilever is now resonantly driven, the motion of the tip apex will follow
a trajectory of an arc with the radius of the effective tip length leff . While the read
out of the beam deflection detection system is done on the backside of the lever itself.
The tip apex motion has an offset compared to the zero crossing of the cantilever by
the angle α. Therefore, we easily see that the tip motion is not symmetric and we
have to consider a perpendicular variation dz in addition to the lateral motion dx,
which scales with the oscillation amplitude, see fig.: 6.4(a,b).
To determine the dx, dz variation of any amplitude, we use straightforward the rela-
tionship of the unit circle, with the lever clamping at the origin and the tip apex is
following an arc. Thus, for a given lateral amplitude AL, we find a normal amplitude
component AN as the following:
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Figure 6.4. In case of a resonantly driven lever, the beam detection read out is done on
the backside of the lever, which oscillates through the zeros, in a x-z coordinate system.
However, the oscillation amplitude is small compared to the tip height. Therefore, the
tip apex is following an arc trajectory, with the radius of the effective length. The tip
apex has an offset towards the beam, due to the tip height and advancement, which
can be determined by the angle α. Thus, it is clear, since the oscillation amplitude
introduces a motion around α+β, with β  α, that the tip motion is not symmetric in
a single oscillation. Thus, we have to consider a small non-vanishing normal variation
dz in addition to the motion in parallel to the surface dx, see (b).
AL = leff · (sin (α+ β)− sin (α− β))
AN = leff · (cos (α+ β)− cos (α− β))
⇒ AL = leff · (sin (α) cos (β) + sin (β) cos (α)− sin (α) cos (β) + sin (β) cos (α))
⇒ AL = 2 · leff · sin(β) cos(α) (6.24)
⇒ β = sin−1
(
AL
2 · leff · cos(α)
)
(6.25)
If we assume now the specifications of the above mentioned cantilever, we find for
a lateral amplitude of AL = 5nm and accordingly a normal oscillation amplitude of
AN = 0.206nm. This relationship between the amplitudes is fixed for the fundamen-
tal resonance. However, this normal amplitude is not negligible, further we want to
emphasized that it is important here, not to assume the oscillation to be perfectly
parallel aligned to the surface. Even thought, that the angle α ∼ 2◦. Due to the
high sensitivity to forces, the small dz variation gives still a significant influence to
the measured frequency shift. Nevertheless, the normal oscillation arises from the
motion on an arc trajectory. Thus, any higher resonance of the lever favors the nor-
mal component, due to change of the oscillation node of the lever, which decreases
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the effective length and therefore reduces the radius of the arc.
Let us briefly mention, how to calculate the nodes of the higher resonances. This
is done by taking the beam equation into account, where lever displacement z(l) is
calculated as a function of the length l:
z(l) = A ·
[
(cos(κ l)− cosh(κ l)) + D
′
B′
(sin(κ l)− sinh(κ l))
]
def.
= 0 (6.26)
where A is the amplitude and κ, D
′
B′ are the following for the first four resonances:
κ ⇒ {1.875, 4.694, 7.855, 10.996} (6.27)
D′
B′
⇒ {−0.7341, −1.0185, −0.9992, −1} (6.28)
From the equation 6.26 with the values of 6.27 and 6.28 we get the node positions of
the beam by finding the zero crossings. The node positions for the three first higher
resonances are:
lnode
l
⇒ {0.7833, 0.8668, 0.9285} (6.29)
Using the node positions of the higher resonances to determine the z component
shows, that the z oscillation amplitude increases for higher flexural modes. The
relationships of Az/Ax for the four resonances are then:
Az
Ax
⇒ {0.0413, 0.1513, 0.2115, 0.2993} (6.30)
This shows, that higher resonances have larger amplitudes in the direction normal
to the surface and therefore normal forces influences the frequency shift accordingly
to the equation 6.7.
6.3.3 Frequency shift in the pendulum geometry
It was shown in the section 6.1 that the resonantly driven cantilever exerts a fre-
quency change due to the interaction force, see eq.: 6.7. Here, we want to extend
the equation towards the fact, that the frequency shift in pendulum geometry is
influenced by both force components, lateral and normal.
It is always possible to split force components into their unit vectors, given by the
reference system. From the fact that these unit vectors are orthogonal to each other.
It is allowed to treat these force components independently and adding them up to
the total measured frequency shift ∆ftotal = ∆fL + ∆fN , where the amplitudes and
force sensitivities are taken into account as the following:
∆ftotal = ∆fL + ∆fN (6.31)
⇒ ∆fL = f0
piALk
∫ 2pi
0
sinφ ·F (x0 +AL sin(φ), z0) · cos(α)dφ
⇒ ∆fN = f0
piANk
∫ 2pi
0
sinφ ·F (x0, z0 +AN sin(φ)) · sin(α)dφ
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where the factors sin(α) and cos(α) are the force sensitivity reductions for the normal
and lateral components, respectively. These equations 6.31 hold for higher resonances
as well. Since the normal amplitude increases for higher flexural modes, we deduce
that the normal force has a larger influence on the measured frequency shift.
In addition, in case of a symmetric lever, where the tip is an arrow along the lever,
the change of the normal component vanishes over the oscillation cycle. Since, α = 0◦
and the frequency shift is dominated by the lateral force contribution. Further, in
the limit of α = 90◦, the lateral component vanishes, and the equation 6.31 reduces
to 6.7.
To test the assumptions towards the actual measurements, we conducted simulations
on a toy-model. Where we build up a static snapshot of a force field in the x, z-
direction originated from a base of atoms.
6.4 Simulating a force field to obtain a frequency shift
map
The relevant force in AFM was discussed in chapter 3. Since, the forces cannot be
added up, we start with potential fields Ui from single atoms and take the sum over
all potentials Utot =
∑N
i Ui and use the identity Ftot = −∇U to get the force field.
Where Ui is also the sum of the potentials originating from the Lennard Jones,
van der Waals and electrostatic potential, Ui = ULJ,i + UvdW,i + Uel,i. Resulting
in a potential on a grid point for one single atom:
Ui(r) = −4
[(σ
r
)12 − (σ
r
)6]− H ·R
6 · r − pi 0
R2
r
· (Ubias − UCPD)2 (6.32)
where r is the distance between tip and atom,  the potential depth of the short
range force, σ the equilibrium distance, H the Hamaker constant, R the tip radius,
0 the permittivity constant, Ubias the applied voltage across the tip sample junction
and UCPD the contact potential of the material.
The equation 6.32 shows already, that the LJ potential is dominant for small tip
sample separations as well as fragile on minor changes of the parameters, due to the
high power-law decay. The attractive term with the 6th power determines the local
variation in the force, which results in the atomic resolution for AFM. Therefore, high
resolution is only achievable in the last few angstroms of the tip sample junction.
Further the lateral variation originated from the atoms decay rapidly, leading to a
homogeneous force field without a lateral component, see fig.:6.5
The lateral component vanishes for a flat surface, for distances larger than the decay
length of the short range force. This holds for any atomically flat infinite surface
with no additional impurities. However, if an atomically high step edge is introduced,
lateral force variations occur, due to the abrupt change at the edge, see figure 6.6.
The figures 6.5 and 6.6 were simulated by positioning one atom and calculating the
potential, eq.: 6.32, for each point on the simulation grid. All calculated potentials
were summed up and derived accordingly to the identity Ftot = −∇U . Each graph
consists of 1000 × 3000 grid points, while the spacing between the grid point was
varied, between 30pm, 15pm, 7.5pm, 2.5pm for 6.5 and 6.6 (a,b), (c,d), (e,f), (g,h)
accordingly.
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For the flat surface simulation, four layers of 1100 atoms each, were calculated
with a van der Waals radius σcu of copper, according to literature values. The
Hamaker constant was assumed to be H = 1.2 · 10−19J [19,37,53], with the tip radius
R = 15nm, the permittivity constant is 0 = 8.8 · 10−12F/m, while the electrical po-
tential was assumed to be zero Ubias = 0V and only the contact potential difference
was taken into account with UCPD,Cu = 0.4V .
With this we obtained a pseudo realistic force field, with no edge effects of the simu-
lation box. The parameters mentioned above, are chosen to match the force given by
the experiments in literature. Hence, the goal was to achieve a static pseudo realistic
picture.
In case of the stepped surface, a bilayer of 550 atoms each, was placed at the origin,
to obtain a lateral force on top of the surface. The only difference from the previ-
ously simulated system is a new van der Waals radius σNaCl matching the one of
sodium chloride, and the contact potential of UCPD,NaCl = −0.6V .
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Figure 6.5. The following graphs show the simulated force fields of a flat, perfect sur-
face. The left side is the normal scale of the force, while the right shows the logarithmic
scale, for enhanced visibility of the force decay. In both columns no lateral force exists,
until the short range force variations dominate. Each graph shows the same surface with
just smaller dimensions and decreased grid size. Simulation consists of four layers of
atoms with 1100 in each layer, to avoid edge effects of the force field. The simulation box
has a x− z grid of 1000× 3000 points. The grid spacing is 30pm, 15pm, 7.5pm, 2.5pm
for (a,b), (c,d), (e,f), (g,h) accordingly.
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Figure 6.6. In this figure the simulations show a force field with the same parameters
of figure 6.5 and an additional bilayer of an ionic island. For the ionic surface the van
der Waals radius of Na − Cl was chosen. The left and right column show again the
normal scale and the logarithmic scale of the same force fields to enhance the visibility.
In the logarithmic scale one nicely recognizes a force gradient in the z-direction, on top
of the step at the origin (x = 0). The step edge creates a lateral force, which extends
several tenth of nanometer out of the surface. Simulation consists of four layers of atoms
with 1100 in each layer, to avoid edge effects of the force field. In addition, a surface
bilayer was added to create a step edge, with 550 atoms in each layer starting from the
origin. The simulation box has a x− z grid of 1000× 3000 points. The grid spacing is
30pm, 15pm, 7.5pm, 2.5pm for (a,b), (c,d), (e,f), (g,h) accordingly.
The resulting force fields are presented on the figures 6.5 and 6.6. On the left side
the actual force in nano-newton nN is shown, while the right side of both figures are
the logarithm of the force to show the decay in space. Further, one notices easily,
that the stepped surface introduces a lateral force, which extends several tenth of
nanometer out of the surface plane, as well as away form the step itself. There the
logarithmic scale is more suitable to see this effect, see figure 6.6 (b,d,e,f).
It needs to be emphasized, that these simulations are toy models to create a pseudo
realistic force field to roughly obey the demands of this study. Since, we are interested
in the contrast mechanism of the pendulum AFM, where the geometry influences the
measured frequency shift signal. This simulated force field lacks several aspects of
a more sophisticated approach, such as Molecular Dynamics simulation. Since this
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simplified model calculates the interaction between a tip and the atoms only, it is
rather coarse and leads to an overestimation of the force field. Furthermore, it does
not allow motion or relaxation of the atoms, nevertheless, for our demands this study
is sufficient enough.
Further, we want to test the derived equation 6.31, whether it can explain the mea-
sured frequency shift and therefore the topography, or not. Thus, an additional
simulation was performed, which integrates lateral force over one oscillation in the
x direction and adds it to the integral of the vertical force in the same oscillation
cycle. This results in a calculated frequency shift for one point of the grid.
This calculation was then carried out for each point of the grid, to result in a 2D
map of the expected frequency shift for the asymmetric cantilever. This df-simulation
was performed on the flat and the stepped force fields, seen in figures 6.5(c), 6.6(c).
Figure 6.7 is divided in two columns and also two sections. The left column shows
the calculated frequency shift of the flat surface and the right one for the stepped.
In addition, the dependence of the frequency shift was simulated for the first and
second flexural resonance, see 6.7 (a-d) and (e-h) accordingly. All simulations were
carried out with the same lateral amplitude, to gain the possibility of comparison.
The difference between the first and second resonance arises in the larger amplitude
for the normal oscillation, as mentioned in eq.: 6.30, as well as the higher flexural
spring constant of the second mode.
However, the contour plots 6.7(c, f) show clearly, that the fundamental mode of
oscillation has a larger sensitivity to the forces, since the value of ∆f1st = −1Hz
is already reached at larger separation distances, compared to the second mode.
Therefore, we can state, that the larger normal oscillation of the second mode, which
should result in a larger contribution to the frequency shift, is compensated by the
higher effective stiffness.
For the stepped surface, a dip and a protrusion is seen in the constant frequency shift
contour, 6.7(d, h). The minimum of the dip becomes sharper in shape and decreases
in lateral distance from the step edge for more negative frequency shifts (visual guid-
ance of the minimum is given by the red dotted line). While the protrusion decreases
in relative magnitude and lateral separation distance to the edge. The features are
more pronounced for the first mode compared to the second.
The "wiggling" (protrusion and dip) in the constant frequency shift contour is the
direct result from the lateral force contribution, which adds up to the frequency shift.
Since the lateral contribution is more dominant for the first mode than for the second
mode, we expected a more pronounced "wiggling" for the fundamental mode.
The simulation shows, that the second resonance, is less affected by the lateral force
influence. This is again, due to the higher spring constant of the second flexural
resonance. Leading to the assumption, that the second resonance measures for a
constant frequency shift a more accurate replica of the topography underneath. Fur-
ther, we can assume a larger stability of the topography measurements for the second
resonance.
One open question remains, what is the influence of the amplitude AL for the mea-
sured topography? To answer this question, we performed a similar ∆f calculation
for a lateral Amplitude of AL = 15nm. The results are shown in figure 6.8. The fig-
ure is divided in two columns, where the left side shows the graphs for an amplitude
of AL = 2nm and the right side shows for the results for AL = 15nm. Each calcu-
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Figure 6.7. The set of figures show the simulated frequency shift of the previously
shown force fields, 6.5(c), 6.6(d). The left column is the calculation for the flat surface,
while the right column is the stepped surface. The graphs show always a 2D − ∆f -
map and a contour plot for constant ∆f below, for the flat and stepped surface, as
well as first and second resonance. The lateral amplitude of both resonances was the
same AL = 2nm, while the normal amplitude differs according to equation 6.30. In
addition, the spring constant k is stiffer for the second mode. Furthermore, the contour
plots of the stepped surface show clearly a dip in the separation distance just before
the step and a protrusion after the step. These becomes more pronounced with more
negative frequency shifts. The minimum of the dip and the maximum of the protrusion
is indicated with the dotted red line. For these simulations we used the parameters
f1st = 14000Hz, k1st = 0.23N/m, AL,1st = AL,2nd = 2nm, α1st = 2.36
◦, f2nd =
87000Hz, k2nd = 9.6N/m, α2nd = 8.6
◦, according to a usual ATEC Cont lever.
lation consists of a 2D − ∆f map and below a contour plot of constant frequency
shift. In addition, the dependence of the first mode is compared to the second one
as well. Since the oscillation amplitude of 15nm was to large for the simulation box
of 6.6(c), we performed the calculation on the force field 6.6(a). Since, the force is
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Figure 6.8. The set of figures show the simulated frequency shift of the previously
shown force fields, 6.6(a), 6.6(c). The left column is the calculation for the stepped
surface with an amplitude of AL = 2nm, while the calculations of AL = 15nm are
shown in the right column. The graphs show always a 2D−∆f -map and a contour plot
for constant ∆f below, for both amplitudes, as well as first and second resonances. For
these simulations we used the parameters f1st = 14000Hz, k1st = 0.23N/m, AL,1st =
AL,2nd = 2nm (leftside), AL,1st = AL,2nd = 15nm(rightside), α1st = 2.36
◦, f2nd =
87000Hz, k2nd = 9.6N/m, α2nd = 8.6
◦, according to an usual ATEC Cont lever.
exactly the same for the same region, it is certain, that we do not introduce errors
by choosing the different simulation box.
Comparing the results of the amplitude dependence, one easily sees that the small
amplitude is more sensitive to the forces and generates a frequency shift of ∆f =
−1Hz already at larger separation distances. This holds for both resonances. Fur-
thermore, one striking fact is, that the lateral force contribution is strongly reduced
by the large amplitude. The "wiggling" is somewhat suppressed for the first reso-
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nance and it is not visible for the second mode of oscillation. No dip or protrusion
was found by means of calculating the minimum or maximum of each contour line.
Since the normal amplitude rises in magnitude accordingly to the lateral, we know
that the frequency shift is also stronger influenced by the normal component. How-
ever, it seems that the lateral force of the step is averaged out during one large
oscillation cycle. While the amplitude for the normal direction is on the orders of
AN,1st = 0.6nm, AN,2nd = 2.3nm it is still small enough to avoid averaging to zero.
Nevertheless, the contour plots show a significant sensitivity loss to normal forces for
both amplitudes, due to the time averaging of the oscillations.
The main goal of using large amplitudes, lies in the fact, that the lateral contribution
to the measured ∆f vanishes. Thus, a stronger correlation of the measured frequency
shift to the actual topography exists. This fact is more desired for practical appli-
cation, since one can determine easier the surface topography from the performed
measurements.
6.4.1 Comparison of the Simulations to the Measurements
We performed measurements on two different sets of samples, to verify the derived
theory and the prediction of the simulations. Firstly, we investigated the copper -
sodium - chloride system as it was simulated above. For a bilayer step and a lateral
oscillation amplitude of AL = 3nm, see fig.: 6.9 (a, b), we measured the "wiggling",
due to the influence lateral force. Before the step edge, the characteristic protrusion
is seen, while after the step the predicted dip is seen as well in the profile. The
second "bump" after the step is due to the uncompensated electrostatic force, since
the contact potential difference between NaCl and Cu is UCPD ∼ 1V . The AFM tip
apex is averaging the influence of the electrostatic force over a wide range. In the
simulations the tip was treated as a point like particle with no spacial extension.
To overcome the issue of the work function difference, which is a material property,
the second measurement was performed on Highly Oriented Pyrolytic Graphite
(HOPG). The sample is made of one material with the same work function regard-
less of the step. Again a lateral oscillation amplitude of AL = 3nm was used in the
second mode. In the graphs of figure 6.9 (c, d) a bilayer step is shown, where the
characteristic protrusion is measured immediately before the step edge. However, the
dip after the step is absent in the profile, which can have several origins. On the one
hand, the tip apex averages the lateral force contribution to zero, while oscillating on
the lower side of the step. On the other hand, it could originate from the decreased
lateral force, due to the absence of the electrostatic force.
However, the derived formalism and the supporting simulations seem to verify the
sensing mechanism of the pendulum geometry AFM. Thus, from the understanding
of the sensing mechanism, we are able to deduce parameters of the further measure-
ments, with high fidelity. This gives us a good head start to perform more challenging
measurements.
6.5 Kelvin Probe Force Microscopy
The energy to extract an electron from the Fermi level of a surface out into the
vacuum, is the so called work function Φ. The amount of work spent on a particular
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Figure 6.9. The following graphs show a step in the topography image and a line
scan besides it (white line indicates the position) of two different samples. The step
on a copper substrate with a bilayer of NaCl, as well as on HOPG, both show the
protrusion immediate before the step edge. However, the dip after the step is only
visible on the Cu/NaCl topography, which can be related to the larger lateral force.
Since NaCl and Cu have a work function difference of UCPD ∼ 1V , and at the step
edge the potential difference can not be nullified. In the case of HOPG, we expect
a constant work function and therefore no additional lateral force, which reduces the
lateral contribution to the frequency shift. Image parameters: f2nd ∼ 87000Hz, k2nd ∼
9.5N/m, AL,2nd ∼ 3nm, ∆f ∼ −15Hz, recorded by an usual ATEC Cont lever.
electron to leave the surface, is a material property, since it depends on the element,
its crystallographic arrangement and the surface reconstruction. This barrier, which
prevents the electrons from eventually leaving the bulk material, is called the vacuum
barrier EV .
The most accurate way to determine the work function of a pure underlying material,
was explained by the Nobel prize honored Albert Einstein with the photoelectric
effect. Where a photon with a certain energy Ep = h · ν hits the surface atom, and
gets absorbed. If the absorbed energy is sufficient to give a single electron the energy
to overcome the vacuum barrier, then it will leave the surface. This electron can be
detected and its kinetic energy is then Ekin = Ep − Ebind − EV . If the electron got
emitted from the Fermi level, it is assumed that the binding energy Ebind = 0, which
determines exactly the work function.
"OK, the fun is out, everything is already known." - Not at all. The experimen-
tal technique mentioned above is Photon Spectroscopy (PS). It is very accurate in
determining the global work function, however, it lacks the spacial resolution for
blended material or todays semiconductor industry, which operates in a range of a
few nanometers. Since, the incident beam can only be focused to a few tenth of
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micros in normal setups and down to several microns in sophisticated experiments.
In order to overcome issue of the spacial resolution, a different approach is chosen
and a rather old one as well, the Kelvin probe method, named after Sir William
Thomson a. k. a. Lord Kelvin. Here, the working principal of determining the
work function is different. The original proposed method uses a voltage U applied to
a plate capacitor with a known material and surface area, which is oscillating with
a frequency ω on top of a second material. The resulting capacitance change ∆C
induces a time dependent current I(t), according to [56]:
ICPD(t) = U ω ∆C cos(ωt) (6.33)
The voltage U = Udc − UCPD can be nullified by applying an addition electrical
potential on the plate until the contact potential is reached and the electric field
in the plate capacitor is compensated. Thus the time dependent current is zero
as well. If the material work function Φp of the probing plate is known, then the
determination of the work function Φ2 of the unknown material is straight forward:
UCPD =
Φp
e
− Φ2
e
=
∆Φ
e
(6.34)
where e is the elementary charge.
However, the detection of the time dependent displacement current is an issue for
small objects, while the electrostatic force associated to the plates, is easily accessible
in AFM. Therefore, AFM provides the leverage to overcome the spatial resolution
issue and decrease the limit to the atomic scale in Kelvin Probe Force Microscopy
measurements [56–59].
In KPFM, the tip apex is assumed to be a plate capacitor with a nanometer sized
area. It feels the electrostatic force acting between the tip and the sample after they
are brought in electrical contact through the voltage source, see fig.: 6.10, due to the
alignment of the Fermi level EF of both materials. This electrostatic force can be
compensated by an additionally applied dc voltage Udc, which matches the contact
potential difference UCPD.
The electrostatic force acting on the AFM is explained in the section 3.1 and by
the equation 3.5. The sensitivity and the experimental technique results from the
gradient of the tip-sample capacitor. In KPFM an additional oscillating voltage Uac
is applied to the capacitor junction with a frequency ωac and the resulting modulation
of the force is the following:
Fel(z) = −pi0
∣∣∣∣∂C∂z
∣∣∣∣ (Udc − UCPD + Uac sin(ωac t))2 ⇒ Fel = Fdc + Fωac + F2ωac
(6.35)
where each component can be rewritten as:
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Figure 6.10. The working principal of the KPFM technique is illustrated in this
figure. When two surfaces are brought in close contact the vacuum levels EV aligns.
If these materials are brought in electrical contact, their Fermi levels EF equilibrate,
which induces a force. Applying a dc voltage Udc, which compensates the difference in
their contact potential UCPD, the electrostatic force is vanishing again. Therefore, the
CPD is determined.
Fdc = −pi0
∣∣∣∣∂C∂z
∣∣∣∣ [12 (Udc − UCPD)2 + U2ac4
]
, (6.36)
Fωac = −pi0
∣∣∣∣∂C∂z
∣∣∣∣ (Udc − UCPD)Uac sin(ωac t), (6.37)
F2ωac = +pi0
∣∣∣∣∂C∂z
∣∣∣∣ U2ac4 cos(2ωac t) (6.38)
where the dc-force component, Fdc, contributes to the topography signal, the ac-
force component Fωac is used to determine the CPD and the F2ωac is usually used
for capacitance spectroscopy. The modulated force acting on the cantilever can be
detected in two different ways. Firstly, by the amplitude modulation, where the
modulated frequency of the ac voltage is at a resonance frequency of the detecting
cantilever. Here, the force modulation excites the cantilever on its resonance and the
dc voltage is varied until the amplitude is zero. Secondly, by the frequency modulated
detection, where the alternating electrostatic force is detected by an oscillation in
the frequency shift, at the frequency ∆fac. The measured signal was found [56] to
be proportional to the force gradient, which can be written as:
∆f0 = − f0
2 k
∂F
∂z
(6.39)
∆f0(ωac) =
∂Fωac
∂z
= −pi0
∣∣∣∣∂2C∂z2
∣∣∣∣ (Udc − UCPD)Uac sin(ωac t) (6.40)
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The frequency modulated KPFM is sensitive to the gradient of the electrostatic force.
In principal, we can form an analogy to a radio antenna, lets assume our cantilever
oscillating on top of a surface is the antenna, with its carrier frequency (f0). It has
a certain bandwidth B = f0 − fcutoff around its carrier frequency, which can pick
up a modulation signal fac, which was sent to the ether.
In the case of the radio, a lock-in amplifier is used to track the frequency component
fac and apply a dc-voltage to maximize the signal out of the noise, with the con-
dition Udc 6= UCPD. In case of KPFM, the opposite is done. The lock-in amplifier
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Figure 6.11. Dependence of the CPD noise rms on the oscillation amplitude of the
second resonance. Figure row (a) show the topography maps corresponding to the
used measuring amplitude AL. In the row (b) below, the according contact potential
maps are shown, measured by the FM-KPFM method. The noise dependence on the
amplitude is clearly visible. Where the plot below shows the voltage noise rms of the
CPD. The dots are the calculated rms values according to the CPD maps. The power
law fit indicates a direct dependence on the amplitude, with b ∼ 1. The minimum noise
level is dependent on the offset c, which is the rms value of the applied alternating
voltage, in this case Uac = 0.05V .
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module together with the Kelvin controller are used to demodulate and minimize
the frequency component fac from the carrier frequency f0. The demodulation is
perfect is the condition Udc = UCPD is reached, however, the noise level of the car-
rier frequency limits the demodulation of the fac. Thus, the dc-voltage cannot be
accurately determined to compensate the contact potential. Therefore, it is easy to
acknowledge, that the sensitivity is determined by the noise level of the force de-
tection Fmin, see eq.: 4.22. In addition, it is sensitive to the second derivative of
the capacitance. Hence, the amplitude of oscillation is the second limiting factor,
since the change of the capacitance is due to the time varying distant dependence
of the tip sample junction. A series of measurements have been done, to prove the
FM-KPFM principal and the noise performance for the pendulum geometry, see
figure 6.11. A set of topographical images were taken, see row 6.11(a), with four
different amplitudes. All show the same area of a copper surface with evaporated
sodium chloride islands, recorded with the second resonance and lateral amplitudes
of AL = {0.8nm, 1.6nm, 3.2nm, 7.2nm}. The contact potential was determined
and compensated simultaneously to the acquired topography, see row 6.11(b). From
the obtained contact potential maps, we determined the root-mean-square (rms)
CPD voltage noise amplitude. In the plot below the images, the rms values have
been plotted and fitted with a power law dependence, a · e−b ·AL+c. The fit indicates
that the rms noise level drop is exponentially dependent on the amplitude, since the
fitting parameter b ∼ 1. Furthermore, the voltage noise limit is dependent on the
offset value c, which corresponds to the rms value of the applied alternating voltage
Uac = 0.05V ⇒ Urms, ac = 0.035V . Therefore, if measurement amplitude is beyond
AL > 5nm, the limiting factor of the noise level is the applied alternating voltage.
In pendulum geometry, the alternating voltage Uac, can be strongly reduced due to
the high force sensitivity. Hence, the pendulum AFM is an excellent KPFM probe.
Furthermore, the sensitivity to the contact potential and the compensation in the
FM-KPFM mode is enormously accurate, since the noise level of the obtained volt-
age maps is limited by the alternating voltage. For the standard measurements seen
in figure 6.11, it is possible to work with an applied voltage Uac = 0.05V , which is
almost two orders of magnitude below the values ∼ 1− 3V used in the normal AFM
geometry [56].
Having shed light on the detection and contrast mechanism of the pendulum AFM,
we discussed all the necessary tools to conduct the further measurements. Thus, we
can investigate non-contact friction in the following chapter on a reference system,
like copper - sodium chloride. Then, moving on to the niobium-diselenide (NbSe2),
where a rather special phase transition, like the Charge Density Wave transition
(CDW), changes the character of non-contact friction drastically. Further we come
to the last chapter of this theses, with strontium titanate (SrT iO3), with two phase
transitions, structural and electronic, where also enormous non-contact friction was
observed.
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The copper sodium chloride sample, acts here as a widely studied reference sys-
tem [60–73], where a typical and smooth rise in non-contact friction is observed.
Nevertheless, it is possible already to study the influence of the slipperiness of vac-
uum for a metal surface compared to the non-contact friction of a single bilayer of
sodium chloride evaporated on top. The Kelvin probe measurements are in this case
of major importance, since it provides direct insight in the surface material, due to
the contact potential.
7.1 Preparation
First things first - Preparation. In these studies a single crystal of copper, Cu(1 0 0),
was used as the substrate. The crystal was introduced and cleaned under UHV con-
ditions, by means of argon sputtering and heat treatment. The argon sputtering,
bombards the Cu surface with argon ions, which are accelerated in a static electric
field of Usputtering = 1kV . The pressure in the preparation chamber is adjusted to
psputtering = 5 · 10−6mbar, to have a large sputtering yield, during the t = 15min of
exposure. The benefit of this procedure is to remove several layers of contaminants,
nevertheless, the disadvantage is the surface roughening.
However, the heat treatment brings the single crystal below its melting point with
Tannealling = 770K, where surface premelting takes place. The roughened topogra-
phy equilibrates again and forms step edges, due to the surface mobility of the copper
atoms. Nevertheless, the equilibration is not the only event, unfortunately the tem-
perature enables bulk diffusion of contaminants, which slowly diffuse to the surface.
Therefore, the time of annealing should be short, in this case tanealing = 15min. The
creation of large copper terraces is influence by the cooling rate. Slower is better, in
this case a cooling rate of rcooling ∼ 10K / min was chosen.
The sputtering and annealing cycles need to be repeated several times to achieve
large, atomically flat, clean terraces of micrometer size. 15 cleaning cycles are per-
formed from the point of introducing the sample for the first time to the UHV
chamber for later measurements. The copper terrace size and contaminant distribu-
tion was checked several times, by means of AFM topography measurements, during
the cleaning cycles.
After a proper preparation of the copper surface, the sodium chloride (NaCl) was
prepared to achieve evaporation conditions. In order to obtain clean sodium chloride,
a crucible of > 99.0% pure NaCl from Sigma-Aldrich was introduced in a Knudsen-
cell evaporator to the UHV. Water and other light contaminants of the salt were
removed by degassing at high temperatures. The Knudsen-cell was heated by a
PID-heater stable at the temperature T = 630K and annealed for t ∼ 36h. This
cleaning treatment reduces any contaminants of the salt to a minimum and the base
pressure of the preparation chamber is pcleaning NaCl < 2 · 10−10mbar for a degassing
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temperature of 50K below the actual evaporation temperature.
Further, the deposition rate of NaCl was determined, by heating the Knudsen-cell
to the evaporation temperature Tevaporation = 678K, and the evaporation rate was
measured with an Intellimetrics Il 150 Quartz Crystal growth rate monitor with the
according calibration factors of the manual of sodium chloride with the density of
ρ = 2.54g/cc and acoustic impedance of 5.62 · 105gcm3s−1. The pressure in the
chamber raised to pevaporation = 6 · 10−10mbar and the deposited thickness on the
quartz crystal was measured for t = 10min to evaluate the deposited thickness per
minute.
After determining the deposition time in order to obtain 0.6ML of sodium chloride,
we evaporated the NaCl on the cold clean copper surface. Further the copper / NaCl
sample was annealed at T = 400K for t = 1h to support a proper island growth on
the surface of the thermally evaporated sodium chloride film.
The prepared system was then transfered to the microscope chamber and cooled
down to T = 77K for measuring non-contact friction.
7.2 Imaging
Imaging the surface is the first step of every further measurement, with it we can
determine the success or failure of the preparation procedure and justify the actual
position for further spectroscopies. Nevertheless, it was mentioned in the previous
chapters that the pendulum geometry isn’t a perfect imaging tool. In order to
distinguish locally the underlying material of the topography, whether it is copper
or sodium chloride, an accompanied Kelving Probe Force measurement is relentless
[69]. The material difference is only distinguishable by the contact potential. In the
following figure 7.1 a typical topographical image (a) is shown, with its according
contact potential map (b). Below each image one finds a cross sections of each. The
topography does not reveal the true nature of the surface, due to the contribution of
the normal and lateral forces, as we mentioned earlier. Therefore, each step appears
not as a step, but rather as it’s first derivative. While the contact potential map
shows beautifully the chemical contrast, due to the difference in work functions. The
vacuum level difference of copper towards highly doped silicon is CPDCu ≈ +0.4V ,
whereas for sodium chloride is CPDNaCl ≈ −0.6V . Adding them up to the work
function delta of the surface material gives ∆CPDCu−NaCl ∼ 1V [56].
With the capability to distinguish the surface material, it is possible to perform site
dependent spectroscopy to determine the effects of the metal/insulator contribution
to the non-contact friction. The idea is, whether the dielectric constant and therefore
the Joule dissipation mechanism is distinguishable. Since, it was shown by Kumar et
al. [74] that the capacitance gradient is depending on the dielectric constant, thus the
measured CPD. In our case, we want to go one step further and want to observe the
difference between the materials in the dissipation mechanism. In order to achieve
the goal, spectroscopies on copper and sodium chloride were performed with the
fundamental mode of oscillation f0, since, the sensitivity of the dissipation, eq.:
4.24, and friction coefficient, eq.: 4.25 and 4.6,both depend on the spring constant
k, the frequency f as well as the Q-factor Q.
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Figure 7.1. The left side, (a), shows the topography with the corresponding line
section below. The right side, (b), shows the simultaneously acquired contact potential
map, with the according cross section below. While the topography doesn’t provide
full insight into the local material, one obtains this information through the contact
potential map. Image parameters: f2nd ∼ 87kHz, A2nd = 7.2nm, ∆f2nd = −6Hz,
Uac = 50mV
7.3 Spectroscopy
In the following we performed force-distance spectroscopies with a high z-resolution
and a long acquiring time per point to reduce artifacts in the z-dependence as well
as controller noise. The typical acquiring time for a complete spectroscopy is in the
range of an hour for a three thousand point spectroscopy.
The probe was positioned on top of the copper, where the contact potential was
accordingly compensated. Before each spectroscopy the thermal drift and the piezo
creep was equilibrated to obtain the highest stability of the measurements. The first
resonance was excited at an amplitude of A1st = 15nm. After the acquiring the data
set on copper, we positioned the probe on top of sodium chloride, with the same
settings to maintain comparability.
The figure 7.2 shows the performed spectroscopies. The set shown in 7.2 plots the
dissipation for Cu and NaCl islands fo a clean native silicon tip. The inset is the
measured frequency shift. The dissipation versus distance is calculated as it was
derived by equation 4.24.
The main difference in the spectroscopies is the magnitude of dissipation per cycle.
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Figure 7.2. Here the spectroscopy experiments are shown. The set consists of two
dissipation versus distance curves with a clean silicon tip on copper (orange curve) and
sodium chloride (blue curve). The red line is the fit according to the Joule losses 4.34.
The inset shows the ∆f vs. distance curve. Parameters: f1st ∼ 14kHz, A1st = 15nm,
Uac = 50mV .
The spectroscopy on copper exerts almost no energy loss of the cantilever, even in
close proximity to the surface. Whereas on sodium chloride an elevated dissipation
level is measured at large distances of 6nm.
The explanation of the significant rise in non-contact friction is relative simple to
determine. Since, van der Waals friction is orders of magnitude below the de-
tection limit at separation distances of 1nm, hence, it can be neglected. Further,
adhesive friction force would easily reach the measured magnitude and even above,
however, it is restricted to relaxation processes on the surface induced by the short
range forces. Thus, it cannot explain the elevated energy loss level at distances of
6nm.
The stochastic friction is capable the to explain the higher non-contact friction for
sodium chloride, since the ionic islands are not perfectly screened by the localized
electron density. Hence, the Brownian motion of the ions in their lattice, gives rise to
larger force fluctuations. One way to be certain of the origin, would be a temperature
sweep, down to T = 4K, since the fluctuating force is temperature dependent, see
4.30. The second way to determine the dissipation origin, would be the second set
of spectroscopies 7.3, which is explained later.
Last but not least, the Joule dissipation is capable as well to explain the experiments.
Here, the important factor is the capacitance gradient of the tip sample junction,
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which gives rise to a displacement current in the tip as well as in the surface. The lag
of the displacement current compared to the distance dependent electrostatic field
arising from the cantilever oscillation, causes a frictional force during the motion.
In case of the copper spectroscopy, a pure metal, with a low defect density and a
high electron mobility, shorter delays in the displacement current are expected. In
addition, the electron density of copper is more likely to screen the electric field.
Thus, a lower distant dependent non-contact friction would be expected.
A bilayer of sodium chloride gives rise to a tip sample capacitor system with a dielec-
tric media. Here, the ionic crystal increases the electrostatic field, due to the dipole
moment created in the dielectric film. Hence, the dipole relaxation time causes a
decreased screening of the electrostatic field, which leads to an increased time delay
of the displacement current, that causes an increased Joule dissipation in the can-
tilever.
In order to confirm the Joule dissipation as the origin of the non-contact friction
in this system, we fitted the spectroscopies, see red line in the figure 7.2. By the
formalism derived in equation 4.34:
〈PJoule〉 = pi RSi, tip
(
∂C
∂z
)2
U2 A2 ω2
1
e
(7.1)
⇒ ∂C
∂z
= pi0r
R
z + doffset
where RSi,tip ≈ 104Ω/cm is the resistance of the silicon tip, Uac noise ≈ 0.025V the
ac noise from the compensated KPFM, A = 15nm the amplitude, ω = 14kHz the
fundamental resonance frequency, the electronic charge e = 1.60 · 10−19C, which
enters the formula in order to obtain power dissipation in eV per cycle. 0 =
8.85 · 10−12F/m the vacuum permittivity and R = 12nm the tip radius. A con-
stant offset of doffset was introduced, which denotes the remnant distance in the
junction, since the spectroscopy was stopped before the tip touched the suface, while
z = 0 relates the end of the sweep. In addition, a constant dissipation offset P0 was
added, to correct for the free cantilever energy loss.
The only free parameter of the fit was r, since the plate capacitor is filled with a
dielectric media. In order to cross check the assumptions, the two spectroscopy fits,
on Cu and NaCl have been subtracted. Due to the fact, that all parameters are
constant except of the permittivity constant r, we should result in a difference of
the permittivity ∆r = r,NaCl − r,Cu according to the literature value of sodium
chloride of r, NaCl = 5.9. The difference in the fits revealed a dielectric constant
change of ∆r ≈ 8 ± 3, which is not extremely accurate, nevertheless, it is in good
agreement. The fit on copper, which is a pure metal, should have an r = 1, which
did not turn out. This could originate from the fact, that the highly doped silicon
tip apex does not need to have an r = 1.
Furthermore, to gain information, if the Joule dissipation mechanism is the origin of
the non-contact friction, the second set of spectroscopies have been performed, see
7.3. In these experiments the AFM tip has been covered with sodium chloride, by
a controlled dip in one NaCl island. The change has been confirmed by means of
the contact potential difference, since, the potential difference between the tip and a
sodium chloride island became zero CPDNacl−NacL = 0V . Further, the CPD on top
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Figure 7.3. This is the second set of spectroscopy experiments. The set consists of two
dissipation versus distance curves with a sodium chloride covered silicon tip on copper
(orange curve) and sodium chloride (blue curve) The red line is the fit according to
the Joule losses 4.34. The inset shows again the ∆f vs. distance curve. Parameters:
f1st ∼ 14kHz, A1st = 15nm, Uac = 50mV .
of copper is ∆CPDCu−NaCl ≈ 1V , meaning that with certainty the tip was covered
with sodium chloride.
Performing then a spectroscopy on both materials lead to the data shown in 7.3,
where the spectroscopy on copper shows a significant rise in the distant dependent
dissipation. The energy loss per cycle was increased by a factor of 5 for the clos-
est separation distance. Furthermore, an elevated dissipation level is measured at
separation distances of z ∼ 6 − 8nm. Also an increased energy loss for separation
distances of z = 20nm is measured for both spectroscopies compared to the ones in
7.2. Interestingly, the dissipation versus distance curve on sodium chloride did not
change in magnitude. Furthermore, a larger scattering or noise of the data points
have been measured in both spectroscopies.
The goal of this set of experiments was to determine the origin of the non-contact
friction. Whether it arises from the stochastic friction force or the Joule dissipation
mechanism. In case of the spectroscopy on a sodium chloride island with a sodium
chloride tip, one would expect an increased stochastic friction which is about twice
as large as for the uncoated silicon tip apex. Since, fluctuating force has two com-
ponents, one is the fluctuating force of the surface acting on the cantilever and in
addition the fluctuating force from the tip material acting on the surface, which leads
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to:
Γsurface(z) =
1
kBT
∫ τ
0
〈Ffluc(z, 0)Ffluc(z, t)〉dt
Γtip(z) =
1
kBT
∫ τ
0
〈Ffluc(z, 0)Ffluc(z, t)〉dt
Γtotal fluc(z) = Γsurface(z) + Γtip(z) (7.2)
Since the fluctuating forces are uncorrelated and their average does not cancel each
other, it is justified to assume the total fluctuating force adds up from each compo-
nent. However, this effect is not seen in the spectroscopy on sodium chloride in the
magnitude to explain the non-contact friction. Nevertheless, an increased fluctuation
around the mean dissipation per cycle at large separation distances is measured in
both spectroscopies in 7.3 and compared to the ones of 7.2. Thus, the stochastic
friction force, could explain the elevated noise in the dissipation per cycle, but not
the overall behavior of the non-contact friction.
In the contrary, the line fit of the spectroscopies was done according to the Joule dis-
sipation, see equation 7.2. Both experiments, like the one on copper and on sodium
chloride, are similar systems by means of a tip sample plate capacitor with a dielec-
tric media inside. It is regardless, on which plate the dielectric film is. Further the
spectroscopy on sodium chloride islands, would be just an increased film thickness.
Again the same fitting parameters were used as seen above, the only difference was
the constant offset added to correct for the elevated internal dissipation of the lever.
Further, the only free fitting parameter r turned out to be equal ∆r = 0 for both
spectroscopy performed in the second set, 7.3. That is because, just the thickness
of the dielectric media changes, however, in both cases we have NaCl in the tip
sample junction. This proves, that both systems are now equal plate capacitors
with a dielectric media, causing an equally large displacement current, due to the
capacitance gradient. Thus leading to a time varying current in the tip apex being
uncompensated by the electric field, where a friction force arises due to motion of
electrons in the tip against the local electric field. This leads to the conclusion, that
the Joule dissipation mechanism is a dominant factor for the measured non-contact
friction, seen in these measurements.
7.4 Bias sweep spectroscopy on copper
In order to verify the Joule dissipation mechanism, a bias spectroscopy has been
performed. It is directly dependent on the applied bias voltage 〈PJoule〉 ∝ U2Bias.
Therefore, the tip was placed on top of the copper surface and the bias was swept,
as it was described in section 5.3.2. The acquired dissipation data is shown in figure
7.4. Where the left side, (a), is the actual measurement of the excitation voltage
converted to dissipation in µeV/cycle depending on the distance z and the applied
bias UBias. The overlaid contour lines are the corresponding constant frequency shift
lines to relate the measured dissipation to the interaction strength.
The color scale shows the dissipation magnitude, where blue is low energy loss and
red the maximum possible output of the applied excitation voltage Aexc = AMaxExc , it
61
7 Our Reference system - Cu/NaCl
Figure 7.4. The left side (a) shows a typical bias spectroscopy with a silicon cantilever.
Where on the x-axis is the sweeping bias, y-axis the tip sample distance and the color
scale shows the dissipation in µeV/cycle. The other side (b) shows a simulation of
the equation 7.2. Since, the Joule dissipation is voltage U dependent, it increases
quadratically with the applied bias Ubias, see the comparison (c). Parameters of the
experiment: f1st ∼ 14kHz, A1st = 15nm
is referred to the saturation of the excitation voltage. The shape of the saturated
state in figure 7.4(a), has a cone like shape, with a linear dependence on the applied
biases, far away of the contact potential. The constant frequency shift contour
indicates, that the saturation occurs at the same interaction force, in this case (7.4(a))
at ∆f = −20Hz. The deviation of the saturation from the cone like shape, can
be referred to the break down of the plate capacitor model. In other words, if
the separation distance z is smaller than the tip radius R, z < R, the tip sample
capacitor does not depend anymore linear on z. However, in the simulation of the
bias dependent Joule dissipation, see 7.4(b), the overall shape of the dissipation map
is recovered. A constant bias term Uuncomp had to be added to achieve the curvature
of the dissipation at close distances. This term relates to the physical property of
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the tip, where the tip is not a homogeneous object with a single work function.
Therefore, a perfect compensation of the electric field cannot be achieved at very
close distances, due to patch forces. The simulated dissipation map was generated
by:
〈PJoule〉 = pi Rtip
(
pi0r
R
z + doffset
)2 [
(UBias − UCPD)2 + Uuncomp
]
A2 ω2
1
e
(7.3)
The equation 7.3 reproduces the result in a qualitative way. The parameters of the
simulation are: RT ip,Si ≈ 104Ω/cm, UCPD = 0V , Uuncomp = 0.16V , A = 15nm,
ω = 14kHz, e = 1.60 · 10−19C, 0 = 8.85 · 10−12F/m, r Si = 12.1, R = 15.2nm,
doffset = 5.62nm.
To gain visual guidance in order to confirm the cone like shape of the saturated
state, we cut off dissipation values above the maximum of the measurements and set
them to 〈Psim,max〉 = 140µeV . Thus, the qualitative agreement of the simulation
compared to the experiment was achieved. Therefore, leading to the conclusion, that
the dominant dissipation mechanism for the bias spectroscopy of a silicon cantilever
on a copper surface is the Joule dissipation mechanism.
7.5 Conclusions
For the investigated copper - sodium chloride surface, we find a dominance of the
Joule dissipation mechanism to the measured non-contact friction. The model of the
tip sample capacitor system is a suitable approach to explain the measured dissipa-
tion of the pendulum AFM, as seen in [74]. It is shown, that the electronic properties,
like conductance, produce a significant difference in the non-contact friction. How-
ever, due to the model of the tip sample capacitor, it is indifferent, if the insulator is
at the surface or covering the tip, see figures 7.2, 7.3. Therefor it is only dependent
on the existence of an additional dielectric media in the tip sample junction.
Further, the bias dependence of the Joule dissipation was measured and confirmed
7.4, where the experiment and the simulation show that already small inhomo-
geneities of the work functions at the tip apex create significant rise in the dissi-
pation. In addition, the bias spectroscopy indicates that the measured dissipation
corresponds to the interaction force. In analogy with the contact friction experi-
ments, where the measured friction force is proportional to the applied load. In the
non-contact case, the measured dissipation (non-contact friction) is proportional to
the interaction force with an underlying material. Leading to the fact, that Amon-
ton’s first friction law can be extended to the non-contact friction experiments, at
least for these copper - sodium chloride measurements.
The investigated copper - sodium chloride surface demonstrated already the impor-
tance of the dielectric properties, to the measured dissipation. The study of electronic
phase transitions of a metal - superconductor revealed a strong suppression of the
non-contact friction, in the superconducting state [3]. Hence, the electronic proper-
ties have a key feature for the non-contact friction and the electric phase transitions
deliver a striking possibility to confirm this observations. Therefore, we want to
discuss in the following chapter a rather unique electronic state and its contribution
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to the non-contact friction, the Charge-Density-Wave state of Niobium-Diselenide
sample.
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The work of this chapter has been published in:
Nature Materials 13, 173 - 177 (2014) doi:10.1038/nmat3836
Layered dichalchogenides have long been known for their phase transitions leading to
picometre-sized superstructure lattice distortions and corresponding new electronic
periodicities in their low-temperature ground state [75]. Among them, NbSe2 (with
2H stacking) [43] stands out as a material exhibiting bulk Charge Density Wave
(CDW) below the long-range-order onset temperature TCDW = 33K [76], as well as
superconductivity below T = 7.2K. Here, a dissipation study is performed on the
CDW-state of NbSe2, in order to investigate the effects of the electron order on the
non-contact friction.
8.1 Crystal structure and the CDW
Layered dichalchogenides are known for their crystallographic phase transitions, re-
sulting in a periodic distortion of the crystal lattice. Niobium-Diselenide exhibits
such a phase transition at TCDW = 33K, where the niobium atoms rearrange peri-
odically. Marezio et al. [77] Investigated the bulk structure. The unit cell of a double
layer is drawn in the figure 8.1, adapted from [77]. The displacement of the niobium
atoms is exaggerated to give a visual guidance. The crystal structure is shown from
the top view, where the niobium atoms are marked in green and the selenium atoms
in orange. The indices’s of each atom are according to the layer number counted
from top to bottom with 1− 6. A three dimensional representation is drawn in the
lower left corner of the figure 8.1. The internal binding of Se −Nb − Se atoms are
covalent bonded, while the layers are bound by pi−pi-stacking and therefore are weak
as in graphite. The cleaving plane is in every second layer, resulting in a step height
of hstep = 1.25nm. The periodic distortion of the crystal lattice is only present in
the niobium layer Nb, resulting in a quasi-2D reconstruction of the crystal lattice
and the modification of the electron density.
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Figure 8.1. Here, a double layer of the periodically distorted crystal structure NbSe2
is shown. The niobium atoms are represented as green circles and the selenium as
orange, where the indices’s are regarding the layer number (see upper left). The niobium
displacement is exaggerated to give visual guidance. A three dimensional representation
is seen in the inset on the lower left. Figure is adapted from reference [77]
8.1.1 CDW transition
The formation of a charge density wave state, was first predicted for a one dimensional
chain of metal atoms by Peierls in 1955 [78]. He proposed that a one dimensional
atomic chain becomes unstable at low temperatures in case, if the electron density
is coupled via the electron-phonon coupling to the underlying lattice [79].
Let us consider the case of a metal at zero temperature T = 0K with a half filled
band. In the ground state the electrons are filled up to the Fermi level EF . The
lattice is an array of atoms with the lattice constant a and the electron density ρ(r)
is homogeneous in the real space, see figure 8.2(a), and no electron order exists.
However, in presence of an electron-electron or electron-phonon coupling, the lattice
becomes instable at low temperatures and a periodic distortion evolves, which stabi-
lizes the crystal lattice. The period of the lattice distortion λ is related to the Fermi
wave vector kF , by λ = pi/kF . Due to the distortion, a gap opens at the Fermi level
in the single particle excitation spectrum, see figure 8.2(b). Since the band is only
filled up to kF , an opening of a gap results in a reduction of the electronic energy. In
a pure one dimensional case the gap opening is proportional to the lattice distortion
u, where the energy gain due to the distortion is u2 lnu. The lattice distortion builds
up an elastic energy in the crystal proportional to u2, which limits the maximum
energy reduction by the gap opening and stabilizes the lattice distortion [78]. The
change in the energy dispersion relation leads to a position dependent electron den-
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Figure 8.2. The Peierls transition is sketched for the one dimensional case. In the
absence of an electron-phonon coupling the lattice remains in the undistorted state,
with lattice constant a and no long range order, see (a). In the presence of electron-
phonon coupling the crystal undergoes a periodic lattice distortion with the periodicity
of 2a and a gap opens in the single particle excitation spectra. Leading to a coherent
order parameter of the electron density ρCDW (r), see (b). Pictures adapted [78] and
from Basel Tattoo
sity ρ(r), which is a periodic function of the position r, with the period b. This is
the origin of the charge density wave. Further, for an arbitrary band filling of the
period of the charge density wave vector will be incommensurate with the underlying
lattice distortion, which means λ/b is irrational.
The position dependent electron density is:
ρ(x) = ρ0 +
∆ ρ0
ΛvFkf
cos(2kF x+ φ)
= ρ0 + ρ1 cos(2kF x+ φ) (8.1)
where ρ0 = pi/kF is the electron density of the undistorted system, ∆ the temperature
dependent width of the gap, Λ the electron-phonon coupling constant, vF the Fermi
velocity, kF the Fermi wave vector, φ the phase order parameter, ρ1 the combined
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amplitude order parameter. The collective mode is formed by electron hole pairs,
introducing the wave vector 2kF for the periodicity of the CDW.
In the upper mentioned case, the underlying theory assumes a Fermi surface nesting
of the CDW, which stabilizes the transition for layered dichalchogenides, like TaS2
(with 1T stacking). In case of the niobium-diselenide the Fermi surface nesting
is not the driving force, to stabilize the system. For NbSe2 the charge density
modulation arises really only from the electron-phonon coupling and the periodic
lattice distortion. Nevertheless, the commonly used term CDW will be used further
on.
8.1.2 Pinned CDW
In 1954 Fröhlich [80] predicted that the CDW state, described by a phase and ampli-
tude order parameter, should slide under an externally applied electric field, giving
rise to the CDW super current, similar as in the case of superconductor. Experi-
ments and theory later on revealed the contrary. The collective charge density wave
state does not lead to a super current, since the electron state is not independent of
the underlying lattice. This is in contrast to the superconductors.
For collective CDW state impurities, grain boundaries, surface effects or electrostatic
potential lead to a translational symmetry breaking in the phase excitation and con-
sequently causes pinning. In case of a random impurity distribution the long range
order is perturbed and leads to a non conducting and highly polarizable ground state
of the CDW.
The current-voltage transport measurements show the non linear dependence of the
CDW on an applied electrostatic potential, where a threshold voltage needed to be
overcome to unleash a current [81, 82]. In the figure 8.3(a) is a sketch of the I-V
characteristic, while 8.3(b) sketches the onset of the measured current of the CDW,
which was adapted from reference [81,83].
Figure 8.3. A sketch of the I-V characteristic is shown, where (a) shows the differences
between the linear dependence of a metal and the non-linear for the CDW state. The
threshold voltage is indicated by the dotted circle. In (b) the onset of the depinning is
shown, where the smooth rise of the current implies the elastic behavior of the collective
state. Figures adapted from reference [81,83]
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The figure 8.3(a), plots two different characteristic behaviors. Above the CDW
transition (blue), NbSe2 has a metallic characteristic with a linear dependence of the
current on the voltage. Below the CDW transition (red) a direct voltage threshold
needs to be overcome, in order to measure a current. That is due to the impurity
pinning. Further, the onset of the depinning threshold of the CDW was investigated
in more details [84], where a non linear rise of the current is measured, see figure
8.3(b). The conclusion of these experiments is, that the CDW state behaves as a
coherent elastic media.
In first approximation the CDW can be assumed to be a rigid object, which explains
the depinning threshold. Thus, we start with the equation of motion for a single
object with an effective mass M∗ and in an externally applied potential U , so we are
able to write:
1
τ
dx
dt
+
ω2p
kF
sin(kFx) =
U
M∗
(8.2)
where, kF is the Fermi wave vector, ωp the characteristic pinning frequency, τ the
period of one CDW oscillation. Solving the equation of motion determines the drift
velocity of the collective mode and the pinning potential UT :
vd =
τ
M∗
√
U2 + U2T
UT =
1
2
M∗ω2p
kF
(8.3)
The drift velocity and the pinning potential explains the depinning threshold. How-
ever, it could not explain the hysteretic behavior in the vicinity of the threshold.
Close to it the CDW phase switches between slow creep and phase slip. Thus, more
rigorous approach was formulated by Fukuyama, Lee, and Rice [79,85,86], treat-
ing the CDW as an elastic condensate pinned to a weak pinning potential of random
impurities V (r) = V0δ(r), with an externally applied perturbation. In the case, when
the amplitude fluctuation can be neglected and the impurities perturb only the phase
order parameter, the derived Hamiltonian is:
H = 1
2
∫
dr κ (∇φ(r))2 + V0 ρ1
∑
i
cos [2kF · ri + φ(ri)] +
∫
dr
ρ(r)
k2F
V ·kF (8.4)
where the first term describes the phase elasticity of the CDW with the elasticity
coupling constant κ depending on the phase fluctuations. The second term is rep-
resents the CDW phase pinning by random impurities [87, 88]. The third and last
term takes the externally applied potential into account.
Latter on, we show that by introducing the localized perturbation potential by the
AFM, we drive a CDW phase slip event in each tip oscillation cycle. Thus, we observe
dissipation due to hysteretic switching of the CDW.
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8.2 Preparation
Niobium-Diselenide (NbSe2) single crystals with a high purity and large dimensions
are rather complicated to manufacture by means of a standard chemical-vapour-
transport technique with iodine as the transport agent. The investigated crystal was
produced by Prof. Dr. Geetha Balakrishnan (Department of Physics, University of
Warwick). The residual contaminants of the transport have been washed away with
solvents before the crystal was mounted on an Omicron UHV holder. The NbSe2
crystal has been cleaved under UHV conditions and annealed at T = 380K for
t = 30min in order to remove remnant static charges from the cleaving process. The
prepared crystal has been cooled down to T = 77K for the further measurements.
8.3 Niobium-Diselenide at T=77K
To get insights into the non-contact friction on NbSe2 and the CDW transition at
TCDW = 34K, we performed measurements at liquid nitrogen temperatures T =
77K, well above the transition.
Firstly, we obtained a topographical image and a contact potential map of the freshly
cleaved single crystal, see 8.4(a,b). There it is already noticeable, that the surface
is atomically flat over a large spatial area, here 300nm × 300nm. In fact, stepped
structures are rare to find on a well cleaved NbSe2 crystal. On the other hand, the
contact potential map is homogeneous over the whole measured range. The variance
of the CP values around the mean CPD, CPDmean ∼ 600mV , arises due to the
detection limit for the small amplitude A2nd = 0.6nm , see 6.11(c).
Secondly, we performed a force distance spectroscopy at the marked place 8.4(a), to
investigate the non-contact friction behavior in the absence of the CDW. As it is
expected, the distant dependent energy loss is smooth and becomes significant only
at small separation distances. The dissipation signal has been fitted according to the
Joule energy loss mechanism, the fit parameters can be found in the figure caption,
see 8.4. The results imply, in the absence of a CDW, NbSe2 exerts non-contact
friction comparable to a normal metal.
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Figure 8.4. The measurements of NbSe2 at T = 77K are shown, with (a) the to-
pography and (b) the simultaneously acquired contact potential map. The surface is
widely flat and without any observable defects. The contact potential map shows the
homogeneity of the surface material. (c) showes a force distance spectroscopy on the
place indicated in the image (a). It has been fitted with the formula of the Joule dissipa-
tion, which is the expected energy loss mechanism. Image parameters: f2nd ∼ 90kHz,
A2nd = 0.6nm, ∆f = −6Hz, Uac = 80mV . Spectroscopy parameters: f1st ∼ 14.5kHz,
A1st = 5nm, Uac = 80mV . Fit parameters: RSi = 4 · 104Ω/cm2, Uac = 80mV ,
r,Si = 12.1, Rtip = 12.5nm, A1st = 5nm, doffset = 0.8nm.
8.4 NbSe2 at T=5K
For temperatures well below the Charge Density Wave transition, the measured non-
contact friction changes drastically. At T = 5K, niobium-diselenide has a CDW, with
its transition temperature of TCDW = 34K, and below Tc = 7.2K the CDW coexists
with the superconductivity [76].
A series of images were taken in order to find an area on NbSe2 with a stepped
structure. Figure 8.5 (a), shows holes after cleaving the NbSe2 sample. On a scan
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Figure 8.5. Topography and the contact potential are shown, with line scans below
each. Image parameters: f2nd ∼ 90kHz, A2nd = 0.6nm, ∆f = −10Hz, Uac = 80mV .
range of 1µm × 1µm. The line scan below the image roughly indicates the overall
flatness of the surface. Due to the choice of a small amplitude A2nd = 0.6nm, it
is not possible to determine the step height, since the lateral forces dominate the
normal one.
However, the contact potential map, 8.5 (b), clearly shows a change of contact po-
tential of CPDhole − CPDplane = ∆CPD = 1.35V − 0.61V ⇒ 740mV . This large
change of CPD is contrary to the general theory of the work function of a single
material, since, we are a most certain, that no surface contaminants are present. In
addition, no such feature has been observed at T = 77K. We could not be certain,
that the CDW state is present in this sample, due to the fact, that the pendulum
AFM has no capability to image with atomic resolution as well as resolving the elec-
tronic density, an additional approach had to be chosen. Thus, measurements on a
tuning fork AFT/STM had to be done.
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Figure 8.6. The Omicron tuning fork (a) measurement at T = 5K in the Scanning
TunnelingMicroscopy (STM) mode nicely shows the atomically resolved NbSe2 surface
with its charge density wave Moiré pattern, (b). Here, two defects are emphasized with
colored circles. Image parameters: I = 10pA, U = 5mV .
8.5 Tuning fork measurements at T=5K
An Omicron tuning fork AFM/STM, 8.6(a), operating at low temperatures has the
desired capability to resolve NbSe2 on an atomic scale as well as the CDW induced
Moiré pattern, by means of STM, see figure 8.6(b). The shown incommensurate
modulation of the CDW onNbSe2, with its nearby (3 × 3) commensurate periodicity,
is well known [89]. One remarkable fact is, that the charge density wave is pinned in
the near proximity of defects, Selenium vacancies, and adsorbates (marked in colored
circles on (b)). In the vicinity of defects, the CDW can locally survive pristine, well
above transition temperature TCDW . In addition, the pinning of the CDW by these
defects and the regular array of protrusions in the electron density confirms, that the
CDW is forced to rearrange between two boundary conditions.
Hence, it is proven, that the underlying NbSe2 sample exhibits a charge density wave
transition for low temperatures, we were confident to relate further measurements to
the presence of the CDW.
8.6 Spectroscopy with pendulum AFM
Dissipation versus distance spectroscopies on NbSe2 well below the CDW transition,
are strikingly different to any other previously observed smooth dissipation mecha-
nism on metals, insulators, or superconductors, see figure 8.7. There are discrete dis-
sipation maxima detectable at tip sample distances of ∆z = 3.2nm, 2.5nm, 1.7nm.
It is remarkable that the energy loss is localized and drops off after each maximum.
Meaning that the dissipation processes are not linked and not adding up to the total
non-contact friction. Thus, the spikes must be caused by a hysteretical process not
interchangeable with each other.
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Figure 8.7. A spectroscopy on NbSe2 is shown. The according frequency shift is
found in the inset. Spectroscopy parameters: f1st = 14kHz, A1st = 2nm, k ≈ 0.2N/m,
Q = 900000.
To gather a more knowledge, we performed additional spectroscopies on different
places on the surface. The main factor of interest was, whether the peaks and their
composition, as well as their magnitude is a global phenomenon or a particular fea-
ture of the local microscopic position on the surface. Therefore, we performed a
series of spectroscopies in a line, crossing on purpose a step edge between the lower
terrace, with the increased contact potential difference of UCPD = 1.3V , and the
upper, with UCPD ∼ 0.6V , as illustrated in figure 8.5.
The results of the spectroscopies are found in figure 8.8, with their dissipation versus
distance curves. The exact places of each experiment are shown in the topography
marked with the letters.
The first thing to notice is the remarkable similarity of the spectroscopiesA, B, I − N ,
with only a small difference in their relative magnitude. However, the distance de-
pendence of the spikes are extremely well reproduced for each spectroscopy, and
follows the gray bars in figure 8.8(b). Even though, that the spectroscopy on the
hole exhibits a different contact potential, we measured the same composition and
the same count of dissipation maxima.
For places chosen on the step, where the most irregularities are expected, we found
a different composition of maxima for each spectroscopy, with a varying intensity
compared to the other mentioned spectroscopies. Nevertheless, it is most striking
to exhibit such discreet multiple dissipation events with this magnitude at the large
separation distances. Further, we can imply from the measurements, that flat places
exhibit the same behavior of non-contact friction, regardless of the measured CPD and
the distance between each other. Extreme variation of non-contact friction has been
found in the vicinity of step edges and other irregular places. Nevertheless, regard-
less of the composition or the place, the most astonishing finding is a whole train
of non-contact friction maxima, extending far out above the surface with discreet
spikes. Similar AFM dissipation peaks have been found in AFM for InAs quantum
dots, when the electrostatic field drives the charging/discharging of the dot, if the
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coulomb barrier is overcome. The crucial difference is, that the QD observations are
purely voltage driven, [47,90]
In order to complete the picture and give an information about the dependence on
the applied bias voltage, we performed a bias spectroscopy. From this we learn,
whether the dissipation maxima are voltage driven or due to a process driven by
interaction force.
8.7 Bias dependent dissipation
For the bias spectroscopy a flat place of the upper terrace was chosen, with a CPD
of UCPD ∼ 0.6V . The question arises, whether evolution of the dissipation maxima
is driven by the electric field in the tip sample junction or by the interaction force of
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Figure 8.8. A series of spectroscopies on NbSe2 is shown. The purpose was to de-
termine the local and global behavior of the non-contact friction maxima. (a) shows
the position of each spectroscopy marked by the letters. (b) shows the acquired dissi-
pation versus distance curves. For the flat surface, we obtained similar compositions
and magnitudes of the dissipation maxima, while the spectroscopies acquired on the
step edge are not comparable. However they still show non-contact friction maxima.
Spectroscopy parameters: f1st = 14kHz, A1st = 2nm, k ≈ 0.2N/m, Q = 900000.
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the tip. Therefore, we show here the result of the bias spectroscopy, figure 8.9.
Figure 8.9. The bias spectroscopy on NbSe2 is shown (a), with a line section at zero
bias to give a better insight into the dissipation and frequency shift (b,c). Spectroscopy
parameters: f1st = 12kHz, A1st = 5nm, k ≈ 0.2N/m, Q ≈ 900000.
Here, the dissipation per oscillation cycle is color coded and plotted against the
distance and applied bias voltage. Firstly, we notice, that the dissipation maxima
extending further in distance from the sample for larger offsets of the bias. Secondly,
the evolution of each maximum is smooth with respect to the bias voltage. Thirdly,
the magnitude of the dissipation of each maximum is exactly the same, regardless of
the voltage.
There are three reasons, why the dissipation mechanism is force driven. On the one
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Figure 8.10. The collapsed bias spectroscopy of the tuning fork AFM is shown in (b).
With a sketch of the probe interacting with the CDW floating on top of the NbSe2
surface. Spectroscopy parameters: f = 25kHz, A = 200pm, k ≈ 1800N/m, Q ≈ 35000.
hand, at the contact potential and the absence of an electric field in the tip sample
junction, we still observe the non-contact friction spikes. This means, that both the
vdW force and the electrostatic force are capable to drive the mechanism.
Secondly, the dissipation maxima follow the contours of constant interaction, indi-
cated by the superimposed contours of ∆f = −22Hz, −30Hz, −120Hz in figure
8.9. Third and last indicator, is that the interaction contour as well as the dissipa-
tion maxima, follows the quadratic behavior. That is expected for the capacitively
coupled conical tip and sample, where F ∼ U2/d. From this result, it is reasonable
to state, that the driving mechanism of the non-contact friction is force driven.
Due to the fact, that there is no confirmed conversion algorithm for the frequency
shift to the interaction force for the pendulum geometry, as the Sader-Jarvis conver-
sion algorithm [91],we had to perform the spectroscopies with the tuning fork AFM.
There, we are able to recover the interaction force from the measured frequency
shift. The open question is, whether the tuning fork is sensitive enough to detect
the dissipation spikes.
An amazing fact is, that the dissipation maxima are measured by the tuning fork
AFM, as well, with three distinct maxima. In order to confirm, that the dissipation
mechanism is measured at a constant interaction force. A bias spectroscopy has
been performed. The spectra for different bias voltages are converted by means of
the Sader-Jarvis algorithm and plotted in figure 8.10(b). Each maxima could be
clearly related to a particular interaction force, where the three measured maxima
appeared at interaction forces of Fint = −6.4nN, −8.2nN, −11.8nN . This leaves
no doubt of the force driven nature of the dissipation mechanism.
One mechanism of dissipation could be the direct interaction with the crystal itself.
Meaning, that the layers of the crystal lift off and produce an adhesion hysteresis as
mentioned in the theory chapter. Therefore, a last set of experiment had to be done,
to rule that out.
Niobium-disulfide, NbS2, is another representative of the layered dichalchogenides.
It has the similar crystal structure and is another layered compound, but does not
exhibit a CDW transition. The layers of NbS2 are also weakly bound via pi − pi
stacking and therefore comparable, by means of crystal structure.
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Figure 8.11. The dissipation versus distance is shown for NbS2. No dissipation
maxima is observed, due to layer lift off. Spectroscopy parameters: f1st = 12kHz,
A1st = 5nm, k ≈ 0.2N/m, Q ≈ 800000, T = 5K.
In the figure 8.11 a spectroscopy of NbS2 at T = 5K is shown. It is representative
for all spectroscopies, which we measured on the surface. The difference to NbSe2
is immediately visible, there are no dissipation maxima present. Therefore, we are
confident to rule out the layer lift off as a dissipation mechanism for NbSe2, which
leaves only the CDW state as a possible candidate for the dissipation observed in all
spectroscopies on NbSe2.
8.8 2pi Phase slip
So, what is the origin of these non-contact friction maxima extending far above the
surface? Even with guessing, the most reasonable answer can be given right away:
Their presence is related to the CDW, due to the fact, that the surface shows a
smooth dissipation rise well above the transition at T = 77K. Also NbS2, a similar
layered dichalchogenides without a CDW, does not show any peaks in the dissipation.
However, the exact mechanism is rather simple. As it has been discussed, the charge
density wave is, in first approximation, an elastic coherent media pinned by surface
contaminants by the phase order parameter φ(x) of the density modulation ρ(x) =
ρ1 cos(Q ·x+φ(x)), where Q is the wavenumber and ρ1 the constant amplitude order
parameter.
The tip and its potential is acting as a localized tunable perturbation of the local
phase order parameter of the CDW. Meaning, that the tip is acting as an additional
defect, which is able to probe the local elasticity of the phase order parameter. This
problem is then reduced to an energy minimization, which is a function of the order
parameter φ(x) and the external perturbing tip potential V (x):
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E(φ(x)) =
∫ [
(∇φ(x))2 + V (x)ρ(x)
]
dx (8.5)
For reasons of simplicity the CDW is treated in uni-direction, while the mechanism
should hold for a tri-directional NbSe2, as seen in the tuning fork STM measure-
ments, 8.10. For a given perturbation potential of the tip the CDW energy can be
minimized by adapting the local phase shape. Here, arises already the difference
to the treatment, which were deduced for pinning impurities [87, 88]. Since the tip
potential V (x) is larger than the typical period of the charge density wave with
2pi/Q ∼ 2.5nm, hence in the first assumption the amplitude order parameter is not
affected, by the potential V (x).
Further, an important role is played by the boundary conditions of the CDW. Here,
we assume an overall pinning at a certain initial phase parameter, according to the
experimental findings. Thus, the pinned state is only defined by modulo 2pi, allowing
a qualitatively different representation of the CDW by the existence of perturbation
introducing an integer number N of phase rotations between the boundaries, 2piN .
The integer number N , is further called the "winding number" of the given order
parameter configuration.
The minimized energy in the subspace of a given winding number was calculated by
the group of Erio Tosatti et al., for a given amplitude of the perturbation potential
V (x). The evolution of the energies is shown in the figure 8.12, for a Lorentzian tip
potential mimicking a conical tip approaching the surface.
The energy evolutions for different winding numbers N is plotted and it can be seen:
Each solution branch is crossing sharply each other at specific distances, where the
cross over points are marked with dotted circles. The CDW phase winding number
changes at these cross over points from the state N to a winding number N ± 1.
Here, the inset shows the different solution for different winding numbers, where the
full line is the amplitude order parameter and the dashed line the phase order. Each
solution introduces a symmetry difference, making it impossible to have a smooth
transition between two states. Where for N = 1 and N = 2 an extra 2piN CDW
phase is locally pumped beneath the tip. This mechanism is provided by the phase
slip. A tip oscillation around these cross over points, will result in a hysteresis cycle
in the tip mechanics, which explains the giant dissipation peaks despite the extreme
low frequencies of the cantilever oscillation, compared with the dielectric relaxation
frequency measured in the transport measurements with applied alternating voltage.
In order to regard the picture to the measured height of the dissipation peaks from
the experiments, we have to consider the area of the hysteresis cycles enclosed at the
cross over points. It is expected, that the area is related to the angle between the
energy curves α and the average slope at the crossing point β. Thus the dissipated
energy is approximately W ∝ sinα cos−2 β. As seen in the plots, the shape of the
energy curves E(d), that depend on these two parameters, has an opposing effect
on the height of the peaks, as the tip approaches the surface. A decreasing α would
decrease the dissipation area and an increasing β would increase the dissipation,
which leads to the full picture explaining the non-monotonic peak intensity observed
in experiments.
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Figure 8.12. The Energy as a function of the distance for the elastic CDW model
under the tip perturbation. The reported solutions are for different winding numbers
N . The dashed circles are the cross over points for the solutions. The inset illustrates
the perturbation states of the CDW, where the full lines are the density modulation
ρ(x), dashed lines are the phase order parameter φ(x). From top to bottom indicates
the states for increasing perturbation potential. Adapted from reference [92]
8.9 CO deposition
Despite the amazing finding of the dissipation spikes and the explanation of the
non-monotonic behavior of the dissipation maxima by the cross over of the winding
numbers of the phase order parameter of the CDW, an open question remains. Is it
possible to control the non-contact friction or better is there a possibility to switch
it ON or OFF.
In order to investigate this effect, we performed an addition set of experiments. It is
known [87,88], that the formation of the coherent electron state is influenced by the
defect density pinning the local phase parameter. An increased defect density with
a dipole moment can perturb the CDW globally so much, that a coherent state is
now longer accessible or energetically favorable, as shown in [93].
In the experiment, we choose to deposit CO molecules on the surface, which have a
dipole moment, and are able to be removed fully above the desorption temperature
of T ∼ 70K. Thus, we are able to suppress the creation of the CDW at the surface
and monitor the dissipation.
To be sure, that the suppression of the CDW is correct and not due to a surface
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Figure 8.13. The left figure column shows the topography of NbSe2 with and without
CO molecules, with a corresponding cross section of the image below. Indicating that
the measured topography does not change upon the CO deposition. However, the
right column shows the work function maps of the same region, with exactly the same
color coding. Here, the cross section shows a clear difference in the CPD, due to the
CO molecules changing the surface dipole. Hence, a constant voltage difference of
∆V ∼ 0.34V is globally detected. Image parameters: f2nd = 89.8kHz, A2nd = 0.4nm,
k ≈ 0.2N/m, Q2nd ≈ 600000, Uac = 0.2V .
artifact, we deposited the CO molecules in-situ. This means we scanned and stayed
close to the surface in order to remain exactly at the same position, before and after
CO deposition.
The CO was deposited at a pressure of pdeposite ≈ 5 · 10−8mbar and for tdeposite =
2min. The deposition rate as well as coverage could not be determined, since the
cryostat itself acts as a vacuum pump, making it impossible to estimate the amount of
the CO molecules reaching the surface. However, the deposition could be confirmed
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Figure 8.14. The spectroscopy on NbSe2 with and without the CO molecules is
shown. The dissipation map with the CO still shows two distinct maxima. However,
one notices that the forest of dissipation maxima has cleared out and became more
distinguishable. Spectroscopy parameters: f1st = 14.4kHz, A1st = 2nm, k ≈ 0.2N/m,
Q2nd ≈ 900000.
to be successful, judging from the topography scans with the accompanied KPFM.
Here, the contact potential shows a clear difference between the clean NbSe2 surface
and the CO covered one, compare figure row (a) and (b) of 8.13. As a matter of
fact, due to the in-situ deposition, we could remain at the exact same position on
the surface, seen in the figure 8.13. The comparison of the topography, see the line
scan, shows no change.
Nevertheless, the contact potential maps of the same regions show a clear difference
for the same color coding. Here, a global constant offset of the CPD, ∆V ∼ 0.34V ,
is measured due to the deposition of the CO. Confirming the successful deposition
of an addition dipole layer on the surface.
The figure 8.14 shows, two force distance spectroscopies, one without and with CO.
The spectroscopy before deposition clearly shows the mentioned train of dissipation
maxima. However, the spectroscopy after the deposition shows a reduced number of
dissipation maxima. The remaining dissipation spikes leave an open question.
One possible dissipation mechanism could be the periodic lattice distortion of the
NbSe2 crystal itself. If we recall the mentioned theory of the CDW formation, we
acknowledge, that the electron modulation results purely from previous the phase
transition of the crystal, namely the periodic lattice distortion. The lattice modu-
lation and the CDW is only stabilized by the electron-phonon coupling below the
critical temperature [75]. Hence, the local phase slip events occurring on the per-
turbation of the tip potential is affecting purely the phase order parameter of the
surface CDW. However, the electron modulation has a coherence length on the or-
ders of micrometer in NbSe2 [88]. Thus, we can assume, that the periodic lattice
distortion is not affected by a local nanometer sized perturbation, due to the elec-
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tron phonon coupling to the micrometer large coherent object. This means, that
the energy barrier, which is needed to be overcome in order to perturb the lattice
distortion is to high for the tip potential.
However, in case of the CO deposition, where we believed that the CDW at the
surface is completely suppressed [93]. The stabilization mechanism of the lattice
distortion, namely the electron-phonon coupling, is suppressed as well. Then the
energy barrier of the periodic lattice distortion is greatly reduced, and the lattice
reconstruction below the phase transition is extremely fragile upon external pertur-
bations, namely the tip potential. Due to the fact, that the normal crystal structure
is more stable any external local perturbation would destroy locally the reconstruc-
tion.
In case of the tip potential, there could be sufficient large interaction strength at a
certain distance above the surface, to overcome the stabilizing energy barrier. An
oscillation around that point, would result in an adhesion hysteresis within the each
oscillation cycle, causing enormous non-contact friction maxima. Thus, I in my
humble opinion believe that this could be a suitable dissipation mechanism for ob-
servation in the experiments 8.14.
Further, theoretical studies are necessary to confirm these statements, however,
NbSe2 accompanied with the charge density wave state has an enormous potential
for non-contact friction studies.
8.10 Conclusions
The non-contact friction study of niobium-diselenide, NbSe2, below the charge den-
sity wave transition revealed a new aspect of dissipation mechanisms, which were
not observed to this day [92, 94]. The remarkable train of dissipation maxima and
their magnitude, 8.7, 8.10, as seen in these experiments, show further potential for
investigations and possible applications. Since, the energy loss spikes are at discrete
points above the surface and are able to be extended for large tip sample junctions
with an applied bias voltage 8.9, we could think of a possible non contact friction
break with switchable capability. Furthermore, thanks to the theoretical work of the
group of Prof. Dr. Erio Tosatti et al., the mechanism of the dissipation maxima, was
found and proven to be the local perturbation of the phase order parameter of the
coherent CDW state. Where, the tip potential acts as a local perturbation center,
deforming and introducing a local 2pi phase slip, with a reshaping of the CDW locally
under the tip, which made any transition between the integer winding number N of
the phase slip impossible, 8.12.
However, an open quest remains for the CO experiments, where the total suppression
of the maxima were not successful and some maxima remain 8.14. In my humble
opinion, the PLD destruction of the crystal is here the most prominent candidate for
the dissipation mechanism. Nevertheless, further studies remain to clarify the open
questions on NbSe2. Where the most striking fact is already settled, non-contact
friction is not negligible anymore.
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9 Strontium Titanate
Perovskites, like strontium titanate SrT iO3, have been heavily studied since the re-
cent past, due to their structural and electronic phase transitions [95–98]. Strontium
titanate (STO), at room temperature is a cubic centered crystal, while it changes
below the critical transition temperature Tc = 105K to an orthorhombic crystal
structure [99]. With the new crystallographic phase the electric properties change as
well. STO undergoes the transition to a new electric phase, known as paraelectric
phase [100–102]. Furthermore, it is known that the paraelectric phase undergoes a
second order phase transition to the ferroelectric state at TPE→FE ≈ 18K [103–105],
depending on the doping concentration. It is even stated, that the pure STO crystal
exhibits a third transition from the paraelectric state to the Quantum paraelectric
state at TPE→QFE < 3K [106,107].
The dielectric response is extremely large, of the orders of r > 310, rising up at low
temperatures to r, LT > 10000 [107]. This makes it particularly interesting for the
use of high power capacitors.
Despite of the wide range investigations, by means of transport measurements, elec-
tron energy loss spectroscopy (EELS), microwave loss experiments or x-ray diffrac-
tion, almost no study is done about the friction behavior of the perovskites. Here,
we want to present the preliminary studies on the non-contact friction measured by
means of pendulum AFM.
9.1 Structural properties of SrT iO3
Perovskites, obeying the general formula ABX3, are compounds consisting cations
A, B in equal ratio with an anion X, which is usually oxygen. From the structural
point of view, perovskites are made of corner sharing octahedra with the B side in-
side. [97] In the case of STO, it is the TiO6 representation, which is often used.
At room temperature the STO crystal is in its highest symmetry phase, the cubic
centered, see Figure 9.1(a). In the cubic phase, each oxygen perfectly bisects a pair
of nearest neighboring titanium atoms.
For low temperatures the crystallographic picture changes, even though that the
literature is not clear about the true nature of the reconstruction, many stud-
ies [95,97,101] relate the crystal properties of STO to the existence of an orthorhom-
bic unit cell. In this chapter, we will refer further on to the new crystal structure of
STO as the orthorhombic reconstruction, as seen in figure 9.1(b). There the oxygen
atoms, in plain of the titanium layer, shift their positions, that the octahedra rotates
alternately form one unit cell to the next. Meanwhile the oxygen layer in the plain
of strontium atoms remain at their positions.
The orthorhombic phase can establish different symmetry domain. Thus, it is com-
mon to introduce a symmetry order parameter of STO, with a tri-directional in plane
axis.
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Figure 9.1. The left (a) shows the B cubic centered structure of STO, where the right
(b) illustrates the low temperature orthorhombic reconstruction. The strontium atoms
are green, titanium atoms blue, oxygen atoms red. Figures adapted from reference [97].
Here, we want to stress out, that this thesis is not dedicated to an analysis of the
crystallographic study. Furthermore, the keen interest is to study the non-contact
friction properties in the vicinity of the phase transitions itself.
9.2 Sliding over Phase Transition
The idea of replacing a "dead" substrate, meaning a passive material, with a "live"
material accompanied with phase transitions was proposed, by Benassi et al. [108].
The knowledge gained by studying the frictional properties and their change on the
same material, has a larger potential of gaining an access to a control of the friction
at the anomaly of the phase transition. Benassi et al. addresses and answers three
questions, in the following we cite directly the stated questions from the reference
(ref):
1. What is the frictional coupling mechanism between tip motion and a substrate
structural phase transition?
2. What is the distinguishing element of the phase transition to the background
friction?
3. Could one achieve friction control through external field that influence the
substrate order parameter?
The theoretical studies are concerning the friction mechanism of a tip in contact
with the surface. Our results are for the non-contact friction regime. Thus, we can
give an answer to the second question, regarding the distinguishable element of the
non-contact friction at the phase transition towards the background. The coupling
mechanism of the tip motion to the substrate is due to the phonon coupling [3],
which is invoked the by the linear response of the standard "golden rule", where the
average power dissipation at the transition is:
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Figure 9.2. On the left, the dielectric response measurements indicate the existence
of the two phase transitions. One structural at T ≈ 105K and the electronic at T ∼
20K. On the left is the expected friction coefficient shown for the crossing of the
structural transition and the three order parameters, calculated by Benassi et al., with
the maximum at the transition temperature. Figures adapted from references [100,108]
〈P 〉 ∝
∑
k
ωk|Vk|2χ′′(k, ωk) (9.1)
where Vk is the Fourier expansion coefficient of the slider-substrate potential, ωk =
k ·v, and χ′′(k, ωk) is the imaginary part of the substrate density-density correlation
function, as in the electron energy loss.
Since, k ·v is a low frequency, the predictions expect a rise in the friction, due to the
increased accessibility of the low frequency modes originating from the softening of
the displacive mode and therefore a peaking of the friction at the critical temperature
of the phase transition, see figure 9.2(b).
In addition, the paper states a possibility of controlling the friction by an externally
applied field E, which can couple to the order parameter of the substrate in the
form u ·E, where u is the displacement order parameter of the averaged distortion
of atoms. Thus, the applied field induces an order parameter switching between the
stable configurations. Due to this, the friction is theoretically predicted to increase.
9.3 Preparation of STO
In this study, we used a single crystal of strontium titanate (100) with 1% niobium
doping, bought from the MTI Corporation. The niobium doping is necessary to
perform STM measurements. The crystal was cleaned with solvents in an ultrasonic
bath for t = 15min to remove the surface contaminants from the manufacturing
and transport. The STO was then mounted on a molybdenum UHV sample holder
and introduced in the vacuum. Since, the crystal was polished to obtain the desired
surface flatness, we had to anneal the surface in order to retrieve a stable recon-
struction. The crystal was initially annealed for several hours at temperatures of
Tanneal = 1200K for tanneal = 15h. After the long term annealing, we performed
short flash annealing cycles, which means heating the sample to T ≈ 1200K for
tflash = 10min. This was done by means of E-Beam heating.
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The flashing cycles have been repeated 10× to obtain surface steps with a clear
reconstruction, The STM images of the clean sample are shown in figure 9.3.
9.4 Non-contact friction over phase transition
After the successful preparation of STO, we analyzed the non-contact friction be-
havior over the structural phase transition. To stay in a constant distance above
the surface during the temperature sweep is difficult, due to the thermal expansion
coefficient of the sample and the whole microscope. The thermal drift would ram the
probe in the surface and crash it, if there is no active distance control. The frequency
shift feedback, which usually regulates the distance, is not useful unless one knows
the temperature dependent frequency change of the free cantilever.
Therefore, a temperature sweep of the free cantilever needed to be acquired. The
thermal dependence of the Young’s modulus is given by the Wachter-formula [109]:
E(T ) = E0 −B ·T · e
T0
T (9.2)
⇒ ω(T ) = α2 t
L2
√
E(T )
12ρ
(9.3)
where α = 1.875, t the thickness, L the length and ρ the density of silicon. The
fitted temperature dependence resonance curve of the probe is then used to establish
a constant frequency shift feedback, to stay at a constant interaction force condition,
even when the temperature is swept. Due to the fact that the tip-sample interaction
strength is widely independent of the temperature, we believe that the probe is
therefore at a constant distance from the sample as well.
For the measurements shown in figure 9.4, three temperature sweeps have been
performed, always from T = 77K to T = 140K. The plotted temperature is ranging
form 85K to 127K, especially around the predicted Tc = 105K for STO. Since, the
dielectric response measurement of figure 9.2(a), indicate a phase transition at lower
temperatures, the maximum for the low frequency response is around Tc = 90K.
100nm 10nm
(a) (b)
Figure 9.3. The left (a) shows tuning fork STM measurements of the stepped sur-
face reconstruction of STO, where the right (b) illustrates domain creation below the
transition temperature for T = 77K.
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Figure 9.4. Three temperature sweeps over the structural phase transition of STO
are plotted. The dissipation peak rises, when the tip sample distance is decreased
and therefore the interaction is increased. Interestingly the dissipation maxima also
appears for lower Tc in case of larger interaction. Each curve has been shifted by
5meV . Spectroscopy parameters: f1st ∼ 14kHz, A1st = 15nm, UCPD = 720mV .
No dissipation peak is observed in the case of large separation distances for the
whole temperature range. If the probe is set closer to the surface, while sweeping
the temperature, we observe a maximum at Tc = 116.75K. We are certain, that the
dissipation maximum is due to the interaction with the surface. To prove this, we
retracted the tip by 20nm above the surface, and the dissipation dropped off to the
free cantilever values, see inset of figure 9.4. After approaching the tip again to the
surface, the measured dissipation increased again.
The same was done for the temperature sweep, where the tip was set very close
above the surface. Firstly, we observed by a factor of 4 larger dissipation maximum,
compared to the previous one. Secondly, the center of the maximum shifted towards
lower temperatures to Tc = 114.4K.
In no case, we observed an increased dissipation for temperatures below T < 100K
[100]. However, the temperature sweeps have been performed at a compensated
contact potential, meaning that there is in principal no electric field present in the
tip sample junction. Thus, the oscillating tip has no effect on the dielectric response.
Nevertheless, we performed on purpose sweeps with an electric field and still did not
observe any effect on the dissipation within this temperature range.
Therefore, we believe, that the observed dissipation maxima is the phononic friction,
due to the mechanism proposed by Benassi et al. [108]. It is known, that for niobium
doped STO the structural phase transition shifts slightly above Tc > 105K [110],
This corresponds to our results. The fact that the dissipation drops off rapidly
for increasing distances, could be due to the decreasing phonon coupling to the tip
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motion. This could be caused by the rapidly decreasing van der Waals force
with distance. In addition the maxima rises in magnitude for stronger tip sample
interaction, which was proposed as well.
However, further studies on the non-contact friction behavior over the structural
phase transition have to be done, to rule out the doubts and reveal the true nature
of the measured non-contact friction.
9.5 Paraelectricity, quantum ferroelectricity and
non-contact friction
Above the structural transition of STO at temperatures of T = 142K we performed
a bias spectroscopy, see figure 9.5. The Dissipation map shows an increasing loss due
to the Joule dissipation mechanism, regarding the high dielectric constant of STO,
r = 310 [107]. In addition, we observed a bending of the contact potential, which
is visible in the minima of the superimposed constant frequency shift contours. The
extracted spectra of the dissipation and the frquency shift, see figure 9.5(b, c), show
no indication of an anomaly. However, this changes drastically if STO is cooled
below the paraelectric phase transition.
STO at room temperature has a cubic unit cell, which does not allow creation of
dipoles. However, below the structural phase transition Tc ∼ 110K ± 7K and with
the creation of an orthorhombic unit cell, the crystal changes also from a dielectric
media to a paraelectric one. The paraelectric phase manifests itself with a random
dipole orientations in the absence of an electric field. If a sufficiently large external
electric field is applied, an energy barrier can be overcome and the dipoles align anti
parallel to the field to reduce the field strength. Upon the removal of the electric
field the dipoles randomize their orientation to achieve the ground state.
For pure and niobium doped STO a second electronic phase transition at TPE→FE ∼
18K±3K is possible. Below the transition, the crystal becomes ferroelectric. Ferro-
electric materials have permanent electric dipoles even in the absence of an externally
applied electric field. For the dipoles it is favorable to align parallel with each other.
Nevertheless, in oder to minimize the total energy of the crystal, domains of opposing
orientation are established. A given orientation of a dipole domain, can be switched
with a sufficiently large electric field [111].
The non-contact friction behavior of STO changes drastically in the ferroelectric
phase. In the figure 9.6 (a) a bias spectroscopy map is shown. Again a remark-
able train of dissipation maxima is observed in the spectra. The superimposed
constant frequency shift contour indicates for the first two maxima, see ∆f =
−13Hz, −34Hz, that they are force driven. The magnitude of the dissipation max-
ima, of the first pair, is equal for every applied bias voltage. However, the second
pair of maxima do not persist at the contact potential, see ∆f = −45Hz,−80Hz
and the peak intensity decreases below the detection level of the probe.
The origin of the maxima remains unclear to this point. However, one important
factor is already clear, the paraelectric phase influences the measured dissipations
behavior. Since, no features have been observed above the structural phase transi-
tion.
The niobium doped strontium titanate crystal can exhibit an XY quantum ferro-
90
9.5 Paraelectricity, quantum ferroelectricity and non-contact friction
electric state, measured by J.G. Bednorz and K.A. Müller [107]. This would
manifest itself in the STO as a dipole domain ordering in the XY plane, with a
dimensionality of d = 2. An electric field or a mechanical stress uni-axial perpendic-
ular to the planar oriented dipoles, can switch the domains above critical threshold
barrier. It was proposed, that the system is an XY, n = 2 ferroelectric with a quartic
anisotropy. Thus, it can be assumed, that the energy barriers for each polarization
axis is a priori not equal. This means, that the switching of each orientation towards
the energetically more favored, switches at a different electric field strengths.
Thus, one could expect upon a domain change a non-linear electronic response, lead-
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Figure 9.5. Figure part (a) shows the bias spectroscopy map of STO at T = 142K.
The dissipation map is governed by the Joule dissipation, since the permittivity constant
is r = 310, according to the manufacturer (MTI corporation). Four constant frequency
shift contours are superimposed to show the bending of the CPD, the minimum of each
parabola. No features have been observed in the dissipation map or the single spectra
(c), as well as the frequency shift curve (b). Spectroscopy parameters: f1st ∼ 14kHz,
A1st = 5nm, ∆f = −2Hz,−5Hz,−10Hz,−15Hz.
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ing to an energy loss upon switching, causing the dissipation in the bias spectroscopy,
9.6(a). In addition, we have to consider the reversibility of the domain change upon
the electric field or uni axial stress, due to the symmetry in the applied bias voltage
with respect to the contact potential. Secondly, domain switching on the uni-axial
stress is observable at the contact potential in the absence of an electric field. From
this point, we could state, that the multiplet of spikes is due to the domain switching
on the surface as well as in the bulk of the STO crystal. Thus, each pair is due to
the XY domain switching in a plane, furthermore the absence of other pairs at the
contact potential is understandable. Here, the van der Waals interaction is only
capable to exert stress on the first layer [46], while the stress is attenuated in the
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Figure 9.6. Figure part (a) show the bias spectroscopy map of STO at T =
5K. The dissipation map changes drastically. Here another train of dissipation
maxima is observed. Four constant frequency shift contours are superimposed to
show again the Spectroscopy parameters: f1st ∼ 14kHz, A1st = 2.5nm, ∆f =
−13Hz,−34Hz,−45Hz,−80Hz, UCPD = −120mV .
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bulk towards the next layer and is below the critical stress barrier in oder to switch
the domains.
The analysis of the observed dissipation maxima in niobium doped strontium ti-
tanate is preliminary. Thus the possible explanation must be proven further in order
to maintain knowledge of the true nature of the non-contact friction maxima in STO.
9.6 Conclusions
The interesting result on th phase transitions of strontium titanate leave a wide area
of further investigations. In our opinion, we have observed the proposed [108]dissipa-
tion maxima at the structural phase transition 9.2(b). This kind of peak is expected,
because near the structural transition the system becomes very slow and soft, qual-
itatively because there is a proliferation of domain walls, defects, disorder in the
distortive part of the crystal structure, see figure 9.4.
Furthermore, we observed a remarkable multiplet of dissipation spike at low tem-
peratures, 9.6(a), below the paraelectric phase transition TP→F ∼ 18K ± 3K. Here,
I want to stick to the possible candidate for the loss mechanism proposed by J.G.
Bednorz and K.A. Müller in [107]. Where the energy loss occurs at the dipole
domain switching. This proposal is still far from being proven, but it offers an answer
to all observables seen in the bias spectroscopy 9.6.
However, the field of non-contact friction offers a wide range and rich physics of
energy loss mechanisms, which is still poorly studied. The origins of friction and
non-contact friction at the nanoscale leave after such a long history of investigations,
still a book of open questions, which wait to be discovered and understood.
Eventually, applications, like non-contact brakes with a switching capability, would
become accessible in the near future, having the advantage of dissipating the kinetic
energy in the absence of material loss. However, the understanding of the non-contact
friction mechanism would be of great benefit for the MEMS and NEMS technology.
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