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ABSTRACT
Disentangling the different stages of the star-formation process, in particular in the high-mass
regime, is a challenge in astrophysics. Chemical clocks could help alleviating this problem, but
their evolution strongly depends on many parameters, leading to degeneracy in the interpretation
of the observational data. One of these uncertainties is the degree of CO depletion. We present
here the first self-consistent magneto-hydrodynamic simulations of high-mass star-forming regions
at different scales, fully coupled with a non-equilibrium chemical network, which includes C-N-O
bearing molecules. Depletion and desorption processes are treated time-dependently. The results
show that full CO-depletion (i.e. all gas-phase CO frozen-out on the surface of dust grains),
can be reached very quickly, in one third or even smaller fractions of the free-fall time, whether
the collapse proceeds on slow or fast timescales. This leads to a high level of deuteration in a
short time both for typical tracers like N2H
+, as well as for the main ion H+3 , the latter being in
general larger and more extended. N2 depletion is slightly less efficient, and no direct effects on
N-bearing molecules and deuterium fractionation are observed. We show that CO depletion is
not the only driver of deuteration, and that there is a strong impact on Dfrac when changing the
grain-size. We finally apply a two-dimensional gaussian Point Spread Function to our results to
mimic observations with single-dish and interferometers. Our findings suggest that the low-values
observed in high-mass star-forming clumps are in reality masking a full-depletion stage in the
inner 0.1 pc region.
Subject headings: stars: massive — stars: formation — methods: numerical — hydrodynamics
1. Introduction
The early stages of high-mass star-forming re-
gions are characterized by large column densities
(1023-1025 cm−2) and temperatures of T < 20 K
(Rathborne et al. 2006; Bergin, & Tafalla 2007).
These conditions are ideal to favor chemical pro-
cesses like adsorption of heavy-species on the
surface of dust grains, a process also known as
depletion or freeze-out (e.g. Caselli et al. 1999;
Bacmann et al. 2002; Hernandez et al. 2011;
Fontani et al. 2012). While it is clear that polar
molecules like H2O together with abundant species
like CO go through depletion efficiently, for other
molecules, in particular N-bearing species, there
is no observational evidence of efficient depletion.
A recent paper by Redaelli et al. (2019) points to-
ward evidence of partial N2D
+ depletion in L1544,
but also discusses the limited spatial resolution of
their data. One of the most relevant chemical
process which is boosted by the removal of CO
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from the gas-phase, is the deuterium fractiona-
tion (Dfrac), i.e. the enrichment of deuterated
molecules relative to their non-deuterated coun-
terpart (see e.g. Ceccarelli et al. 2014). The H+3
deuterated forms represent the most abundant
ions in these regions, and are considered the best
tracers of the early stages of the star-formation
process (Pagani et al. 1992; Walmsley et al. 2004;
Harju et al. 2006; Caselli et al. 2008; Giannetti
et al. 2019). Estimating the timescales for CO
depletion is then relevant to understand how long
the early stages last compared to the low-mass
counterparts, and how reliable the deuteration is
as a chemical clock.
However, measuring the depletion of a molecule
is not easy, mainly due to the limited resolution in
the observations and line-of-sight contamination.
In fact, emission from CO when highly depleted is
weak, and then line-of-sight integration can only
give us a rough estimate of the CO presence in an
observed source. Alternative methods to retrieve
radial profiles of CO based on local quantities like
volume densities have been proposed (see Pagani
et al. 2012), but these methods are strongly depen-
dent on the assumed theoretical model and diffi-
cult to generalize.
Due to the larger amount of dense gas, in gen-
eral, depletion is more effective in high-mass star-
forming regions than in their low-mass counter-
parts. An estimate of the CO depletion is usually
obtained through the so-called depletion factor,
fdep, that is the ratio between a given CO canon-
ical abundance, and the observed CO (Fontani
et al. 2012; Giannetti et al. 2014). Values of fdep
in between 2-80 have been reported in different
studies (Fontani et al. 2012; Giannetti et al. 2014;
Feng et al. 2016; Sabatini et al. 2019), but these
values are generally affected by several assump-
tions related for instance to the dust opacity and
the dust-to-gas ratio (see Giannetti et al. 2014, for
a detailed discussion). Larger values (fdep > 100)
have been reported by Zhang et al. (2009) in their
high-resolution (∼ 10−2 pc) observations.
CO-depletion has been treated with different
flavours in theoretical studies. Kong et al. (2015)
explored both a constant depletion factor as well
as a proper depletion treatment in constant den-
sity models similar to Sipila¨ et al. (2015), conclud-
ing that the results are well comparable. However,
freeze-out is strongly density-dependent, and con-
stant density models cannot fully account for its
evolution in a dynamical environment, with strong
consequences also on the deuteration timescale.
The only existing three-dimensional numeri-
cal simulations have either employed approximate
chemical models (Goodson et al. 2016) or assumed
instead full depletion, i.e. 100 % of the CO frozen
out on the surface of grains (Ko¨rtgen et al. 2017,
2018). In the former case, timescales can be over-
estimated as the chemistry is not evolved along-
side the dynamics, ignoring non-linear behavior
of the density structure, while in the latter they
might be shorter because a full depletion stage
tends to favor deuteration. However, Sabatini et
al. (2019), by employing APEX observations and a
toy model, showed that the radius of full depletion
in their sources varies in between 0.02 and 0.15 pc,
well comparable with the core size in Ko¨rtgen et al.
(2017) simulations. Ford & Shirley (2011) have
pursued a similar study as Sabatini et al. (2019),
for a sample of low-mass star-forming regions, and
reported values of depletion in between 4 and 1000,
and a depletion radius of 0.02-0.05 pc. However,
the same authors state that choices of tempera-
ture profile and canonical abundance can strongly
affect the results and that they are not able to
distinguish between a depletion factor of 10 and
a factor of 1000. On the other hand, their con-
straints on the depletion radius are more robust.
Overall, the dynamical complexity of the star-
formation problem (magnetic fields, turbulence,
radiation), and the large chain of chemical re-
actions that should be taken into account (iso-
mers, isotopes, gas-grains interactions), have led
to a mix of non-conclusive results, in particular for
what concerns the deuteration timescale, and its
possible role as a chemical clock. In this work, we
aim to provide a clearer picture where the complex
dynamics along with a detailed model of chemistry
is taken into account.
This paper is organised as follows: we briefly
introduce the numerical setup for our simulations
and sketch the main chemical processes employed,
then discuss the main results going from small
scales (at core level) to larger scales (clumps), and
finally compare the latter with observations.
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Table 1: Fiducial values of important physical pa-
rameters.
Parameter Value
Temperaturea T 15 K
CR ionization rate ζCR 2.5× 10−17 s−1
Dust grain density ρ0 3 g cm
−3
Dust-to-gas mass ratio D 7.09× 10−3
Mean molecular weight µ 2.4
a We assume Tgas = Tdust throughout this work.
Table 2: Employed binding energies for the se-
lected species that go through time-dependent de-
pletion (see Wakelam et al. 2017).
Species EB [K]
N 720
O 1600
CO 1300
N2 1100
2. Methods and numerical setup
In these simulations, we employ gizmo (Hop-
kins 2015), by using its mesh-less finite-mass
method, and the standard cubic-spline kernel,
setting the desired number of neighbours to 32.
Gravity is based on a Barnes-Hut tree, as in Gad-
get3 and Gadget2 (Springel 2005), and the non-
equilibrium chemistry is solved via krome (Grassi
et al. 2014), which has been coupled to gizmo and
already employed in a series of papers (e.g. Lupi
et al. 2018, 2019).
Our state-of-the-art network includes 134 species
and 4616 reactions. This is the largest deutera-
tion network ever employed in three-dimensional
simulations. Compared to the basic network em-
ployed in our previous works (Ko¨rtgen et al. 2017,
2018), we have now included all the recent up-
dates (Hugo et al. 2009; Pagani et al. 2009; Sipila¨
et al. 2015). We follow the evolution of the most
relevant C-N-O bearing species like N2H
+, CO,
HCO+ and their deuterated forms. Due to the
exponential growth of the network we decided to
include molecules up to three atoms only, there-
fore complex molecules like methanol or ammonia
are not included1. Depletion of CO, N2, N, and
1We have benchmarked our network towards Kong et al.
(2015) and Sipila¨ et al. (2010) obtaining very good agree-
Table 3: Fiducial initial elemental abundances
with respect to the abundance of atomic hydro-
gen nH. The H2 ortho-to-para ratio is set to 3.
Species nspecies/nH
o-H2 3.75× 10−01
p-H2 1.25× 10−01
HD 1.60× 10−05
He 1.00× 10−01
o-H+3 1.80× 10−10
p-H+3 3.00× 10−09
N 1.05× 10−05
O 1.36× 10−04
CO 1.20× 10−04
N2 5.25× 10−06
O is treated time-dependently with the standard
formula by Hasegawa et al. (1992).
kads(X) = pi〈a2〉v(X)ndust (1)
with 〈a2〉 being the average over a grain-size dis-
tribution2, v(X) =
√
8kBTgas/pimX the ther-
mal speed of the species X with mass mX , and
ndust = DngasmHµ/Mdust the dust number den-
sity, with ngas the gas number density. We con-
sider dust grains to be silicates with a typical spe-
cific density ρ0 = 3 g cm
−3, and a dust-to-gas
mass ratio of D ∼ 7.09×10−3 as reported in Kong
et al. (2015). The gas mean molecular weight is
µ = 2.4. We report in Table 1 the most relevant
parameters. In section 3.4 we show how much the
results change when we assume a typical average
size 〈a〉 = 0.1 µm, without averaging over a proper
distribution.
As we are exploring low temperature regimes
(T = 15 K) the only relevant contribution to des-
orption is the cosmic-ray induced desorption, de-
fined as
kdes(X) = ν0 exp (−ED(X)/kBT )f(70 K) (2)
where f(70 K) is the fraction of time the grains
spend at 70 K, ν0 the harmonic oscillator fre-
quency (∼1012 s), and ED(X) the binding energy
ment with the largest differences within a factor of 2.
2We assume here a typical MRN grain-size distribution
(Mathis et al. 1977), with a power law index of 3.5 and
amin = 1.0× 10−7 cm and amax = 2.5× 10−5 cm.
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Table 4: Dynamical parameters employed in the performed runs: Bonnor-Ebert Mass (MBE), radius (RBE),
virial parameter (αvir), Mach number M, average magnetic field 〈B〉, and Jeans masses contained in the
Bonnor-Ebert sphere MJ . In addition, we report the peak central density n0, the average density calculated
from the total mass over the total volume, 〈n〉, and the free-fall time obtained on the basis of the latter. We
note that this is an ideal free-fall time.
MBE RBE αvir M 〈B〉 MJ tff n0 〈n〉
[M] [pc] [µG] [kyr] [cm−3] [cm−3]
Cores:
M0 60 0.17 1.44 3 137 27 150 1.16× 106 4.89 × 104
M1 20 0.17 4.32 3 46 5 260 1.81× 105 2.21× 104
Clumps:
M2 160 0.7 0.64 1.6 22 14 767 4.34× 105 1.88× 103
M3 160 0.7 24.7 10 22 14 767 4.34× 105 1.88× 103
of the Xth species. We employ the old f(70 K)
function by Hasegawa et al. (1992) but we notice
that new calculations have been recently reported
by Kalva¯ns (2016), pointing out that a lower tem-
perature (i.e. 40-50 K) is more likely to induce des-
orption, and for longer times3. The binding ener-
gies for the main species which go through adsorp-
tion/desorption processes are taken from Wakelam
et al. (2017) and reported in Table 2.
2.1. Initial conditions
We initialise an isothermal (T = 15 K) Bonnor-
Ebert (BE) sphere by solving the Lane-Emden
equation, and then rescaling the density profile
to match the physical properties of the desired
core/clump. The BE sphere is defined by the mass
(MBE), the radius (RBE), and the central density
(n0).
Turbulence is initialized following a Burgers-
like power spectrum (see Ko¨rtgen et al. 2017). Af-
ter the map has been generated, the velocity field
is renormalised according to the gas temperature
and the desired Mach number M.
The magnetic field is aligned with the z-direction
and scales as
Bz(R⊥) = B0(1 +R⊥/RBE)−κ (3)
where κ = 1.5 is the scaling exponent and B0 is
the value of the magnetic field at R⊥ = 0 (see
3We will further explore this effect in a future work.
also Ko¨rtgen et al. 2017), obtained by enforcing a
user-defined mass-to-flux ratio µ = Nµµcrit, where
µcrit is the critical mass-to-flux ratio defined as
µcrit =
√
GMBE/0.13piR
2
BE〈B〉.
We assume fully molecular initial conditions for
the chemical species as reported in Table 3. Our
initial H2 ortho-to-para ratio (OPR) is 3, which is
a very conservative assumption as at the densities
considered in the simulations the OPR should be
around 0.1-0.01 (see e.g. Troscompt et al. 2009).
The cosmic ray ionisation rate (CRIR) is set to
ζCR = 2.5× 10−17 (Kong et al. 2015).
N2 was initialised to contain half of the total
nitrogen abundance, while half remains in atomic
form. We tested a fully molecular nitrogen case,
and the results do not change too much, as also
shown by Kong et al. (2015).
We explore the effects of the cosmic ray ion-
isation rate (CRIR) and the initial H2 OPR on
depletion and deuteration in Section 3.4.
3. Results
In the following subsections we will present our
main results encompassing different mass ranges,
turbulent Mach numbers, and spatial scales. The
parameters employed in the different runs are re-
ported in Table 4. The number of particles is
arranged to keep the same mass resolution, i.e.
2×10−4 M. After defining the mass resolution,
the maximum spatial resolution is determined by
the softening parameter , corresponding to the
minimum interparticle distance for which the cal-
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Fig. 1.— Top: Column density-weighted quantities for the reference core: depletion factor (a), and deuterium
fractionation of H+3 (b) for the reference case where the CO depletion is followed in time. Bottom: deuterium
fractionation of H+3 (c) by assuming a fixed depletion factor of fdep = 10, and the case where depletion has
not been included (d), i.e. a fully depleted case. The column densities out of which the reported quantities
have been calculated are obtained from an integration over a 0.2 parsec line-of-sight.
culated gravitational force is Newtonian4. By em-
ploying the formula reported by Hopkins et al.
(2018), with nsink = 2.7 × 109 cm−3 (the density
threshold above which a sink particle is created),
we obtain a spatial resolution of roughly 10−4 pc
(i.e. ∼20 AU). We note that the entire analysis
of the results is done before the sink formation to
avoid artificial effects on the chemistry.
3.1. Effect of depletion treatment
We start by comparing different treatments of
CO depletion for the reference run (M0). This
is a 60 M core, highly unstable but strongly
supported by turbulence (slightly supervirial with
4We employ adaptive softening that ensure hydrodynamics
and gravity are solved assuming the same mass distribution
within the kernel.
αvir = 1.44) and magnetic pressure (µ/µcrit=2,
and 〈B〉 = 137µG). We report in Fig. 1 the time
dependent depletion run (top panels), a case with
a constant depletion factor (i.e. fdep = 10, panel
c), quite often employed in simple one-zone mod-
els (see e.g. Kong et al. 2015), and a full deple-
tion case (panel d) as used in previous works (e.g.
Ko¨rtgen et al. 2017). The quantities are obtained
from an integration over a 0.2 parsec line-of-sight
(LoS).
With this set of simulations we are able to dis-
entangle the effects of an accurate treatment of de-
pletion against a simplified approach. The amount
of CO frozen-out on the surface of dust grains is
very high and reaches values of 1000 in the cen-
tral part in only 30 kyr. This leads to deuterium
fractionation values around 0.01 in the central re-
gion. When a constant amount of CO is con-
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Fig. 2.— From top to bottom: total column density, column density-weighted CO and N2 depletion factors,
and H+3 deuterium fractionation with superimposed (red contours) N2H
+, at three different evolution times
for the 20 M core.
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sidered to be frozen out (in this case 90%, i.e.
fdep = 10), the deuterium fractionation of H
+
3
drastically changes, with the values much smaller
sticking around 5×10−4 (panel c). This means
that the assumption of a constant depletion factor
can strongly affect the models and the interpre-
tation of observational data, overestimating the
amount of CO left in gas-phase, which normally
will continue to be adsorbed over time, while the
collapse proceeds. We finally report in panel-d the
case where full depletion has been assumed, i.e.
no CO in gas phase (fdep = ∞). This test sug-
gests us that a full depletion assumption at small
scales is reasonable, as the deuterium fractiona-
tion is not so different from the case where we
accurately follow the CO depletion in time. With
our results we prove that the depletion process,
strongly density-dependent, is indeed very fast at
small scales where densities easily reach values of
about 108 cm−3, making the assumption of full
depletion good enough to be used in very expen-
sive three-dimensional simulations. The deutera-
tion fraction between the time-dependent freeze-
out case and the fully depleted case is very sim-
ilar in the central 0.01 pc and changes by maxi-
mum 40% on larger scales. This result is also sup-
ported by recent observational work by Sabatini et
al. (2019), which showed that full depletion con-
ditions can be reached for scales below ∼0.15 pc,
not different from those we report in these simu-
lations.
3.2. Slow collapse at core level
To explore timescales for the different processes
we have initialised a less dense core (M1 in Ta-
ble 4), highly supervirial. The results are reported
in Fig. 2 at three different times. From top to
bottom panels we show the total column density,
the depletion factor (for both CO and N2), and
the deuteration fraction for H+3 (map) and N2H
+
(red contours), respectively. To reach high values
of depletion compared to the core M0 (Fig. 1)
more time is needed. At 30 kyr, for instance, the
depletion process is slowly started, while after 95
kyr the values of fdep are around a hundred on an
extended region. In the fast collapse case we al-
ready reached a full depletion stage (fdep > 100)
in the inner part of the core, on scales of 0.05 pc
after only 30 kyr. The slow collapse core shows
larger values of the depletion factor at around
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Fig. 3.— From top to bottom: total column den-
sity, column density-weighted CO (map) and N2
(white contours) depletion factor, H+3 deuterium
fractionation, and N2H
+ deuterium fractionation
at t = 50 kyr, for the clump with M = 1.6 (left),
and the more turbulent case withM = 10 (right).
180 kyr on a larger scale. This effect is induced
by the fact that the core has more time to become
denser also in the outer region. Nevertheless, in
one third of the free-fall time also this highly tur-
bulent core is able to reach high values of deutera-
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tion in both tracers, with H+3 being more extended
and larger than N2H
+. Typical values of Dfrac
are in between 0.01-0.5 in the entire region. These
are in general larger than the fast collapse case,
but we should consider that the time evolution
we span is in both cases much shorter than typi-
cal dynamical timescales. N2 depletion, is slightly
slower than CO. This is mainly due to the time
lag needed to form N2 via slow neutral-neutral re-
actions (Nguyen et al. 2018), which allows to have
a continuous formation of N2, compared to CO,
which forms quickly but also depletes faster (see
also Pagani et al. 2012).
3.3. Clumps and the effect of turbulence
To see how the depletion timescale and the col-
lapse change on different spatial scales we per-
formed simulations of a collapsing massive clump
with MBE = 160 M, and a radius of 0.7 pc (M2
in Table 4). We kept the mass-to-flux ratio equal
to the core simulations to allow for the same mag-
netic support. In this clump we are subvirial and
we expect the collapse to proceed fast.
In Fig. 3 left column, we plot maps of the total
column density, the column density-weighted CO
and N2 depletion factors, and the deuterium frac-
tionation (both in H+3 and in N2H
+). The collapse
proceeds monolithically, as expected for fast col-
lapse conditions, and the depletion reaches high
values in roughly 50 kyr (just six percent of the
free-fall time), but on very small scales (< 0.05
pc). The deuteration is fast and reaches values
larger than 10−3 in H+3 , while N2H
+ similarly to
the core case proceeds slower. We have to con-
sider, once again, that dynamically this clump is
very young, as it evolved only for six percent of the
free-fall time. We expect deuteration to increase
quickly in a short time.
The reference clump (M2) has a Mach num-
ber of 1.6 and it is subvirial. We ran a second
clump (M3) with M = 10, making the clump
highly supervirial (αvir ∼ 24) to explore the ef-
fect of turbulence. In Fig. 3 right column, we
report the results at 50 kyr, and compare them
to the reference massive clump (M2). We first
note that the clump slowly collapses in a filamen-
tary fragmented structure as seen from the total
column density map. Due to the ongoing frag-
mentation, the column density-weighted depletion
factor is larger and more extended compared to
the monolithic collapse case (M2). In this specific
case also the depletion factor for N2 reaches high
values in the inner part. In both clumps the CO
depletion factor is larger than 100, i.e. more than
99.9% of the CO is frozen-out on the surface of
dust grains, but on different scales. In the same
figure we also show the deuterium fractionation of
N2H
+ and H+3 . While both tracers show high level
of deuteration, close to observed values, H+3 is in
general more widely distributed. This is in part
due to the fact that to form N2D
+ a large amount
of H2D
+ and N2 are needed.
Overall, the turbulence has a dual effect here,
first to slow-down the collapse, but most impor-
tantly to enhance fragmentation, with the net re-
sult of having larger column densities at core scales
and larger depletion and deuteration values com-
pared to a monolithic collapse. We note that fil-
amentary structures have been also observed for
example by Fontani et al. (2016). The fragmen-
tation into low-mass cores seems to point towards
global collapse theories with formation of low-mass
stars and subsequent accretion to form high-mass
protostars (e.g. Motte et al. 2018). However, at
this stage, it would be very speculative to rule out
other theories even though our simulations go in
the direction of a global collapse with turbulence
playing a crucial role in the fragmentation of the
gas.
3.4. Grain-size effects and other parame-
ters
The grain-size plays an important role in the
chemistry of the deuteration because it affects the
depletion rate which in turn can delay or speed-
up the deuteration process. For the adsorption,
in general, kads ∝ 〈a〉−1, which means that larger
grain radii decrease the adsorption rate and inhibit
depletion. On the contrary smaller radii boost the
depletion process. This has been already shown
by Sipila¨ et al. (2010) in a simple one-dimensional
study, and here we confirm the same trend. When
employing a size properly calculated from a typical
MRN grain-size distribution, i.e. 〈a〉 = 0.035 µm,
the depletion values are larger than 100, implying
a fully depleted situation. By assuming a typi-
cal grain size of 0.1 µm instead the depletion is
reduced by more than a factor of three. This is
reported in Fig. 4 (top left), where we show the
time evolution obtained from an average over a
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Fig. 4.— Time evolution of column density-weighted average for the CO and N2 depletion factor, 〈fCOdep 〉
(on the top left) and 〈fN2dep〉 (top right panel), respectively, H+3 (bottom left panel) and N2H+ (bottom right
panel) deuterium fractionation for different parameters: H2 ortho-to-para ratio, cosmic-ray ionisation rate,
and grain-size. The comparison between different CRIR and OPR runs are done with our reference grain-size
〈a〉 = 0.035 µm. The only run with different grain-size is clearly reported in the legend.
scale of 20,000 AU. A similar effect is seen also for
the N2 depletion factor (on the top right panel).
In addition, for N2 we also note a stronger im-
pact of the CRIR, due to the lower binding energy
compared to CO. In the same figures (bottom left
and bottom right panels) we report the effect of
different parameters on deuterium fractionation.
The bottom left panel shows the deuterium frac-
tionation for H+3 and the bottom right panel the
one for N2H
+. From this figure we see how an
increase of the grain-size to typical values of 0.1
µm causes an increase of the deuteration even if
depletion decreased. The deuteration increase is
not easy to disentangle as there is a mix of pro-
9
cesses which can cause this trend. The increase in
Dfrac(N2H
+) is due to a combined effect: i) a less
efficient N2 depletion which implies more nitro-
gen available in the gas-phase to form N2D
+ via
N2 + H2D
+ reaction; ii) more atomic deuterium
available in gas-phase which boosts the abundance
of D2 with an effect on the o-H2D
+ abundance via
H+3 + D2 reaction. In addition, there is also more
atomic deuterium which boosts N2D
+ via a second
reaction N2H
+ + D.
We show in the same figure also the effect of
varying the cosmic-ray ionisation rate (CRIR) and
the H2 ortho-to-para ratio (OPR). As expected,
and similarly to what was already reported in
Ko¨rtgen et al. (2018) an increase of the CRIR
boosts the deuteration while it has a negative ef-
fect on the depletion produced by a faster desorp-
tion induced by the cosmic rays. Once again there
is an anticorrelation among different parameters
which are important for the deuteration. A de-
crease of the H2 OPR increases the deuteration
by almost one order of magnitude when we move
from the statistical ratio of three down to typical
expected values of about 0.1. No effects on the
depletion are reported.
Overall, this analysis suggests us that the CO
depletion is not the only driver of deuteration, the
OPR and in particular the grain-size can boost
deuteration even in the cases with less efficient de-
pletion.
3.5. Comparison with observations
To give a general overview of our results we
report in Fig. 5 the time evolution of the depletion
factor fdep for the different realizations (M0, M1,
M2, and M3). We average over a beamsize of 2,000
AU and 20,000 AU centered on the column density
peak, for the cores and the clumps, respectively.
The general trend is very similar for all the cases
presented: the depletion increases over time. The
timescale to reach these values is however different
going from 30-50 kyr for fast collapse or situations
where fragmentation occurs, to 100 kyr for slow
collapse (and less massive) cases. We note, once
again, that an fdep = 100 or larger means that
almost the entire CO in gas phase is now on dust
(∼99.9%), i.e. a full depletion case. This stage is
reached within very small fractions of the free-fall
time, suggesting that full depletion situations are
very likely in high-mass star-forming regions and
the low observed values are only due to dilution
effects.
A comment on the effect of cosmic-rays induced
desorption is necessary at this point. This process
tends to act against the depletion, releasing CO
into the gas-phase. What we see in our simulations
is that this effect is very mild due to the high den-
sities reached (n ∼ 108 cm−3) in the center. The
latter boosts the adsorption process, as its nature
is intrinsically collisional and directly proportional
to the density. Cosmic-rays induced desorption
acts against the depletion but on longer timescales
and only when a high-depletion stage has already
been reached. Typical timescales for CO cosmic-
rays induced desorption can be analytically esti-
mated, and are around 104 years or longer. In ad-
dition, considering that the density reaches high
values in a short time, and that cosmic-rays flux
should in general be lower in high-density regions
(e.g. Padovani et al. 2009), we expect this effect
to be even weaker.
PSF convolution To allow for a direct com-
parison of our depletion values with those from
observations, our maps were convolved with a 2D-
Gaussian function5 considering different FWHM:
2,000 AU, in the case of ALMA-like observations
in Band 6, and 20,000 AU in the case of a typical
APEX beam. Both FWHMs are calculated as-
suming the same distance as for G351.77-0.51 (i.e.
∼1 kpc, Leurini et al. 2011) and the frequency
of the CO (2-1) transition. The observed deple-
tion factor has been seen to vary between 1 and 6
in maps with a resolution of 36” (Sabatini et al.
2019). We report the results of this convolution
in Fig. 5 and compare with the non-convolved
ones. Before convolution, depletion factors go up
to fdep ∼ 103 at a resolution of ∼ 6.6 × 10−5
pc/pixel. Once the convolution is applied, we
see that high depletion factors are indeed masked,
with changes ranging from a factor of 2 at the core
scale (FWHM=2,000 AU) to values which go down
by an order of magnitude, leading to typical ob-
served fdep of 3-8 (see right panels for the clump
cases, FWHM=20,000 AU). This would mean that
observed values are actually representing a full de-
5For the convolution the astropy.convolution “convolve”
function was applied, between our maps and the 2D-
Gaussian generated by the ”Gaussian2Dkernel” function
of astropy.modeling.models.
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Fig. 5.— Time evolution of the column density-weighted CO depletion factor fdep for different realizations.
Top left: the reference case core with M = 60 M, top right: standard clump (M2), bottom left: the slow
collapse core with M = 20 M, and bottom right: the clump with high turbulence (M = 10). The average
is calculated over the beamsize (2,000 AU and 20,000 AU for the core and the clump, respectively) centered
at Npeak. In the same figure we reroprt the time evolution for the convolved maps.
pletion stage, which is difficult to observationally
retrieve as already shown through different analy-
sis by Sabatini et al. (2019); Ford & Shirley (2011);
Pagani et al. (2012). We expect that properly solv-
ing the radiative transfer equation and produce
more realistic synthetic observations will further
lower the fdep values. This will be explored in a
forthcoming paper.
To give a statistical significance to our compar-
ison with observations we take the Top100 sample
(Giannetti et al. 2017; Ko¨nig et al. 2017), which
report CO depletion factors for several high-mass
clumps at different evolutionary stages. We select
the least evolved, the ones which are dark at 70
and 24 micron, named 70w and IRw, respectively
and report in Fig. 6 a boxplot, which includes
all our simulations for the clumps after convolu-
tion. We compare the latter with the 70w only
sample (resembling very early stages of the star-
formation process), and the mix of 70w and IRw
sources, which then include also sources that are
more evolved but still at an early stage (with tem-
peratures still below 20 K and luminosities around
100 L). The median of the distribution is very
similar both for our theoretical sample and for
the observational ensemble, with values around
〈fCOdep〉 = 4. The minimum and the maximum are
quite in agreement, in particular when we consider
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Fig. 6.— Boxplot of the convolved simulations,
observations from Top100 (Giannetti et al. 2017;
Ko¨nig et al. 2017) by considering only the 70w
sources, and one set by including also the IRw.
On the right y-axis we report the percentage of
CO which remains in gas phase.
the 70w only sample, meaning that our simula-
tions are more representative of a very early stage
in the star-formation process.
4. Discussion and Conclusions
Depletion of heavy elements, in particular CO,
has a strong impact on the gas and surface chem-
istry of prestellar cores. Deuterium fractionation,
is one of these processes. In this paper we have
reported the first, to date, MHD simulations of
high-mass star-forming regions at different scales
(clumps and cores) fully coupled with a compre-
hensive non-equilibrium chemical network to as-
sess the impact of CO depletion timescale on the
chemistry, with particular focus on the deuterium
fractionation of two important tracers of these re-
gions, H+3 and N2H
+. We have found high lev-
els of CO depletion in all our realizations, with
subsequent increase of the Dfrac. N2 depletion
turned out to be less efficient, due to its formation
channel via slow neutral-neutral reactions, which
competes with the depletion process. N2 evolu-
tion is in fact very similar also when we start with
full N2 conditions. Values of fdep(CO) in between
50-1000 can be reached in short timescales, frac-
tions of the free-fall time. This would support the
theory that a high level of deuteration is built up
over a very short time. No specific effects on the
timescales of these processes have been observed
when going from clumps to cores. On the con-
trary, the turbulence represents a key physical in-
gredient in the collapse of these regions. Highly
turbulent clumps showed signs of fragmentation,
with the newly formed cores reaching high den-
sities. This led to a high level of CO depletion
and high deuteration on larger scales, even higher
than in the cases of monolithic rapid collapse. An
analysis of the effect of different key parameters
showed that CO depletion and deuteration are af-
fected by the grain-size. While depletion processes
usually decrease when the grain-size is increased,
the deuteration has shown a rapid increase. This
is mainly due to higher abundances of key species
(D, N2, and D2 for example) in gas-phase, which
are then available to boost formation channels for
H2D
+ and N2D
+.
Results from a simple PSF convolution would
suggest that the low observed values for fdep are in
reality masking a full depletion stage (see also Pa-
gani et al. 2012). We have also disentangled the ef-
fect of line-of-sight integration and beam-averaged
quantities (i.e. before and after convolution), com-
paring them with the real values coming from the
simulations based on local quantities. The loss due
to line-of-sight effects (projection) is already very
large and we are able to recover only 4% of the
depletion factor at the density peak. When we
apply the convolution at different FWHMs (i.e.
different telescope resolutions) we recover only a
very small portion of the real values, going from
2% for a FWHMs = 500 AU (typical of ALMA)
to 0.02% for an APEX–like FWHM of 20,000 AU.
To appreciate the effect of telescope/spatial res-
olution, we compare the convolved values with
the non-convolved ones taking the column den-
sity. In this case, even with a very good reso-
lution (FWHM = 500 AU) we can recover only
50% of the depletion factor, while this percentage
drops to 0.7% for FWHM = 20,000 AU. This is on
top of the line-of-sight effects. Overall, the com-
bined effects of integrating over the line-of-sight,
and the spatial limits imposed by telescopes reso-
lution, show a dramatic information loss with re-
spect to the real depletion factors. From observa-
tions, we can therefore only obtain a lower limit
on the amount of depletion, while it seems un-
likely that the true values in the central part can
be recovered, unless the depleted region is very
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extended.
To conclude, the observed high-level of CO de-
pletion, together with the very short timescale
needed to reach typically observed deuteration
(Dfrac ∼ 0.1), within the studied parameters
space, would question the importance of deu-
terium fractionation as a reliable chemical clock,
unless the early stages of high-mass star-formation
are really short. Uncertainties on the initial con-
ditions, and degeneracy on the results should how-
ever be kept into consideration and further ex-
plored.
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