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On the non-transverse homoclinic channel of a center manifold
Cezary Olszowiec, Dmitry Turaev
Abstract
We consider a scenario when a stable and unstable manifolds of compact center manifold of a saddle-
center coincide. The normal form of the ODE governing the system near the center manifold is derived and so
is the normal form of the return map to the neighbourhood of the center manifold. The limit dynamics of the
return map is investigated by showing that it might take the form of a Henon-like map possessing a Lorenz-
like attractor or satisfy ’cone-field condition’ resulting in partial hyperbolicity. We consider also motivating
example from game theory.
1 - Introduction
1.1 Outline
In this paper we investigate a toy-model consisting of a saddle-center in R4 and its 2 - dimensional compact
center manifold which 3 - dimensional stable and unstable manifolds coincide, i.e. they create a non-transverse
homoclinic channel, later denoted by I (see fig. 6). We derive normal form of the return map to the vicinity of
the center manifold along I and under some additional assumptions investigate its dynamics. Although all of the
orbits starting in the vicinity of I accumulate on I, the limit dynamics of the return map might be very complicated.
Even in the very simple scenario the return map might turn out to be a 3 - dimensional Henon-like map possessing
a Lorenz-like attractor (see [8], [9]). The return map can also satisfy the so-called ’cone-field condition’ and hence
be partially hyperbolic in the originally investigated coordinates, which leads to the existence of smooth invariant
foliation. Factorizing along the leaves of this foliation reduces the problem to the investigation 2-dimensional
mapping.
The motivation for studying this toy-model comes from the bimatrix Rock-Scissors-Paper game. In [11] the
problem of describing the dynamics on the boundary of the codimension 1 was considered. In RSP model the
existence of 2 - dimensional invariant manifold with connecting non-transverse homoclinic channel naturally
appears for all considered parameter values. In fact this 2-dimensional invariant manifold has 6 - connected
components and they are connected with the corresponding 6 pieces of the non-transverse homoclinic channel.
Each of these pieces lies in a different invariant codimension 1 subspace. In this paper we provide general picture
of RSP model as an example in the section 2.3 as well as relation to the toy-model we consider. In particular we
touch the questions arising in RSP model including the form of the scattering maps defined by the pieces of the
non-transverse homoclinic channel and dynamics in the vicinity of this channel, i.e. the possibility of reduction
the problem to the study of the scattering maps and infinite shadowing of their composition.
Despite that in the RSP model the homoclinic channel is non-transverse and the general theory of scattering maps
assumes transversality condition to hold (see [4]), the considered homoclinic channel in fact fulfills the invariant
codimension 1 invariant subspaces, hence it makes it possible to consider scattering maps in the RSP model.
However in the absence of the transversality condition it is not possible to utilise topological tools [19] to ensure
infinite shadowing of the scattering maps as in [4], [5], [7]. Furthermore, in comparison to our toy-model we
provide explanation why one should not expect infinite shadowing of the scattering maps in the RSP model.
Scattering maps are a powerful geometric tool for investigations especially in diffusion problems in Hamiltonian
systems (scattering map becomes symplectic in this case). However, they are not defined in the case of intersection
of invariant manifolds being robustly non-transvere. The problem of shadowing along such a non-transverse
connections with the usage of topological tools was investigated in [6], which is also related to the problems from
cezary.olszowiec@gmail.com
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RSP model [11].
Although in theory one gets rid off the issues with the non-transversality via perturbation methods, in practice the
problems of non-transversality have to be dealt with and appear in real systems, e.g. in Celestial Mechanics. As
an example we refer to [1], where it has been found, that the full set of heteroclinic connections between invariant
tori in a fixed energy level of the Hill’s model is bounded by the heteroclinic connection between periodic orbits
and also by a pair of non-transverse heteroclinic connections of the tori (in fact the invariant manifolds of the tori
are tangent along this connection).∗ Our paper also adresses this type of questions. In fact we show that even
in the simplest toy-model with additional restrictive assumptions, one should expect very complicated behaviour,
e.g. existence of the Lorenz-like attractor for the return map which in suitable coordinates can be presented as a
3-dimensional Henon-like map. It was proven in [8], [9] that under some additional assumptions such a Henon-
like map can be approximated by the time - 1 map of the flow governed by the Shimizu-Morioka system. The
existence of the geometric Lorenz attractor for the Shimizu-Morioka system was recently proven in [3].
1.2 The organisation of the paper
In the remaining part of this section we briefly introduce considered model and state the main results of the paper.
In the section 2 we describe an example related to the considered toy-model, i.e. Rock-Scissors-Paper game.
In the section 3.1 we derive the normal form of the ODE, governing considered toy-model, near the center mani-
fold.
Section 3.2 contains derivation of the normal form of the return map to the cross section in the vicinity of the
center manifold.
In 2, under some additional assumption we prove the existence of the foliation theorem resulting in the description
of the limit dynamics of the return map. In this case we prove existence of a Lorenz-like attractor for the return
map.
We show in section 3.4 that the return map might satisfy a ’cone-field condition’, resulting in its partial hyperbol-
icity and existence of the foliation, which allows us to factorize the 3-dimensional return map along the leaves of
this foliation.
1.3 Setting of the problem and statement of the results
We consider a saddle-center in R4 and its 2 - dimensional center manifold D foliated by periodic orbits. We
assume that the center manifold possesses the 3 - dimensional stable and unstable manifolds which coincide (see
fig. 6). We prove the following theorem about the normal form of this system near the center manifold:
Theorem. There exists local coordinates (v1, v2, r, φ) ∈ R4 near the center manifold D in which (0, 0, 0, 0) is
the saddle-center and the set {(0, 0, r, φ) | r ∈ [0, 1], φ ∈ [0, 1)} is the center manifold D. The (r, φ) are polar
coordinates. The coordinates v1, v2 correspond to the locally unstable and stable directions. The normal form of
the ODE describing this model, near the center manifold is:
v˙1 = p(r) · v1 + p0(v1, v2, r, φ) · v12v2
v˙2 = ς(r) · v2 + ς0(v1, v2, r, φ) · v1v22
r˙ = v1v2 · r0(v1, v2, r, φ)
φ˙ = ω(r) + v1v2 · ω0(v1, v2, r, φ)
with p0, ς0, r0, ω0 being 1 - periodic in φ.
We derive the normal form of the return map along the non-transverse homoclinic channel I, created formed
by the coincidence of stable and unstable manifolds of D:
Theorem. The normal form of the return map to the cross section S 1 := {v1 = h} is v2r
φ
 7→

h ·
(
v2·a1(r,φ)
h
)· −ς(b0(r,φ))p(b0(r,φ)) + O(v2 · ln(v2))
b0(r, φ) + O(v2)
c0(r, φ) − ω(b0(r,φ))p(b0(r,φ)) · ln(
v2
h ) + O(v2 · ln(v2)) (mod 1)

with b0, c0, a1 being 1 - periodic in φ.
*We thank Josep-Maria Mondelo for this reference.
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We investigate the dynamics of the return map under condition ς(r) + p(r) < 0:
Theorem. If ς(r) + p(r) < 0, then there exists a neighbourhood of the homoclinic channel I, such that orbit of
each point from this neighbourhood accumulates on I.
Furthermore we investigate the dynamics of the return map after the coordinate transformation z ≈ ln(v2)
Theorem. The normal form of the return map along I, in the coordinates (z, r, φ) is: zr
φ
 7→
 Ω(r, φ) + Γ(r, φ) · z + O(z · e
z)
b0(r, φ) + O(ez)
c(r, φ) + z + O(z · ez) (mod 1)
 (1.1)
with Ω, Γ(r, φ) = − ς(b0(r,φ))p(b0(r,φ)) , b0, c being 1 - periodic in φ.
Assuming that − ς(b0(r,φ))p(b0(r,φ)) = Γ(r, φ) = Γ ∈ N2, we prove that in the limit with v2 → 0, the dynamics of the
return map are the same as the dynamics of its truncated version: zr
φ
 7→
 Ω(r, φ) + Γ · z (mod 1)b0(r, φ)
c(r, φ) + z (mod 1)
 (1.2)
This is due to the following theorem we prove:
Theorem. For the mapping $:
$ : R × R × R × S 1 3

v2
z
r
φ
 7→

h · ( a1(r,φ)·v2h ) −ς(b0(r,φ))p(b0(r,φ)) + h.o.t.(v2)
Ω(r, φ) + Γ(r, φ) · z + O(v2 · ln(v2)) (mod 1)
b0(r, φ) + O(v2)
c(r, φ) + z + O(v2 · ln(v2)) (mod 1 )
 ∈ R × R × R × S 1 (1.3)
there exists a C1 and $ - invariant foliation L = {h(z, r, φ)} of the space (v2, z, r, φ), with C2 leaves given by the
graphs of the functions v2 = h(z, r, φ).
So there is a one-to-one correspondence between the orbits under the return map (1.1) and truncated return
map (1.2).
It turns out that the coefficients Ω(r, φ),Γ, b0(r, φ), c(r, φ) can be choosen in such a way that the truncated return
map is conjugated to the 3 - dimensional Henon-like map possessing Lorenz-like attractor.
Proposition. There exist coefficients Ω(r, φ), Γ, b(r, φ), c(r, φ), such that the mapping
T :
 zr
φ
 7→
 Ω(r, φ) + Γ · z (mod 1)b(r, φ)
c(r, φ) + z (mod 1)
 (1.4)
has a fixed point with a normal form, in a suitable coordinates, given by: xy
w
 7→
 yw
x + y − w + A · y2 + B · y · w + C · w2 + h.o.t.
 (1.5)
with (C−A) ·(A−B+C) > 0. Hence, by [8], [9] and [3] there exists arbitrarily small perturbation of this mapping
possessing a Lorenz-like attractor.
Finally we investigate partial hyperbolicity of the truncated return map:
Proposition. There exist coefficients Ω(r, φ), Γ(r, φ), b(r, φ), c(r, φ), such that the mapping T possesses an invari-
ant cone-field
CL,(z,r,φ) :=
{
v = v1 + v23 ∈ T(z,r,φ)M | v1 = (v11, 0, 0), v23 = (0, v2, v3) such that ||v23|| < L · |v1|
}
where M := R × [0, 1] × S 1, L < 1 and || · || denotes the Euclidean norm.
In consequence, truncated return map is partially hyperbolic and so there exists an invariant foliation with
leaves of the form (r, φ) = h(z). So one can factorize the truncated return map along the leaves in order to reduce
its study to the 2-dimensional mapping.
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2 - Non-transverse homoclinic channel in the Rock-Scissors-Paper game
2.1 Basic facts about scattering maps for autonomous flows
In this section, as a background to the following ones, we briefly introduce (after [4]) the notion of the scattering
map for autonomous flows.
For our purposes, let us assume that Φ is a C∞ smooth flow on a manifold M and Λ ⊂ M let be a normally
hyperbolic invariant manifold.
Firstly let us recall the definitions of the stable and unstable manifolds of Λ and of x ∈ Λ
W sΛ :=
{
y ∈ M | d(Φt(y),Λ) ≤ Cye−β·t, t ≥ 0
}
, WuΛ :=
{
y ∈ M | d(Φt(y),Λ) ≤ Cye−β·|t|, t ≤ 0
}
W sx :=
{
y ∈ M | d(Φt(y),Φt(x)) ≤ Cx,ye−β·t, t ≥ 0
}
, Wux :=
{
y ∈ M | d(Φt(y),Φt(x)) ≤ Cx,ye−β·|t|, t ≤ 0
}
The constant β > 0 is an expansion rate from Λ.
Assume that there exists a manifold Γ ⊂ W s
Λ
∩ Wu
Λ
, along which W s
Λ
, Wu
Λ
intersect transversally, i.e. for every
x ∈ Γ:
TxM = TxW sΛ + TxW
u
Λ, TxW
s
Λ ∩ TxWuΛ = TxΓ
For the definition of the scattering map, it is also required to assume that Γ is transverse to the W sx , W
u
x foliations,
i.e. for every x ∈ Γ we have
TxΓ ⊕ TxW sx+ = TxW sΛ , TxΓ ⊕ TxWux− = TxWuΛ
The wave operator is defined as the mapping:
Ω± : W s,uΛ 3 x 7→ x± ∈ Λ
where x± is such that
|Φt(x) − Φt(x±)| ≤ Cx,x±e−β·|t|, as t → ±∞
We say that Γ is a homoclinic channel if intersection of W s
Λ
, Wu
Λ
is transverse along Γ and that Γ is transverse to
the W sx , W
u
x foliations. Moreover we require from the wave operators
ΩΓ± :=
(
Ω±
)∣∣∣
Γ
: Γ→ ΩΓ±
(
Γ
)
⊂ Λ
to be Cl−1 diffeomorphisms. Here l is the smoothness of the normally hyperbolic invariant manifold Λ.
Definition 1. Assume that Γ is a homoclinic channel. The scattering map is defined as
σΓ := ΩΓ+ ◦
(
ΩΓ−
)−1
2.2 Rock-Scissors-Paper game
Let us recall the basic facts about Rock-Scissors-Paper game. We consider bimatrix game with payoff matrices
(A, BT ), where:
A =
 X 1 −1−1 X 1
1 −1 X
 B =
 Y 1 −1−1 Y 1
1 −1 Y

X , Y ∈ (−1, 1) are the rewards for ties.
Assuming perfect memory of the players X, Y , the dynamics are governed by the coupled replicator equations
(see [13]): x˙i = xi[(Ay)i − xT Ay]y˙ j = y j[(Bx) j − yT Bx]
with i, j = 1, 2, 3, and x1 + x2 + x3 = 1, y1 + y2 + y3 = 1, where xi, yi denote the probabilities of playing strategy i
by players X and Y , respectively. We investigate these equations as a system of ODE’s in R4:
x˙1 = x1[(Ay)1 − xT Ay]
x˙2 = x2[(Ay)2 − xT Ay]
y˙1 = y1[(Bx)1 − yT Bx]
y˙2 = y2[(Bx)2 − yT Bx]
with substitutions x3 = 1− x1 − x2, y3 = 1− y1 − y2 and constraints x1, x2 ≥ 0, x1 + x2 ≤ 1, y1, y2 ≥ 0, y1 + y2 ≤ 1.
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Remark 1. If each of the players is restricted to only two strategies, then either all orbits are periodic and spiral
around one of the 6 equilibria or they converge to one of the draw equilibrium (R,R), (P, P), (S , S ) with time
tending to ±∞. The latter case occurs for the system restricted to the subspaces {xi = 0, yi = 0}, i = 1, 2, 3.
The following was already investigated in [11]:
Proposition 1. There are 6 equilibria Za,Zb,Zc,Zd,Ze,Z f of (1,2,1) type (1-dim. stable manifold, 2-dim. center
manifold, 1-dim. unstable manifold), which are centers within the 2 dimensional invariant subspaces Ha,Hb,Hc,Hd,He,H f
(where the system is integrable), and have one dimensional stable and unstable manifolds W sa,W
u
a ,W
s
b,W
u
b ,
W sc ,W
u
c ,W
s
d,W
u
d ,W
s
e ,W
u
e ,W
s
f ,W
u
f :
Za =
(
0,
2
3 − Y ,
1 + X
3 + X
,
2
3 + X
)
,Ha = {x1 = 0, y3 = 0},W sa ⊂ {x1 = 0},Wua ⊂ {y3 = 0}
Zb =
(
0,
1 + Y
3 + Y
,
1 − X
3 − X , 0
)
, Hb = {x1 = 0, y2 = 0}, W sb ⊂ {y2 = 0}, Wub ⊂ {x1 = 0}
Zc =
( 1 − Y
3 − Y , 0, 0,
1 + X
3 + X
)
, Hc = {x2 = 0, y1 = 0}, W sc ⊂ {x2 = 0}, Wuc ⊂ {y1 = 0}
Zd =
( 2
3 + Y
, 0,
2
3 − X ,
1 − X
3 − X
)
,Hd = {x2 = 0, y3 = 0},W sd ⊂ {y3 = 0},Wud ⊂ {x2 = 0}
Ze =
(1 + Y
3 + Y
,
2
3 + Y
, 0,
2
3 − X
)
,He = {x3 = 0, y1 = 0},W se ⊂ {y1 = 0},Wue ⊂ {x3 = 0}
Z f =
( 2
3 − Y ,
1 − Y
3 − Y ,
2
3 + X
, 0
)
,H f = {x3 = 0, y2 = 0},W sf ⊂ {x3 = 0},Wuf ⊂ {y2 = 0}
Remark 2. On the boundary of codimension 1, the orbits travel from one invariant hyperplane Hσ
(with σ ∈ {a, b, c, d, e, f }) of dimension 2 to another one.
The following observation is based on the numerical simulations performed within the invariant subspaces
{xi = 0}, {y j = 0} and as well in the 4 dimensional neighbourhood of the subspaces Ha,...,H f .
Remark 3. For all X , Y ∈ (−1, 1), the following inclusions hold:
W s(Ha) = Wu(Hb) ⊂ {x1 = 0}, W s(Hb) = Wu(H f ) ⊂ {y2 = 0}, W s(H f ) = Wu(He) ⊂ {x3 = 0}
W s(He) = Wu(Hc) ⊂ {y1 = 0}, W s(Hc) = Wu(Hd) ⊂ {x2 = 0}, W s(Hd) = Wu(Ha) ⊂ {y3 = 0}
(a) X = −0.09, Y = −0.79 (b) X = 0.81, Y = 0.11 (c) X = 0.41, Y = 0.81 (d) X = −0.79, Y = −0.29
Figure 1: Generic types of behaviour of the flow on the boundary {x1 = 0}, red curve is a a backward orbit of
starting point close to the stable manifold of Za, blue curve is a forward orbit of a starting point close to the
unstable manifold of Zb. The curves stay either (a) close to each other for all times, (b) close near the subspace
{y2 = 0}, (c) close near {y3 = 0}, (d) or are faraway from each other.
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Hb
γ12W s(γ12) Wu(γ12)
Ha
γ13W s(γ13)
Wu(γ13)
Hd
γ23
W s(γ23)
Wu(γ23)
HcHe
H f
Figure 2: Six two-dimensional invariant squares described in the propositions (1) and (3). Red/blue curves relate
to the fibers of the unstable/stable manifolds of the periodic orbits lying within invariant squares, respectively.
2.3 Dynamics in the neighbourhood of the non-transverse homoclinic channel in the Rock-Scissors-
Paper game
In this subsection we describe the non-transverse homoclinic channel appearing in the Rock-Scissors-Paper game
and as well investigate the dynamics in its neighbourhood.
To start with, note that from the latter remark 3, it follows that there exists a homoclinic channel consisting of
invariant subspaces Ha,...,H f and its invariant manifolds, which are connected in sequence Ha → Hd → Hc →
He → H f → Hb → Ha. Here Ha → Hd means that Wu(Ha) = W s(Hd) (analogously for other connections).
Note that this homoclinic channel, which we denote by I, is non-transverse, since corresponding stable/unstable
manifolds coincide.
We want to investigate the dynamics near the channel I.
Remark 4. Since for any point in I, its omega limit set is the subset of one of the invariant subspaces Ha,...,H f (the
same holds for alpha limit set), our idea would be to reduce the study of the dynamics in the vicinity of the channel
I to the composition of 6 scattering maps Ha 7→ Hd, Hd 7→ Hc, Hc 7→ He, He 7→ H f , H f 7→ Hb, Hb 7→ Ha. For
this purpose, it would be necessary to establish (infinite) shadowing of the composition of the scattering maps.
Since the homoclinic channel I is non-transverse, we cannot follow the approach presented in [4], [5], [7], [19].
Note however that these 6 scattering maps are well defined since these six pieces of homoclinic channel are in fact
invariant subspaces, either {xi = 0} or {yi = 0}. Instead, in the remaining part of this section we want to check
whether the channel I is locally attracting, i.e. if there exists a neighbourhood of the channel I so that each orbit
from this neighbourhood accumulates on I.
Note that due to the Z3 symmetry of the Rock-Scissors-Paper model it suffices to investigate only subspaces
Hb = {x1 = 0, y2 = 0} and Hc = {x2 = 0, y1 = 0}.
For Hb, we consider the (x1, y2) part of the vector field of the original system
x˙1 = x1[(Ay)1 − xT Ay]
x˙2 = x2[(Ay)2 − xT Ay]
y˙1 = y1[(Bx)1 − yT Bx]
y˙2 = y2[(Bx)2 − yT Bx]
with substitutions x3 = 1− x1 − x2, y3 = 1− y1 − y2 and constraints x1, x2 ≥ 0, x1 + x2 ≤ 1, y1, y2 ≥ 0, y1 + y2 ≤ 1.
That is x˙1 = x1[(Ay)1 − xT Ay]y˙2 = y2[(Bx)2 − yT Bx]
6
and corresponding linearized vector field at x1 = 0, y2 = 0, with x3 = 1 − x2, y3 = 1 − y1.
V(x2, y1) =
(
V1(x2, y1)
V2(x2, y1)
)
:=
(
(Ay)1 − xT Ay
(Bx)2 − yT Bx
)
If γ is a periodic solution of the (original) system reduced to the subspace Hb (2.1 below), with substitutions
x3 = 1 − x2, y3 = 1 − y1. x˙2 = x2[(Ay)2 − xT Ay]y˙1 = y1[(Bx)1 − yT Bx] (2.1)
then the rate of attraction/repulsion to/from the periodic orbit γ ⊂ Hb is a number:∫
γ
(
V1(x2, y1) + V2(x2, y1)
)
=
∫
γ
(
(Ay)1 − xT Ay + (Bx)2 − yT Bx)
The corresponding rates for hyperplane Hc can be computed analogously.
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-28
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Figure 3: Image of two different periodic orbits γ1, γ2 from Hb under the same scattering map Hb → Ha. The
horizontal axis parameterizes the time, ranging from 0 to the period of the orbit, and the vertical axis parameterizes
periodic orbits in Ha.
This figure suggests that the unstable manifold of γ1 and of γ2 intersect transversally (within the invariant subspace
{x1 = 0}) stable manifolds of the nontrivial family of periodic orbits from Ha.
Remark 5. For all parameter values X , Y , for which we computed these rates of attraction/repulsion to/from
periodic orbits, we do not find any reason for the total sum of these rates, for the whole loop consisting of
six hyperplanes Ha, Hb, Hc, Hd, He, H f , to be negative. This explains the figures (5), where we investigate
numerically shadowing of composition of 6 scattering maps corresponding to 6 pieces of the non-transverse
homoclinic channel.
In conclusion, in finite time the orbit of an initial point being close to the unstable manifold (but not belonging
to it) of any of these invariant 2 dimensional hyperplanes (Ha,...,H f ), will eventually stop shadowing the sequence
of hyperplanes and leave the neighbourhood of this non-transverse homoclinic channel I.
Corollary 1. The homoclinic channel I is repelling and so the dynamics near it cannot be fully described by the
composition of the aforementioned 6 scattering maps.
In fact, the calculated ratios of attraction/repulsion to the orbits tell us that when considering the flow backward
in time, all of the orbits from some neighbourhood of the channel I accumulate on I.
Remark 6. In the section 3 we will consider a toy-model motivated by this example of a non-transverse homoclinic
channel I from Rock-Scissors-Paper. We will identify invariant subspaces Ha,...,H f with one center manifold D
foliated with periodic orbits and assume that the stable/unstable manifold of this center manifold D coincide.
However we will assume that this homoclinic channel is locally attracting, so the toy-model will resemble a
homoclinic channel I from the Rock-Scissors-Paper game with reversed time.
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Figure 4: Picture presenting a joint image of periodic orbits under the scattering map. Horizontal axis parameter-
izes (by energy function) periodic orbits in Hb, vertical axis parameterizes periodic orbits in Ha
(a) Parameter values for which at least 1% of the points
drawn close to the one of the center manifolds visit
in sequence neighbourhoods of 60 consecutive center
manifolds.
(b) Parameter values for which at least 1% of the points
drawn close to the one of the center manifolds visit in
sequence neighbourhoods of 12 consecutive center man-
ifolds, i.e. comes back two times to the neighbourhood
of the initial center manifold.
(c) Parameter values for which at least 10% of the points
drawn close to the one of the center manifolds visit in
sequence neighbourhoods of 6 consecutive center mani-
folds, i.e. comes back to the neighbourhood of the initial
center manifold.
(d) Parameter values for which at least 25% of the points
drawn close to the one of the center manifolds visit in
sequence neighbourhoods of 6 consecutive center mani-
folds, i.e. comes back to the neighbourhood of the initial
center manifold.
Figure 5: Numerical investigation of the repulsion from the homoclinic channel in the Rock-Scissors-Paper game
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2.4 Discussion
What we were actually interested in, is the form of the scattering maps between the invariant squares Ha, ...,H f
and what information they provide about the dynamics near the non-transverse homoclinic channel I consisting
of invariant squares and their stable/unstable manifolds (see figure 2).
In the figure (3), there are two examples of the images of periodic orbits (from invariant squares) under the
scattering map.
Figure (4) presents joint image of the family of parameterized periodic orbits from one invariant square under the
scattering map. See the captions under the figures for details and explanations.
However, the conclusion of this section is that although the images of the scattering maps look very complicated,
due to lack of the attraction to the homoclinic channel and lack of infinite shadowing of the scattering maps
(compare with [4], [7], [5] and [19], where the transversality condition for the homoclinic channel is essential),
one cannot reduce the study of the behaviour near this non-transverse homoclinic channel to the study of the
scattering maps between the invariant squares.
All of the numerical computations and simulations were performed with the usage of the tools implemented in
CAPD Library [2].
3 - The toy-model
3.1 Normal form of the ODE near the center manifold
Motivated by the example of a non-transverse homoclinic channel I in the Rock-Scissors-Paper game, we consider
in this section the following ODE in R4:
x˙ = F(x) (3.1)
with F - real analytic, F(0) = 0 and the point spectrum σ(dF(0)) = {λ1, λ2, λ3, λ4}, where λ1 > 0, λ2 < 0, |λ3| = 1,
λ3 = λ¯4.
Assume that the fixed point x = 0 possesses a 2-dimensional compact center manifold Wc(0) on which the flow is
periodic (i.e. the center manifold is foliated with periodic orbits). After straightening Wc(0), so that it becomes a
2-dimensional disc D and introducing the polar coordinates (r, φ) ∈ [0, 1) × [0, 1) on it, we perform the change of
the coordinates (x1, x2, x3, x4) 7→ (v1, v2, r, φ) so that we can rewrite (3.1) in the following form:
v˙1 = f1(v1, v2, r, φ)
v˙2 = f2(v1, v2, r, φ)
r˙ = f3(v1, v2, r, φ)
φ˙ = f4(v1, v2, r, φ)
(3.2)
with ∂ f1∂v1 (0, 0, 0, 0) = λ1,
∂ f2
∂v2
(0, 0, 0, 0) = λ2,
∂ f1
∂v2
(0, 0, 0, 0) = ∂ f2∂v1 (0, 0, 0, 0) = 0.
Moreover assume that 3 - dimensional stable and unstable manifolds (i.e. W s(D), Wu(D)) of the center manifold
D = Wc(0) coincide.
Remark 7. In particular their intersection is non-transverse and forms a non-transverse homoclinic channel
which we denote by I. Because of the lack of the transversality condition, I does not fit into the definition of a
homoclinic channel from [4]. We emphasize it by calling I a non-transverse homoclinic channel.
After expanding f1, f2, f3, f4 in terms of (v1, v2) in the vicinity of (0, 0), for any (r, φ) ∈ [0, 1] × [0, 1) and
straightening local unstable and stable manifolds of D = Wc(0) to be locally the 3-dimensional tubes (v1, 0, r, φ)
and (0, v2, r, φ) we arrive at the simplified system of equations given by the analytic vector field:
v˙1 = p(r, φ) · v1 + p00(v1, v2, r, φ) · v1
v˙2 = ς(r, φ) · v2 + ς00(v1, v2, r, φ) · v2
r˙ = r00(r, φ) + v1v2 · r0(v1, v2, r, φ)
φ˙ = ω00(r, φ) + v1v2 · ω0(v1, v2, r, φ)
(3.3)
with r00, ω00, r0, ω0, p, p00, ς, ς00 being 1-periodic with respect to φ.
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D0
Wu(D)
W s(D)
Figure 6: 2 - dimensional center manifold D, foliated with periodic orbits, with its coinciding stable and unstable
manifolds W s(D) = Wu(D)
Assumption 1. Since v1, v2 are respectively unstable and stable directions, then p(r, φ) > 0 and ς(r, φ) < 0, for
all r, phi. Moreover we assume that p(r, φ) + ς(r, φ) < 0, which will eventually result in channel I being locally
attracting, i.e. orbits starting near the channel I will accumulate on I.
Until the end of this section we will perform analytic transformations of the coordinates leading us to the
analytic and convergent normal form of the ODE describing this model near the center manifold:
v˙1 = p(r) · v1 + p0(v1, v2, r, φ) · v12v2
v˙2 = ς(r) · v2 + ς0(v1, v2, r, φ) · v1v22
r˙ = v1v2 · r0(v1, v2, r, φ)
φ˙ = ω(r) + v1v2 · ω0(v1, v2, r, φ)
(3.4)
with p0, ς0, r0, ω0 being 1 - periodic in φ.
We start with simplifications of (r, φ) coordinates in (3.3), for this we need the following lemma about the action-
angle coordinates in the integrable Hamiltonian system:
Lemma 1. Under the above assumptions, there exists an analytic and convergent change of coordinates that
transforms system r˙ = r00(r, φ)φ˙ = ω00(r, φ) (3.5)
into the action-angle coordinates ξ˙ = 0ζ˙ = ω(ξ) (3.6)
with 0 ≤ r < 1, 0 ≤ ξ < 1 and ω(r) := ∫ 10 ω00(r, φ′)dφ′
Proof. Let us write
ξ(t) := r(t) · Ψ(t), ζ(t) := r(t) · (t)
Then
0 = ξ˙(t) = Ψ(φ) · r˙ + dΨ
dt
· r = Ψ(φ) · r00(r, φ) + dΨdt · r
and
ω(ξ) = ζ˙(t) = (φ) · r˙ + d
dt
· r = (φ) · r00(r, φ) + ddt · r
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Hence
Ψ(t) = exp
(
−
∫ t
0
r00(r(s), φ(s))
r(s)
ds
)
under assumption Ψ(0) = 1. In the same way we find that
(t) = exp
(
−
∫ t
0
r00(r(s), φ(s))
r(s)
ds
)
·
∫ t
0
ω(r(t′)) · exp
( ∫ t′
0
r00(r(s), φ(s))
r(s)
ds
)
dt′

Due to the above lemma (1), we can assume that the system (3.3) is governed by the equations:
v˙1 = p(r, φ) · v1 + p00(v1, v2, r, φ) · v1
v˙2 = ς(r, φ) · v2 + ς00(v1, v2, r, φ) · v2
r˙ = v1v2 · r0(v1, v2, r, φ)
φ˙ = ω(r) + v1v2 · ω0(v1, v2, r, φ)
(3.7)
In order to reduce the above system 3.7 by coordinates transformation into 3.4, we follow the steps of reduction
as in [15]. Let us introduce:
p1(r, φ, v1) := p00(v1, 0, r, φ)
p2(r, φ, v2) := p00(0, v2, r, φ)
p3(r, φ, v1, v2) := p00(v1, v2, r, φ) − p1(r, φ, v1) − p2(r, φ, v2)
ς1(r, φ, v1) := ς00(v1, 0, r, φ)
ς2(r, φ, v2) := ς00(0, v2, r, φ)
ς3(r, φ, v1, v2) := ς00(v1, v2, r, φ) − ς1(r, φ, v1) − ς2(r, φ, v2)
(3.8)
In the system (3.7) we want to get rid of the terms p1, p2, ς1, ς2, by subsequent analytic and convergent
changes of coordinates. Next four propositions will consequently deal with the terms p2, then ς1, p1, ς2 (see [15],
[16]).
Proposition 2. Killing the term p2 with substitution ξ1 := v1 + h1(r, φ, v2) · v1
Proof. We have
ξ˙1 = v˙1 · (1 + h) + v1 ·
(∂h1
∂r
r˙ +
∂h1
∂φ
φ˙ +
∂h1
∂v2
v˙2
)
=
= v1 · (1 + h) ·
(
p(r, φ) + p1(r, φ, v1) + p2(r, φ, v2) + p3(r, φ, v1, v2)
)
+ v1 ·
(∂h1
∂r
v1v2 · r0(v1, v2, r, φ)
+
∂h1
∂φ
(ω(r) + v1v2 · ω0(v1, v2, r, φ)) + ∂h1
∂v2
· v2 · (ς(r, φ) + ς1(r, φ, v1) + ς2(r, φ, v2) + ς3(r, φ, v1, v2))
)
= ξ1 ·
(
p(r, φ) + p1(r, φ, v1) + p2(r, φ, v2) + p3(r, φ, v1, v2)
)
+v1 ·
(∂h1
∂φ
ω(r) +
∂h1
∂v2
· v2 · (ς(r, φ) + ς2(r, φ, v2) + ς3(r, φ, v1, v2))
)
+ h.o.t.
So in order to kill the term p2, it suffices to find the function h1 such that h1(r, φ, 0) = 0 and:
−(1 + h1) · p2 = ∂h1
∂φ
ω(r) +
∂h1
∂v2
· v2 ·
(
ς(r, φ) + ς2(r, φ, v2)
)
Let us take h1(r, φ, v2) = h1(r, v2), i.e. ∂h1∂φ = 0. Consider the system:X˙ = −(1 + X) · p2(r, φ, v2)v˙2 = v2 · (ς(r, φ) + ς2(r, φ, v2)) (3.9)
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Due to p2(r, φ, 0) = 0, the point (X, v2) = (0, 0) is a fixed point. The linearized system at (0, 0) is: 0 −∂p2∂v2 (r, φ, 0)0 ς(r, φ)
 ◦ ( Xv2
)
=
 −∂p2∂v2 (r, φ, 0)v2
ς(r, φ)v2
 (3.10)
Note that we assume ς(r, φ) < 0 for all r and φ. As this is the only non-zero eigenvalue of the matrix governing
linearized system above, then from the strong stable manifold theorem for fixed points, follows the existence of
h1 which is its parameterization. 
Proposition 3. Killing the term ς1 with substitution ξ2 := v2 + h2(r, φ, v1) · v2
Proof. The only difference with respect to the previous proposition is that we need to solve the following equation
for h2 in order to kill the term ς1:
h2(r, φ, 0) = 0 and − (1 + h2) · ς1 = ∂h2
∂φ
ω(r) +
∂h2
∂v1
· v1 · p(r, φ)
Let h2(r, φ, v1) = h2(r, v1), i.e. ∂h2∂φ = 0.
Consider the system: X˙ = −(1 + X) · ς1(r, φ, v1)v˙1 = v1 · p(r, φ) (3.11)
Due to ς1(r, φ, 0) = 0, the point (X, v1) = (0, 0) is a fixed point. The linearized system at (0, 0) is:(
0 −∂ς1∂v1 (r, φ, 0)
0 p(r, φ)
)
◦
(
X
v1
)
=
( −∂ς1∂v1 (r, φ, 0)v1
p(r, φ)v1
)
(3.12)
As we assume p(r, φ) > 0 for all r and φ, from the strong unstable manifold theorem for fixed points, follows the
existence of required h2 which is its the parameterization. 
Proposition 4. Killing the term p1 with substitution ξ1 := v1 + h3(r, φ, v1) · v1
Proof. Here in order to kill the term p1, we have to look for h3 such that:
h3(r, φ, 0) = 0 and − (1 + h3) · p1 = ∂h3
∂φ
ω(r) +
∂h3
∂v1
· v1 ·
(
p(r, φ) + p1(r, φ, v1)
)
Let h3(r, φ, v1) = h3(r, v1), i.e.
∂h3
∂φ = 0. Consider the system:X˙ = −(1 + X) · p1(r, φ, v1)v˙1 = v1 · (p(r, φ) + p1(r, φ, v1)) (3.13)
Due to p1(r, φ, 0) = 0, the point (X, v1) = (0, 0) The linearized system at (0, 0) is: 0 −∂p1∂v1 (r, φ, 0)0 p(r, φ) + p1(r, φ, 0)
 ◦ ( Xv1
)
=
 −∂p1∂v1 (r, φ, 0)v1p(r, φ)v1
 (3.14)
As in the previous propositions, the strong unstable manifold theorem for fixed points, guarantees the existence
of h3. 
Proposition 5. Killing the term ς2 with substitution ξ2 := v2 + h4(r, φ, v2) · v2
Proof. In order to kill the term ς2, we look for h4 satisfying the following conditions:
h4(r, φ, 0) = 0 and − (1 + h4) · ς2 = ∂h4
∂φ
ω(r) +
∂h4
∂v2
· v2 ·
(
ς(r, φ) + ς2(r, φ, v2)
)
Let h4(r, φ, v2) = h4(r, v2), i.e. ∂h4∂φ = 0. Consider the system:X˙ = −(1 + X) · ς2(r, φ, v2)v˙2 = v2 · (ς(r, φ) + ς2(r, φ, v2)) (3.15)
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Due to ς2(r, φ, 0) = 0, the point (X, v2) = (0, 0) is a fixed point. The linearized system at (0, 0) is:(
0 −∂ς2∂v2 (r, φ, 0)
0 ς(r, φ) + ς2(r, φ, 0)
)
◦
(
X
v2
)
=
( −∂ς2∂v2 (r, φ, 0)v2
ς(r, φ)v2
)
(3.16)
Hence from the strong stable manifold theorem for fixed point, follows the existence of h4 which is its the param-
eterization. 
In order to obtain the normal form (3.4) of the ODE near the center manifold D, we need to utilize the lemmas
above along with the following:
Lemma 2. There exists an analytic and convergent change of the coordinates that transforms system
v˙1 = p(r, φ) · v1 + Θ(v1, v2, r, φ) · v1
v˙2 = ς(r, φ) · v2 + Λ(v1, v2, r, φ) · v2
r˙ = v1v2 · r0v(v1, v2, r, φ)
φ˙ = ω(r) + v1v2 · ω0v(v1, v2, r, φ)
(3.17)
into 
z˙1 = p0(r) · z1 + θ(z1, z2, r, φ) · z1
z˙2 = ς0(r) · z2 + λ(z1, z2, r, φ) · z2
r˙ = z1z2 · r0z(z1, z2, r, φ)
φ˙ = ω(r) + z1z2 · ω0z(z1, z2, r, φ)
(3.18)
with
p0(r) :=
∫ 1
0
p(r, φ) dφ, ς0(r) :=
∫ 1
0
ς(r, φ) dφ
and θ, λ being 1 -periodic in φ
Proof. Let us write
v1 := z1 · (1 + w1(r, φ)), v2 := z2 · (1 + w2(r, φ))
with w1(r, 0) = w2(r, 0) = 0. Then
v˙1 = z˙1 ·
(
1 + w1(r, φ)
)
+ z1 ·
(∂w1
∂r
r˙ +
∂w1
∂φ
φ˙
)
=
=
(
p0(r)z1 + θ(z1, z2, r, φ)z1
)
·
(
1 + w1(r, φ)
)
+ z1 ·
(∂w1
∂r
· z1z2 · r0(z1, z2, r, φ)(1 + w1(r, φ))(1 + w2(r, φ)) + ∂w1
∂φ
ω(r)
+
∂w1
∂φ
· z1z2 · ω0(z1, z2, r, φ)(1 + w1(r, φ))(1 + w2(r, φ))
)
(3.19)
On the other hand
v˙1 = p(r, φ)v1 + Θ(v1, v2, r, φ)v1
= p(r, φ)z1(1 + w1(r, φ)) + Θ(v1, v2, r, φ)z1(1 + w1(r, φ))
(3.20)
Hence we need to solve for w1 the following equation:
p0(r)(1 + w1(r, φ)) +
∂w1
∂φ
ω(r) = p(r, φ)(1 + w1(r, φ))
which gives
1
1 + w1(r, φ)
· ∂w1
∂φ
=
1
ω(r)
(p(r, φ) − p0(r))
and so
1 + w1(r, φ) = exp
( ∫ φ
0
p(r, φ′) − p0(r)
ω(r)
dφ′
)
Analogously we find that
1 + w2(r, φ) = exp
( ∫ φ
0
ς(r, φ′) − ς0(r)
ω(r)
dφ′
)
By comparing expressions for v˙1, v˙2 and using formulas for w1, w2, we get that θ and λ are 1 - periodic in φ. 
13
Hence, the above lemma and propositions, give us the analytic and convergent normal form:
v˙1 = p(r) · v1 + p0(v1, v2, r, φ) · v12v2
v˙2 = ς(r) · v2 + ς0(v1, v2, r, φ) · v1v22
r˙ = v1v2 · r0(v1, v2, r, φ)
φ˙ = ω(r) + v1v2 · ω0(v1, v2, r, φ)
(3.21)
with p0, ς0, r0, ω0 being 1 - periodic in φ.
3.2 Normal form of the return map
In this section we solve the system of equations (3.21) near the center manifold (v1, v2, r, φ) = (0, 0, r, φ), find the
local - Shilnikov map (proposition 6), and the return map to the neigbourhood of Wc(0) along the non-transverse
homoclinic channel (proposition 1).
Proposition 6. The local Shilnikov map from the cross section S 2 = {v2 = h} to cross section S 1 = {v1 = h} is
given by :
v¯2 = h ·
(
v1(0)
h·(1−hv1(0)·O(1))
) −ς(r(0))
p(r(0)) (1 − h2 ·
(
v1(0)
h·(1−hv1(0)·O(1))
) −ς(r(0))
p(r(0)) · O(1)) + h.o.t
r¯ = r(0) + v1(0)h(1−hv1(0)·O(1)) · O(1) + h.o.t.
φ¯ = φ(0) + −1p(r(0)) ln
(
v1(0)
h·(1−hv1(0)·O(1))
)
·
(
ω
(
r(0)
)
+ ω′
(
r(0)
) · v1(0)h·O(1)(1−hv1(0)·O(1)) ) + v1(0)h·O(1)(1−hv1(0)·O(1)) + h.o.t.
(3.22)
Proof. Assume that v2(0) = h and v1(τ) = h, we want to find expression for v2(τ) in terms of v1(0). Denote by
P(s, t) :=
1
−t + s
∫ t
s
p
(
r(s′)
)
ds′
and
G(s) :=
1
s
∫ s
0
ς
(
r(s′)
)
ds′
then ∫ τ
t
e(−τ+s)·P(s,τ)v˙1(s)ds = v1(τ) − v1(t) · e(−τ+t)·P(t,τ) +
∫ τ
t
p
(
r(s)
) · e(−τ+s)·P(s,τ)v1(s)ds =∫ τ
t
p
(
r(s)
) · e(−τ+s)·P(s,τ)v1(s)ds + ∫ τ
t
p0
(
r(s), φ(s), v1(s), v2(s)
)
· v21(s)v2(s) · e(−τ+s)·P(s,τ)ds
after rearrangement of the terms
v1(t) = v1(τ)e(τ−t)·P(t,τ) −
∫ τ
t
p0
(
r(s), φ(s), v1(s), v2(s)
)
· v21(s)v2(s) · e(s−t)·P(t,s)ds
By solving analogously the rest of the equations, we arrive with the system:
v1(t) = v1(τ)e(τ−t)·P(t,τ) −
∫ τ
t p0
(
r(s), φ(s), v1(s), v2(s)
)
· v21(s)v2(s) · e(s−t)·P(t,s)ds
v2(t) = v2(0)et·G(t) − et·G(t)
∫ t
0 ς0
(
r(s), φ(s), v1(s), v2(s)
)
· v1(s)v22(s) · e−s·G(s)ds
r(t) = r(0) +
∫ t
0 v1(s)v2(s) · r0
(
r(s), φ(s), v1(s), v2(s)
)
ds
φ(t) = φ(0) +
∫ t
0 ω
(
r(s)
)
ds +
∫ t
0 v1(s)v2(s) · ω0
(
r(s), φ(s), v1(s), v2(s)
)
ds
(3.23)
We utilize the method of the consecutive approximations of the solution with the first one taken to be:
v1(t) := v1(τ)e(−τ+t)·p(r(0))
v2(t) := v2(0)et·ς(r(0))
r(t) := r(0)
φ(t) := φ(0) +
∫ t
0 ω
(
r(s)
)
ds
(3.24)
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Plugging this into the latter system (3.23), we obtain the second approximation of the solution:
v1(t) = v1(τ) · e(−τ+t)·p(r(0)) − v21(τ)v2(0) · e(−2τ+t)·p(r(0)) · (eτ·(p(r(0))+ς(r(0)) − et·(p(r(0))+ς(r(0))) · O(1)
v2(t) = v2(0) · et·ς(r(0)) − v1(τ)v22(0) · et·ς(r(0))e−τ·p(r(0)) · (eτ·(p(r(0))+ς(r(0)) − et·(p(r(0))+ς(r(0))) · O(1)
r(t) = r(0) + v1(τ)v2(0) · e−τ·p(r(0)) · (et·(p(r(0))+ς(r(0)) − 1) · O(1)
φ(t) = φ(0) +
∫ t
0 ω
(
r(s)
)
ds + v1(τ)v2(0) · e−τ·p(r(0)) · (et·(p(r(0))+ς(r(0)) − 1) · O(1)
(3.25)
One can prove by induction that this formulas hold for all of the successive iterations. In conclusion, the true
solution of the system (3.23) satisfies:
v1(t) = v1(τ) · e(−τ+t)·p(r(0)) − v21(τ)v2(0) · e(−2τ+t)·p(r(0)) · O(1)
v2(t) = v2(0) · et·ς(r(0)) − v1(τ)v22(0) · e−τ·p(r(0))+t·ς(r(0)) · O(et·(p(r(0))+ς(r(0)))
r(t) = r(0) + v1(τ)v2(0) · O(e−τ·p(r(0)))
φ(t) = φ(0) +
∫ t
0 ω
(
r(s)
)
ds + v1(τ)v2(0) · e−τ·p(r(0)) · O(1)
(3.26)
This means that (3.24), i.e. the solution of the truncated system:
v˙1 = p(r) · v1
v˙2 = ς(r) · v2
r˙ = 0
φ˙ = ω(r)
(3.27)
approximates the solution of the primary system (3.21) at time τ with the error v1(τ)v2(0) ·O(e−τ·p(r(0))). Note that
we assumed p(r) > 0. The solution to the latter system (3.27) at time τ is given by:
v1(0) = v1(τ)e−τ·p(r(0))
v2(τ) = v2(0)eτ·ς(r(0))
r(τ) = r(0)
φ(τ) = φ(0) + τ · ω(r(0))
(3.28)
We find the solution to (3.26) in the following way. The first equation gives:
v1(t) = v1(τ)e(−τ+t)·p(r(0))(1 − v1(τ)v2(0) · e−τ·p(r(0)) · O(1))
from which we find
v1(0) = v1(τ)e−τ·p(r(0))(1 − v1(τ)v2(0) · e−τ·p(r(0)) · O(1))
and so
e−τ·p(r(0)) =
v1(0)
v1(τ) · (1 − v1(τ)v2(0) · e−τ·p(r(0)) · O(1))
which can be substituted once again in the denominator. Taking into account that τ→ +∞ as v1(0)→ 0:
e−τ·p(r(0)) =
v1(0)
v1(τ) · (1 − v1(τ)v2(0) · v1(0)v1(τ)·(1−v1(τ)v2(0)e−τ·p(r(0))·O(1)) · O(1))
In consequence one can rewrite the latter equation up to higher order terms:
e−τ·p(r(0)) =
v1(0)
v1(τ) · (1 − v2(0)v1(0) · O(1))
From which we can read the approximated formula for τ:
τ =
−1
p(r(0))
· ln
( v1(0)
v1(τ) · (1 − v2(0)v1(0) · O(1))
)
which we plug into the equations for v2(τ), r(τ), φ(τ)
v2(τ) = v2(0) · eτ·ς(r(0)) · (1 − v1(τ)v2(0) · eτ·ς(r(0)) · O(1))
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and obtain
v2(τ) = v2(0) · ( v1(0)v1(τ)·(1−v2(0)v1(0)·O(1)) )
−ς(r(0))
p(r(0)) · (1 − v1(τ)v2(0) · ( v1(0)v1(τ)·(1−v2(0)v1(0)·O(1)) )
−ς(r(0))
p(r(0)) O(1)) + h.o.t
r(τ) = r(0) + v1(0)v2(0)(1−v2(0)v1(0)·O(1)) · O(1)
φ(τ) = φ(0) +
∫ τ
0 ω
(
r(s)
)
ds + v1(0)v2(0)(1−v2(0)v1(0)·O(1)) · O(1) + h.o.t.
(3.29)
After expanding
∫ τ
0 ω
(
r(s)
)
ds with the use of approximation r(t) ≈ r(0) + v1(τ)v2(0) ·O(e−τ·p(r(0))) (taken from the
equation (3.26)), we find that
φ(τ) = φ(0) + τ · (ω(r(0)) + ω′(r(0)) · v1(0)v2(0)
(1 − v2(0)v1(0) · O(1)) · O(1) + h.o.t.) +
v1(0)v2(0)
(1 − v2(0)v1(0) · O(1)) · O(1)
which finally gives us
v2(τ) = v2(0) ·
(
v1(0)
v1(τ)·(1−v2(0)v1(0)·O(1))
) −ς(r(0))
p(r(0)) (1 − v1(τ)v2(0) ·
(
v1(0)
v1(τ)·(1−v2(0)v1(0)·O(1))
) −ς(r(0))
p(r(0)) · O(1)) + h.o.t
r(τ) = r(0) + v1(0)v2(0)(1−v2(0)v1(0)·O(1)) · O(1) + h.o.t.
φ(τ) = φ(0) + −1p(r(0)) ln
(
v1(0)
v1(τ)·(1−v2(0)v1(0)·O(1))
)
·
(
ω
(
r(0)
)
+
ω′g(r(0))v1(0)v2(0)·O(1)
(1−v2(0)v1(0)·O(1)) + h.o.t.
)
+
v1(0)v2(0)·O(1)
(1−v2(0)v1(0)·O(1))
(3.30)

Remark 8. Note that all of the performed transformations were analytic. The local Shilnikov map obviously is
analytic as well.
Assumption 2. We assume that the global map from the cross section S 1 = {v1 = h} to S 2 = {v2 = h} along the
non-transverse homoclinic channel I is analytic.
Proposition 7. The truncated global map ”glob” from the cross section S 1 = {v1 = h} to S 2 = {v2 = h} along the
non-transverse homoclinic channel is given by: v2r
φ
 7→
 a1(r, φ) · v2b0(r, φ) + b1(r, φ) · v2
c0(r, φ) + c1(r, φ) · v2)
 (3.31)
Proof. Let us expand the map
glob : S 1 3 (v2, r, φ) 7→ (glob1(v2, r, φ), glob2(v2, r, φ), glob3(v2, r, φ)) ∈ S 2
in terms of v2 - being very small, that is:
glob(v2, r, φ) =
 a0(r, φ) + a1(r, φ) · v2 + h.o.t.b0(r, φ) + b1(r, φ) · v2 + h.o.t.
c0(r, φ) + c1(r, φ) · v2 + h.o.t.
 (3.32)
Due to the existence of the homoclinic channel I we have a0 = 0. 
In the following theorem we derive the formula for the return map along the homoclinic channel I:
Theorem 1. The return map loc ◦ glob : S 1 → S 1, in suitable coordinates (z, r, φ), with z := ln( v2h ) is given by: zr
φ
 7→

(
ln(a1(r, φ)) + z
)
· −ς(b0(r,φ))p(b0(r,φ)) + O(z · ez)
b0(r, φ) + O(ez)
(c0(r, φ) − ω(b0(r,φ))p(b0(r,φ)) · ln(a1(r, φ))) +
−ω(b0(r,φ))
p(b0(r,φ))
· z + O(z · ez) (mod1)
 (3.33)
Proof. In order to compose the local map with the global return map between the sections S 1 and S 2 we need to
perform the following substitutions 
v1(0) = a1(r, φ) · v2 + h.o.t.
r(0) = b0(r, φ) + b1(r, φ) · v2 + h.o.t.
φ(0) = c0(r, φ) + c1(r, φ) · v2 + h.o.t.
(3.34)
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in the equations (3.30), which brings us the following form of the return map:
v¯2 = h
(
a1(r,φ)·v2+h.o.t.
h·(1−h(a1(r,φ)·v2)·O(1))
) −ς(b0(r,φ)+b1(r,φ)·v2)
p(b0(r,φ)+b1(r,φ)·v2) ·
(
1 − h2( a1(r,φ)·v2h·(1−h(a1(r,φ)·v2)·O(1)) )
−ς(b0(r,φ)+b1(r,φ)·v2)
p(b0(r,φ)+b1(r,φ)·v2) · O(1)
)
+ h.o.t
r¯ = b0(r, φ) + b1(r, φ) · v2 + h·(a1(r,φ)·v2)(1−h(a1(r,φ)·v2)·O(1)) · O(1) + h.o.t.
φ¯ = c0(r, φ) + c1(r, φ) · v2 + −1p(b0(r,φ)+b1(r,φ)·v2) · ln
(
a1(r,φ)·v2
h·(1−h(a1(r,φ)·v2)·O(1))
)
· ω(b0(r, φ) + b1(r, φ) · v2)+(− ln ( a1(r,φ)·v2h·(1−h(a1(r,φ)·v2)·O(1)) )
p(b0(r,φ)+b1(r,φ)·v2) · ω′
(
b0(r, φ) + b1(r, φ) · v2
)
+ 1
)
· h(a1(r,φ)·v2)(1−h(a1(r,φ)·v2)·O(1)) · O(1) + ... + h.o.t.
(3.35)
which can be further simplified to
v¯2 = h
(
a1(r,φ)·v2+h.o.t.
h·(1−h(a1(r,φ)·v2)·O(1))
) −ς(b0(r,φ)+b1(r,φ)·v2)
p(b0(r,φ)+b1(r,φ)·v2) + h.o.t
r¯ = b0(r, φ) + b1(r, φ) · v2 + h·(a1(r,φ)·v2)(1−h(a1(r,φ)·v2)·O(1)) · O(1) + h.o.t.
φ¯ = c0(r, φ) + c1(r, φ) · v2 + −1p(b0(r,φ)+b1(r,φ)·v2) · ln
(
a1(r,φ)·v2
h·(1−h(a1(r,φ)·v2)·O(1))
)
· ω(b0(r, φ)) + h.o.t.
(3.36)
the substitution
z := ln
(v2
h
)
, so: v2 = h · ez and z ≈ −∞ for v2 ≈ 0
performed in the equation (3.36), together with simplifications, leads us to:
v¯2 = h ·
(
a1(r, φ) · ez
)· −ς(b0(r,φ))p(b0(r,φ)) +O(z·ez) + h.o.t
r¯ = b0(r, φ) + b1(r, φ) · O(ez) + hez · O(1) + h.o.t.
φ¯ = c0(r, φ) + c1(r, φ) · hez − ω(b0(r,φ))p(b0(r,φ)) ·
(
z + ln(a1(r, φ))
)
+ O(z · ez) + h.o.t.
(3.37)
In conclusion: 
z¯ =
(
ln(a1(r, φ)) + z
)
· −ς(b0(r,φ))p(b0(r,φ)) + O(z · ez)
r¯ = b0(r, φ) + O(ez)
φ¯ =
(
c0(r, φ) − ω(b0(r,φ))p(b0(r,φ)) · ln(a1(r, φ))
)
+
−ω(b0(r,φ))
p(b0(r,φ))
· z + O(z · ez) ( mod 1 )
(3.38)

We are able to write the return map along the homoclinic channel I in a general and concise way due to the
following
Proposition 8. After rescaling variable z, the return map takes the form: zr
φ
 7→
 Ω(r, φ) + Γ(r, φ) · z + O(z · e
z)
b0(r, φ) + O(ez)
c(r, φ) + z + O(z · ez) (mod 1)
 (3.39)
with
Ω(r, φ) :=
ω(b0(r, φ))
p(b0(r, φ))
· ln(a1(r, φ)) · −ς(b0(r, φ))p(b0(r, φ))
Γ(r, φ) :=
−ς(b0(r, φ))
p(b0(r, φ))
c(r, φ) := c0(r, φ) − ω(b0(r, φ))p(b0(r, φ)) · ln(a1(r, φ))
)
Proof. If we now denote α(r) := −ω(r)p(r) and H(z, r, φ) :=
(
z · α(r), r, φ) then
H ◦ loc ◦ glob ◦ H−1(z, r, φ) =
( (
ln(a1(r, φ)) · α(b0(r, φ)) + z
)
· −ς(b0(r, φ))
p(b0(r, φ))
+ O(z · ez),
b0(r, φ) + O(ez),
(
c0(r, φ) − ω(b0(r, φ))p(b0(r, φ)) · ln(a1(r, φ))
)
+ z + O(z · ez) (mod 1)
)
=(
Ω(r, φ) + Γ(r, φ) · z + O(z · ez), b0(r, φ) + O(ez), c(r, φ) + z + O(z · ez) (mod 1)
)

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In the following two sections, we will investigate more carefully its truncated version. zr
φ
 7→
 Ω(r, φ) + Γ(r, φ) · zb0(r, φ)
c(r, φ) + z (mod 1)
 (3.40)
Proposition 9. The original return map satisfies condition:
RetS 1(z, r, φ) = loc ◦ glob(z, r, φ) + O(z · e−|z|)
Remark 9. All of the performed transformations were analytic, so the return map in the (z, r, φ) coordinates is
analytic.
3.3 The limit dynamics of the return map
In this section we will prove that in the special case − ς(b0(r,φ))p(b0(r,φ)) = Γ(r, φ) = Γ ∈ N, Γ > 1, the dynamics of the return
map are in the limit v2 → 0 the same as the dynamics of its truncated version. This follows immediately from the
theorem 2. Before stating it we need to introduce the objects which we will use in this section.
Let us consider the following mapping $:
$ : R × R × R × S 1 3

v2
z
r
φ
 7→

h · (a1(r,φ)·v2h ) −ς(b0(r,φ))p(b0(r,φ)) + h.o.t.(v2)
Ω(r, φ) + Γ(r, φ) · z + O(v2 · ln(v2)) (mod 1)
b0(r, φ) + O(v2)
c(r, φ) + z + O(v2 · ln(v2)) (mod 1 )
 ∈ R × R × R × S 1 (3.41)
Remark 10. In the definition of the mapping $, the variables v2 and z are independent.
Observe that: $(0, z, r, φ) =
(
0, loc ◦ glob(z, r, φ)).
On the other hand, $(v2, ln( v2h ), r, φ) =
(
h · ( a1(r,φ)·v2h ) −ς(b0(r,φ))p(b0(r,φ)) + h.o.t.(v2),RetS 1(ln( v2h ), r, φ)).
Definition 2. We say that a foliation L = {h(y)} with Cm leaves (m ≥ 0) given by the graphs of functions x = h(y)
is given in a domain W = {(x, y) | y ≥ 0, x ∈ S 1 × [0, 1] × S 1} if the following conditions are satisfied:
1. the domain of any function h(y) ∈ L is an open connected set in R and its graph lies entirely in W
2. for any point (x0, y0) ∈ W there exists a unique function h(y) ∈ L such that the domain of h(y) contains x0 and
h(y0) = x0 ( we denote this function by h(y; x0, y0)
3. the function h(y; x0, y0) is a Cm function of y for fixed x0 and y0
The graphs of the functions h(y) are called the leaves of L and are denoted by the same letter h.
Definition 3. A foliation L is said to be Cl-smooth (l ≥ 0) if h(y; x0, y0) is a Cl function of (y; x0, y0), i.e., all
partial derivatives of order ≤ l are continuous and uniformly bounded.
Definition 4. A foliation L of W is said to be $- invariant if for any leaf h ∈ L, h , W0, there exists a leaf h¯ ∈ L
such that $(h) ⊆ h¯
Definition 5. An arbitrary vector function µ(x0, y0) on W is called a field of hyperplanes. If µ(x0, y0) = ∂h∂y (y; x
0, y0)|y=y0
for some h ∈ L, then the field µ(x0, y0) is called a field of tangent hyperplanes to L.
Theorem 2. Let us rewrite
x := (z, r, φ), y := v2, (F,G) := $
so that: x¯ = F(x, y)y¯ = G(x, y) (3.42)
Assume that |det(∂F∂x (x, y))| is bounded from below by a positive constant independent of x and y.
Then there exists a $ - invariant C1 foliation L = {h(y)} (satisfying the above definitions) of the space W =
{(x, y) | y ≥ 0, x ∈ S 1 × [0, 1] × S 1}, with C2 leaves given by the graphs of the functions x = h(y) (hence
(z, r, φ) = h(v2)).
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Proof. We utilize the method described inter alia in [14], i.e. we find the field of tangent hyperplanes to L. Let us
denote the following derivatives 
A(x, y) := ∂F∂x (x, y)
B(x, y) := ∂F∂y (x, y)
C(x, y) := ∂G∂x (x, y)
D(x, y) := ∂G∂y (x, y)
(3.43)
All of the entries of A are continuous and bounded as a functions r and φ, moreover by assumption |det(A)| is
bounded from below by a positive constant independent of r, φ. Then one can easily find constants A3, B2,C2,D2 >
0 such that the following holds for any x and for any y sufficiently small:
||A−1(x, y)|| ≤ A3
||B(x, y)|| ≤ B2 · | ln y|
||C(x, y)|| ≤ C2 · |y|−
ς(b0(r,φ))
p(b0(r,φ)) · | ln y|
||D(x, y)|| ≤ D2 · |y|−
ς(b0(r,φ))+p(b0(r,φ))
p(b0(r,φ))
(3.44)
Notice that for any invertible square matrix P, we have ||P−1|| = (min||w||=1 ||Pw||)−1.
For µ - the field of hyperplanes to be the field of tangent hyperplanes to an invariant foliation of the form {x = h(y)},
the following condition has to be satisfied: dxdy = µ(x, y)dx¯
dy¯ = µ(x¯, y¯)
(3.45)
from (3.42) we obtain after differentiationdx¯ = ∂F∂x dx + ∂F∂y dy = (A(x, y) · µ(x, y) + B(x, y))dydy¯ = ∂G∂x dx + ∂G∂y dy = (C(x, y) · µ(x, y) + D(x, y))dy (3.46)
which leads us to
(A(x, y) · µ(x, y) + B(x, y)) = µ(x¯, y¯) · (C · µ(x, y) + D(x, y))
and in consequence
µ(x, y) = (A(x, y) − µ(x¯, y¯) ·C(x, y))−1 · (µ(x¯, y¯) · D(x, y) − B(x, y))
Where (x¯, y¯) = (F,G)(x, y) and V is the space of all fields of hyperplanes µ such that
1) µ(x, y) is a continuous vector function in W
2) sup{x∈S 1×[0,1]×S 1, y>0} ||µ(x,y)ln y || ≤ E for some E > 0
3) sup{x∈S 1×[0,1]×S 1} ||µ(x,y)ln y || = 0 as y→ 0
Space V equipped with a metric
d(µ1, µ2) := sup
{x∈S 1×[0,1]×S 1, y>0}
∣∣∣∣∣∣µ1(x, y) − µ2(x, y)
ln y
∣∣∣∣∣∣
is a complete metric space. Consider the mapping ΓV : V → V defined as follows:
ΓV (µ)(x, y) := (A(x, y) − µ(x¯, y¯) ·C(x, y))−1 · (µ(x¯, y¯) · D(x, y) − B(x, y)) (3.47)
The fixed points of ΓV correspond to the field of tangent hyperplanes to an invariant foliation. Moreover, as shown
in [14] (lemma 2 in [14]), if µ1, µ2 are the fields of tangent hyperplanes corresponding to invariant foliations
L1, L2, µ1 = ΓV (µ2) and h1 ∈ L1, then there exist h2 ∈ L2 such that (F,G)(h1) ⊂ h2. Let
M(y) :=
||A−1||−1 − ||D|| − √(||A||−1 − ||D||)2 − 4 · ||B|| · ||C||
2 · ||C||
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Note that M(y) < ||A
−1 ||−1
2·||C|| and for |y| sufficiently small:
M(y) =
2 · ||B||
||A−1||−1 − ||D|| + √(||A−1||−1 − ||D||)2 − 4 · ||B|| · ||C|| ≤ 4 · A3 · B2| ln y|
Hence the ball KM := {µ ∈ V | d(µ, 0) ≤ d(0,M(y))} is ΓV invariant and is a complete metric space with the metric
d. The mapping ΓV |KM is continuous and also is a contraction since:
||ΓV (µ1) − ΓV (µ2)|| = ||(A − µ1 ·C)−1(µ1 · D − B) − (A − µ2 ·C)−1(µ2 · D − B)|| =
||(A − µ1 ·C)−1(µ1 ·D − B) − (A − µ1 ·C)−1(µ2 ·D − B) + (A − µ1 ·C)−1(µ2 ·D − B) − (A − µ2 ·C)−1(µ2 ·D − B)|| =
||(A − µ1 ·C)−1(µ1 − µ2) · D + ((A − µ1 ·C)−1 − (A − µ2 ·C)−1)(µ2 · D − B)|| ≤
||(A − µ1 ·C)−1|| · ||(µ1 − µ2)|| · ||D|| + ||(A − µ1 ·C)−1 · (µ1 − µ2) ·C · (A − µ2 ·C)−1 · (µ2 · D − B)|| ≤
||(A − µ1 ·C)−1|| · ||(µ1 − µ2)|| · ||D|| + ||(A − µ1 ·C)−1|| · ||µ1 − µ2|| · ||C|| · ||(A − µ2 ·C)−1|| · ||(µ2 · D − B)|| =
||(µ1 − µ2)|| · (||(A − µ1 ·C)−1|| · ||D|| + ||(A − µ1 ·C)−1|| · ||C|| · ||(A − µ2 ·C)−1|| · ||(µ2 · D − B)||)
||(µ1 − µ2)|| · (||(A − µ1 ·C)−1|| · ||D|| + ||(A − µ1 ·C)−1|| · ||C|| · ||(A − µ2 ·C)−1|| · (||µ2|| · ||D|| + ||B||))
We can estimate the coefficient ||(A − µ1 ·C)−1|| as follows
||(A − µ1 ·C)−1|| = ( min||w||=1 ||A · w − µ1 ·C · w||)
−1 ≤ ( min
||w||=1
(||A · w|| − ||µ1 ·C · w||))−1
≤ ( min
||w||=1
||A · w|| + min
||w||=1
(−||µ1 ·C · w||))−1 ≤ ( min||w||=1 ||A · w|| − max||w||=1(||µ1 ·C · w||))
−1
≤ (||A−1||−1 − max
||w||=1
(||µ1 ·C · w||))−1 ≤ (||A−1||−1 − ||µ1|| · ||C||)−1
≤ (A−13 − M ·C2 · |y|−
ς(b0(r,φ))
p(b0(r,φ)) · | ln y|)−1
Hence, we can provide an estimate on the Lipshitz constant of :
||(A − µ1 ·C)−1|| · ||D|| + ||(A − µ1 ·C)−1|| · ||C|| · ||(A − µ2 ·C)−1|| · (||µ2|| · ||D|| + ||B||)
≤ (D2|y|
− ς(b0(r,φ))+p(b0(r,φ))p(b0(r,φ)) + (A−13 − MC2|y|−
ς(b0(r,φ))
p(b0(r,φ)) · | ln y|)−1C2|y|−
ς(b0(r,φ))
p(b0(r,φ)) | ln y| · (MD2|y|−
ς(b0(r,φ))+p(b0(r,φ))
p(b0(r,φ)) + B2| ln y|)
A−13 − M ·C2 · |y|−
ς(b0(r,φ))
p(b0(r,φ)) · | ln y|
so it is smaller than 1 for y - small enough and all z, r, φ. Hence, ΓV possesses a unique fixed point µ0 in KM, so
µ0(x, y) = (A(x, y) − µ0(x¯, y¯) ·C(x, y))−1 · (µ0(x¯, y¯) · D(x, y) − B(x, y)) (3.48)
In consequence ||µ0|| = O(ln y) and moreover ||∂µ0(x,y)∂(x,y) || = O
( 1
y
)
.
Furthermore, formal differentiation of the equation µ = ΓV (µ¯) with respect to (x, y) gives the formula for
∂µ(x, y)
∂(x, y)
=
(
A(x, y) − µ¯(x¯, y¯) ·C(x, y)
)−1 · (∂µ¯(x¯, y¯)
∂(x¯, y¯)
· ∂(F,G)(x, y)
∂(x, y)
· D(x, y) + µ¯(x¯, y¯) · ∂D(x, y)
∂(x, y)
− B(x, y)
∂(x, y)
)
+
(
A(x, y) − µ¯(x¯, y¯) ·C(x, y)
)−1 · (∂A(x, y)
∂(x, y)
− ∂µ¯(x¯, y¯)
∂(x¯, y¯)
· ∂(F,G)(x, y)
∂(x, y)
·C(x, y) −
−µ¯(x¯, y¯) · ∂C(x, y)
∂(x, y)
)
·
(
A(x, y) − µ¯(x¯, y¯) ·C(x, y)
)−1 · (µ¯(x¯, y¯) · D(x, y) − B(x, y))
So the equation above suggests to consider, for given µ¯, the following mapping Pµ¯ : N → N
Pµ¯(η¯)(x, y) :=
(
A(x, y) − µ¯(x¯, y¯) ·C(x, y)
)−1 · (η¯(x¯, y¯) · ∂(F,G)(x, y)
∂(x, y)
· D(x, y) + µ¯(x¯, y¯) · ∂D(x, y)
∂(x, y)
− B(x, y)
∂(x, y)
)
+
(
A(x, y) − µ¯(x¯, y¯) ·C(x, y)
)−1 · (∂A(x, y)
∂(x, y)
− η¯(x¯, y¯) · ∂(F,G)(x, y)
∂(x, y)
·C(x, y) −
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−µ¯(x¯, y¯) · ∂C(x, y)
∂(x, y)
)
·
(
A(x, y) − µ¯(x¯, y¯) ·C(x, y)
)−1 · (µ¯(x¯, y¯) · D(x, y) − B(x, y))
where N is a metric space of 1 × 12 vector functions η¯, satisfying
1) η(x, y) is a continuous vector function in W
2) sup{x∈S 1×[0,1]×S 1, y>0} ||y · η(x, y)|| ≤ J for some J > 0
3) sup{x∈S 1×[0,1]×S 1} ||y · η(x, y)|| = 0 as y→ 0
For fixed η¯ the mapping Pµ¯ is pointwise continuous, i.e. µ¯n → µ¯ implies Pµ¯n(η¯) → Pµ¯(η¯), and also a contraction
on N, since
||Pµ¯(η¯1) − Pµ¯(η¯2)|| =∣∣∣∣∣∣∣∣(A−µ¯C)−1·((η¯1−η¯2)·∂(F,G)(x, y)
∂(x, y)
·D
)
−(A−µ¯C)−1·
(
(η¯1−η¯2)·∂(F,G)(x, y)
∂(x, y)
·C
)
·(A−µ¯C)−1·(µ(x¯, y¯)·D(x, y)−B(x, y))
∣∣∣∣∣∣∣∣ ≤
||η¯1 − η¯2|| ·
(
||(A − µ¯C)−1|| · ||∂(F,G)(x, y)
∂(x, y)
|| · ||D|| + ||(A − µ¯C)−1||2 · ||∂(F,G)(x, y)
∂(x, y)
|| · ||C|| · (||µ¯|| · ||D|| + ||B||)
)
≤
||η¯1 − η¯2|| ·
(
(A−13 − M ·C2 · |y|−
ς(b0(r,φ))
p(b0(r,φ)) · | ln y|)−1 · ||∂(F,G)(x, y)
∂(x, y)
|| · ||D||+
+(A−13 − M ·C2 · |y|−
ς(b0(r,φ))
p(b0(r,φ)) · | ln y|)−2 · ||∂(F,G)(x, y)
∂(x, y)
|| · ||C|| · (||µ¯|| · ||D|| + ||B||)
)
Hence, the Lipschitz constant is smaller than 1 for y small enough and moreover is independent of µ¯.
In conclusion, Pµ¯ has a unique fixed point for every µ and this proves as in [14] that µ0 is a C1 smooth field of
hyperplanes. This is due to the following lemmas (Lemma 5, 6, 7 from [14]):
Lemma 3. The space N can be equipped with a norm equivalent to the original norm and such that for all µ ∈ V,
operator Pµ are contraction operators with the same contraction factor q.
Lemma 4. Let W1 and W2 be the metric spaces, and suppose that W2 is complete. Let a map Q : W1 → W1 have
a unique fixed point v∗ to which any sequence of the form vn+1 = Q ·vn is convergent. In addition, let a contraction
map Ωv : W2 → W2 be associated with any element v ∈ W1, and let the family of maps Ωv have the following
properties:
1) there exists a common contraction factor for all Ωv
2) the family of maps Ωv depends on v continuously, i.e. if vn → v∗ as n → +∞, then Ωvn[w] → Ωv∗ as n → +∞
for any w ∈ W2
Then the map R : W1×W2 → W1×W2 given by the formula R(v,w) := (Qv,Qv[w]) has a unique fixed point (v∗,w∗)
and the sequence (vn+1,wn+1) = R(vn,wn) is convergent to (v∗,w∗), for an arbitrary initial condition (v0,w0).
Lemma 5. The field µ0 is a smooth field o hyperplanes tangent to a C1 foliation L0 with C2 leaves.
Moreover, as shown in [14], µ0 corresponds to the $ - invariant foliation L of the (v1, z, r, φ) space (lemma 2
in [14]).
The only missing part in our reasoning is to show that in the limit y = v2 → 0 different leaves of the foliation
correspond to different points (v2 = 0, z, r, φ). In order to prove this, we need to show that the flow governed by
the equation
dx
dy
= µ(x, y), with y = v2 (3.49)
can be continuously extended to the manifold {y = 0}. The vector field µ(x, y) is C1 for y , 0 and moreover
1) µ0(x, y) is a continuous vector function in W
2) sup{x, y>0} ||µ0(x,y)ln y || ≤ E for some E > 0
3) supx ||µ0(x,y)ln y || = 0 as y→ 0
Let us perform the substitution
s := −(ln y)−1
then
ds
dy
= y−1 · (ln y)−2
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which gives
dx
ds
= µ(x, y) · y · (ln y)2 = −µ(x, e− 1s ) · e− 1s s−2 (3.50)
now, due to s→ 0 as y→ 0 and
||µ(x, y) · y · (ln y)2|| = O(y · (ln y)3)
we can extend smoothly the vector field
µ˜(x, s) := µ(x, e−
1
s ) · e− 1s s−2
onto the manifold {y = 0} = {s = 0}. For this it suffices to see that the following definitions provide the required
C1 smooth extension of µ˜:
µ˜(x, 0) := lim
s→0 µ˜(x, s) = 0
∂µ˜
∂s
(x, 0) := lim
s→0
∂µ˜
∂s
(x, s) = 0
since ∂µ∂y = O(y
−1) and
∂µ˜
∂s
(x, s) =
∂µ˜
∂y
· ∂y
∂s
= y · (ln y)2(∂µ
∂y
· y · ln y + µ · ln y · (2 + ln y)) = O(y · (ln y)5)
Now the extension of the flow onto the manifold {y = 0} = {s = 0} follows from Picard’s Theorem, since µ˜(x, s) is
locally Lipshitz (in particular for s in the neighbourhood of 0, i.e. for s < 0 take µ˜(x, s) = −µ˜(x,−s) ). 
Although the truncated return map (3.40) does not have a form of a Henon-like map in the original coordinates
(z, r, φ), but for suitable choice of parameters it is conjugated to the Henon-like map.
Proposition 10. There exist coefficients Ω(r, φ), Γ, b(r, φ), c(r, φ), such that the mapping
T :
 zr
φ
 7→
 Ω(r, φ) + Γ · z (mod 1)b(r, φ)
c(r, φ) + z (mod 1)
 (3.51)
has a fixed point with a normal form, in a suitable coordinates, given by: xy
w
 7→
 yw
x + y − w + A · y2 + B · y · w + C · w2 + h.o.t.
 (3.52)
with (C−A) ·(A−B+C) > 0. Hence, by [8], [9] and [3] there exists arbitrarily small perturbation of this mapping
possessing a Lorenz-like attractor.
Proof. Let us choose Ω(r, φ), Γ(r, φ), b(r, φ), c(r, φ) of the special form:
Ω(r, φ) = a1r + a2φ · (1 − φ) + a3r2
Γ = constant ∈ N
b(r, φ) = b1r + b2φ · (1 − φ) + b3r2 + b4rφ · (1 − φ) + b5(φ · (1 − φ))2
c(r, φ) = c(r) = c1r
Under the above assumptions, the map T possesses a fixed point (0, 0, 0). Moreover, this allows us to treat z
variable (mod 1). We perform the change of the coordinates as follows:
x := φ
y := z + c(r)
w := Ω(r, φ) + Γ · z + c(b(r, φ)) (3.53)
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In the coordinates (x, y,w) the map T reads as:
T :
 xy
w
 7→
 yw
Ω
(
b(r, φ), c(r) + z
)
+ Γ · z + c(b(b(r, φ), c(r) + z))
 (3.54)
Utilizing the chain rule, we find the expansion of w¯ in terms of (x, y,w) around fixed point (0, 0, 0):
w¯ = Ω
(
b(r, φ), c(r) + z
)
+ Γ · z + c(b(b(r, φ), c(r) + z)) = T3(x, y,w) =
= T3(0, 0, 0) +
(
T3(0, 0, 0)
)′
x · x +
(
T3(0, 0, 0)
)′
y · y +
(
T3(0, 0, 0)
)′
w · w +
(
T3(0, 0, 0)
)′′
xx ·
x2
2
+
(
T3(0, 0, 0)
)′′
yy ·
y2
2
+
+
(
T3(0, 0, 0)
)′′
ww ·
w2
2
+
(
T3(0, 0, 0)
)′′
xy · x · y +
(
T3(0, 0, 0)
)′′
xw · x · w +
(
T3(0, 0, 0)
)′′
yw · y · w + h.o.t.
We have T3(0, 0, 0) = 0 and moreover the following conditions are satisfied:(
T3(0, 0, 0)
)′
x = 1,
(
T3(0, 0, 0)
)′
y = 1,
(
T3(0, 0, 0)
)′
w = −1(
T3(0, 0, 0)
)′′
xx = 0,
(
T3(0, 0, 0)
)′′
xy = 0,
(
T3(0, 0, 0)
)′′
xw = 0
provided that
a2 = −b1 − 2Γ
c1 =
(1 − a2)(1 + b1)
b2(1 + b1 + 2Γ)
a1 = c1
2Γ − b1 − b21
1 + b1
b5 = −
(
b2(a3b22(1 + b
2
1(−1 + Γ)2 − 4Γ + 2b1(−1 + Γ)Γ + 5Γ2) − (−1 + b1)Γ((−1 + a5 + b1 − a5b1)Γ+
b4(−1 + 2Γ)(1 + b1 + 2Γ)) + b22c3(b41(−1 + Γ)2 + 2b1(−1 + Γ)Γ + 2b31(−1 + Γ)Γ + Γ(−2 + 9Γ − 8Γ2)+
b21(1 − 2Γ + 2Γ2)) + b2(a4Γ(−1 + b1 + 2Γ − 2b1Γ) + b3(1 + b31(−1 + Γ)2 − 2Γ − 3Γ2 + 8Γ3+
b21(1 − 4Γ + 3Γ2) + b1(1 − 6Γ + 7Γ2))))
)/(
(−1 + b1)2Γ2(1 + b1 + 2Γ)
)
b3 =
(
− b1b4 + b13b4 + 2b31b22c3 + 2b41b22c3 + b1b4Γ− b31b4Γ− 4b22c3Γ− 2b21b22c3Γ− 4b31b22c3Γ− 2b41b22c3Γ− 2b4Γ2+
2b1b4Γ2 + 8b22c3Γ
2 + a4b1b2(−1 + b1 + Γ − b1Γ) − 2a3b22(−1 + b21(−1 + Γ) + 2Γ + b1Γ)
)/(
2b2(−1+
b31(−1 + Γ) + 4Γ2 + b21(−1 + 2Γ) + b1(−1 + 3Γ))
)
b4 =
(
− b2(a4(−1 + b1)(Γ + b41(−1 + Γ)2Γ + b51(−1 + Γ)2Γ − 6Γ3 + 8Γ5 + b31(−1 + 4Γ − 3Γ2 − 3Γ3 + 2Γ4)+
b1(−1 + 5Γ − 5Γ2 − 6Γ3 + 6Γ4) + b21(−2 + 8Γ − 4Γ2 − 15Γ3 + 12Γ4)) + 2b2(b71c3(−1 + Γ)2Γ−
Γ(1 + Γ)(−1 + 2Γ)3(2a3 + c3 − 2c3Γ) + b21c3(1 − 2Γ − 2Γ2 + 5Γ3) + b51c3(−1 + 3Γ − Γ2 − 4Γ3 + 2Γ4)+
b41c3(−1 + 3Γ + Γ2 − 11Γ3 + 8Γ4) + b31c3(1 − 3Γ + 6Γ3 − 6Γ4 + 4Γ5) + b1Γ(a3(2 − 6Γ + 8Γ3)+
c3(1 − 9Γ + 15Γ2 + 8Γ3 − 20Γ4))))
)/(
(−1 + b1)(1 + b1)(Γ + b41(−1 + Γ)2Γ + b51(−1 + Γ)2Γ − 2Γ2+
b31(−1 + 4Γ − 3Γ2 − 3Γ3 + 2Γ4) + b1(−1 + 5Γ − 7Γ2 − 4Γ3 + 10Γ4) + b21(−2 + 8Γ − 4Γ2 − 15Γ3 + 12Γ4))
)
If we choose for example:
a3 = 1, b1 = −2, b2 = −1, Γ = 5
then (
T3(0, 0, 0)
)′′
yw = B,
(
T3(0, 0, 0)
)′′
yy = 2 · A,
(
T3(0, 0, 0)
)′′
ww = 2 ·C
satisfy
(C − A) · (A − B + C) > 0

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3.4 Further analysis of the return map
In the latter proposition we assumed that Γ ∈ N in order to compute normal form of the map T and to treat z
variable (mod 1). The proposition 11 below, provides conditions under which the truncated return map (3.40) is
partially hyperbolic.
Proposition 11. For the coefficients Ω(r, φ), Γ(r, φ), b(r, φ), c(r, φ), such that Ω′r(r, φ), Ω′φ(r, φ), Γ
′
r(r, φ), Γ
′
φ(r, φ),
b′r(r, φ), b′φ(r, φ), c
′
r(r, φ), c
′
φ(r, φ) are small enough (uniformly in (r, φ)), the mapping T possesses an invariant
cone-field
CL,(z,r,φ) :=
{
v = v1 + v23 ∈ T(z,r,φ)M | v1 = (v11, 0, 0), v23 = (0, v2, v3) such that ||v23|| < L · |v1|
}
where M := R × [0, 1] × S 1, L < 1 and || · || denotes the Euclidean norm.
Proof. Let Γ(r, φ) = Γ ∈ N, Γ > 1. Hence at point (z, r, φ) ∈ M the derivative of T is given by
D(z,r,φ)T =

Γ Ω′r(r, φ) Ω′φ(r, φ)
0 b′r(r, φ) b′φ(r, φ)
1 c′r(r, φ) c′φ(r, φ)
 (3.55)
and so, for the v = (v1, v2, v3) ∈ CL,(z,r,φ), we have
D(z,r,φ)T · v = ( Γ · v1 + Ω′r(r, φ) · v2 + Ω′φ(r, φ) · v3, b′r(r, φ) · v2 + b′φ(r, φ) · v3, v1 + c′r(r, φ) · v2 + c′φ(r, φ) · v3 )
Now the invariance condition for the cone-field CL,(z,r,φ) means that:
||( b′r(r, φ) · v2 + b′φ(r, φ) · v3, v1 + c′r(r, φ) · v2 + c′φ(r, φ) · v3 )|| < L · | Γ · v1 + Ω′r(r, φ) · v2 + Ω′φ(r, φ) · v3 |
From the Cauchy-Schwarz inequality we have:
| Ω′r(r, φ) · v2 + Ω′φ(r, φ) · v3 | ≤ ||(v2, v3)|| ·
√
(Ω′r(r, φ))2 + (Ω′φ(r, φ))2 < L · |v1| ·
√
(Ω′r(r, φ))2 + (Ω′φ(r, φ))2
choose
c1 ∈ (0, 1), L ∈ (0, c1 · Γ√
(Ω′r(r, φ))2 + (Ω′φ(r, φ))2
)
then
| Ω′r(r, φ) · v2 + Ω′φ(r, φ) · v3 | < L · |v1| ·
√
(Ω′r(r, φ))2 + (Ω′φ(r, φ))2 < c1 · Γ · |v1|
which leads to
(1 − c1) · Γ · |v1| < | Γ · v1 + Ω′r(r, φ) · v2 + Ω′φ(r, φ) · v3 |
On the other hand: ∣∣∣∣∣∣∣∣( b′r(r, φ) · v2 + b′φ(r, φ) · v3, v1 + c′r(r, φ) · v2 + c′φ(r, φ) · v3 )∣∣∣∣∣∣∣∣2 =
= v21 +
(
b′r(r, φ) · v2 + b′φ(r, φ) · v3
)2
+
(
c′r(r, φ) · v2 + c′φ(r, φ) · v3
)2
+ 2 · v1 ·
(
c′r(r, φ) · v2 + c′φ(r, φ) · v3
)
≤ v21 +
(
( b′r(r, φ))2 + (b′φ(r, φ))
2 + ( c′r(r, φ))2 + (c′φ(r, φ))
2
)
· (v22 + v23) + 2 · v1 ·
√
(c′r(r, φ))2 + (c′φ(r, φ))2 ·
√
v22 + v
2
3
< v21 ·
(
1 +
(
( b′r(r, φ))2 + (b′φ(r, φ))
2 + ( c′r(r, φ))2 + (c′φ(r, φ))
2
)
· L2 + 2 · L ·
√
(c′r(r, φ))2 + (c′φ(r, φ))2
)
we want the right hand side of the last inequality to be smaller than
L2 · (1 − c1)2 · Γ2 · v21
which in consequence means:
1 +
(
( b′r(r, φ))2 + (b′φ(r, φ))
2 + ( c′r(r, φ))2 + (c′φ(r, φ))
2
)
· L2 + 2 · L ·
√
(c′r(r, φ))2 + (c′φ(r, φ))2 <
24
< L2 · (1 − c1)2 · Γ2
Since Γ > 1, the last inequality has a positive solution in
c1 ∈ (0, 1), L ∈ (0, c1 · Γ√
(Ω′r(r, φ))2 + (Ω′φ(r, φ))2
)
for
Ω′r(r, φ), Ω′φ(r, φ), b
′
r(r, φ), b
′
φ(r, φ), c
′
r(r, φ), c
′
φ(r, φ)
being sufficiently small (uniformly in (r, φ)). 
Corollary 2. If T - the truncated return map (3.40) possesses an invariant cone-field, as in proposition 11, then
there exists a T - invariant foliation L = {h(z)} of the phase space (z, r, φ) with the leaves given by the graphs of
the functions (r, φ) = h(z)
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