Abstract-Adaptive algorithms of parametric identification of discrete systems with lag variables are proposed. Adaptive algorithms (AA) in the presence of lag input variables are developed. The convergence of the AA and the boundedness of the trajectories the adaptive system is proved. Convergence domain АА depends on operating disturbance. Models with multiplicative parameters (MPM) for the decrease of a number estimated parameters are offered. The process for selection of the vector of base parameters MPM was developed. The performance of adaptive system identification for this case is proved. It is shown that parameters of system estimation at the application of multiplicative identification must be chosen from a condition of minimization of the criterion of the prediction error. Transformation of interdependence between the lagged variables is offered, allowing eliminating their effect on system work. In the second part of work, the method of synthesis АА identification of the systems containing lagged output variables is offered. We consider a case of linear correlation between an output of the system and operating disturbance. For a solution of a problem, we suggest fulfilling an estimation of operating disturbance. Corresponding procedures are described and proved their efficiency. Simulation results are presented that confirm the efficiency of the adaptive methods.
I. INTRODUCTION
Lag models are used to a description of work engineering [1] [2] [3] and economic systems [4] [5] [6] [7] , and also in medicine [8] [9] [10] . Accounting lag variables leads to several problems that the solution of the problem parametric identification complicated. The main of these problems is the relationship (correlation, multicollinearity) between variables [4] [5] [6] . In economic systems, this interaction arises between the dependent and independent variables and the operating disturbances. Various models of approximation of parameters at distributed lags (parametric schemes) are applied to attenuation of such interferences on the identification process. This reduces the number of estimated parameters of the object.
In identification systems widely apply the parametric the Коуск scheme [5, 11] . It is based on a change of coefficients of a model on a decreasing geometric progression.
Fisher model [4, 12] is based on the change of model coefficients for a given decreasing arithmetic progression. Arithmetical and geometrical models are applied, when plant parameters decrease from the first members of a progression [13] . Considering it, S. Almon [14] modified Fisher model. He has applied the polynomial law of a change of factors. In [12] parametric scheme based on the use of logarithmic normal distribution. This same concept based on the application of exponential distribution law, is considered in [15] . In [16] applied the Pascal distribution, which leads to a simple form for the coefficients. A priori define of relationship in the parametric scheme in the form of a rational polynomial is considered in [17] . Other approaches to define of factors at distributed lags are considered in [7] .
Application of parametric schemes in systems with a distributed lag is a dominating direction in an econometrics. Usually, various modifications specified above schemes for the purpose of decrease of a number of estimated parameters [18] are applied. The main purpose of such schemes is the identification of parameters with the help a method of least squares or a maximum likelihood [4, 18] . In conditions of a priori uncertainty, this approach to identification is not always effective and requires additional time-consuming research. For a solution of the problems inherent parametric schemes, models of adaptive or rational expectations [19] apply. Parametric schemes the problem of consistent estimation on finite samples generates. Considering these difficulties, application of adaptive methods is the perspective approach to an estimation of parameters.
The adaptive approach is applied for the synthesis of models describing the change of economic indicators. So in [20] the expanded Kalman filter is applied. The adaptive algorithm of tuning parameters of the filter is recursive procedure of least squares. Note that the authors of the concept of "adaptive" can attach different meanings. Adaptation [21] can be a choice of structure model on the basis of the application search of the set candidates. In [22] proposed a heuristic procedure, which is interpreted as adaptive. In [23] apply the least squares method for tuning parameters of a linear adaptive model with a distributed lag on the input. The parametric scheme of a change of factors of the model is set A priori. It allows to minimize the number of adjusted parameters. The structure of model by results of simulation is chosen. In [24] the problem of an estimation parameters system with a linear distributed lag on an independent variable is considered. It is assumed that the model coefficients decrease with increasing lag. The solution of a problem an estimation parameters on the basis of quadratic functional minimization is searched. Two-step procedure of identification is offered. On the first step, Fletcher-Reeves version of the iterative gradient procedure is applied. On the second step the obtained estimations of parameters are substituted new on the basis of an application of piecewise monotonic approximation. All works on models with distributed lag statistical interpretation of input and output variables used. In the majority of works objects with a scalar input are considered.
So we see that identification of the parameters of systems with distributed lag in most cases on the use of various parametric schemes is based. The use of such schemes estimates the number of unknown parameters reduces. Such approach is not effective at minimization of a parametric error (PE) between model and system parameters. For minimization PE the various approaches based on a transformation of lag variables, apply. In the conditions of a priori uncertainty this approach preliminary simulation for formation of the initial scheme of a change of parameters demands. The formed scheme further correction and improvement of initial assumptions demands. Therefore, the problem of minimization PE within this paradigm is not always correct.
We propose an adaptive approach to the identification of parameters system with a vector input and not make assumptions about the law of variation of model coefficients. The obtained result on the application of a functional-multiple approach to the problem of identification is based. We do not make assumptions concerning statistical properties of input and lag variables, and also disturbances. We suppose that the restricted disturbance acts on a system and vectors of an input and an output system are piecewise-restricted functions. First, an autoregressive model is considered and given the conditions of convergence of the adaptive algorithms. Further, the case of the presence of lag variables on an input variable is examined. At this stage, we solve a problem decrease of the influence of correlations between lag variables on properties of adaptive algorithm. We for a problem solution offer the special transformation of lag variables. The adaptive model with the multiplicative parameters belonging to the restricted area is considered. We show how to choose the set of base parameters of the model, and give conditions for the convergence of the algorithms for this case. In the final part of the paper, we consider the case when the relationship between the disturbance and the output variable of the system exists. Conditions detection of this relationship is adduced. The adaptive observer of disturbance for ensure of convergence of adaptive algorithms is introduced into identification system. The problem of structural identification of system with lag variables inprocess is not considered. The results obtained in [25, 26] , are applied for its solution. We give development of the results obtained in [27] .
II. PROBLEM STATEMENT
Consider the system described by the equation 
A. Lack of correlation between lags
Apply to identification of parameters of system (1) model
where ˆn yR  is a output of model; 
, ,
e n e n e n (5), (6) in the presence of disturbances ensure.
From (5), (6) we adaptive algorithms of adjustment parameters of model (3) we obtain
where  is a sign of the direct sum of matrixes.
Assumptions.
The vector
km n KR   is extreme nondegenerate, restricted and
where 01 ,
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are some nonnegative numbers,
The convergence (7), (8) follows from following statement [27] . Then all trajectories of system (1), (3), (5), (6) 2
Let assumptions 1, 2 are fulfilled. As
As n e fulfils (4) then an augend in the right part (11) write as
  is some number. Then, after simple transformations we obtain for ,n 
We apply the inequality [29] 22 2 , 0, 0, 0 22
We obtain the condition of convergence algorithms (7), (8) 
Iterating in (13) n from 1 n  to 0, for sufficiently large n for ,n V  we obtain an estimation
Find an estimation for n e . Write down expression for
Considering (9), transform an augend in (14) to a form
,
Substitute (15) 
Use the equation (9) and write
Substitute (18) in (17) . Let exists such 0
Then we will obtain So, boundedness of trajectories of system is proved. The theorem 1 condition convergence of algorithms (7), (8) at execution of the condition (10) gives. Limiting properties of the obtained estimations of parameters and an error n e from a power of operating disturbance n  depend. If the condition (10) is not fulfilled, to an assessment of works of adaptive system apply the approach offered in [28] . Properties of algorithms depend on an initial estimate.
Consider an informational power [3] of disturbances
If n  is a random noise with a zero average, then   is a variance n  . In this case the theorem 1 known result about an asymptotic estimation for parameters of the system (1) gives.
Consider a case when the condition (10) is not fulfilled. In this case various a priori premises about the law of a change elements vector B in (1) use. These assumptions do not always correspond to the real system parameters. We in an adaptive system have parametric disturbances. These disturbances must be compensated. Existing approaches we reviewed in the introduction. Next, we present an approach that does not require such assumptions.
B. Multiplicative adaptive algorithm
We describe an approach that allows the number of adjustable parameters of the model for the system (1) for the case We determine the number m of lag variables by using the method proposed in [25, 26] (1), (21) obtain algorithm of adjustment ˆn 
. 
We obtain a condition of convergence of algorithm from this inequality 22 , 22 , The procedure of obtaining of estimation (23) in the proof of the theorem 1 is stated. We will obtain estimation (23 
Bn
. At n  we obtain estimation (23) . From theorems 1, 2 follows that the algorithms (7), (8) 
C. Case of interdependence between lags
Consider a case of an existence of interdependence between lag variables. In this case a method of principal components [30] to identification of parameters of system applies. The method of principal components is a transformation of input variables for interdependence elimination between them. It demands the implementation of a some of the preliminary stages and is not always applicable in actual practice.
Remark 1.
A method of adaptive expectations [19] for construction of regressions and autoregressive models often apply. It on obtaining of the forecast an input variable on the basis of the exponential smoothing filter (the recursive filter of first order) is grounded. The exponential smoothing filter is not adaptive filter.
We apply an approach based on transformation the of input lag variables to exclude the interdependence between them. New variables are a difference between lag variables ,, (1) model
where ˆn R 
where 1n   is the adjusted parameter.
This approach is applicable when the error ,n e  is the range of variation preserves. The range of a change ,n e  in the adaptation process is not constant. Therefore contain the distorted information about a disturbance. We will use variables n  or ,n   as sources about disturbance. We will rewrite (27) as
The equation for a prediction error n y 
where  is a number ensuring equality nn    .
The equation (33) is true not for all n  . But now we consider that this relation is fulfilled. Consider now a case when nn    is not fulfilled. This situation is standard in many cases. Therefore we suppose that On Fig. 2 does not exceed 2.5 %.
The approach described to section 3.C was applied to the improvement of the quality of parametric identification. We instead of 2,n x the variable 1,
Results of work of adaptive algorithms (7), (8) shown on Fig. 3 . Matrixes ,
AB
 in (7), (8) 
B. Synthesis of models economy
Consider the data on the cores macroeconomic and tax parameters of the Russian Federation for 2004 ̶ 2012. We analyze following parameters: 1 u is gross domestic product (milliard. roubles) (GDP), 2 u is export (milliard. roubles), 3 u is import (million roubles), 4 u is employment of population (million people), 5 u is a consumer price index (%), 6 u is receipts of the tax to the added cost (VAT) (million roubles). 
We applied the algorithms (7), (8) The output of the model (38) and GDP is presented in Fig. 8 . 2. Model for import prediction. Determine the relationship between the volume of imports and exports products to estimate state of economy. Such relationship exists and is described by the nonlinear adaptive model We do not discuss adaptive algorithms for estimation of model parameters. They are modification of procedures (7), (8) . Estimations for model parameters are equal: Coefficients of determinations for linear and exponential models are 0.96 and 0.92. On linear model import is two thirds of export. This result correcting on magnitude 4.65. We obtain the statement made above about relationship 2 u and 3 u .
We are correcting this result, considering a model absolute term.
3. Prediction of volume of arrears on loans. We analyzed the data of the Central Bank Russia for 2014.
We used the following factors [32] influencing volume of arrears on loans legal bodies and individual businessmen n p :
i) the delayed backlog under credits of legal bodies and individual businessmen, million roubles ( 3 u ); ii) residual of attracted means of clients not credit organizations, million roubles ( 6 u ); iii) backlog under credits legal bodies and individual businessmen, million roubles ( 8 u ).
We have obtained regression model PS We see that the model (40) is not always adequately 
VI. CONCLUSION
Adaptive algorithms of parametric identification discrete systems with lag variables are offered. The case of the presence lag input variables is considered. Adaptive algorithms (АА) are designed. Convergence АА and boundedness of trajectories adaptive system for this class of systems are proved. Convergence domain АА depends on operating disturbances. In systems where low demands are made to the quality of work of system a parametric estimation, multiplicative adaptive algorithms are offered. Procedure of choice of a vector of base parameters of multiplicative model is developed. The working capacity of the adaptive system with a multiplicative model is proved. The choice of parameters the multiplicative identification of conditions to minimize the prediction error criterion executes.
The analysis of work adaptive algorithms identification systems with a distributed lag on an output variable is given in the second part of paper. The case presence of linear interdependence between an output of a system and operating disturbance is studied. The problem solution is based on an estimation of operating disturbance. Corresponding procedures are designed and their working capacity is proved. We do not consider identification procedure when there is a correlation between lags of an output system. In this case, we apply the methods developed in the second part of the work.
Results of simulation which confirm working capacity of adaptive methods are presented. Models of prediction tax parameters of the Russian Federation are developed.
