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Abstract
Sequential order statistics have been introduced to model sequential k-out-of-n systems which, as an
extension of k-out-of-n systems, allow the failure of some components of the system to influence the
remaining ones. Based on an independent sample of vectors of sequential order statistics, the maximum
likelihood estimators of the model parameters of a sequential k-out-of-n system are derived under order
restrictions. Special attention is paid to the simultaneous maximum likelihood estimation of the model
parameters and the distribution parameters for a flexible location-scale family. Furthermore, order restricted
hypothesis tests are considered for making the decision whether the usual k-out-of-n model or the general
sequential k-out-of-n model is appropriate for a given data.
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1. Introduction
An n component system functioning as long as k (1 ≤ k ≤ n) components work is called a
k-out-of-n system. Particular cases are parallel and series systems corresponding to k = 1 and
k = n, respectively. The failure times Ti , 1 ≤ i ≤ n, of the n components of the system are
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often assumed to be iid random variables; see, for example, Barlow and Proschan [2], Meeker
and Escobar [16], and Navarro and Rychlik [17] for the exchangeable case. Implicit in this
assumption is that the failure of any component of the system does not affect the remaining
lifetime of the components that are still at work. In many situations, however, the assumption
of the failure times being iid random variables may not be reasonable. For example, the failure
of a high-voltage transmission line will increase the load put on the remaining high-voltage
transmission lines, thus violating the iid assumption.
In this context, the sequential k-out-of-n model has been proposed which allows for the
distribution of the residual lifetimes of the remaining components, after the failure of some
component, to change, i.e. the underlying failure rate of the remaining components is adjusted
according to the number of preceding failures (cf. Kamps [13]). For an extension of the k-out-
of-n model using stochastic intensities see Hollander and Pen˜a [11].
In the sequential k-out-of-n model the failure times of the system are called sequential order
statistics, and will be denoted by X∗1, . . . , X∗n . Thus, the life-length of a sequential k-out-of-n
system is described by X∗n−k+1, 1 ≤ k ≤ n, while it is Xn−k+1:n , the (n− k+ 1)th order statistic,
for the usual k-out-of-n system. Hence, the vector (X∗1, . . . , X∗r ) of sequential order statistics
describes the successive failures of some (n − r + 1)-out-of-n system, and the parameter vector
α of the distribution of (X∗1, . . . , X∗r ) is of particular interest to understand the behavior of the
system. From a practical and modeling point of view, the components of α should often be
considered to be ordered according to an increasing load assumption. For general theoretical
properties and applications of sequential order statistics, one may refer to Cramer and Kamps [9,
10]. Parametric statistical inference for sequential order statistics was mainly concerned with
the (unrestricted) maximum likelihood estimation of the model and distribution parameters as
well as hypothesis tests with an omnibus alternative; see, for example, Cramer and Kamps [7,
8]. Belzunce et al. [3,4] consider conditions for certain aging properties of a vector of sequential
order statistics (see also Hu and Zhuang [12]). Comparison results for sequential order statistics
can be found in Zhuang and Hu [19].
In this paper, we focus on order restricted parametric inference for the parameter vector α of
a sequential k-out-of-n system. In Section 2, we give a short description of sequential order
statistics and some associated properties. Next, in Section 3, we derive the order restricted
maximum likelihood estimators of the model parameters. We also discuss the order restricted
maximum likelihood estimation of the model and distribution parameters for a flexible location-
scale family. Order restricted hypothesis tests for sequential k-out-of-n systems are discussed in
Section 4. Finally, we present some examples in Section 5 in order to illustrate all the methods
of inference developed here.
2. Sequential order statistics and some properties
A definition of sequential order statistics, as given by Cramer and Kamps [10] in terms of
inverse distribution functions, is as follows.
Definition 2.1. Let F1, . . . , Fn be distribution functions with F−11 (1) ≤ · · · ≤ F−1n (1), and let
V1, . . . , Vn be independent random variables with Vr ∼ Beta(n− r + 1, 1), 1 ≤ r ≤ n. Then, the
random variables
X∗r = F−1r (1− Vr Rr (X∗r−1)), 1 ≤ r ≤ n, with X∗0 ≡ −∞, (1)
are called sequential order statistics (based on F1, . . . , Fn), where Rr (·) = 1− Fr (·) denotes the
reliability function.
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Assumption 2.2. In the following discussion, we restrict ourselves to a specific choice of the
distribution functions F1, . . . , Fn , viz.,
Fi (t) = 1− {1− F(t)}
1
αn−i+1 , i = 1, . . . , n, (2)
for a vector α = (α1, . . . , αn) with positive components to which we refer as the model
parameters.
Remark 2.3. The choice in (2) is different than the one in Cramer and Kamps [7], but it turns
out be more convenient here in the discussion of the estimation of the model parameters as well
as hypothesis tests.
Now, let us assume that the distribution function F is absolutely continuous. In what follows,
we assume that the distribution function F is known but the model parameters α1, . . . , αn of
the distribution of (X∗1, . . . , X∗n) are all unknown. Then, under Assumption 2.2, the hazard rate
function λi (t) corresponding to Fi , 1 ≤ i ≤ n, is given by
λi (t) = 1
αn−i+1
λ(t), (3)
where λ(t) is the hazard rate function of the underlying distribution F . The important point
of Assumption 2.2 is that the αi ’s model the adjustment of the failure rate according to the
number of failures that preceded. The load on each component, in the situation where (n− i +1)
components are still working, is 1
αn−i+1 times the hazard function of the underlying distribution
function F . Since the load of the remaining components is supposed to increase after each failure,
this additional information should be incorporated into the statistical analysis by assuming that
1
αn
≤ · · · ≤ 1
α1
, or equivalently, α1 ≤ · · · ≤ αn , which in this context is referred to as a simple
order restriction.
Based on the joint density of the first r (1 ≤ r ≤ n) sequential order statistics, X∗1, . . . , X∗r ,
given by
f X
∗
1 ,...,X
∗
r (x1, . . . , xr ) = n!
(n − r)!
(
r∏
i=1
1
αn−i+1
)(
r−1∏
i=1
{1− F(xi )}mi f (xi )
)
×{1− F(xr )}
n−r+1
αn−r+1−1 f (xr ), x1 ≤ · · · ≤ xr , (4)
where mi = n−i+1αn−i+1 − n−iαn−i − 1, 1 ≤ i ≤ r − 1, the unrestricted maximum likelihood estimators
of the model parameters were derived in Cramer and Kamps [7].
With F being the distribution function of a standard exponential distribution, this joint density
coincides with the density of a Weinman multivariate exponential distribution, which is an
extension of Freund’s bivariate exponential distribution; see, for example, Kotz et al. [15].
It is also pertinent to mention here that under this distributional assumption Kim and
Kvam [14] derived the maximum likelihood estimators for the load sharing parameters under
order restrictions in the context of a multi-component load sharing system, which is of the same
structure as sequential order statistics.
3. Maximum likelihood estimation under order restriction
In this section, we first discuss the maximum likelihood estimation of the model parameters
αi ’s under the simple order restriction α1 ≤ α2 ≤ · · · ≤ αn . We then develop specialized results
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for a flexible location-scale family of distributions. For general accounts of maximum likelihood
estimation under order restrictions one may refer to Barlow et al. [1], Robertson et al. [18] and
Cohen et al. [6].
3.1. MLEs of model parameters under order restriction
Let us consider s ≥ 1 independent and identically distributed observations of some sequential
(n − r + 1)-out-of-n system giving rise to the data
(xi j )1≤i≤r,1≤ j≤s, x1 j ≤ · · · ≤ xr j , ∀ j ∈ {1, . . . , s}.
The corresponding sequential order statistics are denoted by
(X∗i j )1≤i≤r,1≤ j≤s, X∗1 j ≤ · · · ≤ X∗r j , ∀ j ∈ {1, . . . , s},
where, by assumption, the random vectors (X∗1 j , . . . , X∗r j ), j = 1, . . . , s, are independent.
From (4), the likelihood function is then readily obtained as
L(αn−r+1, . . . , αn; xi j , 1 ≤ i ≤ r, 1 ≤ j ≤ s)
=
(
n!
(n − r)!
)s ( r∏
i=1
1
αn−i+1
)s ( s∏
j=1
r−1∏
i=1
{1− F(xi j )}mi f (xi j )
)
×
s∏
j=1
{1− F(xr j )}
n−r+1
αn−r+1−1 f (xr j ), x1 j < · · · < xr j , j = 1, . . . , s. (5)
Theorem 3.1. (i) The MLEs αˆn−r+1, . . . , αˆn of the model parameters αn−r+1, . . . , αn under
the simple order restriction are given by
αˆn−r+i = max
1≤l≤i
min
i≤t≤r
t∑
ν=l
Yn−r+ν
s(t − l + 1) , 1 ≤ i ≤ r, (6)
where Yn−r+i = (n−r+i)∑sj=1 (ln(1− F(X∗r−i, j ))− ln(1− F(X∗r−i+1, j ))), 1 ≤ i ≤ r ,
and F(X∗0 j ) = 0, 1 ≤ j ≤ s;
(ii) The random variables Yn−r+i , 1 ≤ i ≤ r , in (i) are independent and gamma distributed
with parameters s and αn−r+i , 1 ≤ i ≤ r , respectively;
(iii) The order restricted MLEs αˆn−r+1, . . . , αˆn in (6) are strongly consistent.
Remark 3.2. It should be mentioned here that Cramer and Kamps [7] have shown that if the
sequential k-out-of-n model is parametrized as in (4), then 1s Yn−r+i , 1 ≤ i ≤ r , is the unrestricted
MLE of αn−r+i , 1 ≤ i ≤ r ; in addition, it is strongly consistent.
Proof. (i) The likelihood function in (5) can be rewritten as(
n!
(n − r)!
)s ( r∏
i=1
1
αn−i+1
)s [ s∏
j=1
r−1∏
i=1
exp
(
mi · ln
(
1− F(xi j )
))
f (xi j )
]
×
s∏
j=1
exp
([
n − r + 1
αn−r+1
− 1
]
ln
(
1− F(xr j )
))
f (xr j )
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which, after some algebra, turns out to be the same as
K ·
(
r∏
i=1
1
αn−i+1
)s
×
r∏
i=1
exp
(
− 1
αn−i+1
[
(n − i + 1)
s∑
j=1
(
ln
(
1− F(xi−1, j )
)− ln (1− F(xi j )))])
= K
(
r∏
i=1
1
αn−i+1
)s r∏
i=1
exp
(
− yn−i+1
αn−i+1
)
, (7)
where
K =
(
n!
(n − r)!
)s s∏
j=1
r∏
i=1
λ(xi j ). (8)
Note that K in (8) does not depend on αn−r+1, . . . , αn . The result mentioned in Remark 3.2 can
now be readily observed from (7).
Now, let x1, . . . , xr be independent observations from exponential distributions with
parameters λ1, . . . , λr , respectively. Then, the joint likelihood function of these observations
is (
r∏
i=1
1
λi
) (
r∏
i=1
exp
(
− 1
λi
xi
))
,
which, upon comparison with (7), immediately reveals that (7) has exactly the same structure as
the joint distribution of independent observations from r exponential distributions. The assertion
(i) of Theorem 3.1 follows now from the well-known maximum likelihood estimators of simple
ordered exponential parameters; see Barlow et al. [1, p. 45]. Next, assertion (ii) follows from
(n − r + i)
{
ln(1− F(X∗r−i, j ))− ln(1− F(X∗r−i+1, j ))
}
, i ∈ {1, . . . , r},
being independent and exponentially distributed, with the i th quantity having parameter αn−r+i ;
see Kamps [13, p. 81].
Finally, as stated in Remark 3.2, the statistic 1s Yn−r+i , 1 ≤ i ≤ r , is strongly consistent for
αn−r+i , 1 ≤ i ≤ r . The assertion (iii) follows from Theorem 2.2 of Barlow et al. [1]. 
Remark 3.3. (i) Instead of deriving the order restricted MLEs, by their analogy with the
maximum likelihood estimation of ordered exponential parameters, one can alternatively proceed
as follows. For i = 1, . . . , r , let h(i) be the unrestricted maximum likelihood estimator
of αn−r+i , f (·) isotonic with respect to the simple order, and w(i) = s. Furthermore, let
Φ(u) = − ln(u), φ the derivative of Φ, and
r∑
i=1
[Φ(h(i))− Φ( f (i))− (h(i)− f (i))φ( f (i))]w(i) =
r∑
i=1
∆Φ(h(i), f (i))w(i),
say. Using standard methods of deriving order restricted MLEs, one can then show that the
isotonic regression of h solves the problem of maximizing the likelihood function in (5) under a
simple order restriction.
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(ii) In the original parametrization of sequential order statistics, the order restricted MLEs
can be obtained as follows. For i = 1, . . . , r , let hˆ(i) be the unrestricted maximum likelihood
estimator of αi , fˆ (·) isotonic with respect to the simple order, wˆ(i) = 1yi , Ψ(u) = u ln(u), and
r∑
i=1
∆Ψ (hˆ(i), fˆ (i))wˆ(i) =
r∑
i=1
[
Ψ(hˆ(i))−Ψ( fˆ (i))− (hˆ(i)− fˆ (i))ψ( fˆ (i))
]
wˆ(i).
Yet again, one can show that the isotonic regression of hˆ maximizes the likelihood function under
a simple order restriction. But, this parametrization has the disadvantage that the weights wˆ(i)
are not equal, unlike the case in (i).
3.2. MLEs under order restriction for a location-scale family
Here, we consider the location-scale family F of distributions with distribution function F of
the form
F(t) = 1− exp
(
− g(t)− µ
η
)
, t ≥ g−1(µ), µ ∈ R, η > 0, (9)
where g is assumed to be differentiable on (g−1(µ),∞) and strictly increasing, with
limt→∞ g(t) = ∞. The family F includes the Pareto and exponential distributions as well as
three-parameter Weibull and Lomax distributions; for further details, see Cramer and Kamps [9].
With F in (9), Eq. (3) yields
λi = 1
ηαn−i+1
g′(t), i = 1, . . . , n,
where g′ denotes the derivative of g. So, we introduce the parameters α˜i = ηαi , 1 ≤ i ≤ n, in
order for our model to be identifiable. In what follows, we assume the function g to be known.
We are then concerned with the simultaneous estimation of µ and α˜n−r+i , 1 ≤ i ≤ r , where the
α˜i ’s have a simple order restriction, and obtain the following result.
Theorem 3.4. The MLEs µˆ and ˆ˜αn−r+1, . . . , ˆ˜αn of µ and α˜n−r+1, . . . , α˜n (under the restriction
α˜n−r+1 ≤ · · · ≤ α˜n) are given by
µˆ = g
(
min
1≤ j≤s X
∗
1 j
)
and
ˆ˜αn−r+i = max
1≤l≤i
min
i≤t≤r
t∑
ν=l
Y˜n−r+ν
s(t − l + 1) , 1 ≤ i ≤ r,
respectively. Here, Y˜n = n∑sj=1 (g(X∗1 j )− µˆ) and
Y˜n−r+i = (n − r + i)
s∑
j=1
(
g(X∗r−i+1, j )− g(X∗r−i, j )
)
, 1 ≤ i ≤ r − 1.
N. Balakrishnan et al. / Journal of Multivariate Analysis 99 (2008) 1489–1502 1495
Proof. For any F ∈ F , we have K in (8) to be equal to(
n!
(n − r)!
)s (1
η
)sr s∏
j=1
r∏
i=1
g′(xi j ).
Hence, in this case, the likelihood function in (7) becomes
K˜
(
r∏
i=1
1
ηαn−i+1
)s
exp
(
− n
ηαn
s∑
j=1
[g(x1 j )− µ]
)
×
r∏
i=2
exp
(
−n − i + 1
ηαn−i+1
s∑
j=1
[
g(xi, j )− g(xi−1, j )
])
(10)
for g−1(µ) ≤ x1 j ≤ · · · ≤ xr j , 1 ≤ j ≤ s, where K˜ = ηsrK .
Observe that (10) is decreasing in µ for all fixed ηαn−i+1, 1 ≤ i ≤ r . Moreover, the
maximization in the variable µ does not depend on ηαn−i+1, 1 ≤ i ≤ r . Hence, we obtain
µˆ = g (min1≤ j≤s x1 j ). The MLEs of α˜i , 1 ≤ i ≤ r , now follow from assertion (i) of
Theorem 3.1. 
4. Hypothesis testing under order restriction
Given a k-out-of-n system, it is naturally of interest to examine whether the usual k-out-of-n
model or the general sequential k-out-of-n model is appropriate. Cramer and Kamps [7] have
discussed several tests for this purpose to test the hypothesis
H0 : αn−r+1 = · · · = αn
against the alternative
H1 : ∃ i 6= j, i, j ∈ {n − r + 1, . . . , n} such that αi 6= α j .
Thus, according to the earlier discussion, assuming an increasing load followed by a failure, it is
reasonable to test the hypothesis
H0 : αn−r+1 = · · · = αn
against the ordered alternative H1 \ H0, where H1 : αn−r+1 ≤ · · · ≤ αn , since the power of
order restricted tests is greater than the power of an omnibus test procedure.
Let us consider the asymptotic distribution of
Ts = −2 lnΛs,
where
Λs =
sup
αn−r+1=···=αn
L(αn−r+1, . . . , αn; X i j , 1 ≤ i ≤ r, 1 ≤ j ≤ s)
sup
αn−r+1≤···≤αn
L(αn−r+1, . . . , αn; X i j , 1 ≤ i ≤ r, 1 ≤ j ≤ s) .
It can be shown [see Cramer and Kamps [7]] that the supremum in the numerator is attained at
αn−r+1 = · · · = αn = 1sr
r∑
i=1
Yn−r+i , (11)
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while the supremum in the denominator is attained at αˆn−r+1, . . . , αˆn . We can then obtain the
asymptotic distribution of Ts as follows.
Theorem 4.1. Let X j = (X∗1 j , . . . , X∗r j ), 1 ≤ j ≤ s, be independent observations from a
sequential k-out-of-n system. Then, under H0 : αn−r+1 = · · · = αn ,
lim
s→∞ P[Ts ≥ t] =
r∑
i=1
|Sir |
r ! P[χ
2
i−1 ≥ t],
where Sir are the Stirling numbers of the first kind and χ
2
i−1 denotes a standard chi-square
variable with i − 1 degrees of freedom (χ20 = 0).
Proof. From assertion (ii) of Theorem 3.1, it follows that the random variables
Zi j = (n − i + 1)
{
ln(1− F(X∗r−i, j ))− ln(1− F(X∗r−i+1, j ))
}
, 1 ≤ i ≤ r, 1 ≤ j ≤ s,
are independent and Zi j , 1 ≤ j ≤ s, has an exponential distribution with parameter αn−i+1.
Denote the joint density of Zi j , 1 ≤ i ≤ r, 1 ≤ j ≤ s, by fs,n,r,αn−r+1,...,αn (z11, . . . , zrs). If we
let
T˜s = −2 ln Λ˜s,
where
Λ˜s =
sup
αn−r+1=···=αn
fs,n,r,αn−r+1,...,αn (Z11, . . . , Zrs)
sup
αn−r+1≤···≤αn
fs,n,r,αn−r+1,...,αn (Z11, . . . , Zrs)
,
then according to (7), we have
Ts = T˜s, (12)
and hence the distributions of Ts and T˜s coincide. Since the MLEs under the simple order
restriction are the solution of a generalized isotonic regression problem with equal weights (see
Remark 3.3), the result now follows from Theorem 4.1.1 and Corollary B (p. 82) of Robertson
et al. [18]. 
Remark 4.2. For s = 1, the exact distribution of T˜1 has been computed by Boswell and
Brunk [5], and so their results can be used for T1.
The following Lemma shows that, for every fixed s, r and n, the distribution of Ts depends
only on
(
αn−r+1
αn
, . . . ,
αn−1
αn
)
. Hence, using the asymptotic distribution of Ts for the order
restricted hypothesis test, the power is the same for all α1 = (α1,n−r+1, . . . , α1,n) and α2 =
(α2,n−r+1, . . . , α2,n) with(
α1,n−r+1
α1,n
, . . . ,
α1,n−1
α1,n
)
=
(
α2,n−r+1
α2,n
, . . . ,
α2,n−1
α2,n
)
.
Lemma 4.3. Let s, r and n be arbitrary. Denote by PTs |α1 and PTs |α2 the distribution of Ts
when the true parameter vector is α1 and α2, respectively. If 1α1,n · α1 = 1α2,n · α2, then
PTs |α1 = PTs |α2 .
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Proof. Denote by αˆ0 the estimator of αn−r+1 = · · · = αn under H0, and observe that
Ts = −2 ln

(
1
αˆ0
)rs
exp
(
−
r∑
i=1
Yn−r+i
αˆ0
)
(
r∏
i=1
1
αˆn−r+i
)s
exp
(
−
r∑
i=1
Yn−r+i
αˆn−r+i
)

= −2s ln
(
r∏
i=1
αˆn−r+i
αˆ0
)
+
r∑
i=1
(
Yn−r+i
αˆ0
− Yn−r+i
αˆn−r+i
)
. (13)
It follows from Theorem 1.3.6 of Robertson et al. [18] that the sum in (13) is equal to zero. Thus,
Ts = 2s
r∑
i=1
ln
(
αˆ0
αˆn−r+i
)
.
Now, if α1 is the true parameter vector, we have from (11) and Theorem 3.1 that
αˆ0
d=
r∑
i=1
Yn−r+i
sr
and
αˆ1,n−r+i
d= max
1≤l≤i
min
i≤t≤r
t∑
ν=l
Yn−r+ν
s(t − l + 1) , 1 ≤ i ≤ r,
where Yn−r+i , 1 ≤ i ≤ r , are independent and gamma distributed with parameters s and
α1,n−r+i , 1 ≤ i ≤ r , respectively. Obviously for every 1 ≤ i ≤ r ,
αˆ0
αˆ1,n−r+i
=
αˆ0
α1,n
αˆ1,n−r+i
α1,n
d=
r∑
i=1
Y˜n−r+i
sr
max
1≤l≤i
min
i≤t≤r
t∑
ν=l
Y˜n−r+ν
s(t−l+1)
where Y˜n−r+i , 1 ≤ i ≤ r , are independent and gamma distributed with parameters s and α1,n−r+iα1,n ,
1 ≤ i ≤ r , respectively. Applying the same argument to the distribution of αˆ0 and αˆ2,n−r+i when
the true parameter vector is α2 leads to the assertion. 
5. Illustrative examples
In this section, we present some findings from extensive simulations to illustrate our
theoretical results in estimation (Section 5.1) and testing (Section 5.2) along with their
usefulness.
5.1. Illustrative examples — parameter estimation
In practical situations, of course, the model parameters αn−r+1, . . . , αn need to be estimated.
Usually, we are faced with the small sample situation, i.e., the number s of independent samples
will be small. Suppose we obtain just four independent observations from a 3-out-of-5 system.
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Table 1
Parameter estimation based on four independent observations from a sequential 3-out-of-5 system with true model
parameters α3 = 0.50, α4 = 0.75 and α5 = 1.00
Unrestricted MLEs Restricted MLEs
α3 α4 α5 α3 α4 α5
1 0.85 0.87 0.50 0.74 0.74 0.74
2 0.65 0.35 0.71 0.50 0.50 0.71
3 0.23 1.02 0.48 0.23 0.75 0.75
4 0.64 0.37 0.78 0.51 0.51 0.78
5 0.07 0.32 1.69 0.07 0.32 1.69
6 0.42 1.37 0.67 0.42 1.02 1.02
7 0.98 0.59 0.76 0.78 0.78 0.78
8 0.66 1.59 0.46 0.66 1.03 1.03
Fig. 1. Results of 200 simulations of a 3-out-of-5 system with true model parameters α3 = 0.50, α4 = 0.75 and
α5 = 1.00, and with five independent observations in each; cross: unrestricted MLEs, diamond: restricted MLEs.
How to proceed if there is the additional information that the true parameters are increasingly
ordered? What is the real advantage of computing restricted maximum likelihood estimators?
Simulations based on ordered parameters show that the results from unrestricted maximum
likelihood estimation are acceptable if the true parameters are clearly separated, and if, in
addition, the number of independent observations is sufficiently large. Otherwise, and especially
in the case of small sample sizes, unrestricted estimation often yields poor results: the estimated
values may be unordered, and also be far removed from the true values of the parameters.
For example, starting with sequential order statistics describing a 3-out-of-5 system, we
simulated 4 independent sets of observations based on a Weibull distribution with shape
parameter equal to 1.5 and scale parameter equal to 2 and the true model parameters α3 = 0.50,
α4 = 0.75 and α5 = 1.00. Some numerical results obtained are presented in Table 1. It is
important to mention here that the results are independent of the underlying distribution function
as can be seen from Theorem 3.1.
N. Balakrishnan et al. / Journal of Multivariate Analysis 99 (2008) 1489–1502 1499
Fig. 2. Results of 200 simulations of a 3-out-of-5 system with true model parameters α3 = 0.50, α4 = 0.75 and
α5 = 1.00, and with five independent observations in each; cross: unrestricted MLEs, diamond: restricted MLEs, box:
true model parameter vector. The edge is the projection of the cone’s surface of the points having α3 = α4.
Table 2
Parameter estimation based on ten independent observations from a sequential 6-out-of-10 system with true model
parameters α6 = 0.25, α7 = 0.25, α8 = 0.60, α9 = 0.80 and α10 = 1.00
Unrestricted MLEs Restricted MLEs
α6 α7 α8 α9 α10 α6 α7 α8 α9 α10
1 0.22 0.21 0.43 1.21 0.60 0.21 0.21 0.43 0.91 0.91
2 0.30 0.21 0.56 0.96 0.47 0.26 0.26 0.56 0.71 0.71
3 0.16 0.12 0.96 1.65 0.48 0.14 0.14 0.96 1.07 1.07
4 0.21 0.70 0.13 0.81 0.72 0.21 0.41 0.41 0.76 0.76
5 0.18 0.24 0.74 0.76 0.78 0.18 0.24 0.74 0.76 0.78
6 0.26 0.27 1.00 0.55 1.44 0.26 0.27 0.77 0.77 1.44
7 0.33 0.37 0.76 0.99 0.35 0.33 0.37 0.70 0.70 0.70
8 0.28 0.22 0.76 1.08 0.88 0.25 0.25 0.76 0.98 0.98
It can be seen from Table 1 that even though the unrestricted MLEs are unsatisfactory, the
order restricted MLEs yield useful and good estimates in spite of the sample size being as small
as four here. In order to illustrate that this behavior is typical, Figs. 1 and 2 present plots from 200
simulations of a 3-out-of-5 system based on a Weibull distribution with shape parameter equal
to 1.5 and scale parameter equal to 2 and true parameters α3 = 0.50, α4 = 0.75, and α5 = 1.00,
and with five independent observations in each, where the vector of unrestricted MLEs is plotted
(cross symbol) along with the corresponding vector of order restricted MLEs (diamond symbol).
Taken as a vector, the unrestricted MLEs as a triplet is projected onto the cone defined by the
ascending order of parameters. The results presented in Table 1 and Figs. 1 and 2 clearly reveal
the necessity for constrained method of estimation.
Further, in the two screenshots of the underlying 3D-diagram, the effects become clear. The
edge on the right hand side in Fig. 1 is actually the projection of the cone’s surface defined by
α4 = α5, where all the points having unordered second and third components are projected on to.
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Table 3
Power study for a 3-out-of-5 system that is observed four times
Model parameters Calculated power of Calculated power of
α3 α4 α5 restricted test unrestricted test
0.9025 0.95 1 0.071 0.025
0.8100 0.90 1 0.090 0.027
0.7225 0.85 1 0.117 0.032
0.6400 0.80 1 0.149 0.040
0.5625 0.75 1 0.191 0.052
0.4900 0.70 1 0.245 0.069
0.4225 0.65 1 0.301 0.094
0.3600 0.60 1 0.386 0.129
0.3025 0.55 1 0.472 0.176
0.2500 0.50 1 0.575 0.246
0.2025 0.45 1 0.677 0.336
0.1600 0.40 1 0.777 0.450
0.1225 0.35 1 0.866 0.588
0.0900 0.30 1 0.932 0.727
0.0625 0.25 1 0.975 0.858
0.0400 0.20 1 0.994 0.949
All power calculations were based on 100,000 simulations and carried out at 5% level of significance.
The edge on the left hand side in Fig. 1 is the projection of the cone’s surface defined by α3 = α4
where all points with the first and second components unordered or with all three components
unordered are projected on to.
It should be mentioned that in some cases, the usual MLEs will lead to ordered values, which,
of course, can be far removed from the true values (see, for example, line 5 of Table 1). Since the
order restricted MLEs are computed from the unrestricted ones, the order as well as the values
are not changed and the order restricted method does not result in better results in this case.
The results are quite similar in different sampling situations. For example, Table 2 presents ten
independent observations from a 6-out-of-10 system based on a Weibull distribution with shape
parameter equal to 1.5 and scale parameter equal to 2, and true model parameters α6 = 0.25,
α7 = 0.25, α8 = 0.60, α9 = 0.80 and α10 = 1.00.
5.2. Illustrative examples — hypothesis testing
In the preceding subsection, we saw how useful ordered restricted methods are for the
estimation of the model parameters. Here, we present some results on their use in testing the
hypothesis
H0 : αn−r+1 = · · · = αn
against the ordered alternative H1 \ H0, where H1 : αn−r+1 ≤ · · · ≤ αn .
The simulations based on ordered parameters show that the power of the order restricted
likelihood ratio test is much larger than the power of the unrestricted likelihood ratio test if the
sample size is relatively small and the model parameters αn−r+1, . . . , αn are relatively close.
To display the latter effect clearly, we consider here the following setting: A 3-out-of-5 system
with true parameters α3, α4 and α5 fulfilling
α3
α4
= α4
α5
is observed four times to make a decision
between H0 and H1 \ H0. From Lemma 4.3 it is immediate that we can always take α5 = 1
to study the power of the likelihood ratio tests. Hence, in the setting chosen here, we have
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Table 4
Power studies for 6-out-of-10 systems, each observed s times
s Model parameters Calculated power of Calculated power of
α6 α7 α8 α9 α10 restricted test unrestricted test
1 4 0.185 0.054
2 10 0.6 0.7 0.8 0.9 1 0.317 0.090
3 30 0.661 0.283
4 4 0.357 0.112
5 10 0.4 0.5 0.7 0.7 1 0.654 0.289
6 30 0.974 0.823
7 4 0.749 0.386
8 10 0.25 0.25 0.6 0.8 1 0.984 0.871
9 30 1 1
10 4 0.992 0.894
11 10 0.05 0.2 0.3 0.5 1 1 1
All power calculations were based on 100,000 simulations and carried out at 5% level of significance.
α3 = α24 . Furthermore, from Theorem 4.1 we know that the power is independent of the baseline
distribution.
It can be seen from Table 3 that for 0.45 ≤ α4 ≤ 0.95, the power of the order restricted
likelihood ratio test is at least twice the power of the unrestricted likelihood ratio test. Moreover,
for α4 ≤ 0.80, i.e. when the parameters get more and more separated, the ratio between the
power of the order restricted likelihood ratio test and the unrestricted likelihood ratio test seems
to be monotonically decreasing towards 1 (see Table 3).
Similar results were also obtained for other k-out-of-n systems. Table 4, for example, presents
some more examples. In addition to the fact that the power increases when s increases or when
the model parameters get more separated, it is seen from Table 4 that even for relatively large
s (see lines 3 and 6 of Table 4) the performance of the order restricted likelihood ratio test is
considerably better than the unrestricted likelihood ratio test.
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