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non-compact operator and derive a Nyström type interpolant of the solution based on
Gauss–Radau nodes. Assuming the stability of the interpolant, which is confirmed by the
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1. Introduction
We consider the numerical solution of second kind Volterra integral equations with weakly singular kernel of the type
u(t)−
∫ t
0
k(t, s)
( s
t
)µ u(s)
s
ds = f (t), t ∈ (0, T ], T > 0, (1.1)
µ > 0, and f (t) a given function. In this equation, the weakly singular kernel is expressed as the product of a smooth part
k(t, s) and a singular part q(t, s) = ( st )µ 1s . We note that for any µ the kernel q is singular at t = 0, but if 0 < µ < 1 it has a
singularity also at s = 0, for any t .
Eq. (1.1) can also be written in operational form as
(I − K)u = f . (1.2)
where K indicates the non-compact operator
Ku(t) =
∫ t
0
k(t, s)q(t, s)u(s)ds. (1.3)
Special cases of the equations of the type (1.1) arise in practical applications, e.g. the case when the smooth part of the
kernel is k(t, s) ≡ 1 can arise from diffusion problems with mixed type boundary conditions after some manipulations [1].
Moreover it can be proved (see [2]) that the equation
y(t)+
∫ t
0
1√
pi
1√
ln ts
( s
t
)µ y(s)
s
ds = g(t), (1.4)
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can be transformed into an equivalent one of the form (1.1) with k(t, s) ≡ 1 and
f (t) = −
∫ t
0
1√
pi
1√
ln ts
( s
t
)µ 1
s
g(s)ds+ g(t). (1.5)
Several authors have investigated the problem of the existence and uniqueness of the solution of (1.1). In [3] existence,
uniqueness, smoothness and regularity estimates for the solutions of (1.1) have been proved assuming k(t, s) ≡ 1 and
more in general k(t, s) twice continuously differentiable for 0 ≤ s ≤ t ≤ T , with k(t, t) = h(t), h a smooth function.
Explicit expressions of the solutions were also derived therein, for the case k(t, s) ≡ β . In [4] the asymptotic behaviour of
the solution of (1.1) when k(t, s) ≡ 1 was derived in the hypothesis f ∈ C1 and as a second step generalized to the case
f = tα f (t), f ∈ C1[0, T ].
Methods for the numerical solution of (1.1) have been proposed only for the case k(t, s) ≡ 1 (and the related Eq. (1.4)).
In [2] polynomial spline approximations of order 1 and 2 were obtained for the solution of (1.4) by Euler and Trapezoidal
product integration methods. In [5] Simpson’s rule was used. In [6] piecewise cubic Hermite polynomials were used to
approximate the solution of (1.1), with µ > 1. In [7] Euler’s method was combined with Richardson extrapolation to solve
(1.4), withµ > 1. The idea was then extended to anyµ > 0 in [4], where a more accurate analysis lead to a new asymptotic
error expansion, permitting the use of E-algorithm as an extrapolation technique. In the same work it was shown that
when 0 < µ ≤ 1 Euler’s method converges to the only one solution of class C1. In [8] a technique has been introduced to
approximate any of the infinite class of non-smooth solutions of certain equations of type (1.1).
In this paper, to be more general, we consider Eq. (1.1) for a general k(t, s) and we study it in the space of real valued
functions
C[0, T ] = {y(t) = th(t), h ∈ C[0, T ], 0 <  < 1, ‖y‖ = ‖h‖∞}. (1.6)
In particular, we prove that, if µ > 1 and |k(t, s)| ≤ 1 on 0 ≤ s ≤ t ≤ 1, Eq. (1.1) possesses a unique solution in C[0, T ],
for any given f (t) ∈ C[0, T ].
Notice that, when K1(t) (that is Ku(t), for u(s) ≡ 1) can be evaluated analitically, the condition that f vanishes at t = 0
is not restrictive, since it can always be achieved by introducing the new unknown function w(t) = u(t) − u(0) and by
rewriting Eq. (1.2) in the form
(I − K)w = f1, (1.7)
where bothw and f1 vanish at x = 0. To compute u(0)we pass to the limit in (1.2). We have
u(0) = lim
t→0
∫ t
0
k(t, s)
( s
t
)µ u(s)
s
ds+ f (0) (1.8)
that is
u(0)
[
1− k(0, 0)
µ
]
= f (0), (1.9)
where, if k(0, 0) 6= µ, u(0) 6= 0 if and only if f (0) 6= 0. For f1(t), supposing K1(t) is known, it is easily verified that
f1(t) = f (t)− u(0)[1− K1(t)] (1.10)
with f1(t) = 0.
To approximate the solution of (1.1) we employ a Nyström method (see [9]). To this aim first we construct a product
quadrature rule based onGauss–Radau nodes (see [10]) for the discretization of the integral in (1.1) and derive a convergence
estimate for it. Then we use such rule to derive a Nyström interpolant of the solution. Due to the non-compactness of the
operator K , the standard arguments usually employed in the stability analysis of the interpolant do not apply to this case,
but numerical evidence suggests that stability holds. Therefore, assuming it, we prove that the interpolant is convergent and
derive convergence estimates.
The method is simple to implement on a computer, but the analysis of the approximations obtained by our method and
the comparison, available only for the case k(t, s) ≡ 1, with the approximations given by other authors [6,4,2] are very
satisfactory. We discuss in detail the advantages of using Nyström method in Section 6, where we present many numerical
examples.
As a final introductory remark, we note in passing that, when a representation of the solution of (1.1) is known (see [3])
the most natural way to approximate a solution of (1.1) seems to consist in computing it by gaussian quadrature and that
this conjecture has been confirmed by several numerical experiments.
In Section 2 after mentioning some known results we prove the existence and uniqueness of the solution of (1.1) in
C[0, T ]; in Section 3we construct theNyström interpolant; in Section 4weprove the convergence of the underlying product
quadrature rule; in Section 5, assuming stability, we prove the convergence of the interpolant; in Section 6 we apply our
method to several problems and give some numerical results.
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2. Smoothness of the solution
Before giving the proof of existence and uniqueness of the solution of (1.1) in our general case, in what follows we recall
some known results mentioned in Section 1. The most comprehensive theory on the subject is due to Han [3], who proved:
Theorem 1 ([3]). Assume k(t, s) ≡ 1, 0 < µ ≤ 1 and f ∈ C1[0, T ] (with f (0) = 0 if µ = 1). Then (1.1) has a family of
solutions u ∈ C[0, T ], given by
u(t) = c0t1−µ + f (t)+ 1
µ− 1 f (0)+ t
1−µ
∫ t
0
sµ−2(f (s)− f (0))ds, c0 ∈ R. (2.1)
Moreover (1.1) has a solution u ∈ C1[0, T ], which can be obtained by taking c0 = 0.
Assume µ > 1 and f ∈ Cm[0, T ],m ≥ 0. Then the integral equation (1.1) has a unique solution in Cm[0, T ] of the form
u(t) = f (t)+ t1−µ
∫ t
0
sµ−2f (s)ds. (2.2)
Similar existence results and explicit expressions of the solution are also given in the same paper for the case k(t, s) ≡ β .
For a general k(t, s), such that k(t, t) = const or k(t, t) = h(t), h(t) a smooth function, only existence and regularity results
are given.
For some particular cases, the asymptotic behaviour of the solution of (1.1) as t approaches the singularity was
investigated in [4], who proved:
Theorem 2 ([4, Theorem 2.1]). Assume k(t, s) ≡ 1, µ > 0 and µ 6= 1. For any f ∈ C1[0, T ], the integral equation (1.1) has a
unique solution of the form
u(t) = u0 + z(t) (2.3)
where z(t) = O(t), as t → 0+, and u0 is a constant.
Corollary 1 ([4, Corollary 2.1]). Let α be a real number such that f = tα f (t), in (1.1) with f ∈ C1[0, T ]. Then, if µ + α > 0
and µ+ α 6= 1, (1.1) has a unique solution of the form
u(t) = u0tα + z(t) (2.4)
where z(t) = O(tα+1), as t → 0+ and u0 is a constant.
As mentioned in Section 1, in this paper we consider a general equation of the form (1.1) and study it in a suitable space
C[0, T ] (see (1.6)), where we are able to prove the convergence of the discrete operator we will construct. We state the
following
Theorem 3. Assume |k(t, s)| ≤ 1, in 0 ≤ s ≤ t ≤ 1. Then:
if µ > 1, for any f ∈ C[0, T ], equation (1.1) possesses a unique solution u(t) ∈ C[0, T ];
if 0 < µ ≤ 1, for any f ∈ C[0, T ], equation (1.1) possesses a unique solution u(t) ∈ C[0, T ], provided µ+  > 1.
Proof. It is easy to verify that, given some , the operator defined in (1.3) acts from C[0, T ] into C[0, T ]. Hence to prove our
assertion we only need to show that ‖K‖ < 1, since this condition implies that the operator I − K is invertible in C[0, T ].
Actually we have
‖K‖ = max
0≤t≤T
∣∣∣∣t− ∫ t
0
k(t, s)
( s
t
)µ 1
s
sds
∣∣∣∣ ≤ max0≤t≤T t−−µt+µ 1 + µ < 1. (2.5)
(It follows from (2.5) that existence and uniqueness of the solution of (1.1) hold whenever  + µ > 1, hence also in
C[0, T ], if µ > 1, in accord with the results of Han). 
3. The Nyström interpolant
Consider Eq. (1.1). Suppose µ > 1. Let us set v(y) = u( T2 (y+ 1)) and g(y) = f ( T2 (y+ 1)) and rewrite (1.1) in the form
v(y)−
∫ y
−1
k
(
T
2
(y+ 1), T
2
(x+ 1)
)(
x+ 1
y+ 1
)µ
v(x)
x+ 1dx = g(y), y ∈ (−1, 1], (3.1)
or briefly
(I − K1)v = g (3.2)
728 P. Baratella / Journal of Computational and Applied Mathematics 231 (2009) 725–734
with
K1v(y) =
∫ y
−1
k1(y, x)q1(y, x)v(x)dx, (3.3)
k1(y, x) = k
(
T
2
(y+ 1), T
2
(x+ 1)
)
, q1(y, x) =
(
x+ 1
y+ 1
)µ 1
x+ 1 . (3.4)
It follows from Theorem 3 that if f ∈ C[0, T ],  > 0, then (3.1) has a unique solution v ∈ C[−1, 1], that is a function of
the form v(y) = (y+ 1)σh(y), with ‖h‖∞ <∞, for some σ ≥ .
We solve (3.1) by a Nyström method based on the quadrature rule∫ y
−1
k1(y, x)
(
x+ 1
y+ 1
)µ
v(x)
x+ 1dx ≈
n∑
i=1
Wni(q1, y)v(xni) ≡ K1nv(x) (3.5)
Wni(q1, y) = wni(q1, y)k1(y, xni), (3.6)
wni(q1, y) =
∫ y
−1
(
x+ 1
y+ 1
)µ lni(x)
x+ 1dx (3.7)
(we indicate as usually by lni the i-th fundamental Lagrange polynomial). This rule is constructed by replacing v(x)k1(y, x)
by its Lagrange interpolation polynomial Ln(vk1, x) associated with the n+ 1 nodes
− 1 = xn0 < xn1 < · · · < xnn, (3.8)
of the (n+ 1)-point Gauss–Radau formula∫ 1
−1
u(s)ds ≈
n∑
i=0
λniu(sni). (3.9)
We notice that if we denote by Ln(f , x) the Lagrange polynomial of degree n which interpolates f (x) at the Gauss–Radau
nodes (3.8) and by Ln−1(f , x) the Lagrange polynomial of degree n− 1 associated to the internal nodes xn1 < · · · < xnn, for
the function f , vanishing at x = −1, it is
Ln(f , x) = (x+ 1)Ln−1
(
f
x+ 1 , x
)
. (3.10)
Rule (3.5) has degree of exactness n, i.e. it is exact whenever k1(y, x)v(x) is a polynomial of degree n in x. For the
coefficientswni(q1, y) it is possible to derive the representation (see [11])
wni(q1, y) = λniSq1n (y, xni) (3.11)
where
Sq1n (y, x) =
n∑
j=0
Pj(x)µ
q1
j (y)
2j+ 1
2
(3.12)
and
µ
q1
j (y) =
∫ y
−1
(
x+ 1
y+ 1
)µ 1
x+ 1Pj(x)dx (3.13)
are the so-calledmodifiedmoments of the kernel q1. (Pj(x)denotes the j-th degree Legendre polynomial).Wedonot describe
here in detail the computation of the weights (3.11), because this procedure has already been used for other kernels (see
e.g. [12–14]). We only give the recurrence relation of moments (whose stability has been numerically tested), because it is
specific for each kernel:
µ
q1
0 (y) =
1
µ
, µ
q1
1 (y) =
y+ 1
µ+ 1 − µ
q1
0 (y)
µ
q1
j+1(y) = −
2j+ 1
j+ µ+ 1µ
q1
j (y)+
µ− j
j+ µ+ 1µ
q1
j−1(y)+
Pj+1(y)− Pj−1(y)
j+ µ+ 1 j = 1, . . . . (3.14)
By using the quadrature rule (3.5) the approximant vn(y) of the true solution v(y) of (3.1) is defined by the approximate
equation
(I − K 1n)vn(y) = g(y), y ∈ [−1, 1], (3.15)
P. Baratella / Journal of Computational and Applied Mathematics 231 (2009) 725–734 729
whereK 1n coincideswithK1n except for a small interval [−1, y0].Wedescribe thismodification in Section 5. After collocation
of the latter equation at the nodes xn1, . . . , xnn and solution of the linear system obtained, we are in a position to construct
the Nyström interpolant
vn(y) = g(y)+
n∑
i=1
Wni(q1, y)vn(xni). (3.16)
and to approximate the solution u of (1.1) at any point t ∈ [0, T ].
Remark. If we did not assume v(−1) = 0, the sum in (3.16) would start from i = 0 and we would have to collocate also at
x = xn0 = −1, but the linear system arising in this case turns out to be ill-conditioned.
4. Convergence estimate of the product rule
To establish the uniform convergence, for any y ∈ [−1, 1], of the interpolant vn to v, as n → ∞, we follow a general
procedure given in [15], which relies the convergence property of the approximant vn to the convergence properties of the
underlying quadrature rule. Hence we have to examine the behaviour of the remainder term of (3.5)
Rn(f , y) =
∫ y
−1
k1(y, x)q1(y, x)f (x)dx−
n∑
i=1
Wni(q1, y)f (xni), (4.1)
when it is applied to functions v ∈ C[−1, 1]. Bounds for the error termof quadrature rules based on the zeros of generalized
Jacobi polynomials have been formerly studied for integrand functions of type fσ (x) = (1 + x)σ in [16] and successively
for the more general case fσ (x) = (1+ x)σh(x) in [17]. In particular in [17] it was proved a property that we resume in the
following lemma.
Lemma 1 ((see [17, Theorem 2]). Let fσ (x) = (x+ 1)σh(x), σ > −1,−1 ≤ x ≤ 1, with h(x) ∈ Cs+1(−1, 1], s > σ + 1, with
|(x+ 1)kh(k)(x)| ≤ M,−1 ≤ x ≤ 1, k = 0, 1, . . . , s+ 1. Consider the quadrature rule constructed on the polynomial of degree
n+ i+ j− 1, i, j ∈ {0, 1}, interpolating f at the zeros of the n-th degree Jacobi polynomial x1, . . . , xn and at x0 = −1 (if i = 1)
and at xn+1 = 1 (if j = 1). When α and β satisfy the conditions−1 < α ≤ 2i+ 3/2 and β ≥ 2j− 1/2 (with σ > 0 if i = 1),
we have∫ 1
−1
|fσ (x)− Ln+i+j−1(fσ , x)|dx ≤ c log nn2+2σ . (4.2)
Taking into account the previous Lemma, we obtain the required estimate for (4.1) in the following Theorem.
Theorem 4. Assume µ > 1, v(x) = (x + 1)σh(x), with ‖h‖∞ < ∞, σ ≥  > 0, k1 ∈ Cm([−1, 1] × [−1, 1]), m ≥ σ + 92 .
Then
|Rn(v, y)| ≤ cy+ 1
log n
n2σ+2
, y > −1. (4.3)
Proof. We have
Rn(v, y) =
∫ y
−1
(
x+ 1
y+ 1
)µ 1
x+ 1 [v(x)k1(y, x)− Ln(vk1, x)]dx. (4.4)
Let substitute the smooth function k1 by its k-terms Taylor expansion (with k+ 1 ≤ m) with respect to x
k1(y, x) = tk(y, x)+ (x+ 1)k+1ek(y, x). (4.5)
Because of the linearity of the interpolation operator, we obtain
|Rn(v, y)| ≤
∫ y
−1
(
x+ 1
y+ 1
)µ 1
x+ 1
k∑
i=0
∣∣∣∣(x+ 1)σ+ih(x)− Ln((1+ x)σ+ih(x)) ∣∣∣∣1i!
∣∣∣∣ (∂ ik1∂xi
)
(y,−1)
∣∣∣∣ dx
+
∫ y
−1
(
x+ 1
y+ 1
)µ 1
x+ 1 |(x+ 1)
σ+k+1h(x)ek(y, x)− Ln((1+ x)σ+k+1h(x)ek(y, x))|dx. (4.6)
The first term at the right hand side of (4.6) is bounded in force of Lemma 1 by
const
1
y+ 1
log n
n2+2σ
. (4.7)
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Having in mind the relation (3.10) between the Lagrange polynomial Ln of degree n associated to all the Radau nodes and
the Lagrange polynomial Ln−1 associated only to the internal Radau nodes, we rewrite the second term of (4.6) in the form∫ y
−1
(
x+ 1
y+ 1
)µ
|(x+ 1)σ+kh(x)ek(y, x)− Ln−1((1+ x)σ+kh(x)ek(y, x))|dx. (4.8)
Since (1 + x)σ+kh(x)ek(y, x) ∈ Cσ+k([−1, 1] × [−1, 1]) it follows from [18, Theorem 8, p. 90], that for any n there exists a
polynomial pn,n(y, x) of degree n− 1 in y and in x, such that
max
−1≤x,y≤1
|(1+ x)σ+kh(x)ek(y, x)− pn,n(y, x)| ≤ M 1nσ+k (4.9)
whereM is a constant. Making use of this result (4.8) is bounded by∫ 1
−1
1
y+ 1 |(x+ 1)
σ+kh(x)ek(y, x)− pn,n(y, x)|dx+
∫ 1
−1
1
y+ 1 |Ln−1(pn,n(y, x)− (1+ x)
σ+kh(x)ek(y, x))|dx (4.10)
that is, taking k as great as possible (i.e. k = m− 1), by
const
1
y+ 1
1
nσ+m−
5
2
. (4.11)
The last bound derives from (4.9) and from the inequalities for the Lebesgue constants for Jacobi abscissas given in [19, p.
339]. Since we have assumedm ≥ σ + 92 , from (4.11) and (4.7) we obtain (4.3). 
5. Stability and error estimate for the interpolant
In this section, we deal with the stability of a finite rank operator obtained from (3.5) with a slight modification. Since
our operator K1 is non-compact, it is not possible to apply the standard theory due to Sloan [15,20] and prove stability of
the discrete operator in C[−1, 1], because the assumption required do not hold in this case. Hence we deal directly with the
operator K1n in C[−1, 1]. It is not difficult to prove that K1n acts from C[−1, 1] into C[−1, 1]. Hence, to prove stability we
have to consider the quantity
(y+ 1)−
n∑
i=0
|Wni(q1, y)|(xni + 1) . (5.1)
We have initially followed the approach used in [21], which requires the inequality
max
y0≤y≤1
(y+ 1)−
n∑
i=1
|Wni(q1, y)|(xni + 1) < 1 (5.2)
to be satisfied, in any interval [y0, 1], with y0 = −1+ n−γ , 0 < γ < 2, as close as we like to 2. Since, after many attempts,
we did not succeed in proving inequality (5.2), but numerical experiments give clear evidence of the stability of the operator,
in order to examine the rate of convergence of the interpolant (3.16), we slightly modify K1n (see again [21]) and we assume
the stability of the modified operator
K 1nv(y) =
K1nv(y), y0 ≤ y ≤ 1,K1nv(y0) 1+ y1+ y0 , −1 ≤ y ≤ y0. (5.3)
That is, we assume that for n sufficiently large the inverse of K 1n exists and is bounded by a constant.We state now ourmain
theorem.
Theorem 5. Assume K 1n to be stable. Suppose g ∈ C2[−1, 1], σ < 2, |k(y, x)| ≤ 1, in −1 ≤ x ≤ y ≤ 1, µ > 1. Then the
approximate solution vn of (3.15) converges to the solution of (3.2) v for any y ∈ [−1, 1]:
‖v − vn‖ = O(n−2σ+δ), n→∞, (5.4)
δ as close as one likes to zero.
Proof. From Eqs. (3.2) and (3.15) it follows
v(y)− vn(y) = K 1n(v − vn)+ (K1 − K 1n)v(y). (5.5)
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Having assumed stability of K 1n, we have
v(y)− vn(y) = (I − K 1n)−1(K1 − K 1n)v(y), (5.6)
and
‖v − vn‖ ≤ ‖(I − K 1n)−1‖‖(K1 − K 1n)v‖ ≤ const‖(K1 − K 1n)v‖. (5.7)
To get estimate for
‖(K1 − K 1n)v‖ = ‖(y+ 1)−(K1 − K 1n)v‖∞. (5.8)
we proceed as follows.
In y0 ≤ y ≤ 1, being y0 = −1+ n−γ , 0 < γ < 2 as close as we like to 2, we have
(y+ 1)− |(K1 − K 1n)v(y)| ≤ const (y+ 1)−−1 log nn2σ+2 ≤ const n
−2σ−2+δ. (5.9)
In [−1, y0] by interpolation we get
K1v(y) = K1v(y0) 1+ y1+ y0 + E1(K1v, y) (5.10)
with
E1(K1v, y) = E1(v, y)− E1(g, y). (5.11)
The first term at the right hand side of (5.11) can be bounded as follows
|E1(v, y)| ≤ |(y+ 1)σh(y)| +
∣∣∣∣ 1+ y1+ y0 (y0 + 1)σ
∣∣∣∣ |h(y0)| ≤ const[(y+ 1)σ + |y+ 1||y0 + 1|σ−1], (5.12)
while for the second term at the right hand side of (5.11), since g ∈ C2[−1, 1], we have
|E1(g, y)| ≤ const|y+ 1||y− y0|. (5.13)
After substitution of (5.12) and (5.13) into (5.11), we conclude that in [−1, y0]
(y+ 1)−(K1 − K 1n)v(y) = (y+ 1)−
[
K1v(y0)
1+ y
1+ y0 + E1(K1v, y)− K1nv(y0)
1+ y
1+ y0
]
≤ const n−2σ+δ. (5.14)
From (5.14) and (5.9) it follows that
‖(K1 − K 1n)v‖ ≤ const n−2σ+δ (5.15)
which completes the proof. 
6. Applications and numerical results
In this section we mention some equations which can be solved efficiently by the Nyström method discussed in the
previous sections. In certain cases a simple rearranging of the equation will be required.
The Tables 1–3 report the maximum absolute errors of the approximated solutions in the interval [0, 1], which of course
occurs near t = 0, considered for various numbers of integration nodes.
Example 1 (see[8]).
u(t)−
∫ t
0
( s
t
)µ u(s)
s
ds = 1+ t + t2,
u(t) = c0t1/2 − 1+ 3t + 53 t
2, c0 arbitrary constant, µ = 0.5,
u(t) = 3+ 5
3
t + 7
5
t2, µ = 1.5.
(6.1)
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Table 1
Absolute errors obtained for Eq. (6.4), µ > 1.
N µ = 1.5, α = .5 µ = 1.5, α = 1.5 µ = 1.5, α = 2.5
16 7.7d-03 1.3d-05 1.2d-07
32 1.9d-03 8.0d-07 1.7d-09
64 5.1d-04 5.4d-08 3.2d-11
Table 2
Absolute errors obtained for Eq. (6.5), µ < 1.
N µ = 0.5, α = 1.5 µ = 0.5, α = 2.5
16 1.2d-03 1.2d-07
32 3.2d-04 1.7d-09
64 8.2d-05 3.1d-11
In accordance with Theorem 1, when µ = 1.5 Eq. (6.1) possesses a unique solution of class C∞[0, 1], when µ = 0.5
Eq. (6.1) possesses a family of solutions of class C[0, 1] and a unique solution u ∈ C1[0, 1]. By a change of unknown function
we have rewritten (6.1) in the form
u(t)−
∫ t
0
( s
t
)µ u(s)
s
ds = t + t2,
u(t) = c0t1/2 + 3t + 53 t
2, c0 arbitrary constant, µ = 0.5,
u(t) = 5
3
t + 7
5
t2, µ = 1.5.
(6.2)
Whenµ > 1 of course the Nyströmmethod approximates u(t), which in this case is a polynomial, at full accuracy evenwith
very few nodes. When µ < 1, the numerical evidence suggests that our method approximates at full accuracy the unique
smooth solution that (6.2) possesses in this case.
Example 2 (see[22]).
u(t)− 1
2
∫ t
0
( s
t
)µ u(s)
s
ds = 1+ t,
µ = 0.4,
u(t) = tµ+ 1
µ
+ µ
µ− 1 + c0t
1−µ.
(6.3)
After transforming the given equation into an equivalent one whose forcing term vanishes at t = 0, the method
approximates at full accuracy the unique smooth solution, even with n = 2.
Example 3 (see [7]).
u(t)−
∫ t
0
( s
t
)µ u(s)
s
ds = tα(1+ t),
µ = 1.5, α = 0.5; µ = 1.5, α = 1.5; µ = 1.5, α = 2.5;
u(t) = tα µ+ α
µ+ α − 1 + t
α+1µ+ α + 1
µ+ α .
(6.4)
The unique solution of (6.4) has been approximatedwith different numbers of integration points. Themaximumabsolute
errors obtained in [0, 1] are reported in Table 1. When α > 2 it is possible to observe the expected order of convergence.
Example 4.
u(t)−
∫ t
0
( s
t
)µ u(s)
s
ds = tα(1+ t),
µ = 0.5, α = 1.5; µ = 0.5, α = 2.5;
u(t) = c0t1/2 + tα µ+ α
µ+ α − 1 + t
α+1µ+ α + 1
µ+ α , c0arbitrary constant.
(6.5)
Even if the method has been derived for µ > 1, numerical evidence (see Table 2) suggests that when µ < 1 it converges to
the only smooth solution, with an order of convergence that increases with α. We notice that when the accuracy achieved is
not satisfactory it is possible to assume as new unknownw(t) = t−(α−bαc)u(t) and solve at full accuracy the new equation.
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Table 3
Absolute errors obtained for Eq. (6.6).
N Eq. (6.6),(i) Eq. (6.6),(ii) Eq. (6.6),(iii)
16 9.0d-08 1.2d-10 3.4d-10
32 1.0d-09 8.6d-14 3.7d-13
64 2.4d-11 3.3d-16 5.0d-16
Table 4
Absolute errors obtained for Eq. (6.9).
t N = 16 N = 32 N = 64 N = 128
0.1 1.9d-04 3.9d-06 2.4d-06 1.5d-07
0.5 3.0d-07 2.0d-08 1.5d-09 1.0d-10
0.8 1.9d-06 8.1d-07 1.3d-08 4.5d-09
Example 5 (see [6,2]).
u(t)+
∫ t
0
1√
pi
1√
ln ts
( s
t
)µ u(s)
s
ds = g(t), µ = 1.5 (6.6)
with g(t) chosen such that the solution is
(i) u(t) = t2.5 (ii) u(t) = t4.5 (iii) u(t) = t4.5 ln t. (6.7)
To solve equations (6.6), we have transformed them into the equivalent equations of the form (1.1): the errors contained
in Table 3 confirm the order of convergence derived in Theorem 5.
Example 6.u(t)− 12
∫ t
0
(s+ t)
( s
t
)µ u(s)
s
ds = t,
µ = 1.5.
(6.8)
Full accuracy is achieved even with 2 nodes.
Example 7.u(t)−
∫ t
0
|t − s|α
( s
t
)µ u(s)
s
ds = t1/2,
µ = 1.5, α = 2.5.
(6.9)
Table 4 shows the absolute errors obtained in solving equation (6.9) for t varying in the interval [0, 1] by using different
numbers of nodes.
Some of the equations we have used for our numerical experiments had already been considered in previous papers
(see [8,22,4,2,6]). When possible, we have compared our method with the methods proposed by the other authors and we
have found it more efficient. Actually, in some cases the order of convergence of the present method is higher than the one
of othermethods, but evenwhen the theoretical orders coincide, Nyströmmethod turns out to bemore accurate, suggesting
that the constant in the error term is significantly smaller. As a further advantage of using Nyström method we notice that
its error tends to decrease as soon as we move away from the singularity of the solution.
This enables us to state that theNyströmmethod,which has already been applied successfully toweakly singular Volterra
integral equations with kernel having algebraic or logarithmic singularities, is very efficient also in the solution of Volterra
integral equations with non-compact kernel of the form k(t, s)( st )
µ 1
s .
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