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Abstract
Spatial representation has two contrasting but interacting aspects (i) representation of spaces and (ii) representation by spaces.
In this paper we will examine two aspects that are common to both interpretations of the theme of spatial representation, namely
nerve-type constructions and reﬁnement. We consider the induced structures, in which some of the attributes of the informational
context are sampled.
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1. Introduction
Spatial representation has two contrasting but closely related aspects: (i) representation of spaces and (ii) represen-
tation by spaces. The typical situation in the ﬁrst case is exempliﬁed by data either obtained by sensors giving local
average measurements of ‘attributes’ of some spatially distributed context or by simulation starting from some compu-
tational mathematical model of a situation. Again typically, such data is ‘thresholded’ to yield 0-1 data, i.e. ‘metric’ or
‘many valued’ information is preprocessed to give binary/dyadic/Boolean arrays in which rows, representing ‘points’
or ‘objects’, either have a 1 or 0 in the column corresponding to an attribute, dependent on whether the threshold is, or
is not, reached.
In the other case the spatial aspect is a means of analysing the situation. The basic observational input here can also
lead to object—attribute arrays, as in Formal ConceptAnalysis (FCA), see for instance, [17] and the references therein,
and again the dyadic case is of central importance.
We thus have a simple model for ‘information’, applicable in many contexts within Computer Science andArtiﬁcial
Intelligence, as well as being present in many situation in the Social and Biological Sciences. Historically, analogues
of such situations occurred in algebraic topology with the various nerve constructions introduced in the 1920s. Other
sources looked at the problem of approximating one class of spaces by inverse limits of ‘nicer’ spaces of various types,
for instance, polyhedral or ﬁnite. (Further details on the historical precursors and further implications of the topological
side of this theory can be found in papers of Kopperman, Wilson, Smyth, Webster amongst others, see, for instance
[6–8] and [11], to which we refer the reader. Some of the main ideas are summarised in Sections 2 and 5 below.) These
ideas have also emerged more recently in a highly ‘observational’ context in theoretical physics, in work by Sorkin,
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[12] and more recently Raptis and Zapatrin, [10]. Work by Dowker, [1], in the topological context, led on eventually to
tentative applications of similar methods inArtiﬁcial Intelligence, for example, [2], as well as in FCA as was mentioned
above. The basic model is also well known as a Chu space within Theoretical Computer Science, [9]. This is a very
rich setting but little seems to have been done to analyse the relationships between the various models.
In this paper we look at the use of these ‘spatial’methods of organising such information.We assume an informational
relationship between a set of objects and a set of attributes and look at the organisation of the information if the attributes
are ‘sampled’. This geometric organisational structure interacts with logical and dynamic aspects as well as any ‘metric’
attributes of the information, but here we will concentrate on the ﬁrst of these and will assume a static situation with
dyadic (Boolean) observations.
2. Sorkin models
The structural management of observations can be handled in several different ways. Although related to each other,
these methods do give different information and assume slightly different starting models. The ﬁrst method that we
will examine is due to Sorkin, [12] and, roughly speaking, assumes there is a space X being ‘observed’ and that a set
of observations corresponds to an open cover of the space. We will start with the topological situation, but will later
generalise to enable more abstract settings to be handled.
Let X be a topological space and let F be a ﬁnite family of open sets (abbreviated to FFOS) of X. Using F , deﬁne,
on the set X, an equivalence relation ∼F , given by x ∼F x′ if and only if, for all U ∈ F, x ∈ U ⇔ x′ ∈ U, thus two
points of X are equivalent if all the observations from F give the same positive or negative result on them both. Using
∼F , we can form a quotient space, XF and quotient map F : X → XF .
Although we may not know X, the quotient XF is something we do know. It encodes the observational data on the
mysterious X. The space XF ‘organises’ that data.
The space XF is T0 and so corresponds to a poset. The order can be speciﬁed without knowing the topology on X,
merely needing the FFOS F : writing [x]F for the equivalence class of x ∈ X, [x]F[x′]F if and only if, for every
open set, U in F , if x′ ∈ U , then x ∈ U. In fact, in situations such as we are considering, the family F is ﬁnite, XF is a
ﬁnite T0-space, each point [x]F is in a unique minimal open set, U[x], of XF , and [x]F[x′]F if and only if x ∈ U[x′].
The essential information on XF is, thus, contained in this partially ordered set, which we will denote by PF .
We need not require that F covers X. If it does not, then there exists a top element  ∈ P , x for all x ∈ P .
We will drop the subscript F , as above, on both the poset/space PF and the equivalence relation ∼F when the FFOS
F is obvious. The FFOS F gives X a second topology, written (F), which is the topology generated by F . We shall
write (X) for the original topology on X. Clearly, here, we have (F) ⊆ (X). We give P the quotient topology,
written (P), making F : (X, (X)) → (P, (P)) continuous. We observe that given U ∈ (F), then F (U) is open
in (P), i.e., the map (sometimes called the ‘Kolmogorov quotient’) F : (X, (F)) → (P, (P)) is continuous and
an open mapping.
Deﬁnition 1. Given X and a FFOS F , we say the pair (PF , F ) is a Sorkin model of X relative to F , and call PF the
Sorkin poset for (X,F). For an element x ∈ P , we will call the corresponding subset −1F (x) ⊆ X the zone determined
by x. In general the zones will neither be open nor closed subsets of X.
3. Nerves
This partially ordered set,PF , corresponding to XF , is closely related to, but need not be identical with, the partially
ordered set of simplices of the nerve of the open cover F . Recall that given a space X, and an open cover, F , the
( ˇCech) nerve, N(F), of F is deﬁned to be that simplicial complex having the sets of F as vertices and in which
{U0, . . . , Un} ⊂ F is a n-simplex of N(F) if and only if⋂ni=0Ui 
= ∅.
There is an alternative construction, essentially dual to this, and due toVietoris. The vertices in this Vietoris complex
V (F) of (X,F) are the points of X itself and an (n + 1)-tuple of such points, 〈x0, . . . , xn〉, is an n-simplex if there
is a U ∈ F that contains them all, {x0, . . . , xn} ⊆ U. Dowker showed that these two complexes provide the same
information up to homotopy, cf. [1]. His basic method was to abstract (X,∈,F) to an arbitrary relation, (X,R, Y ),
R ⊂ X × Y . This abstract situation is well known in Theoretical Computer Science as being a (dyadic) Chu space, cf.
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[9], in FCA as a (binary) formal context, cf. [16], and is also extensively used in this form in Artiﬁcial Intelligence,
[2,13].
Deﬁnition 2 (A (dyadic or two valued)). Chu space C is a triple (Co, C ,Ca), where Co is a set of objects, and Ca is
a set of attributes. The satisfaction relation C is a subset of Co ×Ca . A morphism or Chu transform from a Chu space
(Co, C ,Ca) to a Chu space (Do,D,Da) is a pair of functions (fa, fo) with fo : Co → Do and fa : Da → Ca such
that for any x ∈ Co and y ∈ Da , fo(x)D y iff x C fa(y). We will sometimes refer to fa as the adjoint of fo.
If C = (Co, C ,Ca) is a dyadic Chu space, then C⊥ = (Ca, C op, Co) is the dual Chu space of C. (It just reverses
the roles of objects and attributes.)
A (dyadic)Chu spacewhen considered inFCA is usually called a (binary) formal context.The observational viewpoint
is that the attributes give information about the conﬁguration of, and interrelationships between, the objects.
Deﬁnition 3. If C = (Co, C ,Ca) is a (binary) formal context or (dyadic) Chu space, then its ( ˇCech) nerve is the
simplicial complex N(C) with vertex set Ca and where a (non-empty) subset, {a0, . . . , ap} of Ca is a p-simplex if there
is an object x ∈ Co satisfying x C ai for i = 0, . . . , p. The Vietoris nerve of C is, by deﬁnition, the ˇCech nerve of
C⊥. It will be denoted V (C). If {a0, . . . , ap} is a simplex, we will write it as 〈a0, . . . , ap〉.
The setCa may be large, even inﬁnite, and in that case itmay be necessary to sample the attribute set, thereby choosing
a subset F of Ca , and to corestrict the context relation to that subobject getting a formal context, (Co, C ,F). We will
refer to F as a ﬁnite sample of attributes or FSA and may abbreviate N(Co, C ,F) to N(F), etc.
Proposition 4. If f = (fo, fa) : (Co, C ,Ca) → (Do, D ,Da) is a morphism of Chu spaces and F is a sample of
the attributes Da of (Do, D ,Da), then:
(i) we have an induced map (which we will also denote by (fo, fa)), (fo, fa) : (Co, C , fa(F)) → (Do, D ,F);
(ii) there is an induced simplicial map V (f) : V (Co, C , fa(F)) → V (Do, D ,F), given by V (f)〈p0, . . . , pn〉 =
〈fo(p0), . . . , fo(pn)〉;
(iii) any choice of splitting for the functionfa : F → fa(F)determines a simplicialmap,N(f) : N(Co, C , fa(F)) →
N(Do, D ,F), given by
N(f)〈fa(q0), . . . , fa(qn)〉 = 〈q0, . . . , qn〉. More exactly, if we choose for each p ∈ fa(F), a q ∈ F such that
p = fa(q), then N(f)〈p〉 = 〈q〉, and this is simplicial. Different choices of splitting give homotopic maps.
Proof. Most of this is routine checking using the adjointness relationship, fo(x)D q if and only if x C fa(q). 
Corollary 5. If f = (fo, fa) : C → D has fa surjective, then there are induced maps N(f) : N(C) → N(D) and
V (f) : V (C) → V (D).
The ‘dual’ case when fo is surjective can, of course, be handled by duality. In particular if f is the identity on Co,
f = (id, fa) : (Co, C ,Ca) → (Co, C ,Da), and if we further assume that the Chu spaces are ‘normal’, then fa
will be an inclusion. (‘Normality’will be studied in more detail later in this paper.) The dual morphism f⊥ : D⊥ → C⊥
has its adjoint part surjective, so f⊥ induces a well deﬁned V (f⊥) : V (D⊥) → V (C⊥), that is, N(f)⊥ : N(D) → N(C)
sending a simplex 〈q0, . . . , qn〉 ∈ N(D) to 〈fa(q0), . . . , fa(qn)〉 ∈ N(C). Similarly a choice of splitting for fo gives
a simplicial map,
V (f⊥) : V (D) → V (C),
with different splittings giving homotopic maps.
4. ˇCech reﬁnements
Reﬁnement of observations is classically mirrored by reﬁnement of covers:
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Deﬁnition 6 ( ˇCech reﬁnements). We say that F ′ is ﬁner that F if, for any U ∈ F ′, there is at least one V ∈ F with
U ⊆ V .
In more generality, any continuous f : X → Y between spaces, together with open covers U of X and V of Y, will
induce a simplicial map on nerves if U is ﬁner than f−1(V). We abstract this via a notion of a reﬁnement relation
relative to a carrier function (on objects), the absolute version being the case when f is the identity function.
Deﬁnition 7. Given C = (Co, C ,Ca) and D = (Do, D ,Da) and a function f = fo : Co → Do, which we will
call a carrier function, a ( ˇC)ech reﬁnement relation relative to f from C to D is a relation →f ⊆ Ca × Da such that if
x C p and p →f q, then f (x)D q.A ( ˇCech) reﬁnement map for a given carrier function f is a function  : Ca → Da
such that, for all p ∈ Ca , p →f (p), i.e., if x C p, then f (x)D (p).
The relationship with Chu transforms is given by:
Proposition 8. (i) If f = (fo, fa) : (Co, C ,Ca) → (Do, D ,Da) is a Chu transform, ‘p →f q if and only if
p = fa(q)’ is a ˇCech reﬁnement relation relative to the carrier function, f = fo.
(ii) If f = (fo, fa) and fa is surjective, any splitting  : Ca → Da of fa is a ˇCech reﬁnement map for the carrier
function f.
We note that, in general, the deﬁnition of →f does not assume that →f is non-empty, nor ‘total’ in the sense that
for each p ∈ Ca , there is a q ∈ Da such that p →f q, but that frequently ‘totality’ would be a natural condition to
assume.
We can extend any such relation→f to one→f ⊆ Fin(Ca)×Fin(Da) by deﬁning, forX ∈ Fin(Ca) andY ∈ Fin(Da),
X →f Y if and only if, for all p ∈ X, there is a q ∈ Y with p →f q. Here Fin(A) denotes the set of ﬁnite subsets
of A. There would seem to be a link here with the approximable morphisms of formal contexts studied by Shen and
Zhang, [17] and Hitzler and Zhang, [5]. Comparing with their deﬁnitions, the following certainly holds:
Proposition 9. For any carrier function f : Co → Do, ∅ →f ∅ and, ifX →f Y1 andX →f Y2, thenX →f Y1∪Y2.
5. Sorkin reﬁnements: the topological case
The intuition behind the Sorkin model is that observations, corresponding to the open sets of the FFOS F , allow
one to distinguish certain points. The zones correspond to clusters of points that cannot be distinguished by that set of
observations.
Deﬁnition 10. Given two FFOSs F and G of a topological space X. We say that F is a Sorkin reﬁnement of G if
G ⊆ (F).
The effect of a reﬁnement is that we further partition the zones as shown by the following:
Proposition 11. F is a reﬁnement of G if and only if there is a continuous surjective map PF
FG−→PG such that
(X, (X))
F
 



G




(PF , (PF )) GF  (PG, (PG))
commutes.
Proof. IfG ⊆ (F) and x ∼
F
x′, then forU ∈ F , x ∈ U if and only if x′ ∈ U , so x and x′ are in exactly the same open sets
of F . They are, thus, in exactly the same sets of (F) and, by restriction, of G, but then x ∼
G
x′. If [x]F = F (x) ∈ PF
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is the equivalence class containing x, then we deﬁne GF [x]F = [x]G . We have that this is (i) well deﬁned and (ii)
satisﬁes GF ◦ F = G , as required. It is clearly a continuous surjective map. The converse is now easy.
If G ⊆ (F), then we may call the unique natural map GF a coarsening map and may write it simply as F → G.
Note that, in general, Sorkin reﬁnement is a distinct concept from ˇCech reﬁnement. We leave the ‘observational’
interpretation to the reader.
6. Chu spaces revisited
Continuing our discussion of Chu spaces/formal contexts and our ‘geometry of information’, we can view a space,
X, together with a FFOS F as a Chu space (X,∈,F), with X being the set of objects and F , the set of attributes. An
object x ∈ X satisﬁes an attribute U ∈ F if x ∈ U . This is an example of a special kind of Chu space, called by Pratt a
normal Chu space, in which the (distinct) attributes are (distinct) subsets of the set of objects and  is ∈. Normal Chu
spaces are examples of extensional Chu spaces.
Deﬁnition 12 (Pratt [9]). Given a Chu space, C = (Co, C ,Ca), we deﬁne two mappings: ˇC : Co → 2Ca , ˇC(x) =
{a ∈ Ca | x C a}, and ˇC : Ca → 2Co , ˇC(a) = {x ∈ Co | x C a}. The Chu space C is said to be extensional if
ˇC : Ca → 2Co is injective. The Chu space C is said to be separable if ˇC : Co → 2Ca is injective. A Chu space that
is both extensional and separable is called biextensional.
The two mappings ˇC and ˇC extend to give mappings C : 2Co → 2Ca and C : 2Ca → 2Co , deﬁned by
C(x) = {a | ∀x ∈ X, x C a} and C(A) = {x | ∀a ∈ A, x C a}. These two mappings are used in FCA to obtain
closure operators on the two power sets, see [17].
It will often be useful to represent a Chu space as an array or matrix with 0–1 entries. The rows are labelled by
the ‘objects’, the columns by the ‘attributes’, so if x C a, then in the xth row and ath column one ﬁnds a 1, and if
x 
 C a then there is a 0. A related representation of C can be given by the characteristic function of the relation C
(as a subset of Co × Ca). This gives a function rC = r : Co × Ca → 2 = {0, 1}, with r(x, a) = 1 if x C a and
is 0 otherwise. The two alternative ‘Curried’ forms of this give the ˇ and ˇ maps, deﬁned earlier, ˇC : Co → 2Ca ,
ˇC : Ca → 2Co . Identifying a subset with its characteristic function, we have ˇC(x) = rC(x,−) : Ca → 2, and
ˇC(a) = rC(−, a) : Co → 2.
There is an obvious way to change any Chu space, C, into a biextensional one, namely by ‘killing off’, or quotienting
out, any lack of injectivity of the two maps C and C . More formally:
Deﬁnition 13. The biextensional collapse of a Chu space C = (Co, C ,Ca) is the Chu space Ĉ = (Ĉo,Ĉ , Ĉa) =
(ˇC(Co),Ĉ , ˇC(Ca)), where ˇC(x)Ĉ ˇC(a) if and only if x C a.
In the topological context, the quotient  : (X, (F)) → (P, (P)) is simply the ‘universal’map to the biextensional
collapse of (X,∈,F). The Chu space (P,∈, (P)) is, of course, biextensional. The poset structure on P is given by
ˇ(x) ˇ(y) ⇐⇒ ∀a ∈ Ca(y C a ⇒ x C a) ⇐⇒ ˇ(x) ⊇ ˇ(y). For a general Chu space, C, there are some problems
about this quotienting operation since, although ˇC : Co → 2Ca gives an object map in the right direction for a Chu
transform from C to Ĉ, the corresponding ˇC : Ca → 2Co goes in the wrong direction to be its ‘adjoint’. If C is
extensional, as it was in the topological case above, then ˇC : Ca → 2Co is a bijection onto its image, Ĉa , and its
inverse has the right properties to be the adjoint of ˇ. In our context, although we may have a non-extensional C, it is
reasonable to suppose that the ‘sample’F ‘is extensional’, since if two columns in F are the same we can amalgamate
the columns or include one and not the other in such a sample . . . in a sense, there would be no point in keeping repeat
columns in F! We will therefore often assume that F has no repeat columns.
The objects we are studying here consist of a Chu space and the analogue of a FFOS in this more general setting.
More formally:
Deﬁnition 14. Suppose we have a Chu space C = (Co, C ,Ca) together with a ﬁnite sample of the attributes F , then
we will call the pair (C,F), a ‘Chu FSA’. Given a Chu FSA, (C,F), we call the Chu space, C|F = (Co, C ,F), the
corestriction of (C,F).
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The biextensional collapse of C|F is analogous to the Sorkin model and so we would expect it to ‘be a poset’, so we
will recall how posets relate to Chu spaces.
Deﬁnition 15. A property of C is any subset Y ⊆ 2Co containing Ca , so Ca ⊆ Y ⊆ 2Co .
Pratt’s normal realisation of a poset is given by taking a set of deﬁning ‘atomic’ properties in the poset and carving
out from 2Co the property that is the intersection of all these properties considered as subsets of 2Co . In general, given
a poset (P, ), which we will assume ﬁnite, ﬁx a set  of atomic implications x → y or properties deﬁning the given
poset (e.g., by drawing the Hasse diagram of (P, )). For each  = (x → y) in , interpreted here as xy, let X be
the set of columns a ∈ 2Co such that r(x, a)r(y, a). Then we have:
Deﬁnition 16. The normal realisation of (P, ) is (P,∈, X), where X =⋂X.
We will write NR(P, ) for the normal realisation of a poset (P, ). Different choices of  yield the same X,
essentially because of part (ii) of the following result:
Proposition 17 (Pratt, [9]). (i) A normal Chu space realises a preorder if and only if the set of its columns is closed
under arbitrary joins and meets.
(ii) A separable normal Chu space realises a poset if and only if the set of its columns is closed under arbitrary joins
and meets.
Here the point is that separability means that different objects satisfy different sets of attributes, so one never has
xy and yx unless x = y. To form the normal realisation of a given biextensional Chu space, we need only close up
the set of its columns under arbitrary meets and joins within 2Co . This will never destroy separability and as everything
is done within 2Co , the result is still extensional. It also avoids a choice of .
The similarities between the Sorkin model construction and the biextensional collapse are clear. Given a ﬁnite family
of open sets of a space X we get F : X → XF . If we think of X as a Chu space, we get a biextensional collapse of X|F
and the constructions are the same. There clearly should be some sort of universality for this quotient map although
the exact optimal form is not clear.
Replacing spaces by Chu spaces, we have suitable objects, namely our ‘Chu FSA’s and we can restrict attention
to those (C,F) such that C|F is extensional. The obvious candidate for a Sorkin model, CF , for (C,F) would be the
biextensional collapse of C|F , but is this the right analogue? To examine this question we need to edge our way slightly
towards the topological case.
We shall call the Chu space, C, topologically closed if Ca is a topology on Co, i.e., C is normal and Ca includes
all unions and ﬁnite intersections. These correspond to localic topological systems, (cf. [15]). We will usually restrict
to the case in which C is also biextensional, but other cases may be useful. Given a normal Chu space, C, there is
a topologically closed Chu space denoted (C) = (Co,∈, (Ca)), which is a topological closure of C in an obvious
sense. There is a universal Chu morphism  : (C) → C with 0 : Co → Co, the identity, and a : Ca → (Ca),
the inclusion.
From the ‘informational/observational’ point of view, (C) contains essentially the same information as the original
C. In (C), that information has been preprocessed via the propositional operations of geometric logic.A general dyadic
Chu space, C, is being thought of, here, as a model for ‘informational structure’. In a Chu FSA, the information is
sampled via F ⊂ Ca . From this viewpoint, there is a good ‘logical’ interpretation of the biextensional collapse/Sorkin
model of C|F = (Co, C ,F), the corresponding Chu space. We will assume F is chosen so that C|F is extensional.
(Any two ‘observations’ inF give different results on at least one object; the columns ofF are distinct;F is considered
as a subset of 2Co .)
In [14], vanBenthemdeﬁnes a ﬂow formula as being anyﬁrst order formula produced by the schema:x  a
∣∣¬(x  a) ∣∣
∧ ∣∣ ∨ ∣∣ ∃x ∣∣∀a. Given any row x in the biextensional collapse / Sorkin poset, CF , it consists of n-entries 0 or 1, and
hence to a ﬂow formula (x  ai1)∧ · · · ∧ (x  aik )∧¬(x  aik+1)∧ · · · ∧¬(x  ain), where, of course, the ﬁrst k ais are
the attributes with r(x, ai) = 1 and the others are those giving 0. This statement is true as well in C|F itself, but now
in CF , the formula uniquely determines the row and vice versa, this corresponding to the separability of CF . In other
words:
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Proposition 18. The rows of the biextensional collapse, CF are the elementary ﬂow formulae ∃x(
∧
i∈F1(x  ai) ∧∧
i∈F2 ¬(x  ai)) for partitions (F1,F2) of F .
The question of reﬁnement is then to modify the attribute sampleF , redeﬁning some of the ‘atomic’ statements xa,
replacing them with other ﬂow formulae of this same form.
We now return to the question of Sorkin reﬁnement in the language of Chu spaces. Given Chu spaces C and D,
corresponding to FFOSs, (X,F) and (X,G), respectively, where X is a space and F is a Sorkin reﬁnement of G, then,
in general, there will be no Chu transform between C and D. The problem is that Sorkin reﬁnement uses the topology
generated by a FFOS, so we have to mimic that situation in general for Chu spaces, but that is exactly what is given by
the topological closure operation.
Deﬁnition 19. Given Chu spaces C = (Co, C ,Ca), D = (Co, D ,Da) with the same set of objects. We say that C
is a Sorkin reﬁnement of D if there is a Chu transform
 : (C) → D,
which is the identity on objects, i.e., o(x) = x.
We note the following:
Proposition 20. (i) Any Chu space is a Sorkin reﬁnement of itself.
(ii) Sorkin reﬁnement is transitive.
(iii) If C is extensional and C is a Sorkin reﬁnement of D, then the map  is uniquely determined.
Proof. Each of these is an easy consequence of the deﬁnitions. 
7. Nerve of a cover and Sorkin models
As mentioned in Section 2, we can associate two simplicial complexes with every (dyadic) Chu space, C, one being
its ˇCech nerve, N(C), and the other its Vietoris nerve, V (C). Any simplicial complex, K, gives rise to a poset, namely
the poset of its faces having the simplices, 	, , etc., of K as elements with 	 if 	 is a face of , i.e., 	 ⊆  as subsets
of the set, K0, of vertices of K. For any Chu FSA, (C,F), we thus have the two simplicial complexes N(C|F ) and
V (C|F ), and the associated partially ordered sets of their faces. There is also the biextensional collapse/Sorkin poset
of C|F that will be denoted, as before, by CF . From a Chu perspective, given a simplicial complex (K, SK), we could
also form a Chu space, face(K) := NR(SK,⊆), that is the normal realisation of the face poset.
We can now turn to analysing the relationship between the Sorkin model and the nerves. We will work in the setting
of normal Chu spaces and, in particular, within that of ‘posets as Chu spaces’. We reduce the problem to one purely in
that ‘poset’ setting:
Theorem 21. Let (C,F) be a Chu FSA, and N(C,F) its ˇCech nerve. Further let CF be its biextensional collapse
and denote by F̂ the corresponding family of attributes. Assuming that there are no repeated columns in F , so C|F
is extensional, then the quotient map F : C|F → CF exists and induces an isomorphism N(C,F) → N(CF , F̂) of
simplicial complexes.
Proof. The assumption of extensionality for C|F implies that F ,a is a bijection, so we have an induced map. That
map is a bijection on vertices, so we only need to check what it does to simplices. As, in a nerve N(C,F), a n-simplex
	 = 〈a0, . . . , an〉 is a set {a0, . . . , an} such that ∃x ((x  a0) ∧ · · · ∧ (x  an)) holds and as (x  a0) if and only if
ˇC(x) ˇC(a), we have that 〈a0, . . . , an〉 ∈ N(C,F) if and only if 〈ˇC(a0), . . . , ˇC(an)〉 ∈ N(CF , F̂). 
We can thus assume that C|F is itself biextensional and so essentially is a poset. One has, however, to remember
that we have a sample of the columns of the corresponding normal realisation. To avoid minor technicalities we will
assume that F does ‘cover’ C, so there is no zero row in C|F . The more general case is left to the reader.
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Deﬁnition 22. Let (C,F) be a Chu FSA with C|F extensional. The free wedge completion of C will be the Chu space,
denoted
∧
ﬁnC, obtained by freely adding new attributes corresponding to all ﬁnite conjunctions of columns of C:
For each non-singleton ﬁnite subset, A ⊆ Ca , we form a new column, labelled ∧A, or ai1 ∧ · · · ∧ ain if A =
{ai1 , . . . , ain}, with r(x,
∧
A) = 1 if and only if r(x, a) = 1 for all a ∈ A.
This is used to simplify the statement of the following:
Deﬁnition 23. Let (C,F) be a Chu FSA with C|F extensional.
(i) We say F is minimal if, for any a ∈ F , there is an object x such that r(x, b) = 0 for all b ∈ F with b 
= a, (i.e.,
you cannot omit any attributes from the ‘sample’ without destroying the ‘covering’ property).
(ii) We say (C,F) is generic if∧ﬁnC|F is extensional, in other words, if A = {a0, . . . , am} and B = {b0, . . . , bn}
are ﬁnite subsets of F such that C(A) = C(B), then A = B.
We note that ‘generic’ clearly implies ‘extensional’, since the columns of
∧
ﬁnC|F include those of C|F . The converse
is not true, however. The condition of ‘genericity’ compares the free wedge completion with its biextensional collapse
and thus with that part of 2Co generated from the given Chu space by intersection. (If C is separable, then this will form
part of the normal realisation.) It thus compares the values of ‘formal conjunctions’of attributes with the actual values.
The ‘formal’ aspect is captured by the nerve, the ‘actual’ one by the Sorkin poset.
We can now examine an ‘obvious’map from a (C,F) to the correspondingN(C,F). By earlier results we can reduce
to the case where C|F is biextensional and will impose the condition that F covers C. We can think of C as being a
normal Chu space in its normal realisation and F as a ﬁnite sample of the columns, so that C|F has no zero rows and
no repeat rows.
Suppose x ∈ Co is an object of C. As C|F is extensional, x corresponds to a ﬂow formula, ((x  ai0)∧· · ·∧ (x ain)),
where {ai0 , . . . , ain} ⊆ F is the set of columns, a, of C|F for which r(x, a) = 1. We clearly have that 
(x) =
〈ai0 , . . . , ain〉 ∈ N(C,F)n, since x satisﬁes them all. Note that 
(x) = 〈F (x)〉, where F is the ‘-map’ for C|F .
We will think of this as being an object of the face poset, face(N(C,F)), of the nerve of (C,F). We thus have a map
between the elements of two posets. Suppose that xy in C. This means that, for all a ∈ Ca , r(x, a)r(y, a), so 
(y)
is a subset of 
(x), i.e., it is an (iterated) face of it. We thus have:
Proposition 24. The assignment 
 gives us an order preserving map, 
 : NR(C|F ) → face(N(C,F)).
It is useful to note that if x ∈ Co, so 
(x) = 〈F (x)〉, then the downset ↓x =
∧
F (x) within NR(C|F ).
For particularly nicely behaved ‘covers’F , this order preserving map will be an isomorphism of posets. If this is the
case we will say thatF is simplicial. The properties identiﬁed above go some way to analysing this notion, for instance,
if F is minimal, then for any a ∈ F , there is an x such that {b ∈ F | x  b} = {a}, so 
(x) = 〈a〉, and conversely if all
of the original vertices are to be in the image of 
, then F must be minimal.
Proposition 25. If F is a simplicial cover, then it is minimal and generic.
Proof. ‘Minimality’ has been proved above, but we give a more detailed analysis of ‘genericity’. Suppose A,B ⊆ F
are subsets of attributes for which C(A) = C(B), so the sets of objects satisfying the attributes in A and in B are the
same. We can thus assume A ⊆ B without loss of generality, so B = {a0, . . . , an, b0, . . . , bm} with A = {a0, . . . , an}
and we write B ′ = B \ A = {b0, . . . , bm}. We want to show that B ′ is empty. We have C(A) = C(B) ⊆ C(B ′),
as B ′ ⊆ B.
If C(A) = ∅, then A does not form a simplex, but on the other hand, there is no object that satisﬁes all of A, so
this does not cause a problem and we can assume C(A) 
= ∅, and as a consequence, 〈A〉 is a simplex of N(C,F)
with x ∈ C(A) being proof of that fact. Also 〈B〉 and 〈B ′〉 are simplices, so, as F is simplicial, there are objects
x, y, z ∈ Co with C(x) = A, C(y) = B, C(z) = B ′. In the partially ordered set face(N(C,F)), 〈A〉 ∨ 〈B ′〉 = 〈B〉.
(The poset face(N(C,F)) need not have all joins, but does have these.) As 
 is assumed to be an isomorphism,
x ∨ z = y, but, as B ′ ∩A is empty, x and z agree on no attribute, so y ∈ C(B), but is not in C(A), contradicting our
assumptions. 
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Finally we turn our attention once again to the question of Sorkin models, but this time using the language of frames,
as our treatment above is evidently heading in the direction of localic and frame theoretic organisational models for the
‘information’. Recall that a poset A is a frame if, every subset has a join (∨), every ﬁnite subset has a meet (∧) and
binary meets distribute over joins. If A and B are frames, a function from A to B is a frame homomorphism if and only
if it preserves all joins and ﬁnite meets. It is important to remember the typical example of A = (Y ) and B = (X)
being topologies on spaces Y and X, and f : X → Y being a continuous map from X to Y. The frame homomorphism
f−1 : (Y ) → (X) goes in the reverse direction.
Throughout the discussion, above, of Chu spaces, we have assumed that there are some ‘objects’ that are ‘observed’
via their attributes. This can seem a bit strange if we merely have the observations and have no way of grabbing hold
of some ‘points’ or ‘objects’, i.e., if we just have a frame. There is, however, a way to extract a Chu space (or more
exactly a ‘topological system’ in the terminology of Vickers [15] p.52) from a given frame.
Deﬁnition 26. Let A be a frame, X a set and  ⊂ X × A, written, as usual, as x  a, then (X,A, ) is a topological
system if and only if (i) if S is a ﬁnite subset of A, then x  ∧ S if and only if ∀a ∈ S(x  a); (ii) if S is any subset of
A, x∨ S if and only if ∃a ∈ S(x  a).
Given a frameA, we can construct a topological system by takingX to be the set of frame homomorphisms x : A → 2
with x  a if and only if x(a) = 1. This, of course, just identiﬁes a point as a row in a possible Chu space matrix. The
requirement that x is a frame homomorphism imposes conditions on the row x, relative to the meets and joins in A. We
shall use T for a “large” frame that we wish to model or sample. It may be inﬁnite, or it may be ﬁnite, but just very
large! We shall use A, B, etc., for the small ﬁnite frames, which may be considered as samples of T . Suppose A is a
ﬁnite family of elements of T , then we can form (A), its topological closure (within T ) as being the subframe of T
generated by A. As a point of T is a x : T → 2, by restriction we get x|(A) : (A) → 2, but different T -points can
restrict to the same (A)-point. In fact, as x|(A) is a frame homomorphism, it is completely determined by its values
on the elements of A and we can put an equivalence relation on the points of T by x ∼A y if and only if x|A = y|A. Of
course, this is exactly the analogue of Sorkin’s original construction in this context and is constructed solely from the
pair (T , A). As (A) is closed under meets and joins, this Chu space is the normal realisation of a poset. Thus a sample
or FSA corresponds to a ﬁnite subframe (A) and here the corresponding locale is the Sorkin poset of that FSA. In this
context, given ﬁnite subframes, A and B of T , A will be a Sorkin reﬁnement of B if and only if B ⊆ A.
Can one study zones here? Since we do not directly have the set X, we cannot construct the quotient map  : X → P ,
nor can we consider the zones −1(x) for x ∈ P , since, in general, these are not elements of (X). In other words,
when dealing with frames, we must express all our statements in terms of the ‘open sets’, i.e., elements of A or T . We
cannot so easily talk about general subsets of X, but it is still possible to make some progress. We refer the reader to
the extended discussion in the Dagstuhl archive’s version of our workshop talks, [3,4].
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