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Optimization of Software Deployment and
Reconfiguration in the Cloud
Sören Frey, Florian Fittkau, and Wilhelm Hasselbring
Abstract—Migrating existing enterprise software to
cloud platforms involves the comparison of various
cloud deployment options (CDOs). A CDO comprises
a combination of a specific cloud environment, deploy-
ment architecture, and runtime reconfiguration rules for
dynamic resource scaling. Our simulator CDOSim can
evaluate CDOs, e.g., regarding response times and costs.
However, the design space to be searched for well-suited
solutions is very large. In this paper, we approach this
optimization problem with the novel genetic algorithm
CDOXplorer. It uses techniques of the search-based soft-
ware engineering field and simulations with CDOSim to
assess the fitness of CDOs. An experimental evaluation
that employs, among others, the cloud environments
Amazon EC2 and Microsoft Windows Azure, shows
that CDOXplorer can find solutions that surpass those
of other state-of-the-art techniques by up to 60%. Our
experiment code and data and an implementation of
CDOXplorer are available as open source software.
Index Terms—Cloud computing, search-based soft-
ware engineering, deployment optimization.
I. INTRODUCTION
THE disruptive cloud computing paradigm pavesthe way for approaching the long-desired idea
of utility computing [1]. In the last years, it gained
considerable attention from industry and in academia.
Along with the steadily increasing interest in cloud
computing there also emerged an enormous de-
mand for leveraging cloud technologies for existing
(legacy) systems [2]–[4] toward microservice archi-
tectures [5]–[8].
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A. Problem Description
Migrating and deploying enterprise software to the
cloud still entails a wealth of challenges and potential
pitfalls. For example, it is tedious to select an adequate
cloud environment and the best-suited virtual ma-
chine (VM) instance types—with regard to inevitable
trade-offs between costs and performance—from the
plethora of available cloud offerings [9].
Furthermore, the application and deployment ar-
chitecture have to be reworked to conform with the
chosen cloud and to enable compliance with defined
service level agreements (SLAs) and the included
quality of service (QoS) stipulations [10]. To exploit
the cloud’s elasticity and the usually employed pay-
per-use model, it is necessary to implement and
calibrate reconfiguration rules for cost-efficient dy-
namic resource scaling according to observed usage
patterns [11]. For example, a simple reconfiguration
rule can be formulated as follows: “Start R1 new VM
instances of VM instance type R2 if the average CPU
utilization ≥ R3% for R4 minutes.” This exemplary
reconfiguration rule includes the four degrees of free-
dom R1-R4. One of the many possible configurations
could allocate R1 = 2, R2 = m1.medium, R3 = 80,
and R4 = 5, for instance.
All of those design decisions, such as the selection
of a specific cloud environment, component mapping,
and a set of reconfiguration rules, are subsumed
in so-called cloud deployment options (CDOs). The
multitude of potential CDOs need to be explored for
well-suited candidates. Unfortunately, techniques for
automatically evaluating all CDOs do not exist and
a comprehensive manual analysis is most often inapt
due to time and budget constraints [12]. Furthermore,
deployment optimization problems that consider the
QoS-aware composition of an application’s services
are intractable as they are known to be NP-hard [13].
The design space that spans for all possible CDOs
is huge and the elements of a single CDO exhibit
complex non-linear interdependencies. Discrete event
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simulation is a powerful tool that can help to reveal
a CDO’s characteristics. However, CDO simulation
runs are time-consuming and can take from a few
minutes to several hours. Hence, simulating a great
number of CDOs is most often still not a viable
option and it is therefore very likely that a suboptimal
solution is chosen. Moreover, there usually exists
no single CDO that causes, e.g., the lowest costs
along with the lowest average response times and the
lowest number of SLA violations. Thus, a potential
cloud user is interested in automatically finding the
most adequate trade-off solutions among which the
CDO candidate can be selected that best suites the
user’s specific needs. The set of these most adequate
trade-off solutions constitutes a pareto optimum. The
included CDOs cannot be improved concerning one
objective without deteriorating another objective, e.g.,
considering a trade-off between costs and response
times.
Thus, search-based software engineering seems to
be appropriate for cloud engineering [14]. However,
existing approaches do not leverage cloud simulators
together with reconfiguration rule optimization.
B. Approach and Contribution
In this article, we present the genetic algorithm
CDOXplorer that explores the CDO search space
on the basis of automatically extracted architectural
models and approximates the corresponding pareto
optimum. Similar problems are addressed by methods
of the search-based software engineering field, where
genetic algorithms are widely used [15].
In our previous work, we introduced the simu-
lation tool CDOSim [16] that implements a phase
of our cloud migration approach CloudMIG [17]–
[20]. CDOSim facilitates the simulation of CDOs for
determining their respective response times, costs, and
SLA violations. We integrated CDOSim into our tool
CloudMIG Xpress that provides support for Cloud-
MIG. With CloudMIG Xpress, CDOs can be simu-
lated on the basis of a reverse-engineered architectural
system model with monitored or synthetic workload,
but CDOs so far had to be configured manually.
CDOXplorer, presented in this article, is imple-
mented in our tool CloudMIG Xpress and supports
IaaS-based cloud environments [21], where the most
often used building blocks are VMs. In general,
genetic algorithms group the candidates—so-called
individuals—in populations and use a fitness function
to assess the candidates. Then, the best-suited individ-
uals are selected. They reproduce through so-called
mutation and crossover operations and after several
generations, the individuals that inherited superior
properties become dominant. To assess the fitness of
CDOs, CDOXplorer uses simulation runs of CDOSim
to restrict the search space and to steer the exploration
towards promising CDOs. Thus, CDOSim is no longer
used only for analyses, but for design exploration
purposes as well. By incorporating CDOSim, CDOX-
plorer is a member of the simulation-based optimiza-
tion class [22].
Here, the evaluation of the used fitness function is,
in contrast to many genetic algorithms, very expensive
and requires strict limitations regarding the population
size and number of included generations. CDOXplorer
not only optimizes the allocation of software compo-
nents to VMs, but also searches for reconfiguration
rules that are aligned with the cloud’s elasticity and
the specific performance and pricing models of the
available cloud environments. A common challenge
in the design of genetic algorithms becomes apparent
as they do not guarantee to converge to a global
optimum, especially, if a low number of generations
is used. Hence, we experimentally evaluate the ap-
plicability and convergence properties in comparison
to other well-known search and optimization algo-
rithms. We report on case studies that employ an open
source enterprise resource planning (ERP) system to
be deployed on the cloud environments Amazon EC2,
an Eucalyptus cluster as private cloud, and Microsoft
Windows Azure.
The present article is a substantially extended ver-
sion of a previously published overview of CDOX-
plorer [23]. It builds on the authors’ further previous
work [24] and augments important details of the
algorithm’s structure, functioning, and quality char-
acteristics. In summary, our main contributions are:
• A simulation-based genetic algorithm (CDOX-
plorer) for finding near-optimal cloud deploy-
ment architectures and runtime reconfiguration
rules for enterprise software
• An implementation of CDOXplorer within the
scope of our open source tool CloudMIG Xpress,
that utilizes models which can, to a great extent,
be extracted automatically
• Extensive experiments that employ well-known
clouds show that CDOXplorer can find results
that surpass those of other state-of-the-art tech-
niques by up to 60%
• An analysis of the search space to be explored
by CDOXplorer
• A detailed description of the genetic algorithm’s
hybridity and adaptivity characteristics that allow
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for an online, automatic self-optimization regard-
ing fundamental control parameters
• An in-depth explanation of CDOXplorer’s central
crossover and mutation operators
The last three items listed above form additional con-
tributions in comparison to the previously published
overview of CDOXplorer [23]. CloudMIG Xpress to-
gether with our experiment code and data are available
online as open source software such that interested
researchers may repeat or extend our experiments.1
C. Organization
The paper is organized as follows. We provide a
motivating example in Section II. The input models
and output models for our genetic algorithm are
described in Section III. Section IV details CDOX-
plorer. The experimental evaluation of CDOXplorer
is described in Section V. Section VI discusses re-
lated work, before our conclusions are drawn in
Section VII.
II. MOTIVATING EXAMPLE
We discuss the example deployment of a software
system that is shown on the left side of Fig. 1. This
system should be migrated to the cloud environment
Amazon EC2. It consists of eight software compo-
nents that are currently deployed to three intercon-
nected on-premise server machines. Those machines
are also called status quo nodes as they constitute
elements of the deployment architecture that describes
the status quo assignment of components to physical
machines. We regard all of the components that are
deployed to a single status quo node as a separate
service. A service is an atomic unit concerning the
allocation to a VM. This design decision was made
to (1) prevent a further explosion in the number of
combinations and CDOs that have to be searched,
and to (2) render pervasive changes unnecessary that
may be required when distributing tightly connected
components over different VMs. When migrating such
a service to the cloud, it can be deployed on one or
more VMs and can be used by zero or more other
services, for example, through integrating additional
communication mechanisms. Furthermore, we assume
that the system fulfills some basic preconditions, for
example, that it can run on one of the operating
systems that are supported by Amazon EC2. As it
complies with those preconditions in our example, the
1http://www.cloudmig.org
system is cloud compatible [18] concerning Amazon
EC2 and can be deployed to some of its VMs.
Thus, the three status quo nodes and the deployed
components shown in the left part of Fig. 1 result
in the three services Service 0 to Service 2 in the
right part of Fig. 1 that exhibit a similar assignment
of components. As can be seen in the lower right part
of Fig. 1, a single VM can host multiple services. In
our example, it was decided to consolidate Service 1
and Service 2 into a joint VM that is started with
Amazon EC2’s VM instance type m1.large. Such VM
instance types describe the hardware resources that are
available to VMs. The Service 0 in Fig. 1 is deployed
to an own VM that builds upon the m1.medium VM
instance type.
The basic CDO of Fig. 1 is now given by the
number of chosen VM instances, the assignment of
services to these VM instances, and the selection of a
VM instance type for each VM instance. For this small
motivating example, runtime reconfiguration rules are
omitted for the sake of simplicity.
Reasoning about the broader array of all potential
CDOs for, e.g., just the single cloud environment
Amazon EC2, 12 of its VM instance types, and no
reconfiguration rules, reveals the general complexity
of CDO analysis. When assuming up to three VM
images that contain combinations of the three services
and that up to two VMs can be started from a
VM image, these restrictive settings already yield
4,741,632 CDO candidates (cf. Section IV-F). Without
using appropriate heuristics, all CDOs would have
to be simulated for reliably finding competitive solu-
tions. For example, assuming a simulation run takes
only one minute, simulating these CDOs sequentially
would last approximately for nine years.
III. MODEL DESCRIPTION
CDOXplorer takes a reverse engineered architec-
tural model, a status quo deployment model, a work-
load profile, and a set of cloud profiles as input and
produces a pareto-optimal set of CDOs as output. The
input models have to be provided to CDOXplorer such
that it can find well-suited CDOs, i.e., CDOXplorer
computes a set of near-optimal CDOs that approxi-
mate the true pareto-optimal set of CDOs (right side
of Fig. 2, see Section III-B). The four types of input
models used by CDOXplorer are illustrated on the left
side of Fig. 2 and explained in Section III-A, while the
output models are illustrated on the right side of Fig. 2
and explained in Section III-B. Central assumptions















































Fig. 1. Mapping on-premise servers and deployed compo-
nents (left) to atomic services in a basic CDO example (right)
with CDOXplorer and that provide the context for
actually implementing CDOs for particular software
systems and cloud environments are described in
Section III-C.
A. Input Models
The input models comprise an architectural model
(based on the Knowledge Discovery Meta-Model,
KDM [25]), a status quo deployment model, a work-
load profile, and a set of cloud profiles. We provide
tool support for creating these input models, they are
described in the following.
An architectural KDM model can be automatically
extracted by CloudMIG Xpress from an existing sys-
tem’s source code. Currently, we support Java, C#, and
Python by incorporating, among others, the reverse-
engineering tool MoDisco [26]. CloudMIG Xpress
generates architectural models that conform to the
ISO/IEC 19506 standard Knowledge Discovery Meta-
Model (KDM) that was developed by the Object Man-
agement Group (OMG). With KDM, several aspects
of software systems can be modeled in a language-
independent way, for example, the runtime platforms
and source code elements.
To describe the current deployment, a status quo de-
ployment model is designed with the integrated editor.
Here, KDM code elements can be assigned to status
quo nodes. To measure and specify the performance
capabilities of these computing nodes, we introduced
a benchmark that measures the so-called mega inte-
ger plus instructions per second (MIPIPS) [16]. The
benchmark has to be executed on the on-premise
server machines and the results have to be speci-
fied in the status quo deployment model by a user.
Fig. 2. Input (left side) and output (right side) models of
CDOXplorer
The computing power must be specified to enable
CDOSim to interpret a workload profile that describes
service calls and response times and can be imported
from monitoring log files with historical usage data
to support the migration [27]. Currently, we support
Kieker [28] log files, but additional monitoring log
formats can easily be incorporated via plug-ins. If
no real monitoring data is present, CloudMIG Xpress
also allows for the definition of synthetic workload
profiles. For specifying cloud environments, so-called
cloud profiles are used that, e.g., describe a VM
instance types’ availability in different geographical
areas, specific costs, and performance capabilities.
MIPIPS can also be measured by executing the men-
tioned benchmark for each VM instance type of a
cloud environment.
B. Output Models
This section explains the models that are included
in CDOs as delivered by CDOXplorer. The models
that constitute a CDO are described in Section III-B1.
Regarding dynamic resource scaling, a CDO deter-
mines a specific scaling type, as detailed in Sec-
tion III-B2.
1) CDO Models: The basic meta model of CDOs
is shown in Fig. 3. A Cloud Deployment Option
refers to a single Cloud Environment and contains
so-called Node Configurations. A Node Configuration
describes specifics of a VM instance, e.g., an included
Service Composition container refers to the Services
that are deployed on this VM. To link Services with
the represented source code, they reference parts of
the extracted KDM elements.
Furthermore, an Initial Start Config specifies the
VM instance type that should be used for a VM and












































Fig. 3. Basic meta model of CDOs
started initially with this configuration. Moreover, a
Node Configuration may contain a Grow Rule together
with a Shrink Rule. They represent basic parts of
a reconfiguration rule and, from a high-level view,
determine how and when computing power is added
(Grow Rule) or removed (Shrink Rule). These rules
also specify a minimum number of VM instance types
that have to be present and refer to the elements Grow
Action and Shrink Action defining the reconfiguration
actions that have to be used for scaling [29], [30]. The
reconfiguration actions have to comply with the de-
fined scaling types. Hence, a scale-up action can only
be used in combination with a scale-down action. The
same applies to scale-out and scale-in actions. The
different scaling types and the interplay with Grow
Rule’s and Shrink Rule’s mipipsMultiple attribute is
detailed in Section III-B2.
The actual execution of a reconfiguration action
is triggered by Conditions (see Fig. 3) becoming
true. These Conditions are defined with the help of
a CPU utilization threshold and a time period. For
example, concerning a scale-out Grow Action, an
additional VM instance should be started when the
CPU utilization lies above 80% for at least 20 minutes.
In this context, the Scope element (see Fig. 3) would
define whether the 80% refer to the specific VM or
to the average of all VM instances that were started
from the corresponding Node Configuration.
The concrete CDO example in Fig. 4 shows an
extended version of the CDO from Fig. 1. A recon-
figuration rule that uses vertical scaling (scaling up
and down, see Section III-B2) was added to the VM
that contains the Services 1 and 2, but not to the other
VM that hosts Service 0. The example reconfiguration
grow rule starts a new VM instance when the CPU
utilization stays above 80% for at least 20 minutes.
2) Scaling Types: The CDOs produced by CDOX-
plorer specify a cloud deployment model and a set of
reconfiguration rule models. In IaaS-based cloud envi-
ronments (Infrastructure as a Service), resources can
be dynamically acquired and released by executing
reconfiguration actions to counteract under- and over-
provisioning, to benefit from the pay-per-use model,
and to ensure the compliance with specified SLAs.
Two reconfiguration actions together define one of the
scaling types horizontal scaling or vertical scaling
that are shown in the examples of Fig. 5a and 5b,
respectively. These scaling types are described in the
following:
Horizontal Scaling employs VMs that use the
same VM instance type. VM instances are added
(scale-out) or shut down (scale-in). Fig. 5a shows an
example where VMs are used that all correspond to
the m1.large VM instance type.
Vertical Scaling: In contrast to horizontal scaling,
the reconfiguration actions scale-up and scale-down
are available for vertical scaling (Fig. 5b). Scaling
up adds more resources to a VM, such as more
CPU power or more memory, whereas scaling down
removes resources. However, to the best of our knowl-
edge, almost no cloud environment currently provides
support for arbitrarily exchanging the VM instance
type of a VM during operation. Though, the described
semantics can be emulated through starting a new
VM from a VM instance type whose MIPIPS value
is higher (scale-up) or lower (scale-down) than that
of the old VM instance. When the new VM instance
finishes the startup procedure, the previously used VM
is shut down. In the example of Fig. 5b, the MIPIPS
value of m2.4xlarge is higher than that of m1.large.
When applying vertical scaling, the mipipsMultiple
attribute of Grow Rules and Shrink Rules (see Fig. 3)
becomes relevant for defining the VM instance type of
the new VM that has to be started. This VM instance
type is obtained by multiplying the MIPIPS value of
the current VM instance’s type with mipipsMultiple
and rounding the result to the nearest MIPIPS value of
the intended VM instance type. The VM instance that
is used as a reference point at a particular point in time
is called the Reference Point VM Instance (RPVMI).
An example that demonstrates the effect of us-
ing different mipipsMultiple values for scaling up
RPVMIs is shown in Fig. 6. Starting from a VM
instance of type m1.small that, in this example, has 50
MIPIPS, the subsequently selected VM instance types
differ according to the used mipipsMultiple value
when scaling up. Setting the mipipsMultiple value to












- Cloud Environment: Amazon EC2
Reconfiguration grow rule:                                                                Reconfiguration shrink rule:
- Grow action: Scale-up                                                                     - Shrink action: Scale-down
- Grow rule, min. nr. VM instances: 1                                                - Shrink rule, min nr. VM instances: 1
- Grow MIPIPS multiple: 2.3                                                              - Shrink MIPIPS multiple: 0.5
- Grow condition scope: Single VM                                                   - Shrink condition scope: All VMs
- Grow when median CPU utilization > 80% for 20 minutes             - Shrink when median CPU utilization < 40% for 45 minutes




































(b) Vertical scaling: reconfiguration actions scale-up and scale-
down
Fig. 5. Examples of the different scaling types
and m2.4xlarge are started in this order when exe-
cuting corresponding scale-up reconfiguration actions.
For example, the m1.medium VM instance type has
75 MIPIPS. Setting a corresponding VM instance as
the RPVMI and scaling up the VM instance with
mipipsMultiple set to 1.6 results in a request to
start a VM instance whose MIPIPS value is nearest
to 120 = 75 · 1.6. As the m1.large VM instance
type exhibits the nearest MIPIPS value (100), a VM
instance of the corresponding type is used for scaling
up. In contrast, starting from the VM instance of the
VM instance type m1.small using a mipipsMultiple
value of 2.0 results in starting a VM instance of the
type m1.large and then of the type m2.4xlarge. Hence,
a VM instance of the m1.medium type is bypassed.
It should be noted that, despite of the differences
between vertical and horizontal scaling, the service
composition is retained on a new VM instance for
both of the scaling types.
C. Underlying Assumptions
This section describes four fundamental
assumptions (AS1-AS4) that underlie the creation
and optimization of CDOs with CDOXplorer. As
CDOXplorer produces models that describe well-




















Fig. 6. Effect of using different mipipsMultiple values for scaling
up. The values beside the arrows indicate the MIPIPS values that
result when multiplying a given mipipsMultiple with the MIPIPS
value of a particular RPVMI’s VM instance type
provide the context for actually implementing those
CDOs for particular software systems and cloud
environments.
AS1: It is assumed that specific recurring usage pat-
terns are known or can at least be estimated while
planning a migration to the cloud, as the reconfig-
uration rules—that are executed at runtime when a
system is actually migrated—are aligned to these
usage patterns. Users considering a migration to the
cloud are presumably interested in two predictive val-
ues regarding a specific cloud environment. The first
demanded value indicates how the application would
perform (and to what costs), if it would be deployed
to the cloud environment widely unmodified. More-
over, they are most likely interested in the possible
improvement that could be achieved by implementing
the best-suited solution. Thus, reasoning about an
optimal deployment and reconfiguration rules during
the planning phase of a migration is a worthwhile
endeavor. In summary, for planning a migration, it
is assumed that the CDO optimization is performed
offline with the help of known usage patterns, whereas
the produced reconfiguration rules are supposed to
be executed online after the actual migration (during
operation) to adapt to varying workload.
Additionally, CDOXplorer could also be used for
continuously modifying the reconfiguration rules at
runtime in a self-adaptive fashion, for example, based
on predictions of a common workload forecasting
methodology, such as an Autoregressive Integrated
Moving Average (ARIMA) model or exponential
smoothing [31]. In this case, CDOXplorer would be
integrated in a way that continuously reruns its opti-
mization procedure for modifying the reconfiguration
7
rules at runtime. However, such a usage scenario of
CDOXplorer, while still being possible, is not in the
primary focus of this paper.
AS2: It is assumed that the existing enterprise
software system can be adapted towards a scalable
architecture with reasonable effort. Alternatively,
substantial reworking or the deployment of more
coarse grained services may be necessary for
monolithic systems.
AS3: It is assumed that a load balancer is available
that keeps track of existing VMs and distributes the
workload across these VMs. That means, additional
components may have to be created and additional
cloud services might have to be integrated for manag-
ing the pool of used VMs. A corresponding auxiliary
architecture might follow the logical structure that is
illustrated in Fig. 7. A so-called rule engine controller
distributes the reconfiguration rules that were created
by CDOXplorer to load balancers. Besides distributing
the workload among the VMs, the load balancers are
therefore also responsible for starting and stopping
VMs because of triggered scaling events.
However, the rule engine controller may also be
implemented in a way so it can start and stop VM
instances on its own. A scaling event is initiated if a
reconfiguration rule’s defined condition becomes true.
AS4: It is assumed that the defined reconfiguration
rules can be implemented with the APIs of any
IaaS-based cloud environment. Besides using a cloud
environment’s native APIs, it is also possible to
use cloud APIs such as Deltacloud2 or JClouds,3
or supporting techniques such as programming
directives for elastic computing [32] that are
available for various programming languages.
These are reasonable assumptions if a user intends
to migrate an existing enterprise software system to
the cloud.
IV. THE SIMULATION-BASED GENETIC
ALGORITHM
This section details the simulation-based genetic al-
gorithm CDOXplorer that processes the models of the
previous Section III. First, Section IV-A describes the
algorithm design, before Section IV-B formalizes the
optimization problem that is tackled by CDOXplorer.
Sections IV-C and IV-D detail the crossover and
2http://deltacloud.apache.org/
3http://www.jclouds.org/
Fig. 7. Logical structure for dynamic resource scaling with
reconfiguration rules
mutation operator of CDOXplorer, respectively. Its
adaptivity and hybridity characteristics are explained
in Section IV-E. Finally, a search space analysis is
given in Section IV-F.
A. Algorithm Design
The central purpose of the genetic algorithm
CDOXplorer is to efficiently find well-suited CDOs
concerning a set of arbitrary IaaS-based cloud en-
vironments. In general, genetic algorithms mimic
evolutionary processes that describe the advancement
of populations over several generations. Evolutionary
concepts, such as the survival of the fittest and inher-
itance of properties that turn out to be advantageous,
are included and utilized as optimization techniques.
Genetic algorithms are usually used in the context of
multi-objective optimization problems. With CDOX-
plorer, we consider the objectives response times,
costs, and SLA violations of CDOs.
As there usually exists no single global optimum,
genetic algorithms aim to iteratively approximate the
pareto-optimal set (also referred to as pareto opti-
mum). This pareto-optimal set is a subset of all in-
dividuals that includes all pareto-optimal individuals,
i.e., individuals for which the improvement of one
objective (e.g., lower costs) would inevitably lead
to a deterioration of another objective (e.g., higher
response times). As a consequence, the individuals
contained in a pareto optimum constitute trade-off
solutions that have to be inspected manually. In gen-
eral, individuals are compared with so-called fitness
functions. After many generations, the fittest indi-

















































Fig. 8. Compound chromosome overview. Gray boxes: chromosomes, white boxes: genes (listed in Table I). 1,+,? in the boxes’
upper left corner indicate that the elements occur exactly once, at least once, and at most once, respectively.
generation includes the following four basic steps S1-
S4 [15]:
S1 Select parents
S2 Recombine parents (crossover)
S3 Mutate offspring
S4 Evaluate offspring’s fitness
The first step S1 selects individuals for reproduction.
For CDOXplorer, S1 is based on the selection op-
eration of the NSGA-II algorithm [33] for selecting
appropriate pairs of parents and ensuring the diversity
of solutions. We apply two tournament rounds for
choosing among candidates. Simply put, an individual
has to be fitter than at least two others. CDOXplorer
produces two children from two parents via executing
a custom crossover (S2) and mutation operator (S3)
that are detailed in the Sections IV-C and IV-D,
respectively.
As mentioned before, CDOSim is used for eval-
uating the individuals in the fourth step S4. In this
step, the values of the objectives that have to be opti-
mized are obtained by simulating CDOs. Because the
simulations are very time-consuming, ranging from
minutes to hours, we limited the population size and
configured the basic parameters of CDOXplorer as
follows. Our populations contain 50 individuals (pop-
ulation size α). 25 individuals are selected from each
generation for reproduction (number of parents μ)
and each generation spawns 50 children (number of
children λ). Furthermore, CDOXplorer produces 60
generations per default. Genetic algorithms also use
biological analogies for representing the individuals
of a population. Their basic elements are specified
by genes. Considering the classes in Fig. 3, the ID
of a service represents a single gene, for instance.
All genes together constitute the so-called genome
that contains the complete genetic information of all
possible CDOs. Genes can be grouped in larger struc-
tures that are called chromosomes. Fig. 8 illustrates
the basic chromosomes and genes that are processed
by CDOXplorer. The chromosomes correspond to the
class structure of Fig. 3 and map to one or more genes
that together form a gene sequence. Such a single
gene sequence encodes a specific CDO and is called
a genotype.
The Node Configuration chromosome constitutes a
container for further chromosomes that correspond to
classes shown in Fig. 3. As there can exist one or
more node configurations each having zero or one
pair of a Grow Rule and Shrink Rule chromosome,
the genotypes exhibit variable lengths. The crossover
points in Fig. 8 are detailed in Section IV-C. The
abbreviations and range of values that are used for
the single genes are listed in Table I. These genes
correspond to the attributes of classes from Fig. 3.
We limited their values to narrow ranges for avoiding
a further growth of the search space.
Fig. 9 shows three examples of CDOs that are
encoded as genotypes. Here, the third example CDO3
corresponds to the CDO that is depicted in Fig. 4.
Thus, it contains two node configurations from which
only the second exhibits assigned grow and shrink
rules, as can be seen by taking into account the
general structure of genotypes in Fig. 8. Hence, the
cloud environment Amazon EC2 is encoded by the
number 7 in this example (gene CE) and the first
node configuration comprises only the genes 2-4. The
deployed Service 0 can be identified by the first gene
SE. Furthermore, the second node configuration that
includes a reconfiguration rule is represented by the
genes 5 (SE) - 20 (S5). The other example CDO1
shows a genotype using the cloud environment Mi-
crosoft Windows Azure (encoded by the number 8 in
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Fig. 9. CDO examples encoded as genotypes
the gene CE) and only one node configuration (genes
2 (SE) - 18 (S5)). The example CDO2 includes two
node configurations (first node configuration: genes 2
(SE) - 16 (S5), second node configuration: genes 17
(SE) - 20 (NI)) and uses Amazon EC2 (encoded by
the number 7 in the gene (CE)). These genotypes are
reused in Sections IV-C and IV-D as examples.
B. Problem Formalization
After introducing the basic design of our genetic
algorithm, we can describe the multi-objective op-
timization problem that is tackled by CDOXplorer
as follows. Let Φ be the set of all feasible CDOs
(feasibility is explained below) for a given set of IaaS-
based cloud environments and an architectural model,
status quo deployment model, and workload profile
of a software system. The goal is to find a CDO
x ∈ Φ that minimizes the values of the three objective
functions costs(x), rt(x), and sla(x) that determine
the costs, average response time, and number of SLA
violations of x, respectively.
The costs refer to the total amount of monetary
units owed to a cloud provider because of utilizing
provided services. The response times refer to the av-
erage response times of the methods that are included
in a workload profile. Lastly, the SLA violations
indicate the number of method calls with response
times that exceed a given threshold [34]. We denote
the set of all node configurations in x as N and the set
of all services in x as S. x is feasible if it (1) complies
to the structure of CDOs (see Fig. 8), (2) complies to
the value ranges defined in Table I, and (3) complies
to the constraints that are described below. We will
use the following notation where y denotes a gene or
chromosome and z denotes a chromosome or CDO.
Furthermore, gr names a grow rule and sr a shrink
rule.
y ≺ z: y is contained in z
(y, z): Number of y in z
Tc: Set of VM instance types of cloud envi-
ronment c
x has to comply with the following Constraints 1-7.
∀s ∈ S, x ∈ Φ : (s, x) ≥ 1 (1)
∀s ∈ S, n ∈ N : (s, n) ≤ 1 (2)
∀n ∈ N : ∃s ∈ S, s ≺ n (3)
∀IT ≺ x,CE ≺ x, x ∈ Φ : IT ∈ TCE (4)
∀n ∈ N : (gr, n) = (sr, n) ≤ 1 (5)
∀gr ≺ n, sr ≺ n, n ∈ N : gr 	 GA = SA ≺ sr (6)
∀gr ≺ n, sr ≺ n, n ∈ N : gr 	 G4 > S4 ≺ sr (7)
Constraint 1 describes that each service has to be
present at least once in some node configuration of an
individual. Furthermore, we do not allow duplicated
services in a single node configuration (Constraint 2).
The Constraint 3 states that at least one service has
to be present in each node configuration. A specific
VM instance type (gene IT) also has to conform with a
stated cloud environment (gene CE, see Constraint 4).
Thus, VM instance types of Amazon EC2 cannot be
used in conjunction with Microsoft Windows Azure,
for instance. Constraint 5 phrases the following lim-
itation: If a grow rule exists in a node configuration,
a shrink rule also has to be present in this node
configuration and vice versa. Considering grow rules
and shrink rules, the grow actions and shrink actions
have to match (Constraint 6, cf. Table I), i.e., a scale-
out rule has to be accompanied by a scale-in rule and
a scale-up rule has to be associated with a scale-down
rule. The CPU utilization thresholds of grow rules and
shrink rules indicate trigger points when to start or
shutdown a VM instance. Here, the CPU utilization
threshold of a grow rule has to exceed the CPU
utilization threshold of a shrink rule (Constraint 7).
All constraints described before relate to structural
properties of CDOs, such as the presence of services
in a CDO’s node configurations or the exclusion of
specific VM instance types. These structural proper-
ties can be checked by CDOXplorer after produc-
ing new offspring without having to perform costly
simulation runs. However, CDOXplorer can also be
extended to allow for hard constraints that cover
dynamic properties of CDOs while accepting an in-
creased runtime due to additional simulation runs. For
example, a possible extension could render a CDO
infeasible if it exceeds a given threshold regarding
the caused number of SLA violations instead of only
assigning an inferior fitness score to that CDO.
C. Crossover Operator
The reproduction procedure involves, in the first
place, the application of the crossover operator for
producing two children from two parent individuals
by mixing their genetic information. This technique
follows the biological analogy for passing properties
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TABLE I
DESIGN OF THE USED GENES
Gene Range Description Chromosome
CE N Cloud environment id Cloud Env.
SE N Service id
Service
Comp.
IT N VM Instance type id Initial Start C.
NI N
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of the parents to their offspring. As both reproduc-
tion operators are intended to produce only feasible
candidates in CDOXplorer, an arbitrary interleaving
of genes is not allowed. Therefore, as a first measure,
the mixing of genes is restricted to dedicated positions
in the genotype that are called crossover points. Four
crossover points CP1-CP4 are defined that are also
shown in Fig. 8. They get selected by chance, are
aligned to the boundaries of the chromosomes, and
specify corresponding gene sequences that can be
swapped.
Fig. 10 shows two examples for applying the
crossover operator with the help of the previously
introduced CDOs of Fig. 9. In Fig. 10a, CP4 was se-
lected for mixing CDO1 and CDO2. As CDO1 includes
only one node configuration and the second node con-
figuration of CDO2 contains no reconfiguration rules,
only the first two shrink rules have to be swapped.
An example that considers two CDOs where each
(a) Swapped shrink rules
(b) Swapped initial start configurations
Fig. 10. Crossover operator examples
contains two node configurations is shown in Fig. 10b.
As CP2 is selected, both initial start configurations of
CDO2 and CDO3 are swapped.
However, not every crossover point can be used
with every combination of CDOs. For example, shrink
rules can only be swapped when both parents have
at least one shrink rule. Furthermore, exchanging the
gene CE makes only sense if different cloud environ-
ments are used. Otherwise, the crossover operation
would produce two new CDOs that are genetically
identical to their parents. This would (1) not only
introduce no new genetic characteristics to the com-
mon gene pool, but would also (2) waste resources as
the identical CDOs might be simulated several times
yielding the same values of the objective functions.
The ranges of values described in Table I and the
constraints specified in Section IV-B have to be taken
into account. Hence, swapping the gene CE implicates
also the swapping of the VM instance types (gene IT)
for retaining consistency, for instance.
Instead of ensuring CDO consistency by way of
operator construction, another general possibility, that
would allow for the arbitrary interleaving of genes
and the intermediate construction of infeasible chro-
mosomes, would be to employ a compensating repair
mechanism. Nevertheless, the repair scheme would,
similar to our approach, eventually also have to guar-
antee chromosome consistency [35]. In essence, the
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effort for direct constraint handling would be moved
to a separate repair operator.
D. Mutation Operator
After two parent individuals have initially produced
two children with the help of the crossover operator,
the mutation operator is applied to each child. In gen-
eral, genetic algorithms randomly mutate single genes
or gene sequences. This imitates sudden leaps and
modifications to the global gene pool that occasionally
appear during the evolution process. Considering the
influence on the overall optimization procedure, the
mutation operator fosters retaining the diversity of the
individuals and helps to avoid convergence to a local
optimum. Just as the crossover operator, the mutation
operator is aligned to the chromosome boundaries that
are shown in Fig. 8. As a mutation also has to maintain
the inner structure of a chromosome, the mutation
operator is divided in the five sub operators M-CE,
M-NN, M-IS, M-SC, and M-RR that are described in
the following.
M-CE Mutates the cloud environment id (gene CE),
i.e., a different cloud environment is used. Here, the
IT gene of each node configuration has to be modified
as well, as the formerly used VM instance types are
not available for the new cloud environment.
M-NN Mutates the number of node configurations and
relocates the services. When a node configuration is
added, a service (gene SE) is moved from another
node configuration to the new one. When a node
configuration is removed, all services are relocated to
other node configurations.
M-IS Mutates the initial start configuration of a single
node configuration, i.e., another VM instance type
(gene IT) is selected or the number of VM instances
that are initially started with regard to this node
configuration (gene NI) is increased or decreased.
M-SC Mutates the service composition of a single
node configuration. A service (gene SE) can be added
or removed.
M-RR Mutates a reconfiguration rule, i.e., at least
one of the genes GA, G1-G5, SA, S1-S5 is modified.
When altering a grow rule, changes may also be
necessary for the shrink rule to satisfy the constraints
(cf. Section IV-B) and vice versa.
Fig. 11 shows two examples that utilize the mutation
operator and CDOs from Fig. 9. In Fig. 11a, the sub
operator M-RR is used in conjunction with CDO1.
In this example, the median utilization threshold of
the grow rule (gene G4) is lowered by 5 %. The
example in Fig. 11b applies the mutation sub operator
M-NN to CDO3 from Fig. 9 that contains two node
configurations. In this example, M-NN removes the
first node configuration. As the Service 0 is deployed
only there, it has to be relocated to the second node
configuration to satisfy the Constraint 1.
E. Adaptivity and Hybridity Characteristics
CDOXplorer uses adaptive mutation and crossover
rates to increase the convergence speed of the genetic
algorithm. Adaptive genetic algorithms have already
been investigated for a long time and the potential
to outperform pure variants was demonstrated in
numerous applications [36]–[38]. Important goals of
adapting reproduction mechanisms over time are to
maintain the diversity of the populations and to retain
convergence capabilities. CDOXplorer uses parameter
control to implement the adaptivity. Parameter control
adapts important parameters of a genetic algorithm,
such as the mutation and crossover rate, during algo-
rithm execution. In contrast, parameter tuning derives
static parameters from several precedent test runs.
CDOXplorer also employs a combination with a
local search technique to further improve its search re-
sults. Hence, it is also a hybrid genetic algorithm [39].
Hybrid genetic algorithms incorporate other optimiza-
tion techniques such as further evolutionary heuristics
or gradient-based search. CDOXplorer combines the
population-based search of the genetic algorithm with
a local search. Similarly to the integration of adaptive
mechanisms, combining genetic algorithms with other
search techniques has been shown to be beneficial in
a large number of application areas, as demonstrated
by [40]–[43], for instance. The combination of genetic
algorithms with the particular search technique local
search is also known to deliver efficient optimization
mechanisms [44]–[46].
The rest of this section describes CDOXplorer’s
adaptivity and hybridity characteristics in Sec-
tion IV-E1 and Section IV-E2, respectively.
1) Adaptivity: CDOXplorer adapts the reproduc-
tion mechanism between subsequent generations to
guide the search and to overcome local plateaus of
the search space. The reproduction of two parent
individuals chosen by the selection procedure is per-
formed only with a certain probability. More specif-
ically, the execution of the crossover and mutation
operations are accomplished according to a separate
crossover rate (cr) and mutation rate (mr). Instead of
using fixed rates, CDOXplorer utilizes dynamically
changing crossover and mutation rates. These rates
adapt to the evolution of the generations’ total fitness.
Therefore, CDOXplorer can be classified as adaptive.
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(a) The median utilization threshold of a grow rule condition is
lowered from 85% to 80%.
(b) The first node configuration is removed during this mutation.
As the Service 0 is not present on any other node configuration,
it has to be relocated to satisfy the constraints.
Fig. 11. Mutation operator examples
Basically, CDOXplorer compares successive gener-
ations and determines the fraction of new elements
in the new generation’s current (temporary) pareto
optimum. After the reproduction procedure of a gen-
eration finished, the fraction of new elements in the
corresponding current pareto optimum in relation to
the pareto optimum of the direct predecessor genera-
tion is denoted γc. In each generation, CDOXplorer re-
moves the 50 individuals with the worst fitness values.
Hence, the quality of the pareto optimum becomes
better or at least remains stable with every generation
and therefore, higher values of γc correspond to a
higher improvement. Additionally, for each but the
first generation, CDOXplorer calculates the median
over all previous fractions of new elements (γc) that
is called γ̃a. The calculation procedures for actually
computing the crossover and mutation rates are chosen
by comparing γc with γ̃a. Two cases C1 and C2 are
distinguished, where C1 corresponds to γc <= γ̃a
and C2 corresponds to γc > γ̃a. Fig. 12 illustrates
an example that shows the progress of the pareto
optimal quality improvement by comparing, for each
generation, γc and γ̃a.
In case C1) (γc <= γ̃a), the new generation only
achieved a lower improvement than the other gener-
ations (on average) before. cr and mr are therefore
set as follows: cr = 1 − γc and mr = γc. Please
note that in general crossover operations have a more
disruptive impact than mutation operations. Hence, a
lower improvement leads to an increased probability
of applying the crossover operator and exploring areas
of the search space that are further away (“bigger
Fig. 12. Tracking the progress of pareto optimum quality
improvement over generations to adapt the crossover and mutation
rates. Given two subsequent generations gn and gn+1, regarding
gn+1, γc denotes the fraction of new elements in gn+1’s pareto
optimum regarding gn. γ̃a is the median of all γc per generation.
leaps”). The intention is to investigate essentially new
CDO structures that may exhibit fresh potential.
The case C2 is described in the next Section IV-E2,
as it represents CDOXplorer’s hybridity characteristic.
2) Hybridity: As described in the previous Sec-
tion IV-E1, CDOXplorer compares γc and γ̃a after the
new individuals of each generation got evaluated, i.e.,
their fitness is determined by simulating the objective
values with CDOSim. The comparison of γc and γ̃a
distinguishes two cases, C1 and C2.
In case C2) (γc > γ̃a), the current pareto-optimal
set changed more than the median of all previous
changes. Therefore, the currently explored search
space area appears to be promising and is now exam-
ined carefully and with a more fine-grained resolution.
Thus, CDOXplorer avoids performing the disruptive
crossover operation and restricts the mutation opera-
tion to M-RR (reconfiguration rule, see Section IV-D),
that is in turn executed each time (mr = 1) with small
changes to the reconfiguration rules. The changes to
the reconfiguration rules therefore affect the genes
GA, G1-G5, SA, and S1-S5. Those changes usu-
ally have a lower impact on the overall results than, for
example, using a different cloud provider or relocating
services to new VM images. A modification that shuts
down a VM instance after 25 instead of 20 minutes
of lower CPU utilization (gene S5), for instance,
influences the objective values to a lower extent. The
modified reconfiguration rules therefore constitute the
direct neighborhood of a specific CDO, as they repre-
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sent solutions that are located in its direct surrounding
of the search space. The thorough and structured
investigation of this direct surrounding constitutes a
local search. The combination with this meta-heuristic
optimization method classifies CDOXplorer as hybrid.
F. Search Space Analysis
Table I shows that CDOXplorer employs a discrete
instead of a continuous search space. Nevertheless,
the size of the search space is remarkable. Because
of the expensive simulation-based evaluation function,
the scale of the search space is of peculiar interest
for analyzing the complexity of the search problem
that is tackled by CDOXplorer, as the simulation
considerably limits the speed for processing diverse
areas.
The surface of the search space is rugged, as already
small changes of a gene’s value (cf. Table I) may
lead to considerably different results. For example,
launching new VM instances slightly too late may
cause, under adverse conditions, overflows in queues
that buffer requests and that cannot be recovered
subsequently. Hence, a corresponding small change
may occasionally result in a significant increase in
SLA violations.
The size of the search space that has to be analyzed
by CDOXplorer depends on various factors of specific
cloud migration scenarios. For example, considering
more cloud environments as potential target candi-
dates for a cloud migration scenario significantly
expands the search space. To support reasoning about
the size of the search space, the already introduced
notion concerning the set of all feasible CDOs Φ and
the set of all distinct services S is utilized. Hence,
given the cardinality |S| of S and the Constraint 3
(see Section IV-B), there exist 2|S| − 1 different
combinations of services that can be deployed on
each node configuration. Furthermore, let c be the
number of available IaaS-based cloud profiles and
v the maximum number of VM instances that are
allowed to start initially in a simulation of CDOSim.
Regarding a cloud profile i, let ai be the number of
allowed node configurations for i, and let ti be the
number of VM instance types defined in i. Then,
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3 · 20 · 2 · 12 ·
S1−S3;S5︷ ︸︸ ︷








((2|s| − 1) · 391,910,401 · tiv)ai
(8)
Each summand of the outer sum represents the num-
ber of feasible CDOs for a specific cloud profile
i. 2|S| − 1 different combinations of services can
be deployed on ti different VM instance types and
up to v VM instances can be started initially for
each of those configurations. Furthermore, a node
configuration does not need to have reconfiguration
rules. This case is represented by “1” in the inner
braces. Otherwise, when the grow and shrink rules are
used, either a scale-out/scale-in or a scale-up/scale-
down combination can be applied (two possibilities).
CDOXplorer is configured in a way that allows the
genes G1 and S1 to take values from 1 to 3. Fur-
ther on, the value ranges in Table I show that G2
contributes 20 and S2 9 possibilities, as well as
the number of the possibilities for G3, S3, G5, and
S5. G4 and S4 account for the last inner sum, as
additionally to their value ranges, Constraint 7 has to
be considered.
The scenario of Fig. 1 was already used in Sec-
tion II to indicate the size of the search space. Here,
we present the calculation of the search space size
with the help of Equation (8). The scenario includes
a status quo deployment with three status quo nodes
that result in the three services Service 0 to Service
2. The following assumptions were made:
• Cloud environment(s): Amazon EC2 (c = 1)
• VM instance type(s): 12 VM instance types
(ti = 12) of Amazon EC2 (i = 1)
• Reconfiguration rule(s): 0
(ignore parts for GA,G1-G5,SA,S1-S5) in (8)
• VM image(s): 3 (ai = 3)
• Max. init. VM instance(s): 2 (v = 2)
Hence, the number of possible CDOs for the example




((23 − 1) · 12 · 2 · 1)3 = 4, 741, 632 (9)
V. EXPERIMENTAL EVALUATION
To evaluate our simulation-based genetic algorithm
CDOXplorer, we implemented it as a component
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of our open source tool CloudMIG Xpress. We let
CDOXplorer create CDO candidates on the basis of
three well-known cloud environments and investigated
the following research questions:
RQ1: Feasibility—Does CDOXplorer reliably pro-
vide well-suited results?
RQ2: Competitiveness—Are CDOXplorer’s re-
sults at least on a par with those from other
state-of-the-art search methods?
CDOXplorer utilizes our simulator CDOSim [16].
Please note that the following evaluation covers only
CDOXplorer. For an evaluation of CDOSim that
demonstrates its applicability and precision, please
refer to [16], [47]. We begin in Section V-A with
explaining the methodology that we used to tackle the
research questions. The experimental setting is then
described in Section V-B. The research questions RQ1
and RQ2 are detailed in Sections V-C and V-D, re-
spectively, before the threats to validity are discussed
in Section V-E.
A. Methodology
We used the Opt4J framework for meta-heuristic
optimization [48] as a basis for our implementation
of CDOXplorer and also applied the NSGA-II al-
gorithm for the selection of parent individuals (see
Section IV-A). As NSGA-II utilizes so-called fronts
of non-dominated individuals [33], a pareto optimum
is also called pareto-optimal front in this context.
There exist several standard performance metrics that
basically measure the level of approximation towards
the pareto-optimal front. As all existing performance
metrics exhibit different strengths and weaknesses
and therefore are often used in combination [49],
we decided against using a single metric. Instead,
we applied the two popular metrics inverted genera-
tional distance (IGD) [50] and hypervolume indicator
(HV) [51] that are illustrated in Fig. 13. Usually, the
metrics specify the approximation towards the true
pareto-optimal front (PFtrue) if this is known. In our
case, PFtrue can only be obtained by simulating all
feasible CDOs. As this is not possible in a reasonable
amount of time, we instead use the best pareto-optimal
front, that is formed by the combination of the overall
simulation results, as a proxy, and term it OPFBest.
Another pareto-optimal front depicted in Fig. 13
is PFKnown. It is the result of each execution of
CDOXplorer, whereas each execution includes 3,000
CDOSim simulations. The cube’s axes in Fig. 13
indicate the three objectives that are optimized by our
algorithm: costs, response times, and SLA violations.
Fig. 13. The metrics inverted generational distance and hypervol-
ume indicator (light gray colored volume) are used for evaluation.
Starting from the individuals in OPFBest, the nearest
individuals in PFKnown, in terms of the Euclidean
distance, are used for calculating the IGD metric. This
metric directly measures the distance from OPFBest
to PFKnown. Hence, smaller values indicate a better
approximation.
In contrast, the values produced by the HV metric
become bigger as the approximations become better.
HV measures the volume in hyper-dimensional space
that is covered by PFKnown regarding a reference
point r ∈ Rd in d-dimensional space. As we consider
three objectives and configure HV accordingly, the
mentioned volume corresponds to the volume in three-
dimensional space that is colored light gray in the
illustration of Fig. 13. HV therefore implicitly rates
the distance from OPFBest to PFKnown as is also
done by IGD. Additionally, both metrics assess the
spread of PFKnown, that constitutes another important
quality characteristic. When covering larger parts of
the search space, there exist less unexplored areas that
could potentially contain better solutions.
To judge the measurement results of these met-
rics for CDOXplorer, we used several state-of-the-
art search and optimization techniques for compar-
ison. However, as the objective values cannot be
obtained by solving functions analytically, some pop-
ular classes of approaches, such as gradient-based
optimization methods, cannot be used. Though, di-
rect search methods are suited for simulation-based
optimization [52]. Therefore, we use the simple yet
effective stochastic algorithms simple random sam-
pling (SI-RS) and systematic random sampling (SY-
RS) [53] as two out of the three algorithms used for
comparison with CDOXplorer. The algorithm SI-RS
creates 3,000 CDO individuals by chance and serves
15
as a baseline algorithm. SY-RS also produces 3,000
individuals by chance, but works in a different way. It
assumes that the elements of the feasible design space
can be represented as a partially ordered set, such
that its elements can be put in sequence according
to an ordering relation. As CDOXplorer employs
a notion of locality and exploits the neighborhood
relation of CDOs (cf. Section IV-E), SY-RS ensures a
uniform coverage of the feasible design space. This is
especially important due to the necessary restrictions
regarding the population size and number of included
generations when utilizing simulation-based optimiza-
tion. Hence, SY-RS explores the feasible design space
in a structured way by sequentially traversing the
CDO value ranges of all genes. SY-RS iterates over
all f feasible CDO candidates and randomly selects
the c-th CDO from the [0, f loor( f3,000)] interval at
the beginning of a CDOXplorer run, where floor(x)
rounds x ∈ R+ down to the next natural number. The
next CDO is then given by the (c + floor( f3,000))-th
candidate and so forth.
The third algorithm used for comparison purposes
is, just as a genetic algorithm, a nature-inspired meta-
heuristic termed simulated annealing (SI-AN) [54].
Basically, it mimics the temperature cooling process
of materials. Simulated annealing can be used for
both single and multi-objective optimization and can
deliver excellent solutions in both cases [55], [56].
In our problem context, SI-AN is implemented as a
variant for multi-objective optimization. To emulate
the temperature cooling process, SI-AN reuses the
mutation sub operators introduced in Section IV-D
as illustrated in Fig. 14. The temperature is adapted
according to five phases. The first phase delivers fea-
sible CDOs with random chromosomes. The phases
2-5 utilize mutation sub operators with specific prob-
abilities to reduce disruptive modifications over time.
For example, triggering the start of an additional VM
instance due to exceeding a CPU utilization threshold
(M-RR) five minutes later, very likely has a lower
impact than using a different cloud environment (M-
CE). Hence, SI-AN uses the M-CE operator in an
earlier phase than M-RR, for instance. SI-AN also
enables a smooth transition between the phases and
ensures diversity of the CDO search space by fading
in and out the usage of mutation sub operators in
subsequent phases instead of simply using a single
operator. Hence, SI-AN decreases the probability of
utilizing an established operator with the same rate it
uses to raise the probability a new operator is used.
CDOXplorer uses 60 generations with populations
of 50 individuals. Hence, CDOXplorer applies 3,000
Fig. 14. Simulated annealing reuses mutation sub operators
simulations in a single run. This calibration was
guided by the following considerations. As mentioned
before, the simulations are very time-consuming,
ranging from minutes to hours (in rare cases) for
simulating a single CDO. A possible technique to cope
with the computational complexity of simulations is
to use approximation methods, such as computing
surrogate models [57]. However, CDOXplorer targets
a highly dynamic context. For example, VM instance
types and their capabilities and prices are described
in CloudMIG’s cloud profiles (see Section III-A).
These cloud environment properties change rather
frequently.
Hence, pre-computing large numbers of corre-
sponding surrogate models for these cloud profiles is
also not feasible. Therefore, reducing the number of
generations and population sizes remains as a possible
solution [57], while having to ensure the optimiza-
tion performance, as is done in this experimental
evaluation. Several combinations were compared in
our intensive preceding lab tests and the combination
of 60 generations and 50 individuals provided good
results and a viable basis for the huge number of sim-
ulation runs that were conducted in the experimental
evaluation.
The preceding lab tests also indicated performance
gains of CDOXplorer compared to early versions of
the algorithm that did not already implement the adap-
tivity and hybridity characteristics (cf. Section IV-E).
A more detailed investigation and quantification of
the performance implications, that are induced by
integrating the adaptivity and hybridity characteristics,
is a worthwhile area for future analyses.
The runs for CDOXplorer, SI-RS, SY-RS, and SI-
AN were each repeated 40 times for single as well
as for multi cloud scenarios. Thus, we conducted
320 optimization runs with 960,000 simulations in
total. We therefore obtained 480,000 simulations for
each of the scenarios. These simulations were used to
approximate two pareto-optimal fronts that were set
to OPFBest for evaluating the respective scenarios.
The first of these pareto-optimal fronts (OPFBest for
the single cloud scenario) that results from 480,000
simulations is shown in Fig. 15.
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B. Experimental Setting
For incorporating public clouds, we measured the
MIPIPS values (see Section III-A) for 12 VM instance
types of Amazon EC2, and five of Microsoft Windows
Azure, by using locations in Europe for both. Five VM
instance types of our private Eucalyptus cloud were
also benchmarked. For analyzing single and multi
cloud scenarios, we used the resulting cloud profiles
in the two corresponding scenarios SCS and SCM as
follows.
SCS : Amazon EC2
SCM: Amazon EC2, Microsoft Windows Azure,
Eucalyptus
We extracted a KDM architectural model from the
open source ERP system Apache OfBiz 10.04.4 OfBiz
is a web-based application, available as open source
software, and follows a three-tier architecture. The
backend modules are built using Java and Java EE
technologies. The presentation tier can employ several
different technologies, such as Java Server Pages
(JSP). Data is stored in the data layer using a relational
database system. Apache OFBiz is built of compo-
nents that use a common data model and implement
specific business functionality. For example, Apache
OFBiz provides components for order management,
manufacturing management, warehouse management,
promotion and pricing management, and customer
management.
We deployed Apache OFBiz on a machine of our
local cluster and described the deployment in a status
quo deployment model. Customers that browse the
webstore and put articles in their shopping carts were
emulated by producing workload according to a typ-
ical day/night usage pattern. More customers visited
the webstore in the evening instead in the morning
hours and the traffic largely reduced at night. The
measured response times and the MIPIPS value of
our hardware were then used in a workload profile
for generating CDOs and driving the CDOSim simu-
lations. The SLA violation threshold was set to 2s. For
Eucalyptus, we defined a synthetic cost model where
the prices for VMs follow the capabilities of our VM
instance types.
Table II lists the configuration of CDOXplorer that
is used within the scope of this evaluation for SCM .
C. RQ1: Feasibility
This research question evaluates the feasibility and
applicability of CDOXplorer. As a basic requirement,
4http://ofbiz.apache.org/
Fig. 15. OPFBest for the single cloud scenario
CDOXplorer has to reliably provide well-suited re-
sults. The evaluation of this criteria is of particular
importance because of the following two reasons.
(1) The simulations used for our simulation-based
algorithm are computationally expensive. Hence, we
strictly limited the number of generations and pop-
ulation size. This could affect CDOXplorer’s capa-
bility for producing well-suited approximations of
pareto-optimal fronts. (2) The non-determinism used
in CDOXplorer, for example, regarding the selection
of crossover points, could possibly lead to consider-
able variations among optimization runs. We approach
RQ1 by computing two further metrics M1 and M2.
M1 analyzes the quality of the results produced
by CDOXplorer. We were interested in the degree
the hypervolumes of OPFBest can be approximated
by CDOXplorer for SCS and SCM . For SCS and
SCM , the HV of OPFBest was 0.462 and 0.573,
respectively, whereas CDOXplorer achieved 0.448 and
0.565. Thus, the actual quality of the found pareto
optima were sufficiently well-suited for our needs, as
these results turn into 96.96% and 98.56% approx-
imation of OPFBest for the single and multi cloud
scenario SCS and SCM , respectively.
The second metric M2 calculates the coefficient
of variation (CV) that gives information about the
relative dispersion regarding a sample’s mean value
μ. As our performance metrics IGD and HV deliver
results in artificial and incomparable units, we convert
the standard deviation σ for SCS and SCM in com-
bination with IGD and HV to relative and therefore
comparable values. These are denoted as CVS for
our single and CVM for our multi cloud scenario.
In general, CV is computed by CV = σμ . The IGD
results for SCS and SCM vary in a band of 7.77% and
15.84% around μ, and of 0.46% and 0.32% around
μ for HV, respectively. Hence, IGD results in the
single cloud scenario are up to 3.85% lower or higher
than μ, for instance. Thus, the results indicate that
CDOXplorer can reliably find well-suited solutions.
However, the value for IGD increases for a higher
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TABLE II
CONFIGURATION OF CDOXPLORER FOR THE EXPERIMENTAL EVALUATION OF SCM . THE VARIABLES REFER TO EQUATION 8.
Variable Value Comment
c 3
Three cloud environments are investigated
(Amazon EC2, Eucalyptus cluster, and Microsoft Windows Azure (VM role)).
S {S1} There exists one service, as Apache OFBiz is deployed to a single node in the status quo deployment model
(|S| = 1).
v 2 The maximum number of VM instances that are allowed to start initially in a simulation of CDOSim.
t1 12 The number of VM instance types defined in the cloud profile of Amazon EC2.
t2 5 The number of VM instance types defined in the cloud profile of the Eucalyptus cluster.
t3 5 The number of VM instance types defined in the cloud profile of Microsoft Windows Azure (VM role).
a1 − a3 3 Maximum of three concurrent node configurations for Amazon EC2, Eucalyptus cluster, and Microsoft
Windows Azure (VM role).
number of cloud profiles. In our future work, we will
investigate whether this constitutes an actual trend.
D. RQ2: Competitiveness
This research question addresses the competitive-
ness with other state-of-the-art search approaches by
comparing CDOXplorer with SI-RS, SY-RS, and SI-
AN. Tables III and IV list the results for the metrics
IGD and HV for the single cloud scenario SCS ,
respectively. Tables V and VI show these results for
SCM . Tables III-VI list the mean, standard deviation,
median, min, and max values of 40 complete, repeated
optimization runs for each combination of metric,
scenario, and search method. Bigger values are better
for HV but worse for IGD. All best mean and median
values are set in bold. As can be seen, CDOXplorer
outperforms all other search methods in SCS and also
in SCM .
We use the Mann-Whitney non-parametric test to
evaluate statistical significance. The null hypothesis
H0 states that the results from CDOXplorer cannot
be distinguished from those of SI-RS, SY-RS, and
SI-AN. Using the Mann-Whitney test and a Bon-
ferroni correction (α1 = 0.016) for multiple com-
parisons, H0 is rejected with significance level (α)
0.05 for all combinations of metrics with SCS and
SCM . Thus, we can quantify the degree CDOXplorer
performs better and compare the medians of SI-RS,
SY-RS, and SI-AN to those of CDOXplorer. Fig. 16
shows the corresponding fractions with regard to the
medians, e.g., for the SCM scenario, the median for
IGD is over 60% lower than that of SY-RS.
Besides significance, we also analyze the effect
size when using CDOXplorer in contrast to the other
techniques. As proposed by Arcuri and Briand [58]
for assessing randomized algorithms in software en-
gineering research, we use the effect size measure Â12
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by Vargha and Delaney [59]. For example, consider
a comparison of two algorithms A and B. A would
deliver 70% of the time better results than B if
Â12 = 0.7, whereas A and B would be equivalent if
Â12 = 0.5. As Â12 assumes higher values produced
by algorithms to be better, we report Â12 for HV and
(1−Â12) for IGD, as higher values are—as described
before—better for HV, but worse in the case of IGD.
Tables VII and VIII show the corresponding effect
sizes when comparing CDOXplorer to SI-RS, SY-RS,
and SI-AN for the different scenarios SCS and SCM ,
respectively. The results for SCS (overall) and also
for SI-RS and SY-RS in the context of SCM are
very good. For example, regarding the single cloud
scenario SCS and IGD, CDOXplorer delivers better
results than SI-AN in approximately 97% of the time.
Regarding SI-AN and SCM , the results are still well-
suited, but lower than in the case of SCS . We will
analyze in our future work if this constitutes an actual
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In addition to the usage of metrics IGD and HV, we
are also interested in how the optimization approaches
compare in terms of the evolution of their raw objec-
tive values over time. Considering the results observed
before, we focus on the two nature-inspired algo-
rithms CDOXplorer and SI-AN and compare these
approaches for both scenarios SCS and SCM as
shown in Fig. 17. For each of the four optimization
runs, we report four (intermediate) pareto-optimal
fronts that were found by the algorithms after evalu-
ating 750, 1,500, 2,250, and 3,000 individuals, which
corresponds to CDOXplorer’s generations 15, 30, 45,
and 60, respectively. Two patterns can be observed
for both SCS and SCM : (1) At the beginning to
the middle of the optimization runs (columns 1 and
2 in Fig. 17), the intermediate pareto-optimal fronts
of SI-AN include considerably fewer non-dominated
individuals and many higher (worse) raw objective
values than CDOXplorer. This also corresponds to
the general functioning of simulated annealing al-
gorithms, that exhibit a higher temperature (i.e., a
greater instability) in early phases. (2) While SI-AN
approaches the results of CDOXplorer after 2,250
and 3,000 evaluated individuals (columns 3 and 4 in
Fig. 17), SI-AN’s finally found pareto-optimal fronts
(PFKnown) are still more sparse. Hence, SI-AN’s
approximation of OPFBest via these pareto-optimal
fronts do not reach CDOXplorer’s (diversity) quality.
This also corresponds to the measured values of the
performance metrics IGD and HV.
E. Threats to Validity
There are several issues that could be a threat to
validity. First, we only consider three cloud profiles,
as their construction is not trivial and the VM instance
types of additional cloud providers need to be bench-
TABLE V
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Fig. 16. CDOXplorer advantage relative to other approaches.
marked. This involves potential expenses. However,
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TABLE VII
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scalability seems to be a worthwhile area for further
analyses.
Restrictions were also made concerning the work-
load profile and the studied enterprise software. In
each case, just one sample was used. This is due to
the fact that further optimization runs imply even more
time-consuming simulations. Therefore, we strive for
using representative instances. Day/night usage pat-
terns with higher and lower demand are frequently
found for enterprise systems. Furthermore, Apache
OfBiz is very popular and widespread.
There could also exist other optimization methods
that provide better results than SI-RS, SY-RS, and SI-
AN we used for evaluation. Though, tailoring opti-
mization methods for our context is time-consuming
and not straight forward. Quite similarly, there could
exist better ways to tailor SI-AN instead of reusing
the mutation sub operators. Especially because SI-AN
partially comes near to CDOXplorer’s results.
Further threats to validity arise from the synthetic
cost model for our private Eucalyptus cloud and that
SLAs are usually defined in terms of percentile ranges
when considering response times. However, aligning
the VM prices to the capabilities of the VM instance
types is omnipresent with respect to public cloud
environments. Altering the absolute threshold into
percentiles for defining the SLA objective can be
easily done and will be addressed in the future work.
Additional threats to validity come from the dis-
cretization of the search space. The discretization of
parameters to be optimized is a standard approach
when using genetic algorithms [39]. Nevertheless,
there might be subtle discretization errors as the
chosen resolution, shown in Table I, might not be
high enough. The corresponding gene ranges were
determined using domain knowledge. For example, as
VM instances often comprise comprehensive software
stacks including, among others, operating systems and
application frameworks, it usually lasts up to a few
minutes to launch them [60]. Hence, it would not
be reasonable, for example, for genes G5 and S5
(condition time periods for starting/stopping of VM
instances, see Table I) to cover ranges in the order
of seconds. Nonetheless, investigating the tradeoffs
regarding adjusted resolutions and affected compu-
tational costs is a worthwhile subject for further
analyses.
VI. RELATED WORK
This section discusses related work concerning the
optimization of deployment architectures and recon-
figuration rules. Here, solely approaches that tackle
related problems from a user perspective are consid-
ered. Cloud users want to deploy software to the cloud
under given constraints. Especially, a cloud environ-
ment’s internal structure is transparent to cloud users.
As there exists a large body of work in this regard,
we limit the description to selected approaches.
Section VI-A discusses related work that stems
from deployment optimization in non-clouds scenar-
ios, whereas the next Sections VI-B and VI-C cover
approaches that specifically target a cloud context:
Approaches using non-evolutionary optimization tech-
niques are described in Section VI-B. Approaches
that do employ evolutionary optimization techniques
follow in Section VI-C. Runtime cloud deployment
adaptation is discussed in Section VI-D.
A. Deployment Optimization in Non-Cloud Scenarios
For improving the deployment architecture of dis-
tributed systems regarding arbitrary QoS properties,
Malek et al. [61] propose an extensible framework
and visual modeling and analysis environment. The
framework incorporates continuous system monitor-
ing and changing the deployment architecture at run-
time by actually executing redeployment operations.
A further mode allows for offline simulation. Arbi-
trary deployment constraints and QoS properties can
be formally defined by manually specifying utility
functions. The approach provides four predefined de-
ployment improvement algorithms, among those is
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Fig. 17. Evolution of objective values over time for optimization runs of CDOXplorer (first row: SCS , third row: SCM ) and simulated
annealing (second row: SCS , fourth row: SCM ). Each optimization run uses 3,000 individuals. A column includes the found pareto-
optimal fronts after a specific number of evaluated individuals (750, 1,500, 2,250, and 3,000 for columns 1-4, respectively). For
CDOXplorer, the corresponding number of generations are stated in brackets. The final optimization results (PFKnown) are shown
in column 4.
a genetic algorithm. The utility functions are used
as fitness functions, whereas CDOXplorer uses sim-
ulation runs to obtain fitness values. Our approach
does not assume existing knowledge regarding specific
utility functions. It instead copes with QoS charac-
teristics and their interdependencies by employing an
event-based simulation that successively evolves the
CDO elements’ state. However, utilizing the event-
based simulations of CDOXplorer is more costly than
solving the utility functions of an analytical model,
as is done by Malek et al. [61]. Moreover, our
approach allows integrating reverse-engineered code
and component models and the simulation of real
workload—upon deployment option candidates—that
was monitored at the status quo deployment. While
the approach by Malek et al. [61] is very flexible
and tailorable to many deployment scenarios, our
approach focuses on the IaaS cloud context. This
enables CDOXplorer’s reconfiguration rules to not
only cope with the re-location of components among
fixed hardware hosts. Instead, our approach can also
consider the cloud’s elasticity and explore changes to
the infrastructure itself by simulating, for example,
the addition and termination of VMs, using different
VM instance types, and varying corresponding change
conditions.
Martens et al. [62] focus on component-based sys-
tems and at finding optimized software and deploy-
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ment architectures concerning performance, reliabil-
ity, and costs. Similar to our approach, a genetic algo-
rithm is used and simulations are, partially, employed
for assessing candidate solutions. Their software Per-
Opteryx provides tool support and explores four de-
grees of freedom, e.g., processor speeds. Dynamic
resource scaling is not supported, but further degrees
of freedom can be added. In contrast, CDOXplorer
currently explores 17 fixed degrees of freedom (the
number of node configurations and 16 genes) and
optimizes runtime reconfiguration rules.
A hybrid approach that considers the consolidation
of multi-tier applications to virtual machines is pre-
sented by Jung et al. [63]. Applications are modeled
and optimized offline to generate well-suited system
configurations. These are transformed to adaptation
policies that can be consumed online by rule engines.
Compared with CDOXplorer, the approach by Jung
et al. [63] only allows to define a single resource
type and homogeneous resource instances instead of
considering distinct VM instance types that can also
be used in parallel [64].
Zhang et al. [65] propose a QoS-aware approach for
finding the optimal number of machines for deploying
services in the context of service oriented architectures
(SOAs). A greedy algorithm is used that maximizes
the throughput. Unlike in our approach, dynamic
resource scaling is not supported.
B. Non-Evolutionary Cloud Deployment Optimization
As with our approach CloudMIG, Wu et al. [66]
consider resource usage optimization for SaaS
providers that build upon leased VMs. Wu et al. [66]
assume that a maximum service utilization is defined
per customer in SLA agreements. SLA violations and
infrastructure costs are minimized by two custom-
made algorithms that are evaluated with the tool
CloudSim. Our simulator CDOSim also builds on
CloudSim. In contrast to CDOXplorer, Wu et al. [66]
do not consider distributed applications, runtime re-
configuration, and arbitrary workload.
Trummer et al. [67] contribute an algorithm
for computing an application’s cost-optimal deploy-
ment architecture for IaaS-based clouds. This single-
objective optimization is described as a constraint
optimization problem and is tackled with an existing
constraint solver. As opposed to this, we use multi-
objective optimization and support dynamic resource
scaling. Nevertheless, the application templates used
by Trummer et al. [67] serve the same purpose as our
status quo deployment models.
San Aniceto et al. [68] also use a custom-made
single-objective optimization algorithm for reduc-
ing the costs of leased VMs. Besides on-demand
instances—that can be started and stopped at any
time—it also considers reserved instances. Those are
frequently offered by cloud providers for a single
payment per time period. In turn, a discount is given
in the hour rates. The algorithm aims at finding the
best suited combination of on-demand and reserved
instances based on historical workload data. However,
it does not support dynamic reconfiguration.
Dynamic scaling is, in contrast, supported by the
approach of Mao et al. [69]. Here, integer program-
ming problems are solved for reducing costs or max-
imizing the performance of scientific computing jobs.
Scaling policies are derived at runtime by learning
from previous job executions. Compared with our
approach, we target enterprise software and use simu-
lations for assessing different CDO candidates before
actually deploying an application to a specific cloud
environment.
C. Evolutionary Cloud Deployment Optimization
Most related work that employs evolutionary op-
timization techniques in cloud deployment scenarios
takes a cloud provider perspective or requires corre-
sponding knowledge regarding the internal structure
of a cloud environment (e.g., [70], [71]). In contrast,
Wada et al. [72] follow, in common with CloudMIG,
a cloud user perspective and contribute the genetic
algorithm E3-R that explores deployment configura-
tions for optimizing services’ QoS attributes. E3-R can
also reduce redundant QoS objectives and estimate
the performance of configurations using queueing
theory and historic mean arrival rates. However, E3-R
does not support varying workload and dynamic re-
source scaling, and it regards services as black boxes,
whereas our approach simulates reverse-engineered
and transformed architectural models and monitored
workload.
A particle swarm optimization-based heuristic is
introduced by Pandey et al. [73]. The single-objective
optimization algorithm maps scientific tasks to cloud
resources for minimizing costs. In comparison, we tar-
get optimal CDOs for enterprise software, formulate
the search as a multi-objective optimization problem,
and facilitate dynamic resource scaling.
D. Runtime Cloud Deployment Adaptation
Runtime cloud deployment self-adaptation [74] re-
quires monitoring and observation of running systems
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[75]. Opposed to CloudMIG which adresses design-
time adaptation, for instance the approaches SLAstic
[29], [30], SAM [76] for TeeTime [77], and CapMan
[78] for ExplorViz [79]–[83] address runtime adapta-
tion.
VII. CONCLUSIONS
We present our simulation-based genetic algorithm
CDOXplorer that optimizes cloud deployment options
(CDOs) for supporting the migration of enterprise
software to Infrastructure as a Service (IaaS)-based
cloud environments. A CDO determines which cloud
environment, number of virtual machines (VMs), VM
instance types, mapping of existing components to
VMs, and runtime reconfiguration rules should be
used. Runtime reconfiguration rules enable exploit-
ing the cloud’s elasticity and describe when—i.e., at
which overall VM utilization threshold—to start or
stop how much VM instances of what VM instance
type with which deployed software components. The
runtime reconfiguration rules allow for the definition
of both horizontal and vertical scaling strategies.
Automatically finding near-optimal solutions is ap-
proached by using techniques of the search-based
software engineering field. CDOs become optimized
in terms of response times, costs, and number of
SLA violations. For example, the best-suited cloud
environment and VM instance types for an existing
software system and particular usage patterns have
to be found. CDOXplorer uses our tool CDOSim
to simulate CDOs. A simulation result represents a
fitness value of our genetic algorithm.
As with all simulation-based optimization ap-
proaches, the evaluation of the fitness function (the
simulation) is computationally very expensive. As a
CDO simulation can last from minutes to hours, we
rigorously restricted the genetic algorithm’s popula-
tion size and number of generations and calibrated
these parameters to 50 and 60, respectively. CDOX-
plorer is an adaptive and hybrid genetic algorithm. It
uses adaptive mutation and crossover rates to increase
the convergence speed and also employs a combina-
tion with a local search technique to further improve
its search results.
The popular public clouds Amazon EC2 and Mi-
crosoft Windows Azure, as well as our private Eu-
calyptus cloud, were used for extensive experiments.
We compared CDOXplorer with three state-of-the-
art search and optimization methods using, among
others, the two standard performance metrics inverted
generational distance (IGD) and hypervolume indi-
cator (HV ). Our evaluation showed that (1) CDOX-
plorer can reliably find well-suited results despite the
necessary rigorous restrictions of population size and
number of generations and that (2) it can find CDOs
that are up to 60% better than those of the other
approaches.
Our experiment code and data and an implemen-
tation of CDOXplorer are available online as open
source software such that interested researchers may
repeat or extend our work.
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