Generating a distinguishable feature for local patch is a main task in computer vision which aims at matching local patches. Recently, local patch descriptors from deep convolutional neural network (CNN) with a triplet loss have achieved promising performance. In this paper, we design a quadruplet loss, which can achieve a better result than other pairwise loss and triplet loss methods. Our loss is inspired by the thoughts of uniform distribution. It separates non-matching examples by using the hard sampled nonmatching pairs in a batch, and simultaneously uses the random sampled non-matching examples to keep non-matching pairs to obey uniform distribution. A compact descriptor named QuadrupletNet is generated by combining the proposed quadruplet loss and L2Net CNN architecture. From our experiment, QuadrupletNet shows better performance on the Brown dataset and Hpatches dataset than Triplet loss methods on the same training set. The pre-trained QuadrupletNet is publicly available.
I. INTRODUCTION
In the last decade, how to generate a distinguishable feature for local patch is a main task in computer vision, because local patch matching is an important procedure for many computer vision problems, such as object recognition [2] , 3Dreconstruction [3] and image stitching [4] . Toward this end, so many handcraft feature descriptors are proposed, such as HOG [5] , the famous SIFT [6] and SIFT's variants [7] . These features descriptors show good performance for various fields of computer vision, since they are robust to illumination change, viewpoint change, and geometric changes. However, these handcrafted descriptors also have some defects. It can only consider a limited predefined set of variants for them. Moreover, These handcrafted descriptors are time-consuming and costly.
To address the inefficiency of handcrafted descriptors, more and more learning based descriptors have been proposed [1] , [7] - [12] . These learning based methods learn from data, which can save a great deal of time. LIFT [13] ,
The associate editor coordinating the review of this manuscript and approving it for publication was Shiqi Wang. the first deep neural network framework, uses a convolution neural network to find the key point of image and generate the descriptors for the corresponding image patch. However, LIFT haven't gained popularity in practical applications, not only because its training dataset is not large enough to promise its generality, but also its process is very slow [14] .
In order to achieve better performance in learning based descriptors, [11] proposes L2Net, which can generate the output descriptor that can be matched in Euclidean space by L 2 distance.
L2Net considers Euclidean distance as the loss of the neural network, but it does n't make full use of the descriptor space. Google deems that the good local feature descriptors should fully expand the descriptor space [15] . In the meantime [1] proposes an effective sampled strategy to obtain the more compact descriptor which almost outperforms other learned descriptor in image retrieval task and view matching task. Later, He et al. [16] adopt a sampling strategy named listwise ranking to improve the performance of descriptors. This paper proposes a novel quadruplet loss to train a compact descriptor named QuadrupletNet in the L2Net CNN architecture. Similar to the regularization in [15] , we want VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ to spread out the different patches and keep the same patch close. We design Our loss in cosine similarity space, so we do not have to choose the tunable parameter of the loss. Quadru-pletNet separates non-matching examples by using the hard sampled non-matching pairs in a batch, and simultaneously uses the random sampled non-matching examples to keep non-matching pairs to obey uniform distribution. From our experiment, the proposed loss is preferable to the Triplet loss methods. We only want the descriptors spread out over the cosine similarity space for the reason that using two parts of losses in different space is hard to be robust, and it is hard to find the best hyper-parameter of the loss to achieve a satisfactory performance. The contribution of our method is:
• A novel quadruplet loss for descriptor learning in cosine similarity space is proposed, which does not need the tunable parameter to balance different parts of the loss in different distance space.
• Our quadruplet network can get a better performance by using a smart hard strategy.
• Different from the pair loss and triplet loss, the quadruplet loss does not need to decide the margin that separate the matching pairs and non-matching pairs.
II. RELATED WORK
In the last decade, many handcrafted descriptors [5] , [6] have been proposed to solve computer vision problems, including object recognition, 3D reconstruction and image stitching. However, these descriptors are mostly relying on researcher's knowledge, which is time-consuming and costly. To accelerate the design of descriptors, the research of local patch descriptors has been gradually focused on learning method. Compare to the handcrafted descriptors, the learning based methods can extract more robust descriptors from local image patch. These learning based methods can be further subdivided into the traditional learning method and CNN based learning method. The former is learned from low level feature. For example, PCA-SIFT [7] produces descriptors by applying Principal Components Analysis (PCA) to the normalize gradient patch; [9] , [10] tries to figure out the effect of the learning of pooling region and dimensionality reduction. Compare to traditional learning methods, CNN based learning methods have achieved better performance since they can generate more distinguishable descriptor. For example, MatchNet [17] uses Siamese network architecture to extract descriptor from image patch; DeepDesc [8] trains the Siamese network by selecting the hard patches; LIFT uses CNN to find the key point of image and generates the descriptors for corresponding image patch; L2Net [11] and HardNet [1] adopt effective sampled strategy to learn the descriptor in triplet samples.
Recently, local patch descriptors from deep convolutional neural network (CNN) with a triplet loss have achieved promising performance [15] , [18] , [19] . The input of triplet loss is in form of
And the main idea of triplet loss is to enlarge the relative difference of matching example and non-matching example. Reference [18] proposes utilizing the hard negatives in triplet to construct training samples and loss functions. Reference [19] utilizes triplet networks and a global loss for the problem of local image descriptor learning. It shows that triplet loss can achieve better performance than pairwise loss and structured loss with extra regularization in [15] . The regularization can spread out descriptor space and can be easily combined with other losses.
The triplet loss is also employed in person ReID task. Reference [20] demonstrates the defect of the triplet loss on person ReID and proposes a quadruplet loss to to conquer it.
Inspired by [15] , [20] , our work considers to separates nonmatching examples by using the hard sampled non-matching pairs in a batch, and simultaneously use the random sampled non-matching examples to keep non-matching pairs to obey uniform distribution. Toward this end, we design a Quadruplet loss which takes Quadruplet of sample
are hard triplet of example in a batch similar to [1] , while n − i is a randomly selected negative sample. Applying the Quadruplet loss to the HardNet architecture results in QuadrupletNet. From our experiment, Quadruplet-Net achieves better performance on the Brown dataset and Hpatches dataset than Triplet loss methods on the same training set.
III. THE PROPOSED DESCRIPTOR
Our goal is to learn discriminative descriptor for each patch in quadruplet of samples such that: (a) the image patches belong to the same 3D point should be close in Euclidean space or Cosine similarity space, and vice versa; (b) the descriptors could fully utilize the descriptor space.
Although many CNN based learning method have been proposed to learn similarity-preserving descriptors, they remain some limitations [18] , [21] - [23] . Their loss function tries to separate the matching pair and the non-matching pair by at least a margin . However, it is hard to choose a suitable margin in Euclidean space. Moreover, It should not push away the non-matching example as far as possible when considerate the full utilization of the descriptor space. Our method adopts the L2Net convolution network and trains it using quadruplet of samples and the corresponding labels. Here the quadruplet loss function is elaborately designed to fully utilize the descriptor space, and no need to considerate the choose of margin that separate the matching pairs and non-matching pairs.
A. SAMPLING OF TRAINING DATA
For local patch dataset, the number of non-matching examples is order of magnitude larger than the number of matching examples. It is impossible to traverse so large amount of nonmatching pairs. To address this problem, We use a smart sampling strategy to construct the quadruplet of samples, which is based on [1] . The framework is shown in Figure 1 . The sampling procedure of the paper is based on HardNet [1] . First, a batch of descriptors of triplet patches are extracted from the current network. Then we calculate the corresponding cosine similarity matrix to select the closest non-matching descriptor t i . (a i , p i , t i ) becomes a triplet. Adding n i to the triplet (a i , p i , t i ), we obtain the quadruplet (a i , p i , t i , n i ).
FIGURE 2.
The network structure used in our method, adopted from L2Net [11] . The network consists of 7 convolution layers. Batch normalization and ReLu are employed in conv1∼6. Dropout regularization is used before the conv7.
The construction of quadruplet of samples for training are as follows:
1. Given a batch of input image patches X = (A i , P i , N i ) i=1...n of triplet examples, in which A i and P i correspond to different views of the same 3D point while N i is the projection of a different 3D point. During training, the triplet image patches will go through the convolutional neural network (CNN) shown in Figure 2 , which produces a batch of descriptor h = (a i , p i , n i ) i=1...n .
2. Using the sample strategy in [1] to select the hard negative pair in a batch, then the triplet (a i , p i , t i ) is produced.
3. As for the negative pair (A i , N i ), we keep N i to make the non-matching pairs to obey uniform distribution, where N i is randomly selected from training dataset. Final, Adding n i to the triplet of sample (a i , p i , t i ) become the quadruplet of sample (a i , p i , t i , n i ).
B. LOSS FUNCTION
Given a dataset, it is said that the learned descriptors fully utilize the descriptor space if the two random sampled nonmatching descriptor pairs are very close to orthogonal, which was shown in [15] to be critical for descriptor. Different from [15] we try to select the hard non-matching pairs in a batch and make it to be close to orthogonal.
In this paper, we want to make the descriptors to fully utilize the expression of descriptor space, toward this end, we use the random sampled non-matching descriptor pairs to make the non-matching pairs to obey uniform distribution. Let p 1 , p 2 be the descriptors of two image patches uniformly sampled from the unit sphere. Reference [15] shows that the second moment of p 1 T p 2 should be E((p 1 T p 2 ) 2 ) = 1 d . And we apply this property to our loss function with an extra negative sample.
Here, we propose a quadruplet loss function which attempts to match the main idea of this paper. It encourages the matching example lie close by and the hard sampled nonmatching examples have a high probability to be orthogonal. Meanwhile it uses the random sampled non-matching examples to keep non-matching pairs to obey uniform distribution. Following the notations in part A, our loss of the n quadruplet is:
where s(a i , p i ) = a i T p i . In (1), the first term tries to make the matching example lie close by in cosine similarity space. The second term M 1 2 is defined as following: where s(a i , t i ) = a i T t i , (2) tries to make sure that the hard sampled non-matching examples in a batch have a high probability to be orthogonal.
In (1), the third term max(M 2 − 1 d , 0) is to match the property E((p 1 T p 2 ) 2 ) = 1 d in [15] , which can spread out descriptor space. It is defined as follows:
C. MODEL ARCHITECTURE AND TRAINING
The QuadrupletNet is implemented with PyTorch library [25] , which adopts the L2Net CNN architecture, Figure 2 , and trains it using quadruplet of image patch and the corresponding labels. Padding with zeros is applied to conv1∼conv6. The filters in conv1∼conv6 are of size 5 × 5 (32, 32, 64, 64, 128, and 128 filters respectively). It uses convolution with stride 2 to downsize the spatial size rather than pooling layers. Batch normalization and ReLu are employed in conv1∼6. Dropout [26] regularization with dropout rate 0.3 is used before the conv7. We use L2-norm to produce unit descriptors.
For the model training, we use the Brown dataset [9] , which consist of three subsets: Liberty, Notredame, and Yosemite. Each subset of Brown dataset contains about 400k normalized 64×64 image patches. All patches are downsize to 32×32 for training, since there is no degradation in performance [11] .
During the training with non-augmentation, the batch size is set to 1024, and is optimized by SGD with an initial learning rate of 15, momentum to 0.9, and weight decay to 10 −4 . The learning rate will decrease by 10% after every epoch (10 epochs in total). While for the training with augmentation, the data augmentation is get by online by flipping and randomly rotation 90 • .
IV. EXPERIMENTAL EVALUATION
In this section, experiments were conducted on several standard benchmark, e.g., on Brown dataset [9] , Hpatches dataset [27] , Oxford dataset [28] and ETH dataset [14] . We will compare the proposed descriptor to the state-of-arts and analyse the advancement of our loss quadruplet function.
A. PATCH PAIR CLASSIFICATION
Following [9] , we use the Brown dataset [9] to measure the discriminativeness of a descriptor. We train the network on one dataset subset and test on two others. Each test subset consists of 100k matching and non-matching examples. The false positive rate (FPR) at point of 0.95 recall on every test subset will be reported. The comparison of QuadrupletNet to other CNN based model is shown in Table 1 .
As can be seen on Table 1 , the proposed Quadruplet-Net outperforms other competitors across all the subsets. As a comparison, we apply [15] to HardNet result in Hard-Net(GOR), which is trained with triplet of samples. The results show that the performance of QuadrupletNet is better than HardNet(GOR), with training augmentation, or without it. And our mean performance also surpasses DOAP+ and DOAP-ST+ [16] . Here we have not provide the result of center-surrounding network architecture [11] , since it was already shown in [11] that the descriptor trained on Brown dataset is not suitable for other dataset, for example, on Oxford Affine dataset [29] . Moreover, the choices of network architecture are beyond the scope of this paper. We will carry out experiments to verify the effectiveness of the proposed loss function.
To further explore the influence of batch-size on Quadru-pletNet performance, we train the model with Liberty subset for batch sizes 256, 512, 1024, 2048. We compare QuadrupletNet with other learned descriptor. The FPR95 on Yosemite are shown in Figure 3 . As the batch-size increases, QuadrupletNet performs better. This is not surprising as the harder negative pairs can be chosen from more examples. We can find the same conclusion in HardNet [1] and DOAP [16] .
TFeat [18] , L2Net and HardNet use the descriptor trained on Liberty subset for other experiments, we use the same protocol in the rest of paper.
B. HPATCHES DATASET
Recently, the HPatches dataset [27] was used as the basis for the local descriptor evaluation challenge. The image patches of dataset are extracted from 116 image sequences, where each sequence contains images of the same scenes. The scenes are representative, since they are selected in different use cases and captured under varying viewpoint, illumination, or temporal conditions, including challenging nuisance factors often encountered in applications. Using several scale invariant interest point detectors i.e. Dog, Hessian and Harris detectors to detect the key points, then extracts corresponding image patches. HPatches dataset defines three complementary benchmarking tasks: image matching, patch verification and patch retrieval. Each task has three levels: Easy, Hard, and Tough.
1) PATCH VERIFICATION
It is a task to classify a list of pairs of patches are matching or non-matching. By producing a confidence score to decide whether the patch pair is corresponding or not. The Mean Average Precision(mAP) is used to evaluate the performance of the descriptors. The sequences are categorized into different sequence (inter) and same-sequence (intra) in the task.
The comparison of QuadrupletNet and other descriptors on the verification task is shown in Table 2 . Overall, the performance of QuadrupletNet is almost the same as HardNet [1] , and better than other competitors with the same training dataset. Following [1] , we also report the performance of model that train with full Brown dataset. The full Brown dataset incudes Liberty, Notredame and Yosemite subset which are extracted by Harris and DoG detectors. Noted that the results of model trained with PhotoSync dataset are not presented in this paper.
2) IMAGE MATCHING
It is a task to match key points from the reference image to target image. By returning the best matching predicted patch and its confidence score to determine the quality of the descriptors. This task categorizes sequences into illumination and viewpoint parts, and uses mAP to compare the results.
The comparison of QuadrupletNet and other descriptors on the matching task is shown in Table 3 . Illum and View mean illumination sequence and viewpoint sequence respectively. As can be seen, QuadrupletNet is better than other competitors with the same training dataset.
3) PATCH RETRIEVAL
In patch retrieval task, it is asked to return the matching patch from a collection which consists of distractors. It also uses mAP like the previous evaluations to judge the descriptors. The evaluation is carried out by varying the number of distractors and taking mean.
The results of different descriptors for the retrieval task are presented in Table 4 . As can be seen, QuadrupletNet outperforms Hardnet+ and other state-of-the-art descriptors with the Liberty subset and the full Brown dataset. Performance comparison for image matching on the Oxford dataset [28] . '+' denotes the the model is trained with augmentation). 
C. OXFORD DATASET
The Oxford dataset [28] contains six image sequences in different viewing conditions. Each sequence extracts keypoints and corresponding patchs using Harris-Affine detector. Our evaluation uses mAP to evaluate the performance of descriptor applied to the patches. Figure 4 shows the comparative performance of Quadru-pletNet and other descriptors on oxford dataset. To make this a fair comparison, we trained all the learned descriptors using Liberty dateset with augmentation. QuadrupletNet and Hard-Net outperform other competitors obviously. Our descriptor acheive the average mAP of 73.67% which is slightly better than HardNet with 73.08%.
D. ETH DATASET
Different from the aforementioned tasks which emphasize the distinction of a descriptor, the ETH dataset [14] evaluate descriptors in Structure-from-Motion (SFM) [30] . Following the protocols in [14] , we extract patches using the provided SIFT keypoints for all descriptors. To make this a fair comparison, the learned descriptors are trained using the same Liberty dateset with augmentation. Then we compare the SFM quality of QuadrupletNet and other descriptors, including the number of registered images, reconstructed sparse points, image observations, mean track length and mean reprojection error. Table 5 reports the evaluation results for five descriptors in 3D reconstruction. To compare the descriptors fairly, all the learned descriptors are trained with the same training set (Liberty). As the images uesd for reconstruction increases, the learned descriptors perform worse than SIFT descriptor. This is not surprising as the learned descriptors are only trained with a small dataset in this experiment. Nevertheless, QuadrupletNet surpass other learned descriptors slightly in most dataset.
E. DISCUSSION AND ANALYSIS
To verify the effectiveness of the proposed loss quadruplet function, we have carried out experiments to show the distribution of the cosine similarity. As a comparison, we apply [15] to HardNet result in HardNet(GOR), which is trained with triplet samples. In the experiment, the descriptors of 10k test image patch pairs are extracted from different models, including HardNet+, HarNet(GOR)+, DOAP+ and QuadrupletNet+. The histograms of cosine similarity of the descriptors, including matching pairs and non-matching pairs, are shown in Figure 5 . Although the training subset is Liberty subset and the test subset is Yosemite, we have tried other training/test combinations to promise its generality.
As can be seen, The histogram of the similarity of descriptors extracted by HardNet+ and HarNet(GOR)+ are shown as Figure 5 (a) and Figure 5(b) , and the result of DOAP+ and QuadrupletNet+ are shown in Figure 5 (c) and Figure 5(d) . The histograms of matching pairs and non-matching pairs are denoted in blue and red respectively. The peak of non-matching pairs trained with QuadrupletNet+ higher than other learned descriptors, and overlapped area in Figure 5(d) is smaller. Table 6 reports the overlapped area of the four descriptors. This result shows that our loss is more effective than the regularization in [15] .
Although the global orthogonal regularization [15] can be used with any loss function, including pair loss and triplet loss, and achieve a better performance, it is hard to balance the loss in different distance space. That is to say, the tunable parameter is hard to find. Moreover, the orthogonal property and the nature of uniform distribution in non-matching examples should not be considered as a whole. QuadrupletNet uses the hard sampled non-matching examples to constrain the orthogonal property. Meanwhile it uses the random sampled non-matching examples to keep non-matching pairs to obey uniform distribution. The proposed quadruplet loss function is only designed in cosine similarity space which is less hyper-parameter. VOLUME 8, 2020 
V. CONCLUSION
We propose a novel quadruplet loss for metric learning, which is inspired by the thoughts of orthogonality and uniform distribution. The quadruplet loss constrains the orthogonality of non-matching examples by using the hard sampled nonmatching pairs in a batch, and simultaneously uses the random sampled non-matching examples to keep non-matching pairs to obey uniform distribution. Different from the pair loss and triplet loss, our loss does not need to decide the margin that separate the matching pairs and non-matching pairs. Moreover, it does not need the tunable parameter to balance different parts of the loss in different distance space.
