Abstract-Deep learning has become the de-facto computational paradigm for various kinds of perception problems, including many privacy-sensitive applications such as online medical image analysis. No doubt to say, the data privacy of these deep learning systems is a serious concern. Different from previous research focusing on exploiting privacy leakage from deep learning models, in this paper, we present the first attack on the implementation of deep learning models. To be specific, we perform the attack on an FPGA-based convolutional neural network accelerator and we manage to recover the input image from the collected power traces without knowing the detailed parameters in the neural network. For the MNIST dataset, our power side-channel attack is able to achieve up to 89% recognition accuracy.
I. INTRODUCTION
Deep neural networks (DNNs) are widely used in many safety-and security-sensitive artificial intelligence (AI) applications such as biometric authentication, autonomous driving, and financial fraud analysis. Consequently, their security is a serious concern and requires urgent research attention.
Recent research has shown the security and privacy of DNN models can be compromised. In [1] , attackers deceive the DNN system to make misclassifications by adding small perturbation to the original images. In [2] , malicious parties are able to recover private images that are used to train a face recognition system by analyzing the outputs of the DNN model. However, the success of these attacks requires the full knowledge of the DNN model, which is not usually available in real-world applications as model parameters are most valuable assets for deep learning tasks and are always kept confidential. In addition, a variety of privacy-leaking prevention techniques [3] - [5] has emerged to mitigate these attacks.
As illustrated in Fig. 1 , apart from the privacy leakage from DNN models, the information of real-world inputs can also be leaked at inference stage. In privacy-sensitive systems, the direct access to the input data of the inference engine is often strictly limited. For instance, encrypted medical images are provided to the DNN inference engine and they are decrypted inside the inference engine for privacy protection. Under such circumstances, we are concerned whether attackers can use side channel information (e.g., power consumption) to retrieve private data. Dedicated hardware DNN accelerators are expected to gain mainstream adoption in the foreseeable future due to their high computation efficiency [7] . In this paper, we present a power side-channel attack on an FPGA-based convolutional neural network (CNN) accelerator. The accelerator is used to perform image classification and we aim to recover its input image from collected power traces. We set the attack target on the hardware component executing the convolution in the first layer of CNN whose computation is directly related to the input image.
To the best of our knowledge, the proposed side channel attack is the first one that exploits the privacy leakage in neural accelerators. Particularly, unlike previous attacks, our proposed attack does not assume the pre-requisite knowledge of model parameters and model outputs. The main contributions of our work include:
• Power side channel is often quite noisy and the collected power trace contains distortions brought by various circuit components. We present a novel power extraction technique to precisely recover the power consumption for each clock cycle.
• We develop novel algorithms to retrieve each pixel value of the input image. To be specific, as the convolution operation only relates to a limited number of pixels, we develop algorithms to infer the values of pixels either from power traces directly or from a pre-built powerpixel template. Finally, the image can be reconstructed by piecing all inferred pixels together. The remainder of this paper is organized as follows: Sec-tion II introduces the background knowledge with threat model follows in Section III. Next we give an overview on the proposed attack flow in Section IV for two attacking scenarios. We introduce how to accurately estimate the power from the noisy power side channels in Section V. The details of the two attack scenarios are then introduced in Section VI and in Section VII, respectively. We discuss the limitation and countermeasures in Section VIII. Finally, we introduce related work in Section IX and conclude this work in Section X.
II. BACKGROUND
In this section, we first review the concept of convolutional neural network (CNN), and then introduce the architecture of typical CNN accelerators and finally discuss the basics on power side-channel leakage.
A. Convolutional Neural Network
Convolutional Neural Network (CNN) [6] is a neural network architecture used for image applications. It is constructed by a pipeline of sequentially connected layers and may consist of four types of computation: convolution, pooling, normalization and full-connected. The structure of the network, such as total number of layers and the type of computation in each layer, is determined by designers prior to the training stage. Then the parameters in each layer, namely weights, are acquired through dedicated training algorithms. In the inference stage with structure and weights ascertained, CNN can make predictions with the input images. In particular, the input of first layer of CNN is image itself and the computation in the first layer is usually convolution.
As our focus is on the convolution layer of CNN, here we briefly introduce its details and illustrate the calculation in Fig. 2 (a) . The input to the convolution layer is a image of size X × Y × M and we call the X × Y 2D pixel array feature map. For each input feature map, to calculate the pixel value of the output feature map, a kernel (or filter) of size K x × K y is applied to construct a convolutional window for each input pixel capturing its neighbors. We then get an output feature map with the convolutional window sliding by steps of S x and S y in two directions of the input feature map. We can represent the convolution operation formally with following formula:
where the O j x,y is the pixel value of position (x, y) in j-th output feature map, ω i,j and β i,j are the kernel and bias value between the i-th input feature map and the j-th output feature map respectively, and f (·) is a non-linear activation function such as tanh or sigmoid.
B. CNN Accelerator Design
An accelerator is usually used in the inference stage to boost the computational efficiency in a number of low-power platforms. The accelerators are usually implemented by dedicated hardware, such as FPGA and ASIC and there are a number of designs available [?], [9] , [10] in both academia and industry. The general architecture of these accelerators is similar, as shown in Fig. 2 (b) wherein typically five components are involved: DMA, controller, data buffers, parameter buffers and compute units. DMA is used for the data transmission with main processors while controller is responsible for coordinating computation tasks among components. The parameter buffers store the weights used in the CNN model and shall be ready prior to any inference operation. The data buffer stores the input feature maps for every layer and caches the output feature map from computing units to be used in the next layer. Compute units contain dedicated hardware to accelerate different operations in the neural network, e.g., convolution, pooling, etc.
Specifically, as the target of our attack is the convolutional layer in the CNN, we present the detailed design for the convolution operation in the compute unit. Line buffer [11] is an efficient hardware structure to implement convolution and it has been adopted by a number of CNN accelerators [9] , [10] . Fig. 2 (c) shows the structure of line buffer to execute 2D convolution with a 3 × 3 kernel. There are three line registers to compute the convolution with a kernel of size 3 × 3 as we need to cache the pixel values in recent three rows of the image. The length of each line is equivalent to the row size of input image. The convolution is achieved by a set of dedicated hardware multiplier and adders. At each cycle, one pixel is put into the line buffer, and a 3 × 3 convolution is computed. The intermediate result is passed through a non-linear function to generate one output value per cycle. If the input image contains several channels (e.g., three channels for an RGB image), multiple instances of line buffer are synthesized for parallel procession. When all input pixels are processed by the line buffer, one output feature map is finished and stored on the data buffer for processing in the next round. The above mentioned procedure is repeated until we generate all output feature maps with different kernels. As we can see from the operation of line buffer, at each cycle, the output only depends on a limited number of input pixels (inside the convolution window), which serves as the foundation to efficiently launch our proposed attack.
In this paper, we follow the implementation proposed by Zhao et al [8] who implement accelerator for a compressed version of CNN [12] on FPGA. The convolution unit in their proposed architecture is based on the line buffer. In their neural accelerator, the parameters and activations inside the network model is limited to either 1 or -1 so that the weights of compressed network can be completely stored inside the RAM of FPGA.
C. Basics on Power Side Channel
Power Constitution and Measurement: The power consumption of circuits can be divided into two categories: static and dynamic. Static power consumption arises from the leakage current of transistors and is typically very low. Dynamic power consumption comes from internal transitions of transistors which closely relate to its input data and it usually dominates the total power consumption in its magnitude. To measure the power consumption, a 1Ω resistor is placed on the power supply line and the voltage drop on it is measured using a high-resolution oscilloscope. Power Consumption of Line Buffer: As the line buffer is the main attack target, we estimated the power consumption of the convolution unit and total power consumption with Xilinx XPower Analyzer, a software power emulator for FPGA. We implemented the line buffer in RTL with various configurations and the result is shown in Table I , wherein the convolution unit dominates the total power consumption. To be specific, we implemented four common configurations of line buffer: three of them have only one input channel, but the line size is 28 and 32 respectively and kernel size can be either 3x3 or 5x5. The last configuration is of three input channels, its line size and filter size is identical to that in the first row. From the statistics of Table I, the power consumption of the convolutional unit increases significantly due to the increase of kernel size and input channel. It is because in these two cases, the pixels involved in the convolution unit increases. The change of line size does not affect much of the power consumed by convolution units. Whatever the configuration, the power in the convolution unit occupies more than 80% of the total consumption. Therefore, we can regard the measured power as a coarse-grain estimate for the power of convolution unit.
III. THREAT MODEL

Scenario:
We consider the adversaries come from the DNN accelerator design team or are insiders in companies hosting DNN infrastructures. At inference stage, DNN model designers usually deploy their trained model to a machine-learning service operator, such as BigML [13] or Microsoft Azure [14] , who possesses dedicated DNN accelerators for the inference operation. They may also put their models on computing platforms (e.g., Qualcomm's Snapdragon 835 [15] ) with DNNaccelerating hardware. In many privacy-sensitive applications, the inputs to the DNN accelerators are often protected with strict access control policies or strong encryption schemes. Thus, for attackers it is not easy to obtain the inputs directly. However, the side channels, especially the power side channel, are exposed unprotected to malicious insiders in the host of machine learning service and DNN accelerator design team. They are capable to access to the power side channel output via implanted Trojans or measurement circuits when the accelerator is actually running with real-world users' inputs. Capability: Firstly, we assume attackers are knowledgeable about the structure of the neural network and the input image size, but not the detailed parameters in the network. To be specific, for the targeted first convolution layer, the attackers need to know its filter size, number of input feature maps, and number of output feature maps. We consider this assumption practical because many image-related tasks adopt existing neural network architecture (e.g., VGG-16/19 and ResNet) whose structure is fixed and public. Secondly, adversaries can acquire the power trace with high resolution of the DNN accelerator either by oscilloscope measurement or power-monitoring Trojan. Thirdly, according to the ability of freely launching inference operation, we further divide the adversaries into two categories: passive adversary and active adversary. Passive adversary can only eavesdrop on the power consumption when an input is processed by the DNN accelerator at inference stage. Active adversary has an extra ability of profiling the relationship between power and input pixels by freely launching inference operation with arbitrary inputs on the targeted accelerator. The profiling phase can only be carried out prior to any actual calculation of user's private data.
IV. OVERVIEW
The primary goal in this paper is to recover the input image from power traces of the targeted CNN accelerator. The reason we choose the convolution in the first layer as attack target is as follows: firstly it directly processes the input image so the power obtained closely relates to the input. Secondly, the inherent characteristic of convolution, which performs computation on a small bunch of pixels, can reduce the effort needed to infer the pixel values.
To evaluate the proposed attack, we implement a CNN accelerator [8] in a Xilinx Spartan-6 LX75 FPGA chip [16] on the SAKURA-G board [17] . This board is designed for the purpose of evaluating power side channel attacks. We setup a Tektronix MDO3034 oscilloscope [18] , with a sampling frequency of 2.5GHz, to acquire the power trace from the FPGA board.
For passive and active adversaries, we propose attack methods for them separately. The whole attack flow is illustrated in Fig. 3 . In the first step, we collect the power traces of the FPGA when it performs the convolution with different kernels. Then we adopt an extraction algorithm to filter out noise and get the real power consumption, details will be shown in Section V. After the power extraction stage, passive adversaries try to locate pixels belonging to image background from the extracted power. Then the silhouette of foreground objects is revealed. The details of this attack are shown in Section VI. For active adversaries, before the actual attack, they build a "power template" using the power measured with different kernels and the input image. The power template exploits the relations between power consumption and pixel values and can generate a set of pixel candidates when queried with power consumption in actual attacks. The final step for active adversaries is to recover the image by selecting the best pixel candidate from the generated set. Section VII introduces the power template attacks in details.
We conducted experiments with images from the MNIST dataset [19] , a dataset for handwritten digits recognition. We try to recover the image with both background detection and power template, shown in Fig. 4 . For two recovery methods, we select the correctly classified images with the same input image so that we can compare the quality of recovered images directly. For images from background detection, the general shape of original image is retained while the images recovered with power template keep more details and they are more similar to the original image in visual effect.
V. POWER EXTRACTION Ideally, the power collected from the oscilloscope is periodic and its period shall be same with the clock signal, as the internal activity is triggered by the clock pulse. The power trace in one period shall reflect the total power consumed in this cycle. However, this assumption is not valid due to noises and distortions in the power collecting procedure. Some of the noise sources can be modeled as a capacitor-based filter system which blends power consumption of neighboring cycles and thus makes the raw power trace inaccurate for pixel inference. In this section, we present an efficient method to extract real power consumption from the noisy and distorted power traces.
A. Interference Sources
We illustrate three critical components on the power measurement path in Fig. 5 . Driven by clock pulses, CMOS transistors in the FPGA used for computation become active and draw current from power supply. The current is delivered through the power distribution network which leads to a voltage drop in the power measurement circuit. The voltage drop is then captured by the oscilloscope's probe placed on the power supply line and recorded as the power trace.
All three components incur certain kinds of interference on the measured power signals. The noise in the measurement of oscilloscope is white noise, which mainly comes from environmental fluctuations.
The adopted FPGA board [20] offers two options for power measurement: we can either directly measure the raw voltage on the resistor or the amplified signal through an amplifier. It is crucial for the success of our attack to use the amplified signal as the raw voltage on the resistor is about several millivolts, which is around the same level with noise. However, the amplifier circuit is only able to amplify the AC components of the power traces, which results in the voltage drop below zero at the end of the power traces, as illustrated in Fig. 6 (a) . The drop not only induces inaccuracies when we recover the power for each cycle and but also hinders correct curve-fitting procedure in latter procedures. We analyze the frequency response of the power measurement circuit with a simulator NI MultiSim [21] , and find that the whole circuit behaves like a high-pass filter with the cut-off frequency of around 250Hz.
The exact effect of FPGA's power distribution network on power signals is hard to model as we are not knowledgeable about the design details, but we assume it can be regarded as an RC filter. This is because power distribution network is often in a tree-like shape and implemented with metal wires. The distributed wire's resistance and the inter-wire capacitance can be regarded as an RC filter in a lumped model. 
B. Extraction Methods
For the noise in the oscilloscope measurement, we use low pass filters to eliminate them. For the distortion from the RC filters, though techniques directly reversing the distortion effect exist, they are very sensitive to small deviation [22] in the original signal. Thus, they are not applicable to the power traces from noisy channels. We propose to solve the problem by analyzing the approximate effect of the RC filters with two dedicated methods: DC component recovery, power alignment and curve fitting. Low-Pass Filter: For the noises induced in the oscilloscope measurement, a low-pass filter is enough by filtering out most high-frequency noises as the low-frequency noises are small compared to useful signals. We apply a filter whose cut-off frequency is 60MHz to the acquired power traces and the result is shown in Fig. 6 (b) . DC Component Restoration: For the distortion induced by the power measurement circuit, we propose to recover the DC component. From the simulation result of NI Multisim, the cut-off frequency of equivalent high-pass filter (250Hz) is far lower than the accelerator's working spectrum (more than 15kHz, as the total running time is around 70µs). So only the DC component is filtered by the power measurement circuit. To recover it, we obtain the discrete time impulse response of the power measurement circuit via simulation as follows:
wherein T stands for the sampling interval and it is 0.4ns in our case. τ represents the time constant, which is the reciprocal of the angular cutoff frequency τ = 1 2πf = 640µs. So we propose to recover the original power trace by reversing effects of the power measurement circuit, which can be modelled as x(n) = r(n) * h(n), using the following formula:
wherein the x(n) represents power samples collected while the r(n) stands for sample points in the recovered trace. Power Alignment and Curve Fitting: Though the FPGA's power distribution network is also RC-filter-like, it is hard to approximate it to simple low-pass or high-pass filters as its frequency response overlaps the spectrum of power traces. Alternatively, based on this RC filter assumption, we further assume the power trace acquired per cycle is similar to the capacitor's charging and discharging curve. Then we use curve fitting tools to obtain the exact power consumption in one cycle. In the first step, we need to align the power trace with the clock signal. A template signal, representing a typical power trace in one clock cycle as shown in Fig. 6 (c), is carefully chosen from the filtered power trace manually and we calculate the Pearson correlation coefficient of the template signal with each sample point on the original power trace. We choose the points with maximum coefficients to be alignment points. The aligned power trace is shown in Fig. 6 (d) .
For power signals in each cycle, they all rise sharply at first and then gradually descend, which comes from the charging and discharging of the equivalent capacitor in power distribution network. Thus, we fit the power curve with capacitor's charging formula V c (t) and discharging formula V d (t) as follows: (4) in which the V p represents the final voltage at the charging stage and the initial voltage for the discharging phase. RC is the product of equivalent resistance and capacitance of the power distribution network, also known as RC time constant, represented by τ . The whole power extraction algorithm is listed in Algorithm 1. Also we illustrate this procedure in Fig. 6 (e) . The algorithm is run cyclewise: for each cycle, we estimate optimal V p and τ from the power trace using curve fitting function and calculate the trailing power in subsequent cycles. The final power for current cycle is accumulated by the power in this cycle and the trailing power. The trailing power is then subtracted from following power traces. The computation continues until all aligned cycles are processed. The solid red line in Fig. 6 (e) shows the optimal curve we find while the dash red line shows the trailing power for each cycle.
VI. BACKGROUND DETECTION
In this section, we first discuss the intuition of our background detection attack. Then we introduce the threshold- based attack method and at last we evaluate it with MNIST datasets [19] .
A. Intuitions
For passive adversaries, the intuition to attack the DNN accelerator comes from the power model: the power consumption is determined by the internal activities, especially by those in the convolution unit which takes the largest portion of power consumption. If the data inside the convolution unit remain unchanged between cycles, the internal transitions induced are limited. Thus, the power consumption shall be small. Based on this insight, by observing the magnitude of power consumption in each cycle, passive adversaries can determine whether the related pixels share similar values. These similar pixels most probably belong to the pure background of the image. As a result, the silhouette of the foreground object naturally revealed by locating all pixels belonging to background and the privacy of user's information may be infringed via adversaries' visual inspection.
Though many real-world images have a messy background, some types of privacy-sensitive images happen to contain pure background, such as medical images from ultrasonography or radiography. If the adversaries are able to recover the shape of foreground object, they may be able to identify the organ being scanned and thus infer the health condition of a particular patient.
B. Attack Method
The basic idea of the attack is to find a threshold to distinguish cycles processing background pixels based on the magnitude of power consumption. However, deciding the exact threshold is not a trivial task as we cannot observe a clear gap in the distribution of power consumed in each cycle, as shown in histogram in Fig. 7 (a) . We assume the power consumed in cycles processing foreground pixels are evenly distributed across a large range while the power consumption of rest cycles aggregate at the bins of smaller values. So we are expected to observe a peak in cycle counts for smaller cycle power consumption. In this case, we decide the threshold by finding the maximal decrease in cycle count:
wherein the C(·) is the function returning the cycle count for a particular power consumption, B is the bin size. After the threshold is determined, we filter out all cycles whose power consumption is above the threshold. Then we locate all corresponding pixels for the left cycles. These pixels are regarded as background pixels and then we can get a blackand-white image for further examination and analysis.
C. Evaluation
Experiment Setup: We performed our attack on the CNN accelerator used to classify the digits in MNIST datasets. The size of the images in MNIST datasets is 28×28. The images have a clear black background which satisfies the prerequisite of our background detection method. For the CNN accelerator [8] , we set the line size of the line buffer to 28, input channel to 1 and the kernel size to 3×3 and 5×5. We adopted two models for experiment with their details shown in Table II . The only difference between the two models is the kernel size as it directly determines the number of pixels involved in the convolution unit and affects the granularity of recovered image. We synthesized the CNN accelerator design to FPGA and loaded the model parameters into the accelerator before the inference stage. We randomly chose 500 images from the MNIST testing set to evaluate our attack method. Both models contain 64 different kernels in the first layer and for each kernel, we recorded the power trace when the accelerator performed the convolution in first layer. As our algorithm recovers the pixel values on a cycle base, we need to precisely identify the power trace fragment for the convolution in first layer. It is trivial to locate the start point on the power trace and the length of fragment can be determined from the total clock cycles needed to finish the convolution computation. Evaluation Metric: We evaluate the quality of recovered images with two metrics: pixel-level accuracy and recognition accuracy. Pixel-level accuracy is to evaluate the precision of our attack algorithm and it is defined as follows:
in which x represents a pixel in the targeted image I. f (x) means the background marker (whether it belongs to background) predicted by our algorithm while marker(x) represents the golden marker. For MNIST images, we regard all pixels with value 0 (i.e., pure black pixel) as the background pixels. We also evaluate the cognitive quality of the recovered image with recognition accuracy. We feed every recovered image to a high-accuracy MNIST classification model and compare the prediction with its golden label. In the following experiment, we use a multi-layer perceptron network [12] with an accuracy of 99.2% as a golden reference to evaluate the cognitive quality.
Choices of Threshold and Kernel:
We show a histogram of power consumed in each cycle in Fig. 7 (a) . In the figure, we draw the histograms for the power computed with two different kernels from model 1 and they manifest similar trends: with the increase of power consumed per cycle, the cycle count rises at first and then descends sharply at the value of 0.5. After that, the cycle count gradually decreases and finally reaches 0. Based on the threshold selection criteria, we choose the threshold at 0.5 for this image.
To demonstrate the importance of threshold choice in the attack, we recover the silhouette images using various threshold values from 0.1 to 3.0 with a step size of 0.1 and illustrate the two metrics in Fig. 7 (b) . The pixel-level accuracy is drawn with solid lines while the recognition accuracy is drawn using the dot-dash lines. We observe that as the threshold increases, the pixel-level accuracy increases to its peak value around 85.6% for both kernels at first and then it gradually decreases to 83.3%. The recognition accuracy for these two kernels also follows similar trends: they first rise to its peak accuracy, but they drop significantly as the threshold increases. For kernel 1, it reaches its peak value 81.6% at threshold 0.5 while for kernel 2, it reaches peak of 81.8% at threshold 0.3. When the threshold approaches its optimal value, more and more background pixels are correctly identified, so we observe an increase in both pixel-level accuracy and recognition accuracy. After the threshold exceeds the optimal value, the pixel-level accuracy only drops a little, while the recognition accuracy falls remarkably. This is because the actual number of foreground pixels is smaller than the background pixels. When threshold increases, the number of misclassified pixels is limited thus it does not affects the pixel-level accuracy much. However, as foreground pixels are key components to construct digit strokes, their misclassification leads to significant loss in recognition accuracy. According to these two curves, the optimal range of threshold lies between [0.3, 0.5], which is the region in two green dashed lines in Fig. 7 (b) . It is consistent with the threshold selection criteria we raised in last subsection. Another conclusion from the experiment is that both accuracy metrics are seldom affected by the choices of kernel. Therefore, adversaries can acquire acceptable images by only attacking on the power trace for one kernel. Kernel Size: Kernel size can be a significant factor affecting both the pixel-level and recognition accuracy. The average pixel-level accuracy for model 1 (3×3 kernel size) is 86.2% while the accuracy for model 2 (5×5 kernel size) is around 74.6%. The recognition accuracy is shown in Fig. 8 : on average case, 81.6% for images recovered from power acquired with model 1 and 64.6% with model 2. The accuracy degradation comes from the information loss when kernel size increases. It is because our algorithm is only able to find cycles that deal with background pixels via thresholding, which requires all the pixels inside the convolutions units to be identical. In other words, if the convolution unit contains a non-background pixels, all other background pixels may be mis-identified as foreground pixels by our proposed algorithm. This effect is similar to the morphological dilation operation [23] in the digital image processing which widens the shape of foreground objects. The recovered image looks "fatter" than the original image in visual effect. Key structures smaller than the kernel size are more probable to disappear, resulting in the degradation of recognition accuracy. Another discovery is that the recognition accuracy is various for different digits, especially for model 2. Fig. 8 shows the recognition accuracy categorized by the class of digits. The accuracy of classifying original image is almost the same and nearly perfect for all classes. The recognition rates of digits 3, 7 and 9 are below average for images recovered with model 1. Meanwhile, the accuracy of digits 1, 3, 4, 7 and 9 drop significantly for model 2. We consider the discrepancy among different digits comes from inherent structure of digits and equivalent dilation effect of recovered image. For example, the image of digits 1 recovered from model 2 is much "fatter" than that from model 1 due to dilation effect, so it is more probable for the classification network to misclassify it as digits 8, causing a low recognition rate.
We also investigate the classification result of recovered images for each digits with both models. The results are drawn in the classification map shown in Fig.9 . Each cell (i, j) in the map represents the portion of images with golden class j which are predicted as class i, wherein the portion is illustrated with the darkness. For both models, the darkest color all lies on the diagonal of the map, which means the classification network is able to correctly predict in most cases. We observe the recognition accuracy of digits 8 is quite high (around 90%) for model 2 in Fig. 8 . However, the precision is not. From  Fig. 9 (b) , the cells in the column of inferred digits 8 are darker than other cells in the same row except for genuine class 8. So for a image inferred as digit 8 may have larger probability to be other digits actually because of its low precision. This is because the inherent shape of 8 is large than other digits and the classification network is more inclined to classify a "fatter" image, which is caused by dilation effect, to digits 8.
To conclude, the kernel size affects both the pixel-level accuracy and recognition accuracy due to their equivalent dilation effect induced by kernels. The recognition accuracy of different digits also varies because of their inherent structure. Complexity: The attack method only attacks one power trace. As the power extraction and background detection procedure are cycle-based, the time complexity is proportional to the total number of cycles to compute the convolution which is determined by the image size O(S x × S y ), where the S x and S y is the length of the image in two dimensions. The total time used is short in practice. It takes around 6s to obtain one power trace and 5.7s for power extraction. For actual image reconstruction it only takes 0.01s.
VII. IMAGE RECONSTRUCTION VIA POWER TEMPLATE
In this section, we propose an attack method, for active adversaries, to recover the details of images used in the inference process. Instead of predicting background marker, we try to obtain values for each pixel. The section is organized similarly with Section VI with three subsections: intuition, attack method and evaluation.
A. Intuitions
The search space to recover pixel values is prohibitively large even if only considering the pixels in a small local region. Suppose the targeted model uses a 3×3 kernel size for the first convolution layer, the number of pixels involved in the convolution in one cycle is 12 (see the analysis in Section VII-B). Typically a pixel can have a value ranging from 0 to 255, so the total combinations for the pixels involved is around 256 12 ≈ 7.9 × 10 29 . Iterating all combinations of pixel values in brute force is inefficient to perform the attack. Thus, for active adversaries, we propose to reduce the search space significantly by building a "power template". As active adversaries are able to profile the relationship between power consumption with arbitrary input images, the pre-built "power template" is able to efficiently predict the pixel value at actual attack with knowledge acquired at profiling stage.
As illustrated in Section II-C, the power consumed in each cycle is determined by the data inside convolution unit, which comprise pixel values and kernel parameters. Typically, the same inputs are convolved with different kernels in the convolutional layer. For a specific region of pixels processed by convolution unit, we can regard the power consumption acquired from different kernels as a unique feature to infer the value of the pixels. Based on this intuition, we build a "power template" storing the mapping of power consumption to pixel values so that adversaries can produce a set of possible pixel values from a vector of power consumption retrieved at attack time. Finally, after we acquired many candidate values for each pixel from multiple power vectors, an image reconstruction algorithm is adopted to select the best candidate. As one pixel is processed in multiple cycles, the target of the selection is to find candidates in these cycles predicting similar values at this pixel.
B. Attack Method
In this subsection, we introduce the detailed steps to recover pixel values of the input image. First we discuss how to build the power template at the profiling stage. Then, with the extracted power from different kernels acquired at attack time, we demonstrate the method to get candidate pixel values from power template. Finally we present an algorithm to reconstruct the image from these candidates. Power Template Building: Power template stores the mapping between pixel values and its corresponding power consumption when convolved with different kernels. In the profiling phase, for each input image, we collect multiple power traces from the FPGA loaded with different kernels and obtain power consumption at each cycle using power extraction in Section V.
The power consumed in each cycle is determined by the state transitions of the convolution unit. The kernel remains constant between cycles, while the pixels are shifted within a row. So the number of related pixels in one cycle is K × (K + 1) when the kernel size of is K × K. For example, suppose at cycle j − 1, pixels from position (x, y) to (x + K, y + K) are inside the convolution unit, while at cycle j, pixels from position (x, y + 1) to (x + K, y + K + 1) are processed. The power consumed in cycle j is induced by change in the convolution unit, so all pixels from (x, y) to (x + K, y + K + 1) determine the power consumption. We represent the this region as Ω j and the pixel values in this region as Px j = {pv(x) | for x ∈ Ω j }. These pixel values are named related pixels for j-th cycle. Further, we represent the power consumption in j-th cycle when the image is computed with i-th kernel as ρ i,j .
So for each cycle, we obtain the related pixels Px j and the power collected with different kernels, namely power feature vector, represented as ρ j = (ρ 0,j , ..., ρ |K|,j ). |K| is the number of kernels used. For one input image at profiling stage, the power template is constructed by adding all pairs of related pixels and corresponding power feature vector for all cycles, i.e., P T = {(Px j : ρ j )|for j in all cycles}. The final power template is the union set of power templates constructed by every input image. Candidates Generation: Based on the assumption that similar pixels processed in the convolution unit generate similar power feature vector, the straight-forward way to get pixel candidates is to find pixel values in the power template whose corresponding power feature vector is closest from that extracted during attack. However, this method easily fails due to limited samples enrolled in the power template. Hence, we propose to divide the power feature vector into several groups and search them in the power template respectively. After we get the pixel candidates for each group, we take the intersection of them to generate the final candidate set for image reconstruction.
To be specific, for a specific cycle j, we acquire a power feature vector ρ j from measured power traces and separate them into several groups of same size ρ j = {ρ 1 j , ..., ρ m j }. For each entry in the power template, we do the same separation, i.e., ρ = {ρ 1 , ..., ρ m }. For each group of vectors ρ m j , we search the same group of power feature vectors in the power template ρ m and return the related pixels if the distance between two groups is within a threshold δ. The candidate set, consisting of all returned related pixels, is given by
where the distance metric is defined by
The K m represents the kernel indexes of power features grouped to the mth group. The final candidate set for the specific cycle j is given by the intersection of the candidate sets from all different groups, i.e., S j = ∩ m S j m . Image Reconstruction Algorithm: After obtaining the candidate sets for all cycles, we have many possible values for each pixel and the target is to find the closest one to the actual value.
As we have noted that the same pixel is processed in different cycles, so the candidates selected among these cycles shall be consistent on the value of the same pixel. We use this as a criterion to find the optimal selection. Suppose for a pixel at position x = (i, j), there are t cycles processing this pixel: C x = {c 1 , ..., c t }. The candidate sets for these cycles are S c1 , ..., S ct . From each candidate set, we choose a candidate with a selector Sel ct as Px ct = S ct [Sel ct ], and we find the pixel value pv(x) at position x in Px ct . The variance of pixel values at position x selected from different candidate set shall be small. The objective of our image reconstruction algorithm is to find a selector vector so that the selected candidates minimize the sum of the variance of all pixels in the image. It can be represented as follows:
After the selector vector is determined, for each cycle, we get only one candidate. But for each pixel, we get multiple candidates from cycles processing it. To get the final value of the pixel, we take the average of these candidates. This optimization problem is not easy to solve, here we present a greedy heuristic method shown in Algorithm 2.
In Algorithm 2, we starts with a random candidate set and for each candidate in the set, we initialize a empty image with the pixels in the candidate (Line 6-8 is much higher with Algorithm 2. The recognition accuracy of images recovered for model 1 (3×3 kernel size) with the algorithm is 89.8% while the accuracy drops down to 15% if we take the average of all the pixel candidates. The same accuracy drop also happens on the images recovered from power trace collected with model 2 (5×5 kernel size), from 79% to 10%. Though the images recovered without the proposed algorithm achieve relatively good pixel-level accuracy, the low recognition accuracy results from its incapability to reconstruct the structure of digits at some critical points, especially at the edge of digits. On the contrary, Algorithm 2 considers the consistence of related pixels recovered among cycles, thus it is able to filter out most unrelated pixels.
Finally, enlarging kernel size incurs a little degradation in the recognition accuracy, from 89.8% to 79% as more pixels are involved in one cycle so that it is relatively harder to distinguish the genuine pixels.
Complexity:
We analyze the complexity in three phases: The time complexity to build power template is O(N × C × K) where N stands for total number of images enrolled, C means the cycles needed to generate one feature map and K is the number of kernels. The memory complexity in power template building is O(N × C × (K + S)), where N × C represents the total amount of entries in power template and K + S is the entry size. S stands for the size of related pixels. In the candidates generation, the time complexity of proportional to the size of the power template and the size of returned candidate sets. Finally, for the image reconstruction algorithm, the most time-consuming part comes from the loop in it (Line 3 -17), so its complexity is O(C × A 2 ), where C is total number of candidate set (equal to the cycles needed to generate a output feature map) and A stands for the average size of the candidate set. All methods in three phases can be implemented efficiently and we report their running time as follows: it takes 215.6s to build the power template from 300 images and 157.2s to generate candidates for all cycles in recovering one image. The image reconstruction algorithm costs around 43.2s to finish. The size of the power template built with 300 images enrolled is around 44MB.
VIII. DISCUSSION AND FUTURE WORK
In this section, we first discuss the applicability of our proposed attack and attack target of background detection method. We also discuss the countermeasures and future work. Applicability: Though we evaluate our power side-channel attack on the accelerator implemented on FPGA, the actual attack target is the structure of line buffer where we exploit the power consumption with the sliding convolutional window over the input image. Thus our attack is applicable for whatever designs adopting the line buffer to execute the convolutional operation. Though line buffer is not suitable for DNN system on CPU or GPU, it enjoys popularity among a variety of FPGA-or ASIC-based neural network accelerators [9] , [10] . Considering the promising application of neural accelerators, the proposed attack is a severe threat for the security of them. Attack Target of Background Detection: Firstly, the background detection method proposed in Section VI is not guaranteed to find all pixels in pure background because its recovery granularity is limited by the kernel size. Thus, the background detection method can fail to recover the images with a messy background. Secondly, the threshold used in background detection is determined by the sharp descend of cycle counts of power consumed per cycle. We may not be able to observe the decline if the number of background pixels is far less than the foreground pixels. To summarize, the background detection method can recover the images which contains a pure and relatively large background region. Countermeasures: The most straight forward way to counter the side channel attacker is to add noises on power side channel, but it does not grant strong guarantees on the privacy protection as noises can still be somehow cancelled with its distribution. For performance and security reason, countermeasures against power side channel attack can be implemented by mainly two ways: random masking and random scheduling. Random masking breaks the correlation between the power consumption and the sensitive data by masking the intermediate result with a random number. For instance, before the convolution, each pixel value used for computation is added with a random number. Then after the convolution result is obtained, the result is subtracted by the sum of these random numbers weighted by the convolution kernel. Random scheduling is effective against active attackers who utilize power from multiple kernels. If the convolution computation for each kernel is executed in a random order rather than sequentially, active adversaries will not be able to build an accurate power feature vector and they can fail in producing a recognizable image. Future Work: Our proposed attack algorithm is currently profiling the power consumption with images coming from the same sampling set. They inherently resemble each other so that we can achieve high recognition accuracy with relatively low overhead. If the attackers target at images with multiple input channel or they are not able to get the input images with same distribution of attack target in the profiling phase, more data need to be enrolled to achieve acceptable results. Thus, it is essential to handle the performance problem incurred by complex image recovery task and limited capability of obtaining data from similar distribution. We may resort to following techniques to tackle the problem: we can use PCA to compress the power feature vector and related pixel values to reduce the size of the pre-built power template and use SVM or random forest to choose candidates in actual attacks. We plan to incorporate them in our future work and validate our method on more complicated datasets, such as CIFAR-10 or even ImageNet.
IX. RELATED WORK
Neural Network Privacy: In [24] , authors made an successful attempt to correlate the dosage of certain medicine with a specific patient's genotype from a model used in pharmacogenetics. Also on a face recognition system, they managed to reconstruct users' face images enrolled in the training stage from the neural network models [2] . Shokri et al [25] presented a membership inference attack to decide whether a particular data record belongs to the model the training set with a black-box access to the model. Tramer et al [26] demonstrated a model inversion attack by exploiting the relationship of queries and confidence values on different machine learning models, such as DNN, logistic regressions, etc. Power Side-channel Attack: The power side-channel leakage can be exploited to recover the secret keys in cryptographic devices. By analyzing the difference of multiple power traces with diverse inputs, attackers are able to uncover the secret key in widely used symmetric encryption standards, such as DES [27] and AES [28] . Eisenbarth [29] and Msgna [30] showed they can recover the instruction type executed by processor via power side channel using hidden Markov model.
X. CONCLUSION
In this paper, we demonstrate the first power side channel attack on an FPGA-based convolutional neural network accelerator. Its input image is successfully recovered using the power traces measured for inferencing operation. In the attack, we firstly filter out the noises and distortions in power measurement process. We consider two attacking scenarios for adversaries of different abilities and for these two adversaries, we propose two methods: background detection and power template, to recover the input image in different granularity. We demonstrate the practicality of our proposed attack on an accelerator executing classification task for hand-written digits in MNIST datasets and the experimental results show we achieve high recognition accuracy.
