We study the galaxy clustering dependence on the [O ii] emission line luminosity in the SDSS DR7 Main galaxy sample at mean redshift z ∼ 0.1. We select volumelimited samples of galaxies with different [O ii] luminosity thresholds and measure their projected, monopole and quadrupole two-point correlation functions. We model these observations using the 1h −1 Gpc MultiDark Planck cosmological simulation and generate light-cones with the SUrvey GenerAtoR algorithm. To interpret our results, we adopt a modified (Sub)Halo Abundance Matching scheme, accounting for the stellar mass incompleteness of the emission line galaxies. The satellite fraction constitutes an extra parameter in this model and allows to optimize the clustering fit on both small and intermediate scales (i.e. r p 30 h −1 Mpc), with no need of any velocity bias correction. We find that, in the local Universe, the [O ii] luminosity correlates with all the clustering statistics explored and with the galaxy bias. This latter quantity correlates more strongly with the SDSS r-band magnitude than [O ii] luminosity. In conclusion, we propose a straightforward method to produce reliable clustering models, entirely built on the simulation products, which provides robust predictions of the typical ELG host halo masses and satellite fraction values. The SDSS galaxy data, MultiDark mock catalogues and clustering results are made publicly available.
INTRODUCTION
In the last decade, the Sloan Digital Sky Survey (SDSS; York et al. 2000; Gunn et al. 2006; Smee et al. 2013 ) first, and then the SDSS-III/Baryon Oscillation Spectroscopic Survey (BOSS; Eisenstein et al. 2011; Dawson et al. 2013 ) have mainly observed luminous red galaxies (LRGs; Eisenstein et al. 2001) up to redshift z ∼ 0.7 to trace the baryon acoustic oscillation feature (BAO; Eisenstein et al. 2005) in their clustering signal and use it as "standard ruler" for cosmological distances. New-generation large-volume spectroscopic surveys, both ground-based as eBOSS (Dawson et al. 2016) , DESI (Schlegel et al. 2015) , 4MOST (de Jong et al. 2012) , Subaru-PFS (Sugai et al. 2015) and space-based as Euclid (Laureijs et al. 2011; Sartoris et al. 2015) , have all been designed to probe larger volumes by looking back in time out E-mail: gfavole@sciops.esa.int † Campus de Excelencia Internacional UAM/CSIC Scholar ‡ Severo Ochoa IFT Fellow to z ∼ 2 and to target high-redshift star-forming galaxies with strong nebular emission lines (ELGs) as BAO tracers. Emission line galaxies that have the peak of star formation around z ∼ 2 are usually faint targets and their spectral features are shifted to the near-infrared (NIR) region. This makes them hard to detect using the optical ground-based facilities currently available (Masters et al. 2014) . For this reason, only few studies (e.g., Erb et al. 2006 Erb et al. , 2010 Hainline et al. 2009; Rigby et al. 2011; Belli et al. 2013; Domínguez et al. 2013 ) of the ELG spectral properties have been conducted in the optical regime to date. Star-forming [OII] and Hα emitters have been explored at NIR wavelengths by the slitless grim WFC3 Infrared Spectroscopic Parallel Survey (WISP; Atek et al. 2010 ) on the Hubble Space Telescope. This mission was designed to observe emission line galaxies with ongoing star formation out to z ∼ 2, and revealed several differences in comparison with the low-redshift scenario (Liu et al. 2008; Newman et al. 2014 ). Star-forming galaxies at high redshift show higher [OIII] /Hβ ratios, probably due to harder conditions in the interstellar medium (see e.g. Shapley et al. 2005; Brinchmann et al. 2008; Shirazi et al. 2014; Kewley et al. 2013) ; they also have higher velocity dispersion (Pettini et al. 2001; Genzel et al. 2008; Law et al. 2009 ), which could be motivated by star formation taking place in denser environments in the early Universe (Masters et al. 2014) . Despite its numerous successes, WISP lacks of spectral resolution to resolve Hα from [NII] λ = 6548, 6583Å, or to detect broad emission lines caused by active galactic nuclei. The Euclid slitless grim spectroscopic program, with a similar design to WISP, will be able to measure the [N ii]/Hα flux ratio with small enough errors to reliably distinguish narrow-line AGN and star-forming galaxies down to Hα fluxes of ∼ 1.5 × 10 −15 erg cm −2 s −1 , over the redshift range 0.7 < z < 2 (Laureijs et al. 2011) .
Complementing the new generation of ground-based infrared spectrometers of eBOSS and DESI with the Euclid spacebased facility will help to constrain the physical properties of these emission line galaxies at high redshift, and to understand better their formation and evolution processes.
In preparation to these near-future experiments, we discuss here how to measure and correctly model the ELG distribution within their host haloes, their clustering properties as a function of the emission line luminosity and its evolution with redshift, using the data currently available. Specifically, we focus our analysis on the SDSS DR7 Main galaxy sample (Strauss et al. 2002; Abazajian et al. 2009 ) at mean redshift z ∼ 0.1. We select this sample from the New York-Value Added Galaxy catalogue (NYU- VAGC Blanton et al. 2005 ) and assign [O ii] luminosities by performing a spectroscopic matching to the MPA-JHU DR7 (at http: //www.mpa-garching.mpg.de/SDSS/DR7/) release of spectrum measurements. In the merged galaxy population, we select volume-limited samples in different [O ii] luminosity thresholds, where we measure the projected, monopole and quadrupole two-point correlation functions (2PCFs) and model the results in terms of the typical host halo masses and satellite fraction. We adopt a (Sub)Halo Abundance matching (SHAM; Klypin et al. 2010; Trujillo-Gomez et al. 2011 ) scheme, modified (Rodríguez-Torres et al. 2017 ) to account for the ELG stellar mass incompleteness. The method applied is straightforward since entirely built on the simulation products, with no need of introducing any velocity bias (Guo et al. 2015b) , and provides reliable predictions of the ELG host halo masses and satellite fraction values, as a function of the [O ii] luminosity. Our galaxy data and mock catalogues, together with the clustering results, are publicly available both on the Skies and Universes database at http://projects.ift.uam-csic.es/skies-universes/ SUwebsite/indexSDSS_OII_mock.html, and as MNRAS online material.
The paper is organized as follows: in Section 2 we describe the SDSS data set used and how we assign [O ii] luminosities. In Section 3 we introduce the tools needed to perform our clustering measurements. In Section 4 we present the simulation and the ELG clustering model. In Section 5 we present our ELG clustering results and the correlation between [O ii] luminosity and galaxy bias. We discuss our conclusions and the future plans in Section 6. In what follows, we adopt the Planck et al. (2014) cosmology: Ωm = 0.3071, ΩΛ = 0.6929, h = 0.6777, n = 0.96, σ8 = 0.8228.
DATA
We select the SDSS DR7 Main galaxy sample (Strauss et al. 2002) from the NYU-VAGC 1 (Blanton et al. 2005 ) and assign [O ii] emission line fluxes by performing a spectroscopic matching to the MPA-JHU 2 DR7 release of spectrum measurements. We consider only MPA-JHU galaxies with good spectra, i.e. with ZWARNING=0. In what follows, the merged galaxy catalogue will be called "MPA-NYU SDSS Main" catalog. Notice that all the galaxies in this sample show [O ii] emission lines, meaning that we do not include any elliptical or quiescent galaxy which could be central for some of the ELGs considered. We compute the [O ii] fluxes as F = Fc × |EQW |, where Fc is the line flux continuum and EQW is equivalent width of the MPA-JHU lines. In the case of line doublets emitting two different wavelengths as [O ii] , the flux considered is the cumulative flux of both lines. Following Hopkins et al. (2003) , we correct these fluxes for extinction using Schlegel et al. (1998) E(B − V ) dust maps and Calzetti et al. (2000) law to obtain:
(1) In the equation above, the quantity k(λ obs ) is the reddening curve (Calzetti et al. 2000) , λ obs = λem(1+z) is the observed wavelength and λem is the emitted one. The observed ELG luminosity is then recovered from the flux as (Hopkins et al. 2003 )
where DL is the luminosity distance depending on redshift and cosmology. In Eq. 2, the exponent is the aperture correction accounting that only the portion of the flux "through the fiber" will be detected by the SDSS spectrograph -fibers in SDSS have an aperture of 3" (Strauss et al. 2002) . This correction implicitly assumes that the emission measured through the fiber is characteristic of the whole galaxy and that the star formation is uniformly distributed over the galaxy. The term mp is the petrosian magnitude in the desired band-pass filter representing the total galaxy flux and m f ib is the fiber magnitude derived from a photometric measurement of the magnitude in an aperture the size of the fiber and corrected for seeing effects. In the SDSS ugriz (Gunn et al. 1998; Fukugita et al. 1996) optical photometric system, the [O ii] (λλ3726, 3729) doublet lies in the u-band. The observed [O ii] emission line luminosity of the NYU-MPA SDSS Main galaxies in the redshift range 0.02 < z < 0.22 is displayed in the left panel of Figure 1 . In the right panel we show the (g − r) [O ii] ELG color as a function of the SDSS r-band absolute magnitude, which is in agreement with the "bluer" and "bluest" subsamples in Zehavi et al. (2011 Figure 1 . The specific cuts to obtain them are reported in Table 1 .
CLUSTERING MEASUREMENTS
We measure the projected, monopole and quadrupole twopoint correlation functions of the NYU-MPA SDSS Main volume-limited samples using the Landy-Szalay estimator (Landy & Szalay 1993) , for which we build suitable randoms including the angular and radial footprint of the data samples. We take into account the variation of the completeness across the sky by downsampling the NYU-VAGC random catalogue with equal surface density in a random fashion using the completeness as a probability function. We then shuffle the (RA, DEC) random coordinates by sorting them with respect to a random flag, and assign the observed redshifts (Anderson et al. 2014) . To correct for angular incompleteness, we weight each object in the real and random catalogues by wang, which is defined as the inverse of the SDSS sector completeness. Since the minimum angular distance allowed between the SDSS optical fiber is 55" (i.e. rp ∼ 0.13 h −1 Mpc atz = 0.1), we limit the measurements to scales larger than that and upweight by one Ross et al. (2012) the fiber collision (Zehavi et al. 2002; Masjedi et al. 2006) weight, w f c , of the nearest neighbor of the collided galaxy. Because we use volume-limited samples, we do not need to apply any radial weight. We combine the corrections above into a total weight (Sánchez et al. 2012 ) of wtot = w fc wang. To estimate the errors on our clustering measurements we perform 200 jackknife (e.g., Turkey 1958; Norberg et al. 2011; Ross et al. 2012; Anderson et al. 2012) re-samplings.
SIMULATION AND MODELING
We model the ELG clustering measurements using the MultiDark 3 (MDPL; Klypin et al. 2016 ) N-body cosmological simulation with Planck cosmology (Planck et al. 2014) . The simulation box is 1 h −1 Gpc on a side and contains 3840 3 particles with a mass resolution of 1.51 × 10 9 h −1 M . It represents the best compromise between resolution and volume available to date. We apply the SUrvey GenerAtoR (SUGAR; Rodríguez-Torres et al. 2016) algorithm to the MultiDark ROCKSTAR (Behroozi et al. 2013) snapshots in the redshift range 0.02 < z < 0.22 to produce suitable light-cones with about twice the area of the data (i.e., ALC ∼ 12, 000 deg 2 ) to reduce the effect of cosmic variance. The advantage of using a light-cone instead of a single simulation snapshot at the mean redshift of the sample is that it includes the redshift evolution. In addition, it accounts for those volume effects (cosmic variance and galaxy number density fluctuations) that are observed in the data and a single simulation snapshot cannot capture. The disadvantage, however, is that the light-cone has a reduced volume compared to the original MDPL simulation box. To build it, we place its vertex at the center of one of the sides of the box and then we re-map this latter to determine the maximum light-cone aperture at z = 0.22. From the 1 h −1 Gpc MultiDark simulation, we derive a cone with a volume of ∼ 0.02 h −3 Gpc 3 , i.e. only 1/50 of the original box. In alternative, we could generate a light-cone with different apertures for each one of the redshift bins considered and obtain the full sky for the smallest z interval. We could multiply by three the area of the current light-cone (∼12,000 square degrees, i.e. 1/3 of the full sky) to have the full sky, but the gain in volume compared to the original 1 h −1 Gpc box would not be significant for most of the redshift slices considered. To populate the MDPL light-cones with the galaxies of the SDSS MPA-NYU volume-limited samples, we adopt the modified (Sub)Halo Abundance Matching (SHAM; Klypin et al. 2011; Trujillo-Gomez et al. 2011 ) prescription proposed by Rodríguez-Torres et al. (2017) which accounts for the ELG stellar mass incompleteness, similarly to the method presented in Favole et al. (2016a) . This SHAM assignment is performed by drawing mocks using two separate probability distribution functions (PDFs), one for central and one for satellite galaxies, both based on a Gaussian realization G s/c (V peak , z) with mean V peak and standard deviation σV . Here V peak is the halo maximum circular velocity over its entire history. The Gaussian realizations are normalized to reach the observed ELG number density and using the satellite fraction as a free parameter in the following way:
In the equation above, Ntot(z) is the total number of galaxies per redshift bin and is determined by their observed n(z). In practice, to build the PDFs (i) we sort the MDPL haloes, (ii) we separately compute the central and satellite halo velocity functions, (iii) we bin the haloes in V peak , (iv) we compute the probability of selecting a satellite/central mock as
where
is the number of satellite/central mocks obtained by applying the Gaussian selection above, and N tot s/c is the number of satellite/central haloes of the simulation in the redshift range considered. For further details on the selection method see Rodríguez-Torres et al. (2017) . Using this model, we fit the projected 2PCFs of the [OII] ELG volume-limited samples shown in Figure 1 and derive the optimal V peak ± σV and fsat values reported in Table 1 . The monopole and quadrupole models are then computed from the wp(rp) best-fit mocks. For each mock catalog, we also display the most probable (i.e. more representative) or "typical" V peak and M h value, corresponding to the peak of the halo velocity and mass distributions. The difference between the best-fit and typical velocities is due to the fact that for certain V peak values we do not have enough haloes to draw from the Gaussian PDF, then the algorithm picks haloes with smaller velocity until the desired number density is achieved. This procedure distorts the resulting mock velocity and mass distributions making them skewed, and the effect increases for those redshift slices with higher number density. This skewness motivates the choice of the most probable values (solid vertical lines in Figure 2 ) as the most representative or "typical" for ELGs, instead of the mean values (dashed). The variation of the SHAM scatter parameter, σ, is accounted for in the assignment, but its effect is highly degenerate with V peak and σV . A certain degree of degeneracy is also present between V peak , σV and fsat, as shown 
M r -5logh Our result is fully compatible with the "bluer" (dashed horizontal line) and "bluest" (solid) SDSS sub-samples defined by Zehavi et al. (2011) . in Figure 3 . Here we display the variation of the projected 2PCF with a parameter at a time, while the other two quantities are fixed at their best-fit values: V peak = 303 km s −1 , σV = 140 km s −1 and fsat = 18%. As expected, increasing the satellite fraction we observe an enhancement of the clustering 1-halo term (bottom panel) corresponding to scales at which the correlation between substructures of the same halo start to dominate. A similar, more moderate effect is observed if we increase σV (top right plot). On the other side, a modification in V peak (top left) affects the 2PCF both on small and intermediate scales: higher (lower) velocity values return a higher (lower) clustering amplitude. Overall, the major variations in the clustering amplitude are driven by the satellite fraction at rp 1 h −1 Mpc and by V peak at rp 1 h −1 Mpc, but our SHAM implementation shows also a clear dependence on the Gaussian width σV , differently to the model proposed by Favole et al. (2016a) . Despite the model parameters show some degeneracy, our modified SHAM approach is able to clearly identify a minimum in the parameter space only by fitting the 2PCFs, without any additional independent measurement. Previous works failed in this sense: Favole et al. (2016a) combine weak lensing with clustering measurements to rule out most of the lower and higher mass models and break the degeneracy, while Rodríguez-Torres et al. (2017) cannot even find a region of minima in the parameter space. The procedure described above guarantees the reliability of our model galaxies, since it incorporates the scatter observed between halo velocities and galaxy luminosities (encoded in the SHAM scatter parameter, σ), and allows to correctly reproduce both the ELG number density and the clustering amplitude, as shown in Figure 4 .
RESULTS

Clustering versus [OII] ELG luminosity
The MPA-NYU SDSS Main clustering measurements as a function of the [O ii] emission line luminosity are presented in the top left panel of Figure 4 . We show the agreement with our MultiDark model galaxies in the projected (top right panel), monopole (bottom left) and quadrupole (bottom right) two-point correlation functions. When comparing data and models, we shift the wp(rp) values by 0.2 dex and s 2 ξ0,2(s) by 20 h −2 Mpc 2 to avoid overlapping. We find that more luminous galaxies have a higher clustering amplitude compared to their fainter companions. Redshift and luminosity are always correlated in the construction of fluxlimited samples, either radio (Lacy et al. 2000) or optical (Zehavi et al. 2011; Guo et al. 2015a) or [OII] luminosity as is our case. We cannot separate the luminosity from the redshift dependence and keep having volume-limited samples. Our intention is to correctly model the galaxy clustering signal as a function of the [OII] luminosity and this dependence by construction encapsulates some evolution, which is taken into account both in the observations in the way the flux-limited samples are built, and in the models through light-cones. However, for the MPA-NYU SDSS Main galaxies the redshift evolution is relatively mild since they belong to the faint end of the [OII] luminosity function which, at 0.02 < z < 0.22, is considerably flatter compared to higher z (Comparat et al. 2015) . Our SHAM predictions for the typical ELG host halo masses and satellite fractions are given in Table 1 , and indicate that ELGs with higher [O ii] luminosities tend to occupy more massive haloes, with a lower satellite fraction. We find that [O ii] emission line galaxies at z ∼ 0.1 live in haloes with mass between ∼ 3.2×10 11 h −1 M and 5.5×10 12 h −1 M , close to to the ELG scenario found at z ∼ 0.8 by Favole et al. (2016a) . The remarkable agreement shown in the quadrupole (Figure 4 , bottom right panel) indicates that we are correctly modeling the satellite fraction. The deviations of the models from the observations beyond 10 h −1 Mpc are due to the presence of cosmic variance. The [OII] ELG halo occupation distribution obtained from the MultiDark SHAM mocks is shown in Figure 5 , as a function of the parent halo mass. The mean ELG halo occupation numbers are computed by excluding those satellite galaxies whose parent is not included in the final mock catalog. This procedure prevents us to violate the fundamental HOD prescription (see e.g., Cooray & Sheth 2002; Zehavi et al. 2011; Guo et al. 2015a; Favole et al. 2016b) , which requires the presence of a central halo in order to have a satellite. Compared to the SDSS r−band magnitude scenario studied by Guo et al. (2015a) and Favole et al. (2016) , in prep., the [OII] ELG HOD functions are a factor 10 lower for the most luminous sample and a factor 100 for the dimmest one, and drop at the high-mass end (beyond 10 13 h −1 M ). This is not surprising since MultiDark haloes hosting ELGs mainly belong to the low-mass domain (see Table 1 ), thus most of the galaxies of the full light-cone lie outside the narrow mass range imposed by the ELG models. The declining shape of the HOD is consistent with several models (e.g., Béthermin et al. 2013; Shen et al. 2013; Zehavi et al. 2005 Zehavi et al. , 2011 for SDSS galaxies and quasars. In addition, the limited volume of the light-cone causes the sharp cut right before log M h (h −1 M ) = 14 in the less luminous sample, which has also the smallest volume. Except for the two less luminous models, where we have selection effects due to the small size of the volume considered, the satellite HOD functions reflects the fact that more luminous emission line galaxies are hosted by more massive halos, with lower satellite fraction. However, the steep slope of their < Nsat > contributions towards the higher-mass end compensates the "lack" of satellites below 10 13 h −1 M , returning overall higher values of satellite fraction compared to the other three mocks, see Table 1 .
Galaxy bias
To quantify the discrepancy between the observed ELG clustering signal and the underlying dark matter distribution, we compute the galaxy bias as a function of the physical scale as (e.g., Nuza et al. 2013 )
where wp(rp) is the projected 2PCF for each one of the ELG samples given in Table 1 , and w 
[OII] ELG clustering dependence on our model parameters: V peak (top left), σ V (top right) and fsat (bottom). In each panel we let vary only one parameter at a time and the other two are fixed at the best-fit values: V peak = 303 km s −1 , σ V = 140 km s −1 and fsat = 18%.
background and a halo mass of log(M200/h −1 M ) = 13.85, the first model fits remarkably well the SDSS [O ii] ELG bias at z < 0.22. However, this value is well above the "typical" ELG host halo masses obtained from our SHAM analysis, log(M h /h −1 M ) ∼ 11.5 − 12.7, indicating that the "typical" halo mass does not represent well the bias, which is driven by the mean mass of the halo (parent halo) for centrals (satellites). The dotted lines are the Tinker et al. (2010) predictions assuming log(M200/h −1 M ) = 13, 14 respectively. The black triangle, corresponding to Heinis et al. (2007) SDSS-GALEX bias measurement at z = 0.1 as a function of the rest-frame FUV luminosity, lies below our SDSS measurements due to selection effects. In fact, we select [O ii] emission line galaxies on top of a SDSS selection which is quite bright, while Heinis et al. (2007) select ELGs in the UV by imposing color and magnitude cuts to isolate bright emission line galaxies with low dust. These cuts sample the [O ii] luminosity function more completely than we do and typically return small haloes with low mass and low bias (see e.g., Milliard et al. 2007; Comparat et al. 2013; Favole et al. 2016a) . In other words, thanks to our selection criterion, we are missing all the [O ii] emitters with low bias.
In Figure 7 , we show the normalized linear bias of the MPA-NYU SDSS emitters (black points) as a function of the [OII] luminosity. Each point corresponds to the bias of one of the ELG samples at fixed separation of rp = 8 h −1 Mpc, that is out of the extremely nonlinear regime and where all the 2PCFs are well measured. Such a quantity is then normalized by the bias b * (at the same rp separation) of the ELG sample with luminosity compatible with the characteristic Schechter value, log 10 (L * /erg s −1 ) = 41.18, of the current [OII] luminosity function at z ∼ 0.1 (Comparat et al. 2015) . All our three brightest ELG populations -blue, black and yellow points in Zehavi et al. (2005) as a function of the r-band magnitude (red triangles in the plot), well fitted by Norberg et al. (2001) (red dashed line), we deduce that galaxy bias correlates more strongly with SDSS r-band than [OII] luminosity in the local Universe. In the same plot we show the PRIMUS bias measurement at 0.2 < z < 1 (Skibba et al. 2014 ) as a function of the g-band absolute magnitude (blue squares). The green dotdashed line is the [OII] ELG prediction from SAG model galaxies at z = 0 (Orsi et al. 2014) . This is compatible with our SDSS MPA-NYU results for luminosities in the range L * /4 L [OII] L * .
DISCUSSION AND CONCLUSIONS
We have presented a straightforward method to produce reliable clustering models, completely based on the MultiDark simulation products, which allows to characterize the a light-cone is that it includes the redshift evolution and those volume effects, as the cosmic variance and the galaxy number density fluctuations, that a single simulation snapshot cannot capture. To place the observed galaxies in the MDPL halos, we apply a modified (Rodríguez-Torres et al. 2017) SHAM prescription that accounts for the ELG stellar mass incompleteness, in which mocks are drawn through two separate PDFs (given in Eq. 4), one for central and one for satellite galaxies, based on a Gaussian realization. This latter is defined in terms of two parameters: the halo maximum circular velocity V peak (the Gaussian mean), σV (the standard deviation), and normalized to reach the observed galaxy number density, varying also the satellite fraction.
Since there are velocity values at which we do not have enough haloes to fill the Gaussian distributions, the algorithm keeps picking haloes with lower velocities until the number density requirement is fulfilled. This condition provokes a distortion in the PDFs, and this effect is stronger for redshift bins with higher mock number density. Because of this skewness, we identify the peak (and not the mean) of each distribution as the most probable or "typical" host halo V peak and mass value for our ELG samples. The corresponding σV is estimated by computing the velocity interval around the velocity peak in which fall 68% of the mocks. To optimize the small-scale clustering fit, the fraction of satellite mocks is also let free to vary. As shown in Figure 3 , the model parameters (V peak , σV , fsat) suffer some degeneracy b(r p ) and the clustering is dominated by the halo velocity and satellite fraction. However, differently to the SHAM implementation proposed by Favole et al. (2016a) , our approach reveals a clear dependence on the Gaussian width σV and allows us to fix its value by fitting only the 2PCFs, without any additional weak lensing constraint. Our SDSS galaxy data and MultiDark mock catalogues are publicly available for the community on the Skies and Universes database 4 , and also as MNRAS online tables. The current analysis reveals that emission line galaxies at z ∼ 0.1 with stronger [O ii] luminosities have higher clustering amplitudes and live in more massive haloes with lower satellite fraction. We find that the ELG bias correlates with both [O ii] luminosity and redshift: the stronger the [O ii] luminosity, the more biased the galaxy, the higher the redshift. Compared to previous studies (e.g., Zehavi et al. 2005; Skibba et al. 2014 ) of the correlation between galaxy bias and luminosity, we find that the ELG bias at z ∼ 0.1 correlates less steeply with the [O ii] emission line luminosity than the SDSS r-band or g-band absolute magnitudes (see Figure 7) . In the future, we plan to explore the dependence of the ELG clustering on the star formation rate and its evolution with redshift using the MultiDark Galaxies 5 new products, which will be released soon. This latter is a project, currently in development, which combines the MDPL DM-only simulation products with semi-analytic models of galaxy formation as SAG, SAGE and GALFORM (see also Favole et al. 2016, in prep.) . Within the next two years, the eBOSS (Dawson et al. 2016) survey will observe about 200,000 ELGs, which will allow us to increase the accuracy in our measurements and precisely determine the typical ELG host halo masses, satellite fraction values and velocity distributions. At the same time, the Low Redshift survey at Calar Alto (LoRCA; Comparat et al. 2016) plans to observe galaxies at z < 0.2 in the northern sky, to complement the current SDSS-III/BOSS and SDSS-IV/eBOSS database. These projects will provide accurate spectroscopy and photometry for a huge number of galaxy targets, allowing us to considerably improve the quality of our emission line galaxy measurements and the precision of our models.
