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Preface to “Micro/Nano Manufacturing” 
Micro- and nano-scale manufacturing has been the subject of an increasing amount of interest and 
research efforts worldwide in both academia and industry over the past 10 years. Traditional lithography-
based technology forms the basis of silicon-based micro-electro-mechanical systems (MEMS) 
manufacturing, but also precision manufacturing technologies have been developed to cover micro-scale 
dimensions and accuracies. Furthermore, these fundamentally different technology ecosystems are 
currently combined in order to exploit the strengths of both platforms. One example is the use of 
lithography-based technologies to establish nanostructures that are subsequently transferred to 3D 
geometries via injection molding. 
Manufacturing processes at the micro-scale are the key-enabling technologies to bridge the gap 
between the nano- and the macro-worlds, to increase the accuracy of micro/nano-precision production 
technologies, and to integrate different dimensional scales in mass-manufacturing processes. Accordingly, 
the present Special Issue provides recent developments in the field of micro/nano manufacturing in terms 
of production techniques and key enabling technologies that push the boundaries of the state of the art 
mass-manufacturing of micro-scale and micro/nano structured components. 
The Special Issue consists of 13 original research papers, which cover both fundamental process 
technology developments as well as the application of those technologies for the fabrication of micro/nano 
devices. The papers included in this Special Issue address research in four main domains of micro/nano 
manufacturing: 
(1) Process developments of micro-scale fabrication methods. Cannella et al. [1] developed a novel 
tooling system for in-die sintering of micro metal gears; Martinez-López et al. [2] investigated 
xurography and laser ablation processes for the rapid fabrication of micromixing arrays;  
Obikawa et al. [3] demonstrated ultrasonic-assisted incremental microforming for the rapid 
prototyping of thin shell metal pyramids. 
(2) Micro/nano manufacturing technologies based on electrochemical processing. Bahr et al. [4] 
investigated the slurry application and injection system to advance the performance of the 
Chemical Mechanical Planarization (CMP) process; Blondiaux et al. [5] realized the fabrication of 
nanostructured steel mold inserts by applying a combination of nanosphere lithography and 
electrochemical etching; Guo et al. [6] demonstrated the fabrication of mesoscale channels by 
applying a micro electrochemical machining (µECM) process based on the scanning micro 
electrochemical flow cell (SMEFC). 
(3) Quality control of micro systems and processes. Baruffi et al. [7] demonstrated the application of 
the replica molding technology for quality control of micro milled surfaces; Cao et al. [8] 
investigated the effect of profile errors on the surface of micro lenses on laser beam homogenization; 
Choi et al. [9] presented a novel testing platform to characterize and predict the mechanical 
damage of miniaturized haptic actuator; Gao et al. [10] modeled the effect of micro manufacturing 
process variations on the characteristics of a micro machined doubly-clamped beam. 
(4) Key enabling technologies for micro production. Aizawa et al. [11] presented the development of 
low-temperature plasma nitriding for the treatment of stainless miniaturized pipes and nozzles’ 
internal surfaces; Davoudinejad et al. [12] modeled and simulated the micro end-milling process 
including the effect of tool run-out; Wilhelmi et al. [13] demonstrated the improvements in multi-
stage micro production by handling wire-based linked micro parts. 
We wish to thank all authors who submitted their papers to the Special Issue “Micro/Nano 
Manufacturing”. We would also like to acknowledge all the reviewers whose careful and timely reviews 
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Abstract: The continuous improvements in micro-forging technologies generally involve process,
material, and tool design. The field assisted sintering technique (FAST) is a process that makes
possible the manufacture of near-net-shape components in a closed-die setup. However, the final part
quality is affected by the influence of friction during the ejection phase, caused by radial expansion
of the compacted and sintered powder. This paper presents the development of a pre-stressed tool
system for the manufacture of micro gears made of aluminum. By using the hot isostatic pressing
(HIP) sintering process and different combinations of process parameters, the designed tool system
was compared to a similar tool system designed without a pre-stressing strategy. The comparison
between the two tool systems was based on the ejection force and part fidelity. The ejection force was
measured during the tests, while the part fidelity was documented using an optical microscope and
computed tomography in order to obtain a multi-scale characterization. The results showed that the
use of pre-stress reduced the porosity in the gear by 40% and improved the dimensional fidelity by
more than 75% compared to gears produced without pre-stress.
Keywords: micro sintering; field assisted sintering technique; hot isostatic pressing; micro gears;
computed tomography; dimensional accuracy; porosity analysis
1. Introduction
Micro-sintering enables the manufacture of micro-scale components with a complex shape
and geometry. Near-net-shape components can be easily manufactured and post-removal processes,
e.g., grinding, are limited to the final surface polishing. Compared to cutting processes, since the
material scrap is reduced, a high saving of material is possible. Generally, the conventional sintering
process can be considered as two different phases, i.e., compaction and heating of the powder [1].
The powder is fed into a closed-die and the punches apply the desired pressure to compact the raw
material. The compacted sample, called “green compact”, is ejected from the die and moved into a
temperature-controlled oven. The sintering temperature is a process parameter and is strictly dependent
on the material. This value never overcomes the melting temperature of the material. Therefore, the
green compact is kept inside the oven for a defined time, namely the “sintering time”. In a final
phase, the sample is moved out from the oven and cooled down to the room temperature. The whole
process makes it possible to enable the densification of the sample by diffusional mechanisms issued
from the pressure and high temperature. Since, in the sintering process, the two steps, i.e., heating
and compaction, are carried out separately, the manufacturing time per component is extended.
Additionally, oxidation of the material may occur and a protective atmosphere is required to prevent
this phenomenon.
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To decrease the sintering time per component, new sintering processes have been developed.
Such processes conduct heating and compaction of the powder simultaneously, thereby reducing
manufacturing time and improving the densification of the component [2–4]. Such new sintering
processes establish a mechanical-thermal field, which enables a different bonding mechanism between
the powder particles [5–7]. Hot isostatic pressing (HIP) and field assisted sintering technology
(FAST) [8–10], are the main names given to such sintering processes. The main difference is on
the kind of heating principle [11]. In the HIP sintering, an external heating element, e.g., a heating
nozzle, provides the sintering of the pressed compact. In FAST sintering, the sintering heat is provided
from the electrical current generating Joule heating while flowing into the compactor and/or the
die [12,13]. FAST and HIP operate both the compaction and heating operations inside the closed-die
setup. Since the compacted and heated powder cannot expand radially in such a setup, both sintering
approaches generate a radial pressure at the die/sample interface. The radial pressure is mainly caused
by the axial compaction pressure and thermal heating. The theoretical models, studied by Long and
Bockstiegel [14,15], allow an estimation of the radial pressure caused from the axial compaction of the
powder. The thermal influence on the radial pressure is studied by applying the thermal expansion
law. The radial pressure has a direct impact on the quality of the sintered part because it increases the
friction at the interface and, thus, the ejection force. Additionally, the “spring-back” effect may further
affect the quality of the sintered component [16]. Several studies have investigated new solutions to
reducing the friction, leading to four different types of approaches. A first approach relies on lubricants,
which are commonly applied in conventional sintering. The majority of lubricants evaporate above a
temperature of 200 ◦C, leaving, e.g., graphite or molybdenum disulfide as the only options. However,
the use of lubricants influences the sample quality in terms of contamination, reducing the “green
strength” and density [17–20]. A second approach is based on the use of a split die solution, where the
die includes several dismountable parts [21,22]. The latter are assembled before sintering and then
disassembled when the component is sintered and ready to be ejected. A third approach is based on a
tapered die solution that makes it possible to gradually decrease the radial pressure, thereby avoiding
crack formation [23]. The tapered dies are difficult to manufacture for their complex geometrical
shapes. A fourth approach consists of the die pre-stressing, representing a solution being well-known
in metal forming. The die pre-stressing reduces the maximum tangential stress, known as the hoop
stress, and the stress fluctuations, which the die is subject to. The use of the pre-stress for a sintering
tool was justified by the possibility of reducing the internal diameter of the die during the process.
Starting from the estimation of the radial pressure, the expected radial expansion of the sample in a
free-die wall condition can be predicted [14]. The pre-stress was then designed to achieve an internal
diameter reduction being equal to, or larger than, the sample expansion. After sintering, the stress-ring
was taken off and the pre-stress was removed from the die which, thus, recovers to the original inner
diameter. The radial pressure was decreased, thereby reducing the friction and ejection force. The die
pre-stressing can be obtained using more than one approach e.g., stress-rings [24], stress-pins [25],
stripwound containers [26], and a SMART® application using shape memory alloys (SMAs) [27,28].
Each of the die pre-stressing solutions features advantages and disadvantages [26,29–31].
This paper presents the development of a pre-stressed tool system for the manufacture of
micro-gears [32]. The developed pre-stressed tool system worked according to HIP. Fourteen gears
were produced using the pre-stressed tool system and then compared to other 14 gears produced
without the stress-ring strategy. Different combinations of punch pressure, sintering temperature, and
holding time were used to manufacture the gears. The comparison between the two tool systems was
based on the ejection force and part fidelity to the computer-aided design (CAD) file. The ejection force
was measured during the gear manufacture, while the part fidelity was documented using an optical
microscope and computed tomography in order to obtain a multi-scale characterization. Furthermore,
porosity analysis was carried out on the gears using computed tomography.
2
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2. Materials and Methods
Figure 1 shows the aluminum micro-gear on which the tooling system was developed in this
work. The sintered aluminum powder (AVL Metal Powders, Kortrijk, Belgium) was pure at 99.7%,
with a fineness ranging from 42 to 250 μm. The gear had a circumscribed and inscribed circle of 3.5 mm
and 2.55 mm, respectively. The height of the gear was of approximately 2 mm. The dimensional
tolerances were set in the range of 0.005–0.010 mm. Since 2.7 g/cm3 is the assumed aluminum density,
the estimated powder weight is 0.038 ± 0.002 g.
 
Figure 1. Experimental micro-gear design used in this work.
Figure 2 shows the tool system designed for producing the micro gears. The tool system included
three elements: stress-ring, sleeve, and die section, see Figure 2a. The die was inserted into the sleeve,
and then both were shrink-fitted with the stress-ring, see Figure 2b. The components of the tool were
manufactured using electro discharge machining (EDM). The functional surfaces of the three elements
of the tool system were all finished to bring the surface roughness down to Ra = 0.2–0.3 μm. The shape
at the interference section between the sleeve and the stress-ring was conical to allow the assembling
and releasing of the shrink-fit for several sintering cycles. Such a shape approach was based on
the experimental investigations of the cold compaction of powder into an elastic die carried out by




Figure 2. Tool system design for the shrink-fit application: (a) stress-ring, sleeve and die section;
and (b) rendered CAD model of the stress-ring, sleeve and die.
The main geometrical characteristics of the designed tool system were the average inner diameter
of the stress-ring, Dstress-ring inn, the average outer diameter of the sleeve, Dsleeve out , the resulting
interference, IØ, the pressure achieved at the sleeve/stress-ring interface, pint, and the radial reduction
obtained at the inner die diameter, Dred. The values of the geometrical characteristics were listed
in Table 1.
3
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Table 1. Dimensional specifications of the pre-stressed tool.
Dstress-ring inn Dsleeve out IØ pint Dred
11.95 mm 12.00 mm 0.05 mm 326 MPa 12 μm
All the geometrical characteristics of the tool system were quantified according to the thick-walled
hollow cylinder theory [34] and trade-off choices between the maximum yield strength of the tool
material and the estimated total radial pressure arising from the sintering process. The total radial
pressure was estimated taking into account the effect of the punch and sintering temperature during
the sintering process. The gears were modelled as cylinders having an external diameter as the
circumscribed circles. Such a simplification made it possible to design the tool system according to a
worst-case pressure scenario. The first component of the radial pressure is the one generated by the
punch compaction and was calculated according to Bockstiegel’s model [15], resulting in a hysteresis
cycle being shown in Figure 3. By assuming a maximum experimental pressure of 150 MPa for the
axial compaction of the powder, the radial pressure at the end of the sintering process was quantified
to be 128 MPa.
 
Figure 3. The diagram shows the estimated hysteresis cycle during the axial compaction of the
investigated micro-gear according to the Bockstiegel model [15]. The diagram was obtained by
assuming an aluminum-steel frictional condition μ = 0.61. Stages: I, elastic loading; II, plastic loading;
III, elastic releasing; IV, plastic releasing.
The second component of radial pressure was originated by the difference in the thermal
expansion between the gear and die. The thermal expansion equation was written using a differential
way, dD, subtracting the two lengths involved for the die and the gear:
dD =
∣∣(αgear − αdie)D0ΔT∣∣ (1)
Here αgear and αdie are the thermal expansion coefficients of gear and die, respectively; D0 is
the nominal diameter at the die/gear interface; ΔT is the temperature variation with respect to the
reference temperature of 20 ◦C. The maximum experimental sintering temperature was set to be 600 ◦C.
The estimated dD corresponded to the theoretical expansion, which would have affected the gear in a
wall free-die configuration. dD, therefore, represented a deformation in a closed-die. The estimated
deformation of the gear generates a radial pressure of 260 MPa according to the Hooke’s elasticity law.
Since they were made of the same material, no difference in thermal expansion was assumed among
the stress-ring, sleeve, and die.
4
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The total radial pressure was quantified to be 388 MPa by summing the two above mentioned
contributions, leading to a theoretical diameter expansion of the gear, Dexp, in a case of wall-free
die [14] as follows:
Dexp =
pr − νpr − νpa
E
D0 (2)
where pr is the total radial pressure previously calculated; pa is the axial compaction pressure; ν is the
Poisson’s ratio; E is the Young’s modulus of aluminum. The Dexp value was found to be 13.48 μm.
The nearest value to the Dexp value, complying with the yield limit of the used tool material, was
chosen as the Dred.
Visual inspections and computed tomography inspections were carried out on the manufactured
gears. Visual inspections were carried out to evaluate the impact of the reduction of the ejection force
on the surface of the gears using an optical microscope DeMeet-220 (Schut Geometrical Metrology,
Groningen, The Netherlands) with a 5:1 lens. The same lighting, fixturing process, and inspection area
were used for all the inspected gears. The gears were gently cleaned before being inspected. Computed
tomography (CT) inspections were, furthermore, carried out to evaluate the impact of the pre-stress
on the resulting porosity and dimensional accuracy of the gears. CT is an imaging method that takes
advantage of the capability of X-rays to penetrate the material [35,36].
3. Experimental Setup
Figure 4 shows the developed tool system and its assembly. The tool system was pre-stressed
by assembling the die into the sleeve and mounting both into the stress-ring, as shown in Figure 4a.
A mechanical press was used to assemble the tools and generate the required fit. The achieved diameter
reduction was measured using the optical microscope and found to agree with the estimated value
shown in Table 1 in a range of ±2 μm. After assembling, the whole tool was placed into a heating
nozzle (Watlov, St. Louis, MO, USA) as shown in Figure 4b. The sintering process was carried out
according to the HIP principle. The ejection force representing the parameter of interest in this work
was measured using a load cell, U10M (HBM, Darmstadt, Germany).
 
Figure 4. Experimental setup: (a) details of the overall pre-stressed tool system, die and punches; and
(b) detail of the pre-stressed tool configuration during sintering.
5
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The designed tool system was tested under different sets of process parameters such as punch
pressure (four levels: 75 MPa, 100 MPa, 125 MPa, and 150 MPa), sintering temperature (four levels:
450 ◦C, 500 ◦C, 550 ◦C, and 600 ◦C), and holding time (four levels: 10 min, 15 min, 20 min, and 25 min).
The highest punch pressure and sintering temperature represented the limit conditions to which the
designed tool system should be subjected to. The tests were carried out using a partial factorial design,
ensuring a randomization of the tests. The punch pressure and sintering temperature were monitored
using a data acquisition system (DAQ), Figure 5a. A temperature control system allowed setting the
desired sintering temperature for the process, see Figure 5b. The holding time was sampled by using
a chronometer. The electronics of the setup was kept at an environment temperature of 21 ± 1 ◦C,
ensuring its stability against thermal drifts. Moreover, the electronics of the setup was rebooted at a
step of 25 min to avoid any additional drifts.
(a) (b) 
Figure 5. Measuring setup: (a) diagram showing the variation of the main process parameters;
(b) data acquisition system, Data-Translation DT-9800 (Data Translation GmbH, Bietigheim-Bissingen,
Germany), and temperature control system, Allen-Bradley 900 TC-32 (Rockwell Automation,
Milwaukee, WI, USA).
Fourteen gears were produced using the pre-stressed tool system and coded as pre-stressed gears
(PSGs) throughout the paper. Subsequently, the stress-ring was taken off and the other 14 gears were
produced using the same procedures and process parameters used for PSGs. Such gears are coded as
no pre-stressed gears (NPSGs) throughout the paper and used as reference conditions. By removing
the stress-ring, a non-prestressed tool system with similar geometries and materials to the pre-stressed
tool system was realized. The production of the two sets of gears was carried out in both cases using
the same sets of sintering process parameters. Molybdenum disulfide (MoS2) was used as a lubricant
in order to avoid any problem arising from the possible aluminum powder adhering on the tools.
Between the manufacture of two gears, the tool system was cooled down, ensuring that the same initial
conditions were established for all tests. No effect of the tool wear was considered due to the limited
amount of gears manufactured.
The uncertainty of the ejection force measurements was estimated according to the ISO Guide
to the Expression of Uncertainty in Measurement (GUM) [37]. The following standard uncertainty
contributions: load cell certificate, load cell repeatability when a reference standard was measured,
press repeatability, load cell resolution, and eccentric load were considered and modelled using a
rectangular distribution [37]. Neither linearity, nor hysteresis, was taken into account because the
used measuring range was smaller than 1% of the total measuring range of the used load cell (500 kN).
The environment temperature fluctuations were measured, found to be small, compared to other
6
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contributions and, thus, neglected. The expanded measurement uncertainty value, with a coverage
factor k = 2 at 95% confidence level, was estimated to be in the range of 10–100 N. The largest
source of uncertainty was found to be the press repeatability, which was strongly dependent on the
process parameters.
4. Results and Discussions
Figure 6 shows an example of gears produced using the developed tool system. Figure 7a–c show
the evolution of the measured ejection force under different testing conditions. The three series of
experimental results were obtained with the punch pressure, sintering temperature and holding time
varying once at a time. Each force value was expressed in terms of the average value and expanded
measurement uncertainty. By comparing the ejection forces measured between NPSGs and PSGs,
it was seen that a strong reduction of the ejection force was achieved for all the considered sintering
sensations. The reduction of the ejection force was found to be several times larger than the expanded
uncertainty of the ejection force measurements, giving evidence that the reduction had a physical
fundament and, thus, can be replicated over the time.
1 mm 
Figure 6. Examples of sintered samples using different process parameters. A pen tip was used to give
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(b)
(c)
Figure 7. Diagrams showing the experimental values of ejection force measured during the ejection
of the micro-gears with respect to the process parameters. (a) The four level of punch pressure with
constant sintering temperature (550 ◦C) and holding time (20 min); (b) the four level of sintering
temperatures with constant punch pressure (150 MPa) and holding time (20 min); and (c) the four level
of holding time with constant punch pressure (150 MPa) and sintering temperature (550 ◦C).
In the case of the PSGs, the lower ejection forces were achieved because of the radial pressure
reduction obtained after removing the stress-ring from the tooling system. As a consequence, the die
expanded to its designed dimensions, thereby generating a clearance between the tool and gear.
Such a clearance resulted in the reduction of the friction and ejection force. The average percentage
reduction, Fred, was calculated for each experimental series, i.e., punch pressure, sintering temperature,










where n is the number of comparisons made for the considered experimental series; FNPSG and FPSG
are the ejection forces measured for the micro-gears sintered with the same process parameters by
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using a configuration without and with pre-stress, respectively. A summary of the average results
for each experimental series was collected in Table 2. The holding time series showed a reduction
of the advantage of the pre-stress as the holding time increased. The longer holding times were,
the larger the ejection forces. Such a finding can be due to the fact that longer holding times increased
the adhesion of a gear to the die walls, resulting in stronger interactions between the surfaces in
contact. A similar percentage force reduction was observed by varying either the punch pressure or
the sintering temperature.
Table 2. Average ejection force reduction during the ejection as a function of the process parameters.
Punch Pressure Sintering Temperature Holding Time
−27% −33% −50%
4.1. Visual Inspection of Micro-Gears Using an Optical Microscope
Figure 8 shows a collection of pictures of the gears sintered in the present work. PSGs did not
show any ploughing effect compared to NPSGs where such effect was well visible, as shown in the
figure using arrows. Ploughing was caused by asperities of a tool material metal penetrating into a
gear material, which was the softer one. Although it may be deducted that the new developed tool
system increased the uniformity of the surface of the gears, the visual inspection did not give sufficient
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(c)
Figure 8. The pictures showing the lateral surfaces of NPSGs, left side, and PSGs, right side, acquired
using an optical microscope. PSGs: (a) T: 550 ◦C, holding time: 10 min, punch pressure: 150 MPa,
percentage force reduction: −66%; (b) T: 550 ◦C, holding time: 15 min, punch pressure: 150 MPa,
percentage force reduction: −64%; and (c) T: 550 ◦C, holding time: 15 min, punch pressure: 150 MPa,
percentage force reduction: −30%. Regardless of the sintering process parameters, NPSGs show on
their surfaces the consequences of the larger ejections.
4.2. Characterization of Micro-Gears Using Computed Tomography
Five repeated scans of a PSG, and five repeated scans of a NPSG were carried out using a Nikon
XT H 225 (Nikon, Tokyo, Japan) industrial CT. The two gears were manufactured subsequently in
order to avoid any misjudgment due to wear. Table 3 shows an overview of the scanning parameters
used in this work. A power of 6 W and a voxel size of 2.8 μm were used for the scanning process,
leading to an isotropic scanning resolution of approximately 4 μm. The selected resolution required to
minimize the rotary table wobble using a large number of projections and reversal scanner movements
designed by the authors. The detector calibration was performed by using a total of 256 projections
evenly distributed over four different power levels, with 1024 projections per level. Four power levels
were sufficient due to the constant absorption values of the aluminum across the entire spectrum.
Due to the high resolution selected, it was necessary to stabilize the used CT for 2 h, otherwise thermal
drifts would have impaired the CT measurements. The reconstruction of the projections into a 3D
volume was finalized using Nikon Metrology CT PRO 3D version 3.1.9 (Nikon, Tokyo, Japan) without
applying any software-based correction features to cope with scanning errors. Surface determination
was based on a local thresholding method, implemented in VG studio Max 3.0 (Volume Graphics,
Heidelberg, Germany). This method currently represents the state-of-the-art tool for segmenting CT
datasets, providing an accuracy of up to 1/10 of the voxel size [38]. The surface was generated by
manually selecting the grey values belonging to the gear and to the background on the reconstructed
images as seen from different viewpoint angles. A grey value represents the intensity of a voxel [35]
and is expressed in terms of shades of grey [39]. Three off-line reference artifacts for systematic errors
correction were used to compress the systematic errors and to establish traceability in this work.
An off-line reference artefact with a calibrated sphere of 150 μm was used to establish traceability of the
porosity and dimensional analysis. Two off-line reference artifacts based on several spheres of 2 mm
were used to establish traceability of the dimensional analysis. Since high quality X-ray projections are
an essential prerequisite for accurate CT measurements, an image quality analysis was carried out on
the X-ray projections. The extent of image noise was quantified and found to be smaller than 0.4% of
the average voxel intensity. Furthermore, no missing frequencies were observed in the reconstructed
volumes of the gears, guaranteeing that no Feldkamp artifacts [39] compromised the CT measurements.
The frequency analysis was performed in the Fourier domain using Fiji post-processing software.
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Table 3. Overview of the scanning parameters used in this work.
Parameter Unit Value
X-ray tube voltage kV 130
X-ray tube current μA 50
Corrected voxel size μm 2.8
Magnification factor - 60
No. of projections - 2000
No. of image per projection - 2
Integration time s 0.5
Scanning time min 34
The porosity analysis was performed using two representative 3D volumes, one volume per
gear, to minimize the impact of external influences such as dust, image noise, and lubricant.
The representative 3D volumes were set to enclose approximately 90% of the total volume of each
gear. It was, therefore, assumed that any result obtained from the inspection of the two volumes was
representative of the two entire gears. By using the Procedure for Uncertainty MAnagement (PUMA)
method [37], the expanded measurement uncertainty, at 95% confidence level, for the porosity analysis
was estimated to be equal to ±0.01 mm3. The expanded measurement uncertainty was based on the
following uncertainty contributions: (i) the uncertainty from the calibration certificates of the off-line
reference artefact; (ii) the uncertainty from the measurement repeatability; and (iii) the uncertainty
arising from the image noise. All the uncertainty contributions were based on Type B evaluations [37].
The image noise contributed 60% of the expanded measurement uncertainty. Figure 9 shows the
spatial porosity distribution for the two gears inspected using CT. The porosity fraction was quantified
to be 0.03 ± 0.01% and 0.05 ± 0.01% of the representative volume for PSG and NPSG, respectively.
By performing a t-test [40], it was found that the two porosity distributions can be assumed to be
statistically different, leading to a conclusion that the pre-stress increased the compactness of the
powder of which the gears were composed. The t-test was conducted at the 95% confidence level and
took into account the measurement uncertainty of the porosity fractions. It was also observed that the
pores were found to be distributed within the volumes of both selected gears in a different fashion.
PSG showed a uniform porosity within the inspected volume, whereas NPSG did not. As a general
conclusion, the use of pre-stress reduced the gear porosity by 40% and allowed the achievement of
a more uniform spatial distribution of the pores in the gear.
(a) (b) 
Figure 9. Volume pore distributions for (a) NPSG and (b) PSG. Deviation range from 0 to 0.00009 mm3.
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The dimensional analysis of the gears was based on the actual-to-nominal comparison tool [40].
The use of the actual-to-nominal comparison allows the quantification of the deviation of each surface
point of an object compared to its CAD file [36]. An actual-to-nominal comparison simplifies the
measurement procedures compared to other approaches involving primitive features [36]. By using the
PUMA method [37], the expanded measurement uncertainty per voxel was calculated, making each
point of an actual-to-nominal comparison traceable to the meter. The measurement uncertainty was
based on the following uncertainty contributions: (i) the uncertainty from the calibration certificates
of the two used off-line reference artifacts; (ii) the uncertainty from the measurement repeatability;
(iii) the uncertainty arising from the image noise; and (iv) uncertainty from the post-processing
activities. The expanded measurement uncertainty was found to be 0.003 mm for all the voxels of the
reconstructed volumes. A single uncertainty value was sufficient in this case due to the following
favorable conditions: (i) no gear movements occurred during scanning, establishing that no local
reconstruction errors occurred; (ii) the absence of material-related image artifacts, ensuring that
X-rays were well modelled during reconstruction at any voxel; (iii) the axial symmetry of the gears,
making sure that scatter and the X-ray absorption coefficient did not change locally. The measurement
uncertainty per voxel represents a source of novelty, paving the way for 3D measurement uncertainty
estimations. Figure 10 shows the two actual-to-nominal comparisons for the two gears with the
deviation range and colors. It can be seen from the figures that the two gears appeared to be extremely
different, with PSG having the higher fidelity to the CAD file. PSG showed 95% of its surface lied
within ±0.009 mm, whereas PSG showed that 95% of its surface lies within ±0.040 mm. By using
a t-test [40], it was confirmed that the two fidelity values were statistically different. As a general
conclusion, the adoption of a pre-stress value can improve the dimensional accuracy of gear by more





Figure 10. Actual-to-nominal comparison for (a) NPSG and (b) PSG. Deviation range ±0.03 mm.
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5. Conclusions
This paper has presented the development of a pre-stressed tool system for the manufacture of
micro gears made of aluminum [32]. The developed pre-stressed tool system included a stress-ring
and worked according to HIP, thereby reducing the sintering time compared to conventional sintering.
Fourteen gears were produced using the pre-stressed tool system and then compared to another
14 gears produced after removing the stress-ring. All the gears were manufactured in an environment
kept at of 21 ± 1 ◦C and using different combinations of punch pressure, sintering temperature,
and holding time. By using the newly-developed pre-stressed tool system, a reduction in the ejection
force of up to 50% was observed. The magnitude of the ejection force reduction was found to be larger
than the ejection force measurement uncertainties, giving evidence that such results had a physical
explanation and, thus, can be replicated over time. Visual inspections, carried out using an optical
microscope, showed a reduced frictional interaction on the lateral surface of the micro-gears produced
by using a pre-stressed tool system. Furthermore, CT measurements documented that the new tool
system reduced the porosity in the gear by 40% and improved the dimensional fidelity to CAD by
more than 75% compared to gears produced without pre-stress. Finally, the paper has also introduced
the concept of CT measurement uncertainty per voxel, as well as proved the applicability of CT to
micro-manufacturing with expanded uncertainties of a few microns.
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Abstract: We assessed xurography and laser ablation for the manufacture of passive micromixers
arrays to explore the scalability of unconventional manufacture technologies that could be
implemented under the restrictions of the Point of Care for developing countries. In this work,
we present a novel split-and-recombine (SAR) array design adapted for interfacing standardized
dispensing (handheld micropipette) and sampling (microplate reader) equipment. The design was
patterned and sealed from A4 sized vinyl sheets (polyvinyl chloride), employing low-cost disposable
materials. Manufacture was evaluated measuring the dimensional error with stereoscopic and confocal
microscopy. The micromixing efficiency was estimated using a machine vision system for passive
driven infusion provided by micropippetting samples of dye and water. It was possible to employ
rapid fabrication based on xurography to develop a four channel asymmetric split-and-recombine
(ASAR) micromixer with mixing efficiencies ranging from 43% to 65%.
Keywords: micromixing; split and recombine; rapid manufacture; xurography; laser ablation
1. Introduction
The development and spread of advanced diagnostic devices based on microfluidic technology
can be a key strategy element to tackle a wide variety of infectious diseases such as AIDS, tuberculosis
(TB) or malaria. Despite the availability of diagnostics and solutions for these diseases, every year about
15 million people die from these diseases [1]. Academics have proposed a wide variety of devices
built on advanced manufacturing, electromechanical sensors and actuators, and Information and
Communications Technologies (ICT) to treat patients outside the boundaries of a hospital. A significant
portion of these devices, gadgets, and systems had been conceived to serve in the Point of Care (POC).
The approach to bringing healthcare closer to the patients is inherently well encompassed with
technologies that enable the miniaturization of established diagnostics, treatment, and monitoring
illness. In developing countries, mobility is an asset that can enhance aid by providing closer access to
remote areas, treating illnesses at earlier stages, and deterring the spread of infectious diseases.
The World Health Organization (WHO) has resumed the requirements of the in-field solutions
under the acronym “ASSURED”, which stands for affordable, sensitive, specific, user-friendly, rapid
and robust, equipment-free or minimal equipment, and deliverable to end-users. The design and
manufacture of POC devices carries added demanding development requirements. This equipment
should remain functional in its main purpose reliably under the constraints of being low-cost,
the absence of trained staff, lack of electricity, poorly equipped laboratory facilities, and limited
access to refrigeration and storage [2,3]. Studies evaluating the performance of POC prognosis have
shown that end-users (typically remote health workers or volunteers) are affected by some factors,
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including manual dexterity, visual acuity, and available lighting during testing. Micropipette or
other standardized methods for sample management and transfer can support a more reliable and
high-throughput capable device operation [4,5].
Despite the copious amount of research in the design and operation of micromixers, research
regarding manufacture technology towards implementation beyond academic environments is limited.
Microfabrication-based on the photolithographic processes of polymers is the most common approach
employed [6]. Typically, this implies procedures that require supervision by specialized personnel
under laboratory facilities (i.e., spin coaters, ovens, plasma treatment, hot plates) and requires the
supply of resins for the development of structures within the finesse in the micrometric scale. These
specimen can then be used as sample devices or employed to replicate them through casting, stamping,
or injection molding. Polydimethylsiloxane (PDMS) is the most popular elastomer due the ability to
cast with nanometric resolution and to be relatively inexpensive and because it can be irreversibly
bonded to other materials such as glass or other polymeric films [7,8].
In rapid fabrication manufacturing techniques, devices are fabricated faster than conventional
manufacturing processes. While some of these methodologies were originally conceived solely for
producing one or few samples within some surface or structural quality limitations, now it is possible
to find cases where these techniques have evolved into the production of components that could not
be made otherwise [9]. The incorporation of rapid fabrication technology for microfluidic devices
is a growing trend among researchers, but it has not yet been fully developed [10]. 3D printing has
raised much awareness among academics and media because it allows devices to be manufactured
on-demand with ease and quickness for medical applications [11] of microfluidic devices [12].
Compared to other rapid fabrication technologies such as fused deposition modeling (FDM) or
stereolithography (SL), technology that relies on processing thin-films rolls is typically more affordable
and can be transported more easily than liquid-based reagents like PDMS or the resins used for the
processes mentioned above. The roll to roll hot embossing process is a recent advancement in micro hot
embossing processes and is capable of continuously fabricating micro/nano structures on the polymer
with high efficiency and high throughput [13,14]. High volume fabrication employing manufacture
based on processing polymer on rolls has been used successfully for pinched flow fractionation on
cellulose acetate [13]. Another group developed an electrophoresis chip for the detection of antibiotic
resistance bacteria by feeding a thermoplastic foil through a hot embossing cylinder [15]. Senkbeil et al.
have altered the rheological behavior of the resin system to produce capillary electrophoresis chips.
Xurography is a rapid manufacture technology that originated from the adaptation of equipment
intended for advertisement used for the development of microfluidic systems. It relies on the patterning
and removal of thin-films materials using a blade tracing a design [16,17]. Originally, around a decade
ago, the major advantage was the simplicity and quickness in operation; nowadays, the cost reduction
in these equipment from the original 4000 USD to 200 USD has accentuated the price-value ratio
advantage of this technique compared to more conventional approaches. For example, Silhouette [18]
and Cricut [19] are two providers that offer desktop sized cutting equipment designed for home
use with a starting price of 200 USD for processing standardized A4 sheets with comparable cutting
performance to more expensive equipment.
Another technique used for manufacturing microdevices from thin layers of materials formatted
as rolls is laser ablation. Some research has been developed widely in PDMS [20], glass [21,22], cyclic
olefin copolymer (COP) [23], and polymethyl methacrylate (PMMA) [24,25] materials with a variety of
applications in lab on a chip field. These microdevices have been processed using an ultra short pulsed
laser (e.g., femtosecond and picosecond pulse durations), which results in a promising technique
in micromachining that relies on design flexibility, precision, and productivity. Laser ablation for
microdevices is performed through the interaction between laser energy and the material, where the
main parameters are wavelength and pulse duration. Therefore a focused volume absorbs laser energy,
which allows a localized machining, while the rest of the sample results are unaffected [26]. Among the
laser ablation equipment, engravers are a subset of machines suited for cutting non-metallic materials.
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Prices can vary widely depending on the type of laser, work area, and features from roughly 8000 USD
to 5000 USD. Recently there have been some efforts funded by crowdfunded projects to commercialize
prototypes focused on hobbyists with lower price baselines and added features [27,28]. However these
alternatives remain above 500 USD and are still in development.
One of the desirable operations that a POC device must perform is micromixing since devices at
the micrometric scale tend naturally to operate on a laminar flow regime. Under that condition, the
homogenization and reaction of reagents tend to be slow or require systems with large characteristic
length to function properly [29,30]. Rather than perform micromixing by a supplementary force,
passive micromixing depends on geometrical features along the flow chamber. For example, slanted
grooved [31,32] and staggered herringbone [33] micromixers induce homogenization by creating secondary
flows using obstacles or other complex features along the flow chamber. These designs are typically
highly efficient in the task of mixing but also require expensive multi-layer manufacture technology.
A widely studied example of a passive micromixer is the T-mixer. In this simple design, two
separate fluids are brought into contact from opposite directions and then leave through a channel that
is perpendicular to the inlet channels [24]. The performance tends to be low as the mixing occurs only
proximate to the junction. A more recent methodology, SAR or ASAR micromixers force this contact
by repeatedly putting together the streams from the inputs and hence increasing the interfacial area of
the streams. Recent research had employed the principle of the T-mixer by splitting and recombining
streams iteratively with more complex geometry as rhombic [34,35], modified Tesla [36–38], or curve
based [39–41] and shapes based setups. Table 1 represents the recent development and the manufacture
methodologies and some micromixers channels per device (N) for in-plane micromixers prior to
this work. It is noticeable that, before the present work, Chung et al. [42] used a laser as part of a
manufacturing process, but this was not done with consideration of either POC or rapid manufacturing.
The authors have not found previous work from other research groups on the development of
interfacing a micromixer with standardized sample management equipment, neither have they found
deported efforts to develop full-sized arrays.
Table 1. Manufacture methodologies for in-plane micromixers.
Work Reference Manufacture Methodology N winput
Hong et al. (2004) [37] Molding (nickel-SU-8), photolitography, hotembossing, drilling, thermal bonding 1 200 μm
Sudarsan & Ugaz (2006) [39] Circuit printing, etching, heat treatment 1 150 μm
Chung & Shi (2007) [34] Lithography, micro-molding, oxygen plasma treatmentbonding, mechanical punching 1 500 μm
Chung et al. (2009) [42] Laser machining, PDMS casting from PMMA, thermaland oxygen plasma bonding, mechanical punching 1 500 μm
Ansari et al. (2010) [40] SU-8 photolithography over a silicon wafer, PDMSmolding, mechanical punching 1 300 μm
Scherr et al. (2012) [43] SU-8 photolithography, PDMS molding, plasmacleaning, mechanical punching 1 30–200 μm
Li et al. (2013) [44] PDMS molding 1 300 μm
Martínez-López et al. (2016) [10] Xurography of PVC and manual lamination 1 750 μm
To address these restrictions in the deployment of a particular type of microfluidic device (SAR)
micromixer, we have recently developed a methodology to produce single devices from scratch to
testing without the requirement of ancillary laboratory equipment [10,45]. Combining xurography
and lamination offered promissing advantages over conventional manufacture such as flexibility, short
cycle times, and low-cost. However, to deploy micromixers such as POC, it is important to confront
the scalability of the process to produce massively and reliably these devices in the field.
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In this work, we present a scaled-up version of a novel split-and-recombine (SAR) array design
presented before by our group [10,45] and adapted to be an interface for a handheld multichannel
micropipette as a step forward to meet the aforementioned criteria. The manufacturability has been
assessed for xurography and laser ablation. A benchmark between these manufacturing processes
is relevant as they are the commercially available alternatives for processing thin-films without
specialized laboratory equipment.
While the mere availability of POC technologies does not automatically ensure their adoption [46,47],
the authors of this article believe that the flexibility of rapid fabrication provided by manufacture based
on polymeric films along high-throughput capabilities can ease the integration of micromixing as part of
more complex and functional diagnosis, treatment, and monitoring systems. For example, micromixing
has shown potential as a low-cost sensitivity enhancer for biosensing micro-devices [48–50].
2. Materials and Methods
A Graphtec CE5000–60 (Graphtec America, Irvine, CA, USA) high precision cutting plotter
and a Telesis EV25DS (Telesis Technologies, Circleville, OH, USA) marking system were used to
assess xurography and laser ablation. Standard commercial Arlon vinyl sheets (polyvinyl chloride;
Arlon Graphics, Placentia, CA, USA) were used for the manufacturability assessment (this vendor
was selected considering the availability of a worldwide distributor network). Manufacture using
xurography was employed on a testing material with three color variations; gray (GX), orange (OX),
and black (BX) using a similar methodology introduced by a previous work for a single micromixer
device [10,45] and then adapted and employed on materials of the same batch for gray (GL), orange
(OL), and black (BL) using ablation. The procedures can be summarized as follows: a microfluidic
device can be developed by patterning and stacking four layers of materials. A PMMA substrate
(Layer 0) provides the mechanical stiffness required for handling the device, a vinyl pattern (Layer 1)
forms the flow cell walls, and an acetate sheet (Layer 2) is employed to provide an enclosure ceiling to
the device and provide additional structural support to the (Layer 4) vinyl sheet that seals the device
and delimits the inlets and outlets. Tables 2 and 3 and Sections 2.1 and 2.2 describe more thoroughly
the setup conditions.
The implementation of the rapid fabrication methodology studied in this article was assessed
in the manufacturing process of a passive micromixing following a procedure presented in previous
work [10] and expanded for an array configuration. The implemented design is based on previous
research [10,40,45] on an unbalanced split and recombine micromixer. Figure 1a,b shows our proposed
testing device setup. A standard 96 microwell microplate (Sigma-Aldrich, Saint Louis, MO, USA) or
microtiter is used to store samples prior processing. A standard multichannel micropipette (Thermo
Fischer, Waltham, MA, USA) was used to collect the samples from the microwells to introduce them in
a four channel microdevice (I to IV). Figure 1b describes the array configuration: each of the channels
is integrated by two inputs (IA, IB, IC, etc.), a six phase asymmetric split, and a recombine micromixer;
whereas the input main channel (winput = 1500 μm) is divided subsequently into a main subchannel
(w1 = w3 = w5 = w7 = 1000 μm) and a lesser subchannel (w2 = w4 = w6 = w8 = w10 = w12 = 500 μm).
The inputs and outputs of the device (input = output) are equally spaced (xd = xm = 9 mm) and
share the same dimension pipette to pipette distance. The overall size of the micromixer array is
92 mm × 86.5 mm.
2.1. Xurography Setup
A Graphtec CE5000-60 (Graphtec America, Irvine, CA, USA) high precision cutting plotter
was used to pattern 4500 CalPlus vinyl sheet (Layer 1, Arlon Graphics LLC, Placentia, CA, USA).
This equipment has a list price around $2000 USD.
Figure 1b describes the four layers composing the micromixing arrays. Commercial acetate sheets
transparency foils were used to pattern the intermediate layer (Layer 2; 21.59 × 27.94 cm). The thickness
of the acetate sheets was found to be variable among the stock and was examined using confocal
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microscopy prior experimentation. Devices were sealed using a CalPlus 5000 transparent polymeric
film (Layer 3, Arlon Graphics LLC, Placentia, CA, USA) to the cutting machine software (Graphtec
Design Studio, Graphtec America, Irvine, CA, USA) for patterning Layers 1, 2, and 3. The cutting tool
used for this work was a standard carbide cutting tool model CB09U with a cutting diameter of 0.9 mm
and a cutting angle of 45◦. Tables 2 and 3 describe the details of the setup conditions for patterning
the materials.
Figure 1. (a) Schematics of standardized handheld multichannel micropipette and microwell plate;
(b) four-channel asymmetric split-and-recombine (ASAR) micromixer (two inputs and two outputs)
microdevice setup used to evaluate xurography and laser ablation; (c) conforming layers of a microdevice.
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Mark speed = 500 mm/min,
Frequency = 10 kHz,
Laser power = 22.5 W,
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Table 3. Machine setup conditions for the laser ablation process.
Condition Specification




Galvanometer repeatibility <22 micro radian
Field resolution 16 bit (65,535 data points)
Marking field size (420 mm lens) 290 × 290 mm
2.2. Laser Ablation Setup
Untreated Arlon vinyl sheets (100 mm × 100 mm) with the same features mentioned in Table 2
were adhered to commercial PMMA sheets (Layer 0). A fiber-coupled diode end pumped Q-switched
Nd: YVO4 laser was used for patterning the micromixing array. Table 2 presents the main features of
the Telesis equipment employed in the experimental trials. This machine is an industrial laser engraver
with a list price around $46,000 USD, including hardware and software. The laser beam was focused
on vinyl sheets using a 420 mm focal lens and a galvo-mechanism resulting in a theoretical spot size of
127 μm. Trajectories were defined according to a DXF file performed in Autocad (Autodesk, Mill Valley,
CA, USA), and marking parameters were established on Merlin II LS software (Telesis, Circleville, OH,
USA). The assembly process was made as follows; once the laser ablated the vinyl material (Layer 1)
from the PMMA substrate (Layer 0), a tweezer was used to separate the channel geometry from the
PMMA substrate (Layer 0). Layer 2 and Layer 3 were added subsequently manually in a similar
manner as the samples processed with xurography.
2.3. Array Characterization
Distilled water and food colorant (blue) were used for the visual inspection of the microdevices
for the detection of leaks. Microdevice characterization was carried out with an SV8 Zeiss stereoscopic
microscope (Carl Zeiss Microscopy, Cambridge, UK) to measure the microdevice dimensions (channel
widths and lengths). To evaluate the quality of the patterning process among the conditions,
micromixing array elements and features were measured with two replicas. In total, 192 measurements
were made to assess the patterning process quantitatively. To compare the dimensional errors between
xurography and laser ablation, the absolute average dimensional error was employed, which comprises
the percentage error of the undercuttings and overcuttings by considering the mean of the absolute
values of the differences between the experimental and intended feature sizes expressed in a percentage.
A confocal microscope Axio CSM 700 (Carl Zeiss Microscopy) was employed to determine the
depth of the microdevices during the different steps of the lamination process.
2.4. Micromixing Characterization
The examination and quantification of the micromixing performance were assessed using a
custom made machine vision system. Dilutions of a food color additive and distilled water samples
were prepared and placed in an intercalated order in a microwell and then transferred into the device
by releasing 40 μL droplets of the samples over the inputs of the channel using a multichannel
micropipette. Distilled water and a standard compressed air duster (Office Depot, Boca Raton, FL,
USA) were used to wash the devices before and after the assessment. The food color additive was
composed of water, glycerin, and corn syrup.
To quantify the mixing behavior, the variance of the liquid species in the micromixer (σ) was
calculated based on the Danckwerts’ segregation intensity index [51]. The variance of the mass fraction
of the mixture in a cross-section (σ) that is normal to the flow direction is defined as follows:
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where N is the number of sampling points inside the cross section, Ini is the normalized intensity value
at pixel I, and Inm is the normalized mean intensity value at the target area. To quantitatively analyze
the numerical mixing performance of the micromixer, the mixing index (M) at a cross-sectional plane
is defined as:





where the mixing efficiency ranges from 0.00 (0% mixing) to 1.00 (100% mixing). The maximum variance
σmax represents a completely unmixed condition (σmax = 0.5). The target areas (138 × 40 pixels) were
defined at each output of the channels of the micromixers to extract intensity mean and variance
values. Considering the non-uniform flow derived from the tensional passive drive flow produced by
the multi-channel micropipette, the intensity was normalized with the concentration of the blue dye.
A C930 Logitech digital camera (Logitech International, Lausanne, Switzerland) with 1920 ×
1080 pixels and a 90-degree field of view was employed to capture the images for processing. Mixing
quantification was done using a custom made software using Visual Basic (Microsoft Corporation,
Redmond, WA, USA) and Aforge.NET, an open source framework for researchers in Computer Vision
and Artificial Intelligence [52].
3. Results and Discussion
Assessment of the rapid manufacturing techniques showed that both manufacturing techniques
were tested for different materials and setups (see Table 2 for details) to evaluate the absolute
deviational error along the micromixer array elements (from I to IV) of each of the features. Figures 2
and 3 describe the average absolute errors for laser ablation and xurography, respectively. The error is
comprised by undercutting and overcutting for each of the setup conditions during the patterning
of the gray (GL,GX), orange (OL,OX), and black (BL,BX) materials. The measure of the depth of the
conforming Layer 1 and hence the depth of the micromixer (dm) were consistently found to be
approximately 100 μm, regardless of the color of the material. The magnitude of the deviational errors
varied greatly depending on the type of feature. For example, inputs and outputs (input and output)
were processed consistently with errors below 5%, the wider main channels (winput and woutput) and
the main subchannels showed higher errors (from 5% to 12%), and the most finessed regions of the
device such as the minor subchannels (w1, w3, w5, w7, w11) displayed the highest deviational errors
with values up to 42%. It should be mentioned that, for all the patterning setups, the differences
among channels was low, suggesting that the precision of the channel is suitable for further scaling
up of the number of micromixing channels. Among all the setups, the GL configuration (gray vinyl
under laser ablation) showed the lowest device to device variability (standard deviation) among
the measurements.
Technological considerations arose during the assessment of the laser ablation experimentation
as follows. The results indicate an absolute dimensional error that was larger in lesser channels,
which is explained by heat affected zones where thermal diffusivity is promoted in narrow zones
(e.g., 500 μm subchannels) and consequently cut widths with greater variability. Also, the differences
among orange, black, and gray setups are explained due to the coefficient absorption of Nd: YVO4 by
differences among the optical properties of the materials. The aforementioned condition explains the
steep differences in quality performance among the laser ablation setups (Figure 2) and the similar
overall performance among xurography setups. Moreover, the use of laser engraving or laser cutting
systems in industrial settings can lead to a regular exposure of particles generated during material
processing. For the assessment, we had considered a report on the risks of exposure of polyvinyl
chloride in an industrial setting [53] to carry out an evaluation in an enclosed chamber. While it is still
necessary to determine the magnitude of the risks for human health and security, the circumstance
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adds a limitation layer for the utilization of laser ablation, especially aiming towards high-throughput
performance for the POC setting.
The absolute dimensional error for then xurography based manufacturing process (see Figure 3)
was shown to be below 5% for the circular patterns for the inputs and the outputs and higher among
the features with finer and more complex details such as the the minor subchannels (w2, w3, w6, w7,
w10, w11). Differences in performance among the array elements can be attributed to uneven conditions
of the material properties of the surface, errors in positioning derived from the moving mechanical
parts, and the gradual loss of sharpness of the blade.
Figure 2. Absolute deviation of the geometrical features of an asymmetric split-and-recombine (ASAR)
micromixer for a laser ablation-based manufacture process for (a) gray vinyl (GL), (b) orange vinyl
(OL) and (c) black vinyl (BL).
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Figure 3. Absolute deviation of the geometrical features of an asymmetric split-and-recombine (ASAR)
micromixer for a xurography-based manufacture process for (a) gray vinyl (GX), (b) orange vinyl (OX)
and (c) black vinyl (BX).
The overall performance of laser ablation and xurography is shown in Figure 4a. Setup BX
(black vinyl under xurography) showed among all the setups the highest quality, with only 5.41%
absolute deviational error. For the laser ablation, we were able to manufacture the array of devices
within comparable values from previous research for the GL setup; however the quality of the orange
OX and BX setups suggest that improving the quality of Layer 1 of the device requires optimization
using some of the other laser ablation parameters.
To confirm the BX setup as a suitable manufacture methodology for a multi-channel ASAR
micromixer array, an evaluation of the mixing performance was done following the procedure
described in Section 2.3. Figure 4b shows pictures of 0, 10, 40, 100, and 160 s after the sample
was introduced on the inlets simultaneously using the multichannel micropipette. The micromixing
efficiency was estimated at the output of the channels. A video of the experimental test can be found in
a data archiving service and as Supplementary Material (video S1: Micromixing test of a four channel
split and recombine array) [54].
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Figure 4. (a) Overall absolute deviational error for laser ablation and xurography based manufacture;
(b) example of a four-channel device mixing after t = 0, 10, 40, 100, and 160 s of passive driven flow,
mixing efficiencies are indicated in yellow for each of the array elements.
The Reynolds number is conventionally used to characterize the fluidic behavior in microdevices









where μ is the viscosity(Pa·s), ρ is the fluid density (kg·m−3), U is the average velocity of the flow








where A and P are, respectively, the area and the wetted perimeter of the cross-section, which is given
by the micromixer width (w = winput) and depth of the channel (dm).
The water properties at 20 ◦C density (ρ) were considered in 9.998 × 102 kg·m−3 and the
dynamic viscosity (σ) in 1.01 × 10−3 kg·m−1·s−1 [32]. The mixing efficiency was evaluated using the
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Danckwerts’ segregation intensity index (see Section 2.2) 160 s after the samples were introduced in the
microdevice. To estimate the Reynolds number and hence determine the flow regime in which each of
the micromixers array elements is operating under the flow velocity, U was estimated by measuring
the time required for the dye to reach the output (interrogation window).
Mixing evaluation windows are indicated in yellow at the outputs of the mixing array micromixers
elements at t = 160 s. The Reynolds number was estimated ranging from 0.07 to 0.13, with corresponding
mixing efficiency varying from 43.32% up to 65.08% (see Table 4). While the lateral dimensions of the
microfluidic devices are larger than other in-plane micromixers reported in the literature (see Table 1),
the flow regime remains laminar considering the device remains operating below 2300. To determine
the source of the differences among the flow velocities between the array elements requires further
experimental work. Differences in the average flow velocity are prone to arise due to various factors
including the geometrical features of the channel produced by errors during the patterning and
assembly of the conforming layers, non-uniform dispense of the liquid samples during pipetting, and
clogging caused by debris or bubbles located inside the flow chamber during experimentation.
Table 4. Flow conditions and mixing efficiency of a four channel micromixer device manufactured
using xurography.
Mixing Array Element Average Flow Velocity (U) Reynolds Number (Re) Mixing Efficiency (M)
I 0.7 mm/s 0.13 43.32%
II 0.5 mm/s 0.09 49.34%
III 0.47 mm/s 0.08 49.34%
IV 0.38 mm/s 0.07 65.08%
4. Conclusions and Future Work
• The dimensional accuracy of xurography was shown to be better for xurography than laser
ablation for the ASAR micromixing array. Compared to xurography, the deployment of the laser
ablation as a manufacturing tool in the POC setting underwent several disadvantages such as the
requirement to adjust the setup parameters regarding the optical properties of the material and
the additional health and security considerations for the laser processing of materials.
• Assessments of both the rapid manufacture technologies were successfully employed to produce
low-cost microfluidic device arrays with deviational errors below 10% under certain setup
conditions for xurography and laser ablation.
• Small differences in the dimensional errors among different ASAR micromixer members suggests
that it is possible to scale-up further the size of the array.
• The proposed four element micromixer array design was successfully coupled with a standardized
multichannel micropipette for micromixing simultaneously eight samples of dye with mixing
performance up to 65%.
• The proposed design interfaces standardized dispensing (handheld micropipette) and sampling
(microplate well) equipment.
• In the future, it is necessary to validate the mixing performance of the micromixing devices
under different conditions (materials, geometries, instrumentation setup). Additional research is
also required to determine factors affecting the systematic dimensional errors found in certain
components of the micromixing device.
Supplementary Materials: The following is available online at www.mdpi.com/2072-666X/8/5/144/s1, Video S1:
Micromixing test of a four channel split and recombine array.
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Abstract: Single point incremental forming is used for rapid prototyping of sheet metal parts. This
forming technology was applied to the fabrication of thin shell micropyramids of aluminum, stainless
steel, and titanium foils. A single point tool used had a tip radius of 0.1 mm or 0.01 mm. An ultrasonic
spindle with axial vibration was implemented for improving the shape accuracy of micropyramids
formed on 5–12 micrometers-thick aluminum, stainless steel, and titanium foils. The formability
was also investigated by comparing the forming limits of micropyramids of aluminum foil formed
with and without ultrasonic vibration. The shapes of pyramids incrementally formed were truncated
pyramids, twisted pyramids, stepwise pyramids, and star pyramids about 1 mm in size. A much
smaller truncated pyramid was formed only for titanium foil for qualitative investigation of the
size reduction on forming accuracy. It was found that the ultrasonic vibration improved the shape
accuracy of the formed pyramids. In addition, laser heating increased the forming limit of aluminum
foil and it is more effective when both the ultrasonic vibration and laser heating are applied.
Keywords: incremental microforming; ultrasonic spindle; shin shell micropyramid; metallic foil;
forming limit; shape accuracy
1. Introduction
Functional miniaturized structures of various materials will be widely applied to sensors,
filters, biotesters, bioscaffold, etc. in the near future. For this purpose, efficient microprocessing
technologies with high accuracy and high surface quality are required to meet the demand for their
production. Microcutting [1], micro-laser-machining [2], micro-electric discharge machining [3,4], and
microforming [5] have been intensively studied, and recently, micro-additive-manufacturing combined
with other microprocessing [6] is more and more important in tailor-made manufacturing or high-mix
low-volume production of complex parts.
Incremental forming with a single point tool is regarded as a rapid prototyping process for
sheet metal forming because no die is needed and parts of free-form surfaces can be fabricated
incrementally [7]. The forming limit is much larger for this technology than for other forming
methods [8]. Therefore, this technology can be applied to the fabrication of various shapes of sheet
metal parts [9]. It also can be applied to microforming of the miniature shell structures of aluminium,
gold, and stainless steel foils [10–14]. The preparation of backing plates of various shapes, which are
used as a support in ordinary incremental forming, is not easy for incremental forming of microparts.
For this reason, no backing plate is needed for the developed microforming technologies. However,
the accuracy of microshell structures formed without using a backing plate is not so high, and thus, it
should be improved without reducing the forming limit.
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In this paper, ultrasonic assisted incremental microforming technology has been developed using
an ultrasonic spindle for improving the accuracy of microshell structures of aluminium, stainless steel,
and titanium foils. Laser heating was also applied to the ultrasonic assisted incremental microforming
for softening and increasing formability of aluminum foil under deformation. The forming limit and
forming accuracy of micropyramids were investigated under the conditions of with and without
ultrasonic vibration and laser heating. Only for a foil of titanium—a difficult-to-work material—a
micropyramid in a size of 283 μm was also formed under the conditions of ultrasonic vibration for
qualitatively investigating the size reduction on forming accuracy.
2. Materials and Methods
An incremental microforming machine with an ultrasonic spindle is shown in Figure 1. It is
placed on a vibration-free table for insulating external disturbances. It is composed of an x-y table,
z stage, ultrasonic spindle with a Langevin ultrasonic transducer, forming tool, blank holder, base,
column, and laser source and its optical system. An ordinary motor spindle used in the original and
improved forming machines [10–13] has been replaced with an ultrasonic spindle and laser source
and its optical system has been newly installed. The ultrasonic spindle causes vibration in the axial
direction of the spindle. The vibration frequency is 42.5 kHz and its amplitude is set to be 0.5 μm,
the minimum amplitude of the spindle. The x-y table and z-stage are controlled with a personal
computer numerically. Their resolutions of motion are 0.01 μm, which is small enough to fabricate a
shell structure of the order of one millimeter.
Figure 1. Desktop microforming machine.
Aluminum foil of type 8021 used for the experiments is 6.5 and 12 μm-thick, while stainless steel
foil of type 304 is 8 μm-thick and titanium foil is 5 μm-thick. The 8021 foil has a chemical composition
listed in Table 1 and a crystal grain size of 5–10 μm [15]. The elongation of metallic foils decreases with
decreasing thickness. It is about five percent for the aluminum foils [15] and about one percent for
stainless foil [16]. A blank sheet is put on matte side up between the tensioner and O-ring, and then,
it was clamped in a blank holder as shown in Figure 2. The holder can apply an appropriate size of
tension to a blank by adjusting the sizes of a tensioner and O-ring [10–12]. This method for applying
tension to a blank was also adopted in reference [14]. As described elsewhere [10–12] in details, no
backing plate supporting a blank is used because miniaturization of a backing plate is not easy.
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Table 1. Chemical composition of 8021 aluminum foil [wt %].
Si Fe Cu Mn Mg Zn Others Al
<0.15 >1.2, <1.7 <0.05 <0.05 <0.05 <0.05 <0.05 Remainder
A single point forming tool of ultra-fine grain cemented carbide with a tip radius of R = 100 μm
or 10 μm is used in this study (Figure 3). Before starting microforming, z-position of the top surface
of a blank was determined accurately by detecting the contact between the tool and blank. n-propyl
alcohol is used as a lubricant for avoiding adhesion and abrasion between the forming tool and blank.
High speed rotation of the tool generates the hydrodynamic pressure between the rotating tool and
blank being formed. Under this condition, the alcohol may penetrate into the interface between them
if the contact stress is low.
dt
Figure 2. Blank holder and tensioner.
(a) (b)
200 μm
Figure 3. Microtool for incremental microforming: (a) R = 100 μm; (b) R = 10 μm.
Incremental microforming process of a triangular pyramid, for example, is shown in Figure 4,
where D is the diameter of a circumscribed circle of a base of a pyramid, α is a half apex angle defined
as an angle between a lateral edge and a vertical line through an apex, θ is a half apex angle defined as
an angle between a triangular lateral face and the vertical line, t is the thickness of a blank, ω is the
tool rotational speed, and Δz is the axial feed per a planar tool path. The side length of a triangular
tool path on a plane shrinks step by step. The tool rotational speed ω and table speed vt were set to be
5000 min−1 and 200 μm/s, respectively, except that ω = 10,000 min−1 and vt = 150 μm/s for a titanium
micropyramid of D = 283 μm. The axial feed Δz was 5 and 12 μm for 6.5 and 12 μm-thick aluminum
foils, respectively, 5 μm for 8 μm-thick stainless steel foil, and 2 and 1 μm for titanium pyramids of
D = 1.41 mm and D = 283 μm, respectively. When the forming was conducted under the condition of
laser heating, the forming area of the foil was irradiated from the top of a pyramid (from the below of
a pyramid) using a semiconductor laser of 130 mW; the laser beam was reflected using a prism under
the blank holder.
32












Figure 4. Schematic diagram of tool path and foil deformation during forming of a triangular pyramid.
The triangular lateral faces of a square pyramid elongates from h0 to h1 by single point incremental
forming as shown in Figure 5. Its elongation e in percent is given by
e = 100(h1/h0 − 1) = 100(cosec θ − 1) (1)
while the logarithmic strain ε corresponding to the elongation e is
ε = ln(h1/h0) = ln(cosec θ) (2)
Both the elongation and strain increase with decreasing half apex angle. Equations (1) and (2) are
applied for truncated pyramids with the same half apex angle θ.
 
(a) (b) (c) (d) 
Figure 5. Forming of a square pyramid: (a) square blank to be formed; (b) tool path; (c) formed
pyramid; (d) development view of a square pyramid.
3. Results and Discussion
The influence of ultrasonic vibration on the forming limit of a truncated pyramid of 6.5 μm-thick
aluminum foil is shown in Figure 6, whereas, those of ultrasonic vibration and laser heating on the
forming limit is shown in Figure 7. The diameter of a circumscribed circle of a square pyramid base
D was 1.41 mm. Forming conditions of with and without ultrasonic vibration are denoted as V and
NV, respectively and those of with and without laser heating are denoted as H and NH, respectively.
In these figures, the values of half apex angle θ and corresponding strain ε are written in rows above
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micrographs of the top views of formed pyramids. The value of θ is changed step by step so that the
value of ε increases by about 0.05.
 39.5° 37.4° 
 0.45 0.50 
NV & NH   
V & NH   
1.0 mm
Figure 6. Forming limits for truncated pyramids with and without ultrasonic vibration (V and NV)
and without laser heating (NH).
 37.4° 35.2° 
 0.50 0.55 
NV & H   
V & H   
 32.9° 30.0° 
 0.61 0.69 





Figure 7. Forming limits for truncated pyramids with and without ultrasonic vibration (V and NV)
and with laser heating (H).
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It is seen in Figure 6 that square pyramids of θ = 39.5◦ were formed without cracks under the
conditions of with and without ultrasonic vibration, but cracks grew especially along the lateral edges
of pyramids of θ = 37.4◦ formed under both the conditions. Thus, the forming limit εc was 0.45 for the
condition of without laser heating and the ultrasonic vibration increased the forming limit marginally.
The fact that the forming limit obtained above is less than those obtained in the previous research
works [11,12] is partly because n-propyl alcohol is a poor lubricant compared with pure water used in
the previous research and partly because the thickness of aluminium foil was reduced from 12 μm to
6.5 μm.
In the case of laser heating, it is found from Figure 7 that εc was 0.55 and 0.50 for the conditions of
with and without ultrasonic vibration, respectively. This indicates that the laser heating can increase
the forming limit of the aluminum foil and it is more effective when the ultrasonic vibration is applied.
Because only a pinhole was found on a pyramid of θ = 32.9◦ under the conditions of with both
ultrasonic vibration and laser heating, optimization of forming parameters may increase the forming
limit under these conditions. It should be noted that elongation for θ = 35.2◦, which is calculated to be
73.4% from Equation (1), is more than 10 times as large as that of about 5% obtained for tensile test.
In addition to the formability, it is confirmed that almost all the cracks appeared on the lateral
edges of formed pyramids. This fact is consistent with the results obtained in reference [13], that a
crack nucleated on a pyramid edge in the microforming of aluminum foil, whereas it nucleated on a
triangular pyramid face in the microforming of stainless steel foil.
The effect of ultrasonic vibration assistance on the shape accuracy in incremental microforming
was investigated by forming a twisted pyramid of 6.5 μm-thick aluminum foil and a star pyramid
of 12 μm-thick aluminum foil with and without ultrasonic vibration. Diameter D was 1.41 mm for
the twisted pyramid and 1.60 mm for the star pyramid. Figure 8 shows the top views of the twisted
pyramids incrementally formed. The surfaces and edges of the pyramid made by ultrasonic assisted
microforming are much smoother and not wavier than those by ordinary microforming without
ultrasonic vibration. The top and bottom views of star pyramids formed with and without ultrasonic
vibration are shown in Figures 9 and 10, respectively. It is seen that not only the convex parts but also
the concave parts are formed well, much better than expected. According to the top views, there does
not seem to be a significant difference in the shape accuracy between the two pyramids formed with
and without ultrasonic vibration. However, it is confirmed from the bottom views and more clearly
from the magnified center of the bottom views that the traces of the tool path near the center of pyramid
on the bottom surface is a nearly regular pentagon for ultrasonic assisted microforming, whilst it is
heavily distorted for the ordinary microforming. Results in Figures 8–10 prove that the ultrasonic
vibration can improve the shape accuracy of the formed pyramids. Other pyramids formed in this
study using aluminum foil are a pyramid-like sunflower of D = 1.72 mm and a stepwise pyramid of
D = 1.41 mm shown in Figure 11. They were formed well using ultrasonic incremental microforming.
(a) (b)
Figure 8. Top views of twisted pyramids formed: (a) with ultrasonic vibration; (b) without
ultrasonic vibration.
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(a) (b) (c)
Figure 9. Top and bottom views of a star pyramid formed with ultrasonic vibration: (a) top view;
(b) bottom view; (c) magnified center part of bottom view.
  
(a) (b) (c)
Figure 10. Top and bottom views of a star pyramid formed without ultrasonic vibration: (a) top view;
(b) bottom view; (c) magnified center part of bottom view.
(a) (b)
Figure 11. Other pyramids formed by ultrasonic incremental microforming: (a) pyramid like sunflower;
(b) stepwise pyramid.
As described above, the ultrasonic vibration was effective in improving the shape accuracy of
rather complicated pyramids such as a twisted pyramid and a star pyramid, whilst the ultrasonic
vibration and laser heating were not so effective for truncated pyramids. In contrast, they were able to
improve the shape accuracy of a truncated pyramid of 8 μm-thick stainless steel foil, which is much
stiffer than 6.5 μm-thick aluminum foil. Two pyramids of stainless steel foil of D = 1.0 mm and θ = 45◦
were formed under NV and NH conditions and under V and H conditions. Their profiles measured
with a confocal laser displacement meter along line AB of an attached figure are shown in Figure 12b,c.
It is seen that the line of lateral face is connected with the base line via a curved line with a small radius
under V and H conditions.
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Figure 12. Profiles of pyramids of stainless steel foil under different conditions: (a) top view of a
pyramid formed without ultrasonic vibration and heating; (b) surface profile along AB in the case of
NV and NH; (c) surface profile along AB in the case of V and H.
The forming accuracy was evaluated based on distance δ from point C to the pyramid profile as
shown in Figure 13. The value of δ was 43 μm and 26 μm for NV and NH conditions and V and H











and hence, the forming error can be defined by δ − δth. Because the value of δth is calculated to be
8.2 μm for R = 100 μm and θ = 45◦, the ultrasonic vibration and laser heating reduced the forming error
by half. However, neither the ultrasonic vibration nor the laser heating increased the forming limit
of a square pyramid of stainless steel foil: εc was 0.38 for (NV & NH) and (V & NH); it was slightly
reduced to 0.35 for (NV & H) and (V & H). This is probably because it is difficult to heat the forming
area uniformly due to very low heat conductivity of stainless steel.
Figure 13. The forming accuracy based on distance δ from point C to the pyramid profile.
Thin shell pyramids of titanium foil of D = 1.41 mm and θ = 50◦ formed with and without
ultrasonic vibration are shown in Figures 14 and 15, respectively. It was seen that wrinkles were
caused on the lateral faces by incremental microforming when ultrasonic vibration was not applied.
In contrast, they almost disappeared and feed marks of a single point tool were seen only on the back
surface of a pyramid when ultrasonic vibration was applied. It should be noted that the ultrasonic
vibration effectively removed the wrinkles in a difficult forming process of the twisted pyramid in
Figure 8 as described above.
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A truncated micropyramid of D = 283 μm formed with ultrasonic vibration is shown in Figure 16.
Although the tool rotational speed ω was increased and table speed vt and axial feed Δz were decreased
for forming a smaller pyramid, its shape accuracy was not good, and partially distorted. It is seen that
the radius of lateral edges was much larger than that of the forming tool and the feed marks of the tool
on the back surface of the pyramid were disturbed. The size of a pyramid was reduced by a factor of
five, but the foil thickness was not reduced. Hence, the bending stiffness relatively increased. This is a





Figure 14. Titanium pyramids of D = 1.41 mm formed with ultrasonic vibration: (a) top view; (b) bottom





Figure 15. Titanium pyramids of D = 1.41 mm formed without ultrasonic vibration: (a) top view;





Figure 16. Titanium pyramids of D = 283 μm formed with ultrasonic vibration: (a) top view; (b) bottom
view; (c) high angle view.
4. Conclusions
Single point incremental microforming of thin shell pyramids of aluminum, stainless steel, and
titanium foils was conducted under the conditions of with and without ultrasonic vibration and with
and without laser heating. It was found that the laser heating can improve the forming limit of a
square pyramid of 6.5 μm-thick aluminum foil and it was more effective when ultrasonic vibration
was applied in addition to laser heating. The elongation obtained under the assistance of ultrasonic
vibration and laser heating was 73.4%, more than 10 times as large as that obtained by tensile test. It is
confirmed that the assistance of ultrasonic vibration can improve the accuracy of rather complicated
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shape of pyramids such as a twisted pyramid and a star pyramid. It is also found that ultrasonic
vibration improves the forming accuracy of stiff materials or difficult-to-work materials even if the
shapes of micropyramids are simple.
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Abstract: In this study, slurry availability and the extent of the slurry mixing (i.e., among fresh slurry,
spent slurry, and residual rinse-water) were varied via three different injection schemes. An ultraviolet
enhanced fluorescence technique was employed to qualitatively indicate slurry availability and
its flow on the pad during polishing. This study investigated standard pad center area slurry
application and a slurry injection system (SIS) that covered only the outer half of the wafer track.
Results indicated that the radial position of slurry injection and the alteration of fluid mechanics
by the SIS played important roles in slurry mixing characteristics and availability atop the pad.
Removal rates were found to decrease with slurry availability, while a higher degree of slurry mixing
decreased the fraction of fresh slurry and consequently lowered the removal rate. By using a hybrid
system (i.e., a combination of slurry injection via SIS and standard pad center slurry application),
the polishing process benefited from higher slurry availability and higher fraction of fresh slurry
than the conventional pad center slurry application and the shorter SIS, individually. This work
underscores the importance of optimum slurry injection geometry and flow for obtaining a more
cost-effective and environmentally benign chemical mechanical planarization process.
Keywords: slurry availability; slurry injection system; slurry injection position; chemical mechanical
planarization; CMP; slurry utilization efficiency
1. Introduction
Chemical mechanical planarization (CMP) is an enabling step in integrated circuit (IC)
manufacturing for achieving local and global surface planarity through combined chemical and
mechanical means. CMP has been widely used in the semiconductor manufacturing industry since
1985 [1]. Previous planarization technologies such as thermal flow and spin-on glass have been
shown to provide adequate local planarity, but CMP is the only technique that additionally provides
global planarity across the wafer surface [2]. A lack of global surface planarity results in tremendous
difficulties during the following steps of the IC manufacturing process, such as lower photolithography
and etch yields, greater step height variation, greater line-width variation, and the amplification of
previous layer defects [3]. These variations critically impact and reduce both chip performance and
overall device yield [1]. In addition to planarity, CMP must address issues concerning the surface
quality of the wafer. Many academic and industry studies have shown that by controlling the process
parameters and consumable sets, average surface roughness values ranging from 0.5 nm to 2 nm can
be achieved [3–6].
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The CMP process requires several consumables, such as polishing pad, pad conditioner disc,
retaining ring, and slurry. The CMP slurry contains chemicals and nano-particles to support the
chemical and mechanical actions of the removal process. In most CMP processes, slurry cost is a major
component (up to 50%) of the overall cost of ownership [7,8]. Furthermore, slurry consumption can
have serious environmental ramifications, as spent slurries contain hazardous chemicals as well as
significant amounts of abrasive nano-particles. Even though the recovery and reuse of spent slurries
has been investigated and adopted by a handful of IC manufacturers [9,10], we believe that the best
solution is to optimize slurry usage by either reducing its flow rate to attain the same CMP performance
(i.e., removal rate and defects) or by applying the same flow rate to achieve better performance as
compared to the current process-of-record.
In most commercially available polishers, slurry is applied near the center of the pad, as shown
in Figure 1a. As the pad continuously rotates, a large amount of fresh slurry flows radially off the
pad surface without ever entering the pad–wafer interface. Such a flow pattern results in extremely
low slurry utilization efficiencies [8,11]. Several other methods have been proposed for applying or
injecting slurry onto the pad surface. For example, Mok has proposed an apparatus for spraying
slurry directly on to the pad surface rather than dispensing the slurry via the standard pad-center
stream application [12]. Chamberlin et al. have proposed a similar slurry injection technique involving
spraying pressurized slurry over the pad through multiple nozzles [13]. Chiou et al. have also
proposed a modified slurry dispensing apparatus employing “a plurality of adjustable nozzles” [14].
Finally, Chang has proposed a method for dispensing slurry through multiple nozzles above the pad
near the pad–wafer interface which tends to promote slurry coverage over the entire wafer track [15].
It must be noted that while these methods help deliver fresh slurry to the pad, none of them prevent
the mixing of spent slurry and residual rinse water with fresh slurry during polishing.
  
 
Figure 1. Top views of a polisher with (a) the standard slurry application method, (b) a slurry injection
system (SIS) design that covers the whole wafer track, and (c) a SIS design that covers only the outside
half of the wafer track.
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Polishing processes continuously generate spent slurry on the pad surface. Spent slurries often
contain pad debris (from the conditioning process and also from normal pad wear), diamond chips
(that may get dislodged from diamond discs), and chemical by-products. Studies have shown that these
contaminants can decrease material removal rate and increase wafer-level defects [11,16]. To mitigate
such issues, large amounts of ultrapure water (UPW) are used to rinse the pad between polishes.
Following pad rinsing, appreciable amounts of residual rinse water still reside on the land areas of
the pad as well as inside the grooves. When fresh slurry is injected onto the pad during polishing, it
mixes with the residual rinse water and gets diluted. As most industrially-relevant slurries result in
lower removal rates when further diluted with water, over-the-pad mixing of water and slurry should
be avoided. As such, it is fair to say that the current standard pad center slurry application method
as well as the aforementioned slurry application or injection methods do not provide efficient slurry
utilization. This has provided us with the opportunity to improve polishing performance.
As an alternate method, Meled et al. and Mu et al. investigated a slurry injection system (SIS)
which is aimed to shorten the slurry mean residence time (MRT) on the pad surface [11,17]. In both
studies, the SIS was placed adjacent to the wafer on the pad surface covering the whole wafer track,
as shown in Figure 1b. The SIS facilitated the delivery of fresh slurry to the pad–wafer interface.
In addition, the SIS effectively blocked the spent slurry and residual rinse water from re-entering
the pad–wafer interface and therefore allowed a higher fraction of the fresh slurry to be delivered to
the polishing region. As a result, the SIS achieved a significantly lower slurry mean residence time,
higher removal rate, and lower polishing defects than the standard pad center area slurry application
method [11,17].
It must be emphasized that Meled et al. and Mu et al. employed an SIS design that covered the
whole wafer track on the surface of the polishing pad as shown in Figure 1b. As a matter of a fact,
some CMP systems designed for high volume manufacturing have particular space restrictions that
will not allow the implementation of SIS units that cover the entire wafer track on the surface of the pad.
Such space restrictions are typically associated with oscillations of the conditioner and the wafer carrier
head. As a continuation of both Meled and Mu’s works, this study investigates an SIS design that
covers only the outer half of the wafer track, as shown in Figure 1c. This study aims to understand if
such an SIS unit—which may need to be shorter in length only because of possible space limitations on
the pad—can provide similar benefits as the full-size SIS design. In addition, an ultraviolet enhanced
fluorescence (UVEF) technique is employed to qualitatively measure the slurry availability on top of
the pad prior to its entry into the pad–wafer interface. When compared to the standard pad center
slurry application method, results help to confirm the main mechanism responsible for the enhanced
removal rate associated with the SIS.
2. Materials and Methods
The standard pad center area slurry application method and a novel method for slurry injection
system were used to apply slurry onto the pad surface. Figure 1a,c show the top views of a polisher
with the standard slurry application method and the SIS design that only covers the outer half of the
wafer track. For the standard pad center area slurry application method (what we will henceforth refer
to as “Point Application” or “PA”), the slurry is applied above the pad center. For the SIS, the system
consists mainly of an injector and an injector mount. The injector has a rectangular shape which is
attached to the injector mount with the connecting rods. The bottom of the injector is in contact with
the surface of the polishing pad. The mount is used to securely attach the entire SIS assembly to the
polisher’s frame. A single slurry inlet port is placed on top of the body which matches an outlet at its
bottom y (at the trailing edge). Fresh slurry is introduced through the slurry feed line from the slurry
tank where it flows into the inlet and then flows out into a channel machined into the bottom of the
injector body. This channel helps to evenly spread the fresh slurry onto pad surface during polishing.
A full description of the SIS can be found elsewhere [18]. In one test configuration, a hybrid slurry
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injection method is employed. The rationale behind this hybrid injection method is discussed in detail
in Section 3 of this paper.
All wafer polishing was done on an Araca APD-800X polisher. Detailed description of this polisher
may be found elsewhere [19]. A 3M A165 diamond disc was used to perform in-situ conditioning
on an IC-1000 pad (manufactured by Dow) with a “K-groove” pattern. The conditioning down-force
was set to 44.5 N. Each wafer was polished for 1 min at 27.6 kPa and 1.5 m/s. Before polishing,
pad break-in was performed with the diamond disc for 60 min with DI water. The conditioning disc’s
rotation rate was set to 95 RPM, and its sweep frequency across the radius of the pad to 10 times per
min. The diamond disc, pad, and wafer rotations were all counter clockwise. Pad break-in was then
followed by pad seasoning, during which the shear force was monitored in real-time to ensure that
stable values were achieved prior to any polishing with monitor wafers. It is important to note that
even though we selected a relatively hard pad for the polishing tests, the application and utility of the
SIS is by no means limited to hard pads.
The Semi-Sperse® 25 slurry (manufactured by Cabot Microelectronics, Aurora, IL, USA)—diluted
with water to a final solids content of 12.5% by weight—was used as the polishing slurry. Slurry flow
rates were set at 150 and 250 mL/min. Blanket silicon dioxide wafers (300-mm) were polished for all
injection schemes. Before and after polishing each wafer, a reflectometer from SENTECH Instruments
GmbH (Berlin, Germany) was used to measure the thickness of the silicon dioxide film, which allowed
us to compute the average removal rate for each test. Within-wafer removal rate non-uniformity
(WIWRRNU) as well as wafer-level large particle counts were not determined in this study. However,
in an earlier work by our team [20] using similar consumables and process conditions, SIS yielded
equivalent values for WIWRRNU (3.9 ± 0.6% vs. 4.0 ± 0.5% for PA, 1-σ with 5 mm edge exclusion) and
significantly lower wafer-level, greater than 0.5 micron, particle counts (174 ± 57 vs. 438 ± 155 for PA,
1-σ with 5 mm edge exclusion). Furthermore, it should be noted that our objective here was to polish
silicon dioxide films, but the methods and techniques employed in our work are also applicable to
other insulating (i.e., silicon nitride) as well as conducting (i.e., tungsten, tantalum, and copper) films.
In addition to the above series of polishing tests, an ultraviolet enhanced fluorescence (UVEF)
technique was employed to qualitatively visualize slurry flow patterns and measure the availability of
the slurry (i.e., its thickness) on the pad surface [21,22]. Before taking images, an embossed Politex
pad (manufactured by Dow Electronic Materials, Newark, DE, USA)—which is softer compared to
IC-1000—was conditioned using a 3M PB32A brush for 30 min with UPW at a conditioning force of
13.3 N. The Politex pad was employed because of its black color, not its mechanical properties,
as in UVEF tests attaining superior color contrast between the fluorescing dye and the pad is
critical. In all experiments, the pad was conditioned in-situ. The slurry for the UVEF experiments
consisted of 1 volume part of Fujimi PL-7103 slurry, 4 volume parts of DI water, and 0.5 g/L of
4-methyl-umbelliferone. Pad rinsing was performed in between polishes using UPW. The experimental
setup is shown in Figure 2. Ultraviolet (UV) light from two light-emitting diodes was projected
onto the leading edge of the carrier head. As the slurry was tagged with a fluorescent dye (i.e.,
4-methyl-umbelliferone), the UV light excited the dye in the slurry, causing it to fluoresce. The intensity
of the emitted fluorescence was proportionate to the amount of the slurry (i.e., the thickness of the
slurry film) [21,22]. A high-resolution charged coupled device camera was employed to record the
emission of fluorescent light on the leading edge of the wafer carrier head. The images were then
analyzed via a customized software written in LabVIEW [21,22].
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Figure 2. Experimental setup for ultraviolet enhanced fluorescence (UVEF) on an Araca APD-800 Polisher.
3. Results and Discussion
Several published reports indicated that 300-mm CMP processes typically employ slurry flow rates
ranging from 250 mL/min to 300 mL/min to achieve optimum material removal rates (RR) [11,23–25].
In a separate study, Wang et al. showed that RR increases with the PA slurry flow rate, but it eventually
reaches an asymptote where further increases in slurry flow rate no longer affect removal rate [26].
Philipossian et al. showed that the slurry utilization efficiency (defined as the portion of slurry
that flows through the pad–wafer interface, divided by the total amount of slurry applied) actually
decreases with an increase in slurry flow rate [8]. Simply increasing slurry flow rate until a certain
level may help achieve higher RR in several cases, but at a disproportionality higher consumable cost.
Therefore, in this study, polishing using the PA method at a slurry flow rate of 250 mL/min (henceforth
referred to as “PA-250”) is considered as our baseline process. Figure 3 summarizes the removal rates
for all slurry injection methods (to be elaborated in detail later on in this section). As expected, PA at
reduced slurry flow rate (i.e., 150 mL/min, henceforth referred to as “PA-150”) yields lower RR than
PA-250. Several published results have reported a similar finding, whereby removal rates are shown
to decrease with slurry flow rate [11,26]. One reason for this observation is that at the reduced flow
rate, less slurry is available to be transported to the pad–wafer interface [21,27]. Another reason is
the degree of slurry mixing: as discussed in Section 1, during polishing, the fluid residing on the
pad surface contains spent slurry, polishing by-products (i.e., pad debris and chemical by-products),
and residual rinse water from the pad rinsing procedure performed between polishes which do not
contribute to RR [11,27]. The fresh slurry injected on top of the pad surface gets diluted by mixing
with spent slurry and residual rinse water. The net effect is the reduction of the fraction of fresh slurry
delivered to the polishing region (i.e., between the pad and the wafer) where the removal mechanism
occurs. At reduced slurry flow rate (i.e., the PA-150), the fraction of fresh slurry becomes even lower,
thus leading to a lower RR [11,17,27]. As a matter of fact, the traditional PA method does not provide a
mechanism to promote a higher fraction of fresh slurry. Based on the explanation above, we can infer
that both the degree of slurry mixing and slurry availability affect RR during polishing processes.
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Figure 3. Summary of removal rate data. PA-250: polishing using the PA method at a slurry flow
rate of 250 mL/min; PA-150: polishing using the PA method at a slurry flow rate of 150 mL/min;
SIS: polishing using the SIS method at a slurry flow rate of 150 mL/min; Hybrid-150: polishing using
the hybrid method (SIS at a slurry flow rate of 50 mL/min + PA at a slurry flow rate of 100 mL/min) at
a total slurry flow rate of 150 mL/min.
Previous studies showed that slurry mean residence time (MRT) of a certain CMP process is
an indicator for the degree of slurry mixing, such that a higher value of MRT means more mixing
between the freshly injected slurry and spent slurry, as well as residual rinse water [11,17]. Therefore,
lower values of MRT are desirable in CMP because more fresh slurry is being delivered to the pad–wafer
interface at a faster rate. Meled et al. and Mu et al. have shown that SIS significantly decreases slurry
MRT compared to the PA method [11,17]. Furthermore, Mu et al. concluded that the dispersion
number is lower with SIS, which accounts for the lower MRT [17]. The mechanism can be further
explained with the UVEF images shown in Figure 4. With the PA injection scheme, a thick bow wave
containing spent slurry and residual rinse water is formed directly at the leading edge of the wafer
carrier head, as shown in Figure 4a. Consequently, the PA method allows more spent slurry and
residual rinse water to re-enter the wafer–pad interface. In contrast, as the SIS is placed in front of
the leading edge of the wafer carrier head, it prevents spent slurry and residual rinse water from
re-entering the pad–wafer interface during polishing. Figure 4b shows the UVEF image of a polishing
process using an SIS design that covers only the outer half of the wafer track. Similar to a regular
SIS design (i.e., covering the whole wafer track), the bow wave was formed at the leading edge of
the SIS during polishing. Due to the centrifugal force of the platen and wafer rotation, most of the
polishing by-products, spent slurry, and residual rinse water dominantly reside closer to the edge of
the pad rather than to the center of the pad. Therefore, having a smaller SIS design that covers only
the outer half of the pad is still desirable. As shown in Figure 4b, an SIS design that covers the outer
half of the wafer track can effectively block polishing by-products, spent slurry, and residual rinse
water from re-entering the pad–wafer interface. The thick bow wave formed at the leading edge of the
SIS closer to the edge of the pad confirms that the spent slurry and residual rinse water are effectively
blocked from re-entering the pad–wafer interface and guided off from the pad surface to the drainage.
Furthermore, by using the SIS, the fresh slurry is less diluted with the spent slurry and residual rinse
water, leading to a higher fraction of fresh slurry that enters the pad–wafer interface.
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Figure 4. Bow wave formation on the polishing pad using (a) Point Application (PA) method and
(b) the SIS.
SIS increases the slurry availability and reduces the degree of mixing of the fresh slurry with
the spent slurry and residual rinse water. As a result, using the SIS at a reduced slurry flow rate
can achieve similar removal rates compared to PA [11,17,21]. Previous studies on the SIS (that fully
cover the whole wafer track) showed that SIS at a slurry flow rate of 150 mL/min achieved the same
removal rate as PA at a slurry flow rate of 250 mL/min [11,17,21]. Referring back to Figure 3, using
an SIS that only covers the outer half of the wafer track at a flow rate of 150 mL/min (referred to as
“SIS-150”) yields an RR that is significantly lower than the PA-250 and only slightly higher than the
PA-150. In this configuration, the slurry injection port on the SIS coincides with the center of the wafer
track. Due to rotation and centrifugal forces of both platen and wafer, the injected fresh slurry is then
mainly distributed on the outer half of the wafer track, as illustrated by red color in Figure 5. Therefore,
injecting the slurry in the center of the wafer track reduces slurry coverage in the pad–wafer interface,
as entering fresh slurry is now reduced to one-half of what was observed when PA and full SIS designs
were used. Furthermore, centrifugal forces act more rapidly to pull the slurry off of the pad surface as
the fresh slurry in injected closer to the edge of the pad. Therefore, in this configuration, while SIS is
still effective in blocking the spent slurry and residual rinse water, slurry availability is greatly reduced
because it only covers the outer half of the wafer track. To increase slurry availability on the inner half
of the wafer track while still taking the benefit of SIS to block the spent slurry and residual rinse water
to re-enter the pad–wafer interface, a hybrid system is proposed as shown in Figure 6.
 
Figure 5. Coverage of fresh slurry on wafer track (red) using slurry injection system with slurry
injection point coinciding with the center of the wafer track.
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Figure 6. Coverage of fresh slurry on wafer track (red) using a hybrid system.
Figure 6 illustrates the hybrid system that combines both SIS and PA (what we will henceforth
refer to as “Hybrid”). In this case, fresh slurry streams are injected contemporaneously to the SIS as
well as to point application (PA) at 50 and 100 mL/min, respectively. The total slurry flow rate remains
the same at 150 mL/min (i.e., 40 percent reduction from the 250 mL/min using the regular PA method).
The main purpose for having slurry injected through the PA is to facilitate the availability of fresh
slurry in the inner half of the wafer track. In the inner half of the wafer track, slurry dilution (with
spent slurry and residual rinse water) is unavoidable, since SIS does not cover this region. However,
the dilution is expected to be significantly less pronounced than the outer half of the wafer track.
Similarly, the location of the SIS is kept constant (i.e., covering the outer half of the wafer track) in order
to effectively block the spent slurry and residual rinse water from re-entering the pad–wafer interface
as previously explained. At the same time, slurry is injected via SIS to ensure enough availability of
fresh slurry on the outer half of the wafer track.
In summary, the hybrid system is expected to provide enough availability of fresh slurry covering
the whole wafer track and to still cause the removal of spent slurry and residual rinse water. As shown
in Figure 3, the Hybrid-150 yields an RR that is comparable to or slightly higher than the PA-250.
Compared to PA, the hybrid system accommodates the delivery of fresh slurry, as it covers the whole
wafer track and increases the fraction of fresh slurry delivered to the pad–wafer interface (i.e., polishing
region where the removal mechanism occurs) by squeegeeing (i.e., wiping) off most of the spent slurry
and residual rinse water.
To further explain the above results, a UVEF technique was employed to qualitatively measure
slurry availability on top of the pad surface. Table 1 summarizes the average UVEF intensity
throughout the polishing time, obtained by analyzing UV-enhanced fluid film on the two regions
depicted in Figure 7. Regions 1 and 2 are located on the inner and outer half of the wafer track,
respectively. Both regions are located on the pad prior to the entering of the slurry in the pad–wafer
interface. With the SIS installed, both regions are intentionally set between the SIS and wafer carrier
head. For a fair comparison among PA, SIS, and hybrid systems, the location for both Regions 1 and 2
was kept the same. It is important to note that UVEF intensity in this study does not measure an exact
fluid film volume, but rather a relative slurry availability based on findings in a previous study [21].
The UVEF intensity increases with slurry availability and vice versa. In addition, such a technique
is not intended to exactly quantify the composition of the fluid film (i.e., spent slurry, fresh slurry,
and residual rinse water). As shown in Table 1, PA-250 results in the highest UVEF intensity measured
in both Regions 1 and 2. This is intuitive because this particular slurry application method uses the
highest flow rate and has no mechanism for squeegeeing off the spent slurry.
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Table 1. Summary of ultraviolet enhanced fluorescence (UVEF) images analysis.
Region 1













Figure 7. Regions 1 and 2 for UVEF analysis on the polishing pad: (a) with the SIS, and (b) without
the SIS.
Compared to PA-250, PA-150 decreases the UVEF image intensity by approximately 9% and 14%
in Regions 1 and 2, respectively. Such decreases are expected due to reductions in the injection of
fresh slurry. It must be noted that a controlled pad rinsing procedure with UPW (that contains no
fluorescence dye) is performed prior to every polish. As such, the amount of residual rinse water on
the pad is the same prior to every polish on both the PA-250 and PA-150. At a reduced slurry flow rate
(i.e., PA-150), the freshly injected slurry is diluted more with the residual rinse water. Furthermore,
a lower slurry flow rate takes a longer time to replace the residual rinse water with the dyed slurry.
Since the mechanisms of slurry injection and fluid removal are essentially the same between PA-250
and PA-150, this reduction in image intensity associated with PA-150 confirms a lower fraction of fresh
slurry to overall fluid on the pad during polishing compared to PA-250. As a result, the RR of PA-150
is lower than that of PA-250.
Figure 3 shows that the RR of the SIS-150 is marginally higher than PA-150. In the meantime,
Table 1 shows that when changing the slurry application mechanism from PA-150 to SIS-150, the UVEF
image intensity decreases significantly by approximately 45% and 27% in Regions 1 and 2, respectively.
Compared to PA, SIS incorporates a mechanism that squeegees and wipes off the residual rinse water
as well as the spent slurry that contains the dye. During polishing, the spent slurry has a reduced
polishing capability (in terms of RR) compared to fresh slurry, but the dye component itself is not
degraded in terms of fluorescence intensity. By effectively squeegeeing off the spent slurry, SIS-150 is
artificially showing less slurry availability compared to PA-150 as shown by its lower UVEF image
intensity. In fact, SIS prevents the spent slurry from re-entering the pad–wafer region, and therefore
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the UVEF image intensity associated with SIS in Regions 1 and 2 can be regarded as a much higher
fraction of the fresh slurry (i.e., less dilution with spent slurry). Compared to PA-150, the significant
drop of UVEF intensity with SIS-150 in Region 1 is attributed to the absence of slurry injection in the
inner half of the wafer track. As a result, only spent slurry contributes to the UVEF intensity with the
SIS-150 in Region 1. Region 2 of the SIS-150 has a significantly higher intensity than Region 1 because
the fresh slurry is injected through the SIS that covers the outer half of the wafer track (i.e., Region 2).
The UVEF technique shows that even though SIS-150 can effectively wipe off the spent slurry and
residual rinse water, the fresh slurry is mainly available only to the outer half of the wafer track.
Compared to SIS-150, the Hybrid-150 increases the UVEF intensity of Regions 1 and 2 by
approximately 40% and 30%, respectively. In Region 1, the sharp increase in intensity is attributed
to the addition of slurry injection on the inner half of the wafer track. As a result, it increases the
fraction of fresh slurry to the overall fluid and hence the slurry availability in the inner half of the
wafer track. The increase of intensity in Region 2 also outlines the effect of full wafer track slurry
coverage, as illustrated in Figure 6. The rotation of the platen–wafer ejects the slurry from the inner
half of the wafer track toward the outer half of the wafer track. Such a mechanism, combined with the
fresh slurry injected through the injector, increases slurry availability in Region 2 and thereby causes
higher UVEF intensity. Using the hybrid method, the combined mechanisms of the full slurry coverage
and the squeegee effects (of spent slurry and residual rinse water) increase the fraction of fresh slurry
while maintaining slurry availability on top of the polishing pad during polishing.
4. Conclusions
This work has shown that slurry availability and the extent of slurry mixing (i.e., among fresh
slurry, spent slurry, and residual rinse water) dramatically influence removal rates. The ultraviolet
enhanced fluorescence (UVEF) technique showed that injecting fresh slurry solely on the center of
wafer track reduces slurry availability in the pad–wafer interface, as it only covered the outer half of
the wafer track. Removal rates were found to decrease with slurry availability accordingly. A higher
degree of slurry mixing decreased the fraction of fresh slurry, and consequently lowered the removal
rate. In this study, a novel slurry injection system was installed on top of the polishing pad that covered
only the outer half of the wafer track. UVEF technique confirmed that most of the fluid (i.e., slurry and
residual rinse water) predominantly resided closer to the edge of the pad rather than near the center
of the pad. Therefore, the SIS that covered only the outer half of the wafer track was still effective in
blocking the spent slurry and the residual rinse water. This mechanism facilitated the increase in the
fraction of fresh slurry on the polishing pad during polishing. In contrast, standard pad center area
slurry application did not have a similar mechanism to block the spent slurry and residual rinse water.
Results further indicated that slurry injection position and the novel SIS played important roles
in slurry mixing characteristics and slurry availability on top of the pad. Injecting fresh slurry at a
higher flow rate and at a location closer to the pad center area generally increased slurry availability.
By using a hybrid system (i.e., a combination of slurry injection through the shorter SIS and a standard
pad center area slurry application), the polishing process benefited from higher slurry availability
and higher fraction of fresh slurry than the pad center area slurry application and the shorter SIS,
individually. This was verified by the UVEF technique.
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Abstract: We report on the fabrication of sub-micro and nanostructured steel mold inserts for
the replication of nanostructured immunoassay biochips. Planar and microstructured stainless
steel inserts were textured at the sub-micron and nanoscale by combining nanosphere lithography
and electrochemical etching. This allowed the fabrication of structures with lateral dimensions of
hundreds of nanometers and aspect ratios of up to 1:2. Nanostructured plastic parts were produced
by means of hot embossing and injection molding. Surface nanostructuring was used to control
wettability and increase the sensitivity of an immunoassay.
Keywords: nanostructures; hot embossing; injection molding; polymer; 3D; steel; mold; wettability;
immunoassay
1. Introduction
There is a growing trend for the fabrication of smart products with novel functionalities or
enhanced performances. One route to achieve this goal is an accurate control of surface properties.
Surface chemistry, topography and a combination of both can be engineered and optimized for
specific applications. Surfaces with controlled topographies have, for example, been manufactured
to reduce the adhesion of bacteria or living adherent cells [1,2] and to control friction and adhesion
between surfaces [3]. The effect of surface roughness on wettability is a widely studied field [4].
Mimicking the well-known lotus effect has been the focus of many studies for the fabrication of
superhydrophobic surfaces with controlled wetting states, for example, Cassie–Baxter vs. the Wenzel
state [5,6]. As reported by Martines et al., the processing of silicon-based materials using advanced
lithographic techniques allows the design and fabrication of surfaces with a high degree of control over
surface chemistry and topography [7]. Plastic parts with controlled wettability have also been produced
using replication techniques such as hot embossing and injection molding, however, the production
of highly liquid-repellent plastic surfaces without any surface treatment remains challenging [8].
Another field of application relevant to this study is the use of surface micro- and nanostructuring to
enhance the performance of sensors for biomedical and point-of-care diagnostics [9]. Highly sensitive
plasmonic [10,11] and surface enhanced Raman spectroscopy (SERS) sensors have been produced by
optimizing surface structures on metallic layers, with enhancement factors of up to 108 compared to on
flat surfaces [12]. Another way to improve the sensitivity of sensors is to increase the specific area of the
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sensing element. This has been shown by Ingham et al., who used anodized alumina to create highly
porous sensors with surface areas two to three orders of magnitude greater than flat surfaces [13].
Kim et al. also reported a significant increase in the fluorescence intensity (four times greater compared
to a flat surface) after fabricating quartz nanopillars on the surface of a DNA biosensor [14]. Such an
effect was also demonstrated by Kuwabara et al. [15] on polystyrene immunoassay chips using a
nanoimprinting process. By using a specific elongation process during nanoimprinting, high aspect
ratio pillars were produced, giving rise to a 34-fold increase in the fluorescence intensity.
The examples mentioned above confirm the potential benefits of surface micro- and
nanostructuring and show that various techniques have been used to produce specific structures
in different materials. One of the objectives of this study was to produce nanostructured, functional
parts using replication techniques such as hot embossing and injection molding. One of the key points,
therefore, is the fabrication of nanostructured mold inserts. Although the process chain developed
for the production of CDs and DVDs is well established for the fabrication of nanostructured nickel
stampers, there is an increasing interest to produce steel mold inserts. The main motivations are the
ease of integration in standard injection molds, the wide range of materials with better durability
and the possibility of combining different techniques to process inserts at different length scales
without being limited by the thickness of the electroformed stamper. Conventional techniques such as
micromilling, laser ablation and wire electrical discharge machining (EDM) are well established for the
microstructuring of steels [16,17]. These are cost effective and allow the fabrication of high aspect ratio
structures on freeform shapes, but have a resolution limited to few micrometers. Alternatively,
advanced lithography techniques have been developed for the microelectronic industry during
the last few decades. UV, X-ray, interference and e-beam lithography, when combined with other
microfabrication processes such as thin film deposition and etching, have paved the way for the
fabrication of nanostructured surfaces and devices [18,19]. Emerging bottom-up approaches such as
block copolymer and nanosphere lithography have also appeared with the common goal of fabricating
smaller structures [20,21]. These techniques are state of the art with regard to resolution, but they are
limited to planar substrates and have mainly been applied to silicon-based materials. When combined
with electroforming, structured nickel stamps form the basis of the production of CDs and DVDs.
Several studies report the use of photolithography to fabricate structured steel surfaces. Compared to
standard microstructuring techniques such as milling or EDM, this involves the fabrication of an etch
mask, followed by the etching of the substrate. In photochemical etching, standard photolithography
is combined with chemical etching for the fabrication of a micropart or for surface microstructuring as
shown by Hao et al., Masuzawa et al. and Mason et al. [22–24]. However, one drawback of chemical
etching is the significant increase in the surface roughness of the etched surface, which results from
the chemical etching solution used and the microstructure of the steel. This can be overcome by
using an electrochemical etching technique, which leads to a mirror-polished surface in the etched
areas. Landolt et al. made comprehensive reviews on the effect of the main parameters affecting
electrochemical etching for titanium and stainless steel surfaces [25–27]. Usually limited to an isotropic
profile, electrochemical etching has also been used in a sequential Bosch-like process to create higher
aspect ratio structures, as reported by Shimizu et al. [28]. Finally, physical etching techniques have also
been used for the fabrication of nanostructured steel surfaces. An alternative to wet etching techniques
has been proposed by Al-Azawil et al., who combined photolithography and ion beam etching for
the surface structuring of injection mold inserts. The very low selectivity of ion beam etching allowed
homogeneous etching of the steel surface despite the heterogeneity of the material (Cr, Ni content,
presence of MnS inclusions, steel microstructure) [29]. This technique was also used by Kurhihara et al.
with a layer of nanoparticles as an etch mask [30]. Although the nanoparticle layers used as etch masks
are not as well defined as etch masks made by photolithography, this approach allowed the processing
of curved injection molding dies for the fabrication of optical lenses with improved antireflectivity.
When specifically considering the surface structuring of injection mold inserts, the process chain
developed for CDs and DVDs remains state of the art for the injection molding of nanostructured
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plastic parts. However, several limitations remain concerning the ease of integration of the nickel
inserts in the molds, its durability, its compatibility with other techniques to make hierarchical
structures, the processing of non-planar surfaces and the presence of nickel which is banned for
medical applications. An alternative is the direct processing of steel grades being used for mold
manufacturing. This allows standard techniques such as milling, EDM and laser ablation to be
used to control the overall shape and macro-/microstructures of the insert, and surface micro- and
nanostructuring to be added to the standard mold manufacturing chain. This approach also gives
greater flexibility regarding the materials of the inserts and the means of integration into the existing
mold. Therefore, the overall objective of this study is to develop new processes to engineer the surface
roughness of steel inserts compatible with injection molding and to apply them to the production of
nanostructured plastic parts. The main challenge is to apply surface structures with typical lateral
dimensions (a few hundred nanometers) onto the multilevel microfeatures of a stainless steel insert.
In achieving this goal, most of the techniques mentioned above would face limitations. Although
they have sufficiently high resolution, standard techniques such as photo-, e-beam or interference
lithography would not be feasible due to the tridimensional shape of the part to treat. Standard
microstructuring techniques, such as EDM or micromilling, are 3D compatible but do not have a
sufficiently high resolution. The process flow used for the fabrication of CDs and DVDs would be one
way to produce multilevel structures but a major objective of this study is to propose an alternative to
nickel inserts for injection molding for the aforementioned reason.
In this study, a new process chain for the surface structuring of steel inserts has been developed.
The technique, based on the combination of nanosphere lithography and electrochemical etching,
has been used to fabricate structured stainless steel inserts with sub-micro-/nanofeatures. The choice
of these techniques was mainly due to their compatibility with 3D parts. The final goal of the project
was the production of a bio-diagnostic platform capable of performing immunoassays with increased
sensitivity. The functional part was a microscope slide with an array of detection spots (micropillars)
located at the bottom of a microchannel. The objective was to introduce micro-/nanostructures on top
of the detection spots to control the functionalization of the spots during the immunoassay (via control
of wetting) and to enhance the fluorescence signal. Nanostructured 2D surfaces were produced by
hot embossing as references, and nanostructured bio-diagnostic platforms were produced by injection
molding. The effect of surface structuring on wettability was characterized by means of water contact
angle measurements and a model immunoassay was carried out to investigate the effect on sensitivity
of the detection of the bio-diagnostic platform.
2. Materials and Methods
2.1. Steel Substrate Preparation
Stainless steel (316L) was used. The different steps of the process chain were optimized using steel
discs (30 mm diameter, 3 mm thickness). The surfaces of the discs were mirror-polished before surface
nanostructuring using SiC grit paper and an alumina suspension. The final mold insert used for
the injection molding of the bio-diagnostic platform was fabricated using conventional micromilling
processes. A 500 μm wide, 150 μm high ridge, corresponding to the microchannel on the plastic part,
was first micromilled. An array of microholes (diameter: 300 μm, depth: 100 μm) was then fabricated
on top of the ridge. The bottom of the fabricated microholes was then polished by through-mask
electrochemical micromachining of the stainless steel [25]. The mirror-polished discs (also referred to
as 2D substrates in the text) and microstructured steel inserts (also referred to as 3D substrates) were
passivated using a nitric acid solution (20% v/v in water, 60 ◦C, 30 min) and thoroughly rinsed with
deionized water.
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2.2. Surface Nanostructuring
The surface structuring of the steel parts was carried out by first making an etch mask using
nanosphere lithography and then electrochemically etching the steel. Nanosphere lithography was
carried out using conditions previously described [31]. For the targeted structure size, polystyrene
particles with diameter of 1 μm and 522 nm were used (Microparticles GmbH, Berlin, Germany).
The particles were used as templates for the fabrication of an etch mask suitable for electrochemical
etching. A metal oxide layer with a thickness of a few nanometers was deposited on the bead template
and a lift-off was carried out, resulting in a nanoporous etch mask. Steel etching was carried out using
conventional electrochemical dissolution conditions [26,27].
2.3. Hot Embossing and Injection Molding
Hot embossing was used to fabricate nanostructured reference surfaces for wettability and
immunoassay trials. Polycarbonate (Makrolon 2207, Bayer, Leverkusen, Germany) was used.
Polycarbonate was heated to 10 ◦C above its glass transition temperature and an embossing pressure
of 1.5 MPa was used. The sample was cooled to 20 ◦C below its glass transition temperature
before demolding.
Injection molding was used for the replication of the bio-diagnostic platform, using the material
polycarbonate Makrolon 2207 (Bayer). The polymer material was dried at 120 ◦C for 4 h prior the
injection molding. Injection molding was performed using an Engel 50 ton injection molding machine.
The nozzle temperature was set at 270 ◦C. In order to improve the replication quality, a rapid heating
and cooling process, based on highly pressurized water, was used. Water temperatures of 60 ◦C (low)
and 170 ◦C (high) were set, resulting in a mold cavity temperature of 90 ◦C and 150 ◦C, respectively.
The removal of trapped gas in the mold cavity was performed with a mobile vacuum system, enabling
a vacuum level down to 50 mbar in the mold. The average injection pressure was 1600 bars and the
cycle time was around 50 s.
2.4. Surface Characterization
Structured steel surfaces and polycarbonate replicas were characterized by atomic force
microscopy (AFM Dimension Icon, Bruker, CA, USA). Tapping mode AFM was used for the
characterization of topography using aluminum-coated silicon tips (typical force constant of 5 N/m)
obtained from Budget sensors (Tap150Al-G, Sofia, Bulgaria). The root mean square (RMS) roughness,
feature diameter/height/density and image surface area difference were all measured using the
built-in functions of the NanoScope software. The image surface area difference corresponds to the
difference between the image’s three-dimensional surface area and its projected two-dimensional
surface area. This was used to quantify the increase in specific surface area due to the presence of
surface features. Scanning electron microscopy (XL-30 ESEM-FEG, Philips, The Netherlands) was used
to characterize the structures produced on the 3D steel inserts and the polycarbonate replicas.
2.5. Wettability Measurements
The wettability changes of the surfaces were characterized by measuring the contact angle of
water sessile droplets deposited on the sample. Advancing and receding water contact angles were
determined using a Drop Shape Analysis System DSA10 provided by Krüss (Hamburg, Germany).
Standard deviations were calculated using three measurements and the error bars shown on the graphs
correspond to the 95% confidence intervals.
2.6. Immunoassay
The model immunoassay was carried out by first spotting mouse immunoglobulin (IgG, Jackson
ImmunoResearch Europe, Newmarket, UK) using a Nano-PlotterTM (GeSIM, Großerkmannsdorf,
Germany). The surface was blocked using bovine serum albumin (BSA) to prevent non-specific
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adsorption (Jackson ImmunoResearch Europe). The excess BSA was then removed by rinsing with
phosphate-buffered saline (PBS) with a surfactant (Tween20) and then PBS only. PBS and PBS-Tween
were supplied by Sigma Aldrich (Buchs, Switzerland). The complementary antibody (αIgG, Jackson
ImmunoResearch Europe) conjugated to a fluorescent marker (Cy5) was then added. After a last
rinsing step (PBS/Tween 20 and PBS) to remove any αIgG excess, a confocal microscope (TCS-SP5,
Leica, Heerbrug, Switzerland) was used to image the detection spots. The amount of fluorescence was
characterized by measuring the camera-gain necessary to barely reach saturation.
3. Results and Discussion
3.1. Surface Structuring of Flat Stainless Steel (2D Substrate)
The first part of this study focused on the fabrication of sub-micro-/nanostructures on flat,
stainless steel substrates.
As shown in Figure 1, the proposed process flow consists of four main steps: first, the deposition
of micro-/nanoparticles on the surface of the steel; second, the deposition of a thin (a few nanometers
thick) metal oxide layer; third, a lift-off step to remove the particles and produce a porous metal oxide
etch mask. Finally, the structures are transferred into the substrate by etching the stainless steel by
means of an electrochemical dissolution process. The lateral dimensions are controlled via the particle
deposition step (particle diameter, particle density). The vertical dimensions are given by the etching
step (depth, profile).
Figure 1. Schematic showing the process flow used for steel nanostructuring.
In Figure 2, photographs and SEM images of flat stainless steel (316L) surfaces coated with
particles are presented. The presence of the particles leads to a color change effect due to light
scattering. These color changes depend on the size of the particles and the viewing angle and are well
described [31]. For 500 nm particles, a monolayer was obtained with a particle density of 1.49 × 108
part·cm−2 and a fill factor of 33%. For 1 μm particles, a density of 2 × 107 part·cm−2 was obtained with
a fill factor of 17%. The particle monolayer was then used for the fabrication of an etch mask before the
electrochemical dissolution of the steel. The pattern was transferred into a thin hard mask prior to the
electrochemical dissolution. Figure 3 presents the result obtained using 500 nm beads as templates.
The samples were then electrochemically etched. In Figure 4, a photograph of the steel surface after
etching and the corresponding AFM image of the topography are presented. As for the particle-coated
surfaces, the transfer of the structures into the steel gave a color change effect on the surface. AFM
confirmed that hemispherical structures were obtained. For an etch mask made using a template of 500
nm beads, the average diameter of the final structures after etching was 460 nm with an average depth
of 260 nm. One of the main advantage of electrochemical dissolution is the surface quality obtained in
the etched areas, which leads to an RMS roughness on the order of a few nanometers [26]. A range
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of structures has been fabricated on these flat reference steel substrates using different particles as
templates and different etching conditions. Hemispherical structures with diameters of 460 nm and
950 nm have been produced with aspect ratios of up to 1:2.
Figure 2. (Top) photograph of flat stainless steel inserts coated with 1 μm and 500 nm particles.
Bottom (left) SEM images of the 1 μm particle monolayer. Bottom (right) SEM images of the 500 nm
particle monolayer.
Figure 3. Atomic force microscopy (AFM) image of the stainless steel surface after the deposition of
the etch mask.
Figure 4. Photograph and AFM images of a flat stainless steel inserts after electrochemical etching.
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3.2. Surface Nanostructuring of the Microstructured Insert (3D Substrate)
The second part of this study focused on the fabrication of sub-micro-/nanostructures on top of
the detection spots of an injection-molded bio-diagnostic platform. To this end, the microstructured
steel insert used for injection molding had to be processed. In Figure 5, a photograph of the stainless
steel insert fabricated by micromilling is presented. The insert had four mounting-holes for its
integration in the mold, holes for the ejector and a micro-ridge corresponding to the microchannel of
the bio-diagnostic platform. The array of microholes is clearly visible on top of the ridge. The bottoms
of the microholes were electropolished after micromilling to reduce their surface roughness.
Figure 5. Photograph of the stainless steel insert of the bio-diagnostic platform made by micromilling.
The same process as was used for planar substrates was applied to the insert for the deposition of
particles (500 nm diameter). As shown in Figure 6, a homogeneous deposition is obtained on the insert.
Particles are observed at the bottom of the holes and on top of the ridge. The background roughness
does not influence the particle deposition process and particles can also be observed on the side walls
of the microholes (data not shown). The particle density at the bottom was 1.43 × 108 part·cm−2 with
a fill factor of 25%. This is comparable to the results obtained on a flat surface.
Figure 6. Photograph (a) and SEM images (b–d) of the stainless steel insert of the bio-diagnostic
platform coated with particles.
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After the fabrication of the etch mask and electrochemical etching, sub-micro-/nanoholes
were observed at the bottom of the microholes (Figure 7). SEM was used to qualitatively examine
the structures created at the bottom of the holes. AFM could not be used to make the surface
characterization within the microholes. A combination of the high aspect ratio of the holes and
the geometry of the AFM cantilever did not allow engagement of the tip at the bottom of the microhole.
Figure 7. SEM image of the bottom of a microhole of the insert after electrochemical etching.
3.3. Hot Embossing and Injection Molding of Plastic Parts
The structured 2D insert and the bio-diagnostic platform insert were used as molds for
replication into a single thermoplast (polycarbonate Makrolon 2207). Hot embossing was used for the
nanostructured 2D substrate and injection molding was used for the bio-diagnostic platform. Figure 8
presents the AFM characterization of a hot embossed replica. As expected, sub-micro hemispherical
bumps were obtained, the height of which corresponded to the depth of the holes fabricated in the
insert. However, the AFM sections show that, while the smallest structures were easily demolded,
the largest structures showed side wall defects due to issues with the demolding.
Figure 8. AFM images of the replica hot embossed using three different structured inserts. (left):
structure 1; (middle): structure 2; (right): structure 3.
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In the case of the bio-diagnostic platform, nanostructures were injection-molded. Figure 9 presents
an SEM image of the structures obtained on top of the microdetection spot. The nanostructures were
successfully replicated in the polycarbonate.
Figure 9. (a) Photograph of the injection-molded bio-diagnostic platform. (b) SEM image of the
nanostructures on the spot of the injection-molded bio-diagnostic platform.
However, due to characterization limitations, a quantitative assessment of the replication is
impossible. The nanostructured surface to be characterized (the top of the microdetection spots) on the
polycarbonate replica could not be reached by the AFM tip due to its location within the microchannel
of the device.
3.4. Characterization
Two types of characterization were carried out. First, the wettability of the samples produced by
hot embossing was characterized by measuring water contact angles. Second, a complete immunoassay
was performed on all samples to investigate the effect of surface structuring on the sensitivity of the
bio-diagnostic platform.
3.4.1. Surface Characterization
Table 1 presents the results of the AFM characterization. The RMS roughness, surface area
difference, feature diameter, feature height and feature density have been measured for all three
structures from the AFM images. The surface area difference of structure 1 is only 14.7%, whereas it
is above 30% for structures 2 and 3. This can be explained by the low feature density of structure 1,
which is an order of magnitude lower than that of structures 2 and 3. When we compared the three
structures in terms of feature density, we found that structure 1 has the lowest feature density, followed
by structures 2 and 3, which have similar values. Concerning the diameter and height of the feature,
structure 1 has the largest, followed by structure 3 and then structure 2. These data show that we have
three different cases; a low feature density with large structures (structure 1), a high feature density
with small structures (structure 2) and finally a high feature density with large structures (structure 3).
Table 1. Root mean square (RMS) roughness, surface area difference, average feature diameter and












Structure 1 143 14.7 1.5e7 1249 516
Structure 2 107 33.3 1.37e8 753 287
Structure 3 121 37.3 1.34e8 914 360
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3.4.2. Wettability
Polycarbonate samples with three different structures were tested. A flat polycarbonate surface
was also used as a reference. Wettability is characterized by measuring advancing and receding contact
angles of water used as probe-liquid. The results are presented in Figure 10.
Figure 10. Water contact angles: advancing (dark grey) and receding (light grey) measured on
polycarbonate with four different types of structures.
For the flat reference, an advancing contact angle of almost 100◦ was observed with a wetting
hysteresis of 30◦. The surface micro-/nanostructures lead to not only an increase in the advancing
contact angle, but also a significant increase in the contact angle hysteresis for all structures tested.
For structure 1, an advancing contact angle of 115◦ and a hysteresis of 57◦ were measured. For structures
2 and 3, an advancing contact angle of 135◦ and a hysteresis of 85◦ is obtained. This increase in
hysteresis suggests that the water drops are in the Wenzel mode (complete wetting of the structure),
which corresponds to an increase in the adhesion of the drop on the surface [5]. One objective of the
surface structuring is to control the wetting of the solution during the spotting step of the immunoassay.
To characterize this, a solution of fluorescently labelled proteins was inkjet printed onto flat and
structured polycarbonate surfaces. No significant difference was observed between the flat control and
the structured samples.
3.4.3. Immunoassay
The effect of surface micro-/nanostructuring on the sensitivity of a standard immunoassay was
investigated. The protocol was applied to either the micro-/nanostructured hot-embossed surfaces
or to the detection spots of the injection-molded bio-diagnostic platforms. Fluorescence microscopy
was used to characterize the homogeneity of the spots. The sensitivity of the immunoassay was
characterized by measuring the gain necessary to reach saturation on the camera. The results are
presented in Figure 11. The quantification of the fluorescence signal revealed that the presence of
structure 3 caused an increase in the sensitivity of the immunoassay. Compared to the flat reference,
the gain necessary to reach saturation was lowered by 30%. The hypothesis initially proposed to
explain this effect is that it is due to the increase in the specific surface area resulting from the surface
structures. However, the AFM characterization of the structured surfaces revealed 15%, 33% and 37%
increases in specific surface area for structures 1, 2 and 3, respectively. Although they have similar
specific surface areas, structure 2 and structure 3 did not lead to a similar increase in fluorescence
intensity. A second hypothesis is that variation in surface roughness has an effect on the adsorption
and conformation of proteins on the surfaces. As shown by Scoppeliti et al., surface roughness can
significantly affect the adsorption of proteins during immunoassays and can lead to increased protein
61
Micromachines 2017, 8, 179
density on the surface, which may increase the sensitivity of the immunoassay [32]. A third hypothesis
is that the interaction of light with the surface structures may influence the fluorescence emission
level. Highly sensitive sensors have been produced using optical interference to improve fluorescence
signal [33]. In a previous publication, we showed that particle monolayers deposited on a surface lead
to significant optical effects due to the interference between the incident light and the light scattered by
the particles [31]. This size-dependent effect is also expected to have occurred with the hemispherical
structures of this study. One other hypothesis, therefore, is that the signal enhancement is due to an
optical interference effect caused by the presence of the structures. A more detailed analysis of the
optical properties of the structured surfaces in the immunoassay medium is needed to confirm this
hypothesis and the origin of this enhancement.
Figure 11. Confocal images of the fluorescent spots printed on a hot embossed sample (a) and
injection-molded samples (b). (c) Graph presenting the gains necessary to reach saturation on the
fluorescent camera.
4. Conclusions
The fabrication of micro-/nanostructured steel surfaces has been achieved by combining
nanosphere lithography and electrochemical etching. Structures with lateral sizes of 400 nm to
1 μm with an aspect ratio of 1:2 were produced. The process was applied to planar substrates as well
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as micromilled inserts presenting micro-ridges and microholes. The material used was stainless steel
and it is planned to extend this approach to the structuring of tool-steel used for molds. Polycarbonate
replicas were produced by hot embossing or injection molding. The wettability of the surfaces was
influenced by the surface structures and an increase in the adhesion of water drops was observed
(drops adopted the Wenzel wetting state). One of the structures was also found to significantly increase
the sensitivity of an immunoassay, with a 30% increase in fluorescence signal.
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Abstract: A unique micro electrochemical machining (ECM) method based on a scanning micro
electrochemical flow cell (SMEFC), in which the electrolyte is confined beneath the tool electrode
instead of spreading on the workpiece surface, has been developed and its feasibility for fabricating
mesoscale channels has been investigated. The effects of the surface conditions, the applied current,
the feed rate, the concentration of the electrolyte and several geometrical parameters on the
machining performance have been investigated through a series of experiments. The cross-sectional
profile of the channels, the roughness of the channel bottom, the width and depth of the channel,
the microstructures on the machined surface and the morphologies of the moving droplet have
been analyzed and compared under different machining conditions. Furthermore, experiments with
different overlaps of the electrolyte droplet traces have also been conducted, in which the SMEFC
acts as a “milling tool”. The influences of the electrode offset distance (EOD), the current and the
feed rate on the machining performance have also been examined through the comparison of the
corresponding cross-sectional profiles and microstructures. The results indicate that, in addition to
machining individual channels, the SMEFC system is also capable of generating shallow cavities with
a suitable superimposed motion of the tool electrode.
Keywords: electrochemical machining (ECM); scanning micro electrochemical flow cell (SMEFC);
micro-ECM; channel machining
1. Introduction
Nowadays, there is an increasing demand of mesoscale channel structures in many industrial
domains such as fuel cells [1], hydrodynamics bearing [2], and sealing ring channel [3]. Electrochemical
machining (ECM) has proven to be a unique method for fabricating channels, ranging from the micro
scale to the macro scale, with excellent surface integrities on metallic materials. Ryu [4] utilized a micro
foil electrode instead of a micro-shaft electrode to achieve micro grooving in the environment of the
citric acid electrolyte and a 42 μm wide and 18 μm deep single channel with 11 nm Ra surface
roughness was obtained. Liu et al. [5] has utilized a kind of ECM method with low-frequency
vibrations to fabricate multiple slots for the application of fuel cells. The same features were also
successfully fabricated by other researchers [6], in which they developed an innovative multifunctional
cathode, combining the tool electrode, the sealing device and the spacers between every channels.
Electrolyte jet machining (jet-ECM) is also a promising technique for channel machining. Natsu et al. [7]
machined complex channels on a thrust hydrodynamic bearing surface with jet-ECM in an efficient
way. Compressed air assisted jet-ECM was also attempted to fabricate channels on the workpiece
made of Nimonic Alloy 80a [8]. Instead of using conventional jet-ECM with a round nozzle scanning
on the workpiece to fabricate channels [9], Kunieda et al. [10] utilized a flat nozzle to shorten the
channel machining time. With the same method, Hackert-Oschätzchen et al. [11] fabricated complex
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channels with a width below 200 μm for the application of microfluidics and micro reactors. Apart
from these methods, electrochemical milling has also been verified as a feasible method for channel
machining. As an example, Ghoshal and Bhattacharyya [12] used micro tools with different front end
shape for microchannel machining with the scanning machining layer and layer method. Furthermore,
they investigated the optimum scan feed rate in electrochemical micromachining of micro channels
and found that the introduction of the optimum scan feed rate can reduce overcut and avoid the
breakage of micro tools during the grooving process [13]. Besides, Kim et al. [14] utilized the electrode
with a diameter of 38 μm to fabricate a 50 μm wide micro channel thanks to ultrashort pulses.
Zhang et al. [15] also used an electrode with the diameter of 10 μm to machine micro channels with
the width of 20 μm. For machining micro through-grooves, the micro wire electrode electrochemical
cutting method is also a promising way. Shin et al. [16] used a 10 μm diameter tungsten wire as the
tool electrode and obtained micro channel of around 20 μm in width on stainless steel. Wang et al. [17]
obtained multi-microchannels by applying low frequency and small amplitude vibration on the wire
electrode based on the conventional setup. Recently, hybrid processes such as ECM with slurry jet [18],
laser-assisted jet-ECM [19] and laser-assisted ECM milling [20] have brought in new possibilities for
the efficient fabrication of channels on hard metals with enhanced machining localization.
Currently, the growing environment awareness in the research community has brought forth a
trend for clean manufacturing in the domain of electro-physical and chemical machining. Ryu [4] has
proposed a micro electrochemical reverse drilling method, in which the electrochemical reactions are
confined in a droplet formed at the bottom edge of the workpiece. The droplet can be stabilized by
the surface tension and the gravity, keeping other regions untouched. Sakairi et al. have developed
a co-axial dual capillary solution flow type droplet cell to accomplish Ni deposition [21]. Unlike in
the traditional case, the deposition happens in a container filled with electrolyte. Drensler et al. [22]
proposed a method to use scanning droplet cell to selectively dissolve NiAl matrix and release the
embedded W nanowires, which is intended for the application of self-assembly. Hu et al. [23] also
proposed a gushing and sucking method with a coaxial tube to achieve the groove width of 103 μm and
the surface roughness of 0.012–0.025 μm. Kuo et al. [24] tried to process quartz glass by electrochemical
discharge machining (ECDM) with titrated flow of electrolyte, leading to less cost and pollution because
of the electrolyte supplied in droplets. These methods have some special advantages compared with
the conventional ones, such as keeping non-processing region untouched, better safety for operators
and more feasibility to be integrated into other process chains.
In this research work, a scanning micro electrochemical flow cell (SMEFC) has been proposed
to generate channels on metallic workpieces. In the SMEFC, the electrolyte is confined in a small
droplet and its refreshing is simultaneously maintained. In this way, electrolyte splashing does not
exist, so there is no need of an electrolyte tank for the machining region. As a result, this technique
can be conveniently integrated into other manufacturing process because of its unique control of
the electrolyte. The influence of surface condition on the machining performance was investigated
firstly. Then, several process parameters (e.g., the current, the feed rate and the concentration of the
electrolyte) and geometrical parameters have also been varied to investigate the effects on the channel
formation process, in terms of dimensional parameters and surface microstructures. After analyzing
the machining of single channels by SMEFC, superimposed process of SMEFC with different lateral
overlapping has also been examined to study the feasibility of SMEFC for electrochemical milling.
2. SMEFC Experimental System
Figure 1 shows the schematics of the SMEFC system. The principle of the electrolyte circulation is
that the electrolyte is pumped through a hollow electrode and then it arises along the electrode outer
wall by the surrounding flowing air induced by the Venturi effect, resulting in a droplet between the
electrode and the workpiece. This method maintains the electrolyte of the droplet fresh and confines
the electrolyte in the region of interest. The used electrolyte with the reaction products flows eventually
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into the waste electrolyte tank through a channel in the suction head. The vacuum gap (VG) and the
inter-electrode gap (IEG) can be adjusted.
Figure 1. Schematics of the scanning micro electrochemical flow cell (SMEFC).
The solid model of the experimental setup in Figure 2 depicts the tool electrode is positioned in
the collet. The suction head can move up and down through manually tuning a stage. The stage can
also adjust the hole of the suction head to the center of the electrode. A flexible membrane is used to
seal the suction head for the recycling of the electrolyte. The hole diameter in the suction head is 1 mm.
The electrode is made of tungsten carbide, with an outer diameter of 0.5 mm and an inner diameter
of 0.18 mm. The electrode is glued with a flexible tube, through which the electrolyte is pumped,
as shown in Figure 2. The actual layout of the suction head, workpiece and the electrode wrapped
with electrolyte are shown in Figure 2.
 
Figure 2. Layout of SMEFC setup.
The ECM power supply is a homemade switching power generator, working at 150 kHz.
This generator can be set to either constant-current or constant-voltage working mode. The output
ripple is less than 20 mV and the response time is less than 50 ms. The motorized stage is MTS25-Z8 of
THORLABS with the travel range of 25 mm and the maximum velocity of 2.4 mm/s. The minimum
achievable incremental movement is 0.05 μm and the bidirectional repeatability is 1.6 μm.
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The cross-sectional profiles and the roughness of the channels machined by SMEFC have been
measured by a Mitutoyo CS3200 profiler (Mitutoyo, Kawasaki, Japan). When measuring the roughness,
the workpiece is cleaned firstly in a mixture of ethanol and acetone in an ultrasonic tank. The stylus
contacts the bottom surface of the channel and moves along the channel. The nominal radius of the
stylus is 2.0 μm. A Zeiss optical microscope (Carl Zeiss AG, Oberkochen, Germany), SteREO Discovery
V20, was used to evaluate the width of the channels cavities, and Dino-Lite digital microscope
AM4115ZT (AnMo Electronics Corporation, Hsinchu, Taiwan) was installed to help monitor and
observe the moving electrolyte droplet above the workpiece top surface. The maximum lateral
resolution of the digital microscope is around 1.4 μm/pixel. The surface microstructures of the
channel bottom surface were examined with a Phenom desktop SEM (Phenom-World B.V., Eindhoven,
The Netherlands). The current signals during the electrochemical dissolution were recorded by a data
acquisition unit embedded in the ECM power supply.
3. SMEFC Machining Experiments and Discussion
A series of experiments have been carried out under constant-current mode. The electrolyte is
a sodium nitrate (NaNO3) solution with the concentration of 120 g/L and 250 g/L. The workpiece
material is a kind of stainless steel from UDDEHOLM STAVAX® ESR (Hagfors, Sweden). The electrolyte
flow rate is 0.06 mL/s pumped by a metering pump of ProMinent® (ProMinent GmbH, Heidelberg,
Germany). The vacuum condition is achieved by a Venturi tube, with an inlet pressure of 4 bar. The
corresponding vacuum pressure is 45 kPa.
3.1. Experimental Verification
When the droplet moves on the workpiece, the droplet shape will be regulated by its gravity,
surface tension and adhesion simultaneously. Therefore, surface conditions or the roughness of the
workpiece may affect the behavior of the moving droplet. To investigate this conjecture, samples with
two different surface treatments were used. One sample was ground by a surface grinder (Ra = 0.4 μm)
and the other one was pre-machined by micro-EDM milling (Ra = 1.2 μm). The surface tension of the
electrolyte is around 75.5 mN/m [25].
Figure 3 shows the profile of the electrolyte droplet moving at different speed on a micro-EDMed
surface. The moving direction of the electrolyte droplet relative to the workpiece has been indicated by
the arrows. The applied current is 230 mA and the feed rates are 0.1 mm/s, 0.2 mm/s, 0.4 mm/s and
0.8 mm/s, respectively. It can be noticed that when the scanning speed is 0.1 mm/s, the droplet seems
to be not stable. The electrolyte left on the workpiece can be obviously observed and it crystallizes very
quickly probably due to its exposure to surrounding flowing air. With a slower feed rate, the channel
becomes deeper and the corresponding droplet volume in the channel becomes bigger in the same
time. When the volume reaches a certain level, the surface tension (cohesion) cannot support the
volume in the form of a single droplet. As a result, some of the electrolyte is left on the machined
surface, as illustrated in Figure 4. Consequently, the electrolyte cannot be fully recovered by the
Venturi effect. The electrolyte droplets above the workpiece top surface under the other three feed rates
maintain a relatively stable shape during the motion. However, when the feed rate goes even higher,
the cross-sectional profile perpendicular to the moving direction becomes increasingly asymmetrical.
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Figure 4. Explanation of the electrolyte leakage. (a) Surface tension maintains a single droplet;
(b) electrolyte left on machined surface once the droplet volume is larger.
Figure 5 depicts the situation when the electrolyte droplet moves on the ground surface with the
feed rates of 0.1 mm/s, 0.2 mm/s and 0.4 mm/s, respectively. Obvious delaying of the electrolyte
droplet can be noticed. Compared with the case in Figure 3, the trail above the workpiece top surface
becomes longer. Obviously, this difference in the droplet morphology is induced by the difference in
the roughness of these two samples.
 
Figure 5. Electrolyte droplet moving on the ground surface.
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Comparing the droplet profiles in Figures 4 and 5, it can be concluded that the surface roughness
indeed influences the morphology of the moving droplet and further affects the flow field and the
electric field distribution. After this initial stage of comparison, only ground samples were used in the
further experiments.
3.2. Effects of Current Density and Feed Rate
Different current settings, i.e., 100 mA, 200 mA and 300 mA, have been, respectively, applied in
the channel machining under a variety of feed rate of 0.1 mm/s, 0.2 mm/s, 0.3 mm/s and 0.4 mm/s.
The vacuum gap (VG) and the inter-electrode gap (IEG) were set to 200 μm and 50 μm respectively.
When the feed rate is set to 0.1 mm/s, relatively large fluctuations in the current signals take place
around 300 mA (Figure 6), in comparison to the cases under the other three feed rates. It also means
the flow field under this feed rate is unstable. Therefore, the electricity consumption per unit length
(ECPL) is defined in this research and its value should be limited in order to obtain a stable flow field
and to avoid low field instability.
 
Figure 6. Current signal when setting 300 mA as the target.
In order to evaluate the effects of the feed rate and the current on the grooving performance,
the ECPL was first set at a constant value in the experiments. Then, the values of current and the feed rate
were varied within a range according to this rule. The first three columns of Table 1 list the five groups
of parameters utilized in the experiments, with the ECPL being 1 C/mm and 0.5 C/mm, respectively.
Table 1. Experimental parameters.
Current (mA) Feed Rate (mm/s) ECPL (C/mm) Sexp (mm2) Sthe (mm2) η1 η2
100 0.1 1 0.0234 0.02327 100.6% 82.6%
200 0.2 1 0.0246 0.02327 105.7% 86.8%
300 0.3 1 0.0255 0.02327 109.6% 90.0%
100 0.2 0.5 0.0110 0.01165 94.4% 77.5%
200 0.4 0.5 0.0127 0.01165 109.0% 89.5%
The experimental results were compared with the theoretical results derived by Faraday’s law.
Faraday’s law can be summarized as,
mthe =
M × Q
F × n (1)
where mthe is the mass of the substance, Q the total electric charge passed through the substance,
F = 96,485 C/mol the Faraday constant, M the molar mass of the substance and n the valency number
of the ions of the substance.




F × n × ρ (2)
where Sthe is the theoretical cross-sectional area and ρ is the density of the substance.
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where mexp and Sexp are the experimental removal mass and experimental cross-sectional area,
respectively. The valency number n of stainless steel is controversial, because it depends on the
proportion of the generated Fe2+ ions and Fe3+ ions. According to the results of [26], when
Fe2+:Fe3+ = 1:2, n1 = 3.1410. Using this value, the current efficiency η is calculated to be always
larger than 100%. Similar results are also shown in [26], and the uncertain proportion of Fe2+ ions
and Fe3+ ions induce this phenomenon. Therefore, n2 = 2.5786 is also used in the calculations, which
is obtained under the assumption that only Fe2+ ions are generated. η1 and η2 represent the current
efficiency calculated under n1 and n2 respectively. The actual current efficiency should be a value
between these two efficiencies. Sthe is calculated under the valency number of n2.
Figure 7 shows the cross-sectional profiles of the channels machined with the parameters in
Table 1. It can be observed that when the same ECPL, the maximum depth of these channels is almost
the same in spite of some slight differences (Figure 7). However, as shown in Figure 8, the width of the
channels has clear deviations. At the ECPL of 1 C/mm, the channel width processed by 0.1 mm/s is
the smallest and almost the same width is produced in the cases of 0.2 mm/s and 0.3 mm/s. Similarly,
at the ECPL of 0.5 C/mm, the channel width increases with the feed rate. A high concentration
(250 g/L) alleviates the trend. There are two possible reasons accountable for this trend. One reason
is that a high current can derive a high current efficiency compared to a low current, which can be
confirmed in the current efficiency in Table 1. The other possible reason is that the contact angle of the
electrolyte droplet is also influenced by the applied voltage. This implies that if a relative voltage is
applied, the electrolyte droplet needs to expand to a bigger area to obtain a smaller contact angle.
 
Figure 7. Cross-sectional profiles.
 
Figure 8. Channel width comparison.
Figure 9 indicates that, although the same ECPL can induce relatively uniform depth, the roughness
declines along with the increase of the feed rate. Surface microstructures at the channel bottom as
shown in Figure 10 also confirm this point when comparing Figure 10a,f,k. Rosenkranz et al. [27]
has already pointed out, that during the ECM process, the iron surface is covered by a thin oxide
layer, on top of which a polishing film of supersaturated iron nitrate forms. The thickness of film
varies with the current density and the electrolyte flow rate, when other parameters do not change.
With the increase of the applied current, the surfaces in each column of Figure 10, except the column
71
Micromachines 2017, 8, 143
with the feed rate of 0.1 mm/s, become smooth, which can be regarded as the result of the polishing
film thickening. In each row of Figure 10, the surfaces become smooth along with the increase of
the feed rate. This is because, when the current density near the droplet trail is much lower than the
center area, a lower feed rate means a longer time of exposure to the low current density and this
contributes to the thinning of the supersaturated film. Another noticeable problem in Figure 10 is that,
although Figure 10l appears more smooth compared to other surfaces, its roughness is higher than
that in Figure 10k. This may be explained by the time resolved model of the surface structure during
ECM proposed by Rosenkranz et al. [27]. The proposed theory is that for very long current pluses or
even direct current, the crystallographic orientation of the grains influence highly the electrochemical
dissolution process and the roughness depends on the dissolution speed of different grains. From this
point of view, the exposure to the low current density is possibly playing a positive role, because it
can thin down the uneven polishing film induced by a large current density and flatten the machined
surface. This might explain why, with the applied current of 300 mA, the feed rate of 0.3 mm/s
produces a lower roughness compared to the feed rate of 0.4 mm/s.
 
Figure 9. Roughness under different current values and concentrations.
Figure 10. Microstructures of the channel bottom surface. (a) Current: 100 mA, feed rate: 0.1 mm/s;
(b) current: 100 mA, feed rate: 0.2 mm/s; (c) current: 100 mA, feed rate: 0.3 mm/s; (d) current: 100 mA,
feed rate: 0.4 mm/s; (e) current: 200 mA, feed rate: 0.1 mm/s; (f) current: 200 mA, feed rate: 0.2 mm/s;
(g) current: 200 mA, feed rate: 0.3 mm/s; (h) current: 200 mA, feed rate: 0.4 mm/s; (i) current: 300 mA,
feed rate: 0.1 mm/s; (j) current: 300 mA, feed rate: 0.2 mm/s; (k) current: 300 mA, feed rate: 0.3 mm/s;
(l) current: 300 mA, feed rate: 0.4 mm/s.
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3.3. Effects of Vacuum Gap (VG)
The effects of VG have been also evaluated under a uniform air pressure. VG sizes of 200 μm,
300 μm and 400 μm have been, respectively, selected in the experiments to investigate its influence
on the machining performance. The applied current setting was 200 mA and the IEG was set to
50 μm. In Figure 11, it can be noticed that, under the same feed rate, the trail of the droplet above the
workpiece top surface becomes longer as the VG increases.
Figure 11. Droplet morphologies under different vacuum gap (VG).
Figure 12 is the plot of the current signal under the VG of 400 μm. Compared to the situation with
the feed rate of 0.1 mm/s, violent current fluctuations (~40 mA) have been detected around 200 mA in
the three larger feed rates. This is a sign of instability in the flow field, which can also be confirmed by
their corresponding droplet morphologies in Figure 11.
 
Figure 12. Current signal when setting 200 mA as the target (VG = 400 μm).
Figure 13 portrays the cross-sectional profiles of the channels machined under different VGs and
different feed rates. It can be noticed that when the VG is set to 400 μm, the cross-sectional profiles
become irregular, apart from the case with a feed rate of 0.1 mm/s. Therefore, it can be assumed
that there is a correlation between the fluctuation of current signals (Figure 12) and the profiles of the
machined channels. Figure 14 exhibits clearly the morphology difference of the channels machined
with feed rates of 0.1 mm/s and 0.2 mm/s. It can be seen that the channel with 0.2 mm/s has a very
rough surface. Therefore, a VG of 400 μm can lead to an unstable machining performance, except for
the cases with very small feed rate. It is noticeable that when the VG is set to 200 μm and 300 μm, there
is no significant deviation between them, although some deviations exist in the morphologies of the
moving droplets, as shown in the microscopic graphs (Figure 11).
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Figure 13. Cross-sectional profiles with different VGs (current = 200 mA).
Figure 14. Channel morphologies under the VG of 400 μm at: (a) 0.1 mm/s; and (b) 0.2 mm/s.
Table 2 demonstrates the current efficiency when varying the VG. There is no definite discipline
found on whether the VG affects the current efficiency.
Table 2. Current efficiency.
VG (μm) Feed Rate (mm/s) ECPL (C/mm) Sexp (mm2) Sthe (mm2) η1 η2
200 0.1 2 0.0498 0.0466 106.9% 87.8%
200 0.2 1 0.0246 0.0233 105.6% 86.7%
200 0.3 0.667 0.0164 0.0155 105.8% 86.9%
200 0.4 0.5 0.0127 0.01165 109.0% 89.5%
300 0.1 2 0.0499 0.0466 107.1% 87.9%
300 0.2 1 0.0246 0.0233 105.6% 86.7%
300 0.3 0.667 0.0169 0.0155 109.0% 89.5%
300 0.4 0.5 0.0122 0.01165 104.7% 85.9%
400 0.1 2 0.0499 0.0466 107.1% 87.9%
The channel width under different VGs in Figure 15 indicates that a larger VG can lead to a
larger channel width, especially in the case with low electrolyte concentration. Figure 16 reveals the
roughness of the channel bottom surface under different VGs. With an electrolyte concentration of
250 g/L, a smaller VG (200 μm) results in a lower roughness. As for the electrolyte concentration of
120 g/L, the roughness trend shows an adverse effect.
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Figure 15. Channel width under different VGs.
 
Figure 16. Roughness under different VGs.
Figure 17 shows the surface microstructures under different VGs while the same electrolyte
concentration is used (i.e., 250 g/L). Obvious heterogeneous microstructures distribute on the same
surface when the VG is set to 300 μm and 400 μm, which spoils surface conformance and roughness.
One possible reason for this phenomenon is that a larger VG could lead to a slower transport process
and an increase in the concentration of the products, which further influences the formation of
microstructures. From this point of view, it is better to apply as small as possible a VG to accelerate
the update of the electrolyte under the condition of stabilizing the electrolyte droplet. Since a feed
rate larger than 0.2 mm/s under the VG of 400 μm will result in irregular channel morphologies
(as depicted in Figure 14), those corresponding surface microstructures are demonstrated in a larger
view in Figure 17 to show the uneven surface.
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Figure 17. Surface microstructures under the current of 200 mA. (a) VG: 200 μm, feed rate: 0.1 mm/s;
(b) VG: 200 μm, feed rate: 0.2 mm/s; (c) VG: 200 μm, feed rate: 0.3 mm/s; (d) VG: 200 μm, feed rate:
0.4 mm/s; (e) VG: 300 μm, feed rate: 0.1 mm/s; (f) VG: 300 μm, feed rate: 0.2 mm/s; (g) VG: 300 μm,
feed rate: 0.3 mm/s; (h) VG: 300 μm, feed rate: 0.4 mm/s; (i) VG: 400 μm, feed rate: 0.1 mm/s; (j) VG:
400 μm, feed rate: 0.2 mm/s; (k) VG: 400 μm, feed rate: 0.3 mm/s; (l) VG: 400 μm, feed rate: 0.4 mm/s.
3.4. Effects of Inter-Electrode Gap (IEG)
During the preliminary experiments, it has been identified that only an IEG below 100 μm was
capable of stabilizing the electrolyte droplet. Thus, IEGs of 50 μm and 80 μm have been selected for
further investigation. Figure 18 illustrates the cross-sectional profiles under different IEGs. It appears
that the profile of the channels machined with the same feed rate has very small deviations in its
maximum depth. Figure 19 demonstrates the variation of the roughness and width of the machined
channels. The channels machined with a VG of 80 μm are wider than those with a VG of 50 μm,
no matter what the feed rate is. This phenomenon can be explained by the fact that the applied
voltage will be automatically elevated to maintain the specified current value when the IEG increases,
which will in turn reduce the contact angle of the droplet and widen the contact area because of the
electrowetting. As for the roughness, its relationship with the IEG still needs to be studied.
Figure 18. Cross-sectional profiles under different inter-electrode gaps (IEGs) (concentration: 250 g/L,
current: 200 mA, VG: 200 μm).
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Figure 19. Channel roughness and width under different IEGs.
Table 3 shows the change of current efficiency with IEG. It can be noticed that the current efficiency
in all cases with the IEG of 50 μm is larger than its counterpart at 80 μm.
Table 3. Current efficiency.
IEG (μm) Feed Rate (mm/s) ECPL (C/mm) Sexp (mm2) Sthe (mm2) η1 η2
50 0.1 2 0.0498 0.0466 106.9% 87.8%
80 0.1 2 0.0477 0.0466 102.4% 84.1%
50 0.2 1 0.0246 0.0233 105.6% 86.7%
80 0.2 1 0.0245 0.0233 105.6% 86.7%
50 0.3 0.667 0.0164 0.0155 105.8% 86.9%
80 0.3 0.667 0.0161 0.0155 103.9% 85.3%
50 0.4 0.5 0.0127 0.01165 109.0% 89.5%
80 0.4 0.5 0.0120 0.01165 103.0% 84.6%
3.5. Effects of Electrolyte Concentration
The effects of the electrolyte concentration on the machining performance have already been
partially illustrated in the sections above. Additional experiments have been conducted to investigate
the surface microstructures derived under different electrolyte concentrations. The cross-sectional
profiles in Figure 20 indicate that the electrolyte concentration has barely any effect on the maximum
depth of machined channels. Figure 21 describes the surface microstructures obtained under different
electrolyte concentrations. When the current is set to 200 mA, there is not much difference in the surface
structures under the same feed rate. While with a current of 300 mA, there exist clear differences
between images in Figure 21k,o as well as the images in Figure 21l,p. This discrepancy implies that
the polishing film thickness depends heavily on the electrolyte concentration under higher current
densities. This also corresponds to the case in Figure 9, in which a lower roughness is obtained under
the electrolyte concentration of 120 g/L in comparison to the electrolyte concentration of 250 g/L.
In summary, a lower electrolyte concentration is beneficial towards a smooth bottom surface because an
uneven, thick and supersaturated layer formed under a high concentration electrolyte can deteriorate
the roughness.
Figure 20. Cross-sectional profiles (current = 200 mA, VG = 200 μm).
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Figure 21. Microstructures of the channel bottom surface. (a) Current: 200 mA, electrolyte
concentration: 250 g/L, feed rate: 0.1 mm/s; (b) current: 200 mA, electrolyte concentration: 250 g/L,
feed rate: 0.2 mm/s; (c) current: 200 mA, electrolyte concentration: 250 g/L, feed rate: 0.3 mm/s;
(d) current: 200 mA, electrolyte concentration: 250 g/L, feed rate: 0.4 mm/s; (e) current: 200 mA,
electrolyte concentration: 120 g/L, feed rate: 0.1 mm/s; (f) current: 200 mA, electrolyte concentration:
120 g/L, feed rate: 0.2 mm/s; (g) current: 200 mA, electrolyte concentration: 120 g/L, feed rate:
0.3 mm/s; (h) current: 200 mA, electrolyte concentration: 120 g/L, feed rate: 0.4 mm/s; (i) current:
300 mA, electrolyte concentration: 250 g/L, feed rate: 0.1 mm/s; (j) current: 300 mA, electrolyte
concentration: 250 g/L, feed rate: 0.2 mm/s; (k) current: 300 mA, electrolyte concentration: 250 g/L,
feed rate: 0.3 mm/s; (l) current: 300 mA, electrolyte concentration: 250 g/L, feed rate: 0.4 mm/s;
(m) current: 300 mA, electrolyte concentration: 120 g/L, feed rate: 0.1 mm/s; (n) current: 300 mA,
electrolyte concentration: 120 g/L, feed rate: 0.2 mm/s; (o) current: 300 mA, electrolyte concentration:
120 g/L, feed rate: 0.3 mm/s; (p) current: 300 mA, electrolyte concentration: 120 g/L, feed rate:
0.4 mm/s.
The calculated current efficiency in Table 4 shows that higher concentration contributes to a higher
current efficiency compared with its lower-concentration counterpart.
Table 4. Current efficiency.
Concentration (g/L) Feed Rate (mm/s) ECPL (C/mm) Sexp (mm2) Sthe (mm2) η1 η2
120 0.1 2 0.0473 0.0466 101.5% 83.3%
250 0.1 2 0.0498 0.0466 106.9% 87.8%
120 0.2 1 0.0242 0.0233 103.9% 85.3%
250 0.2 1 0.0246 0.0233 105.6% 86.7%
120 0.3 0.667 0.0152 0.0155 98.1% 80.5%
250 0.3 0.667 0.0164 0.0155 105.8% 86.7%
120 0.4 0.5 0.0116 0.01165 99.6% 81.8%
250 0.4 0.5 0.0127 0.01165 109.0% 89.5%
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3.6. Multiple Processing
Similar to using jet-ECM to generate complex surfaces by superimposed multi-dimensional
motion [28] and to derive specified waviness through parameters adjustment [29], it is also possible to
fabricate a pocket with the SMEFC by overlapping multiple process trajectories. In the experiments,
the VG was set to 200 μm and the IEG was set to 50 μm as default unless otherwise specified.
An overlapping of seven paths was adopted in a zigzag model as shown in Figure 22. The current
settings and ECPL utilized in the experiments are described in Table 5. The feed rates were determined
corresponding to the setting of ECPL. Three electrode offset distances (EOD), i.e., 200 μm, 300 μm and
400 μm, have been chosen for the experiments.
 
Figure 22. Electrode path.
Table 5. Feed rate (mm/s) used in the experiments.
Current (mA)
ECPL (C/mm)
1 2/3 1/2 1/3 1/4
200 0.2 0.3 0.4 0.6 0.8
300 0.3 0.45 0.6 0.9 1.2
400 0.4 0.6 0.8 1.2 1.6
Figure 23 reveals the cross-sectional profiles of the cavities machined with different EODs with a
current setting of 400 mA. It can be seen that the cavity depth increases as the EOD decreases, under
the same feed rate. When the EOD is set to 400 μm (Figure 23c), there exist obvious periodic peaks on
the bottom surface and the height of the peaks decrease along with the increase of the feed rate. Such
kind of peaks cannot be observed in the profiles under the other two EODs. As shown in Figure 23a,
when the feed rate is set at 1.6 mm/s, the bottom surface is relatively flat. However, in the case with
four other feed rates, irregular spikes and valleys appear on the bottom surface. A possible reason for
this phenomenon is that, with the same level of current, a small EOD will result in a relatively deep
channel, which will in turn affect the flow field distribution of the neighboring electrolyte droplet.
These effects tend to induce the electrolyte leakage and consequently deteriorate the bottom surface.
A similar situation exists in Figure 24, which shows the cross-sectional profiles under the current of
300 mA and the EOD of 200 μm. When the EOD is set to 300 μm (Figure 23b), the bottom surface
appears rather smooth except in the case feed rate of 0.4 mm/s.
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Figure 23. Cross-sectional profile with different electrode offset distances (EODs): (a) 200 μm; (b) 300 μm;
and (c) 400 μm.
 
Figure 24. Cross-sectional profile with the current of 300 mA and EOD of 200 μm.
The volume removal rate (VRR) under different EODs has also been calculated and drawn in
Figure 25. It can be found that the MRR with an EOD of 300 μm remains at stable values around
0.0257 mm3/s, even if the ECPL changes from 1 C/mm to 1/4 C/mm. Considering both the flatness
and the VRR stability, an EOD of 300 μm is a suitable value to be applied.
 
Figure 25. Volume removal rate (VRR) under different EODs.
The effect of the applied current has also been experimentally investigated, under the condition
of the same ECPL. Figure 26 shows the comparison of the cross-sectional profiles under different
current. It can be noticed that a better surface quality can be achieved under the current setting of
400 mA (Figure 26b). The case of 300 mA shows a rather rough profile and the corresponding current
signal (Figure 27) fluctuates violently compared with other feed rates, which means the power supply
needs more time to adjust the parameters to adapt the unstable flow field. When the EOD is set to
200 μm, rough cross-sectional profiles are formed no matter what the current setting is. To clarify this
phenomenon, Figure 28 shows the bottom surface of the cavities machined under different EODs and
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the same ECPL of 1 C/mm. There are obvious residues on the surface of Figure 28a–c. Even with an
EOD of 300 μm, residues still can be observed (in Figure 28d,e), but the cavity under the current setting
of 400 mA shows a relatively smooth surface without any material residues as depicted in Figure 28f.
 
Figure 26. Cross-sectional profiles with different EODs: (a) 200 μm; (b) 300 μm.
 
Figure 27. Current signal under 300 mA.
Figure 28. SEM pictures of the machined cavities. (a) EODs: 200 μm, current: 200 mA; (b) EODs: 200 μm,
current: 300 mA; (c) EODs: 200 μm, current: 400 mA; (d) EODs: 300 μm, current: 200 mA; (e) EODs:
300 μm, current: 300 mA; (f) EODs: 300 μm, current: 400 mA.
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In order to determine the residues composition, energy dispersive spectroscopy (EDS) analysis
was conducted on a JXA-8530F (Jeol, Peabody, MA, UAS). Figure 29 shows the element spectrum and
obvious peaks in Na element and O element were found in Region 001. It can be concluded that the
residues on the machined surface is crystallization of NaNO3 salt. Figure 30 shows the schematic
shape of the electrolyte droplet along the measurement line during the electrochemical dissolution.
When EOD is 200 μm, there are more electrolytes in the cavity than the case with the EOD of 300 μm.
It is more possible to generate electrolyte leakage when EOD is smaller. The reason why larger current
induce less residues may be that, at the same level of ECPL, larger current means larger feed rate,
which reduces the time of the electrolyte exposure to the fast airflow. This reduction inhibits the
electrolyte crystallization possibility.
Figure 29. Energy-dispersive spectroscopy (EDS) analysis of the residues.
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Figure 30. Schematic of different EODs.
Figure 31 shows the maximum cavity depth (dmax) obtained under different current settings.
When the ECPL is kept the same, the dmax always remains the same, although a higher current setting
value will result in several microns larger than the dmax derived by the lower current values.
 
Figure 31. Maximum depth under different current values.
Table 6 shows the quantitative fitting between the ECPL (q) and the dmax at different combinations
of the current and the EOD. It appears that the cavity depth has nearly a linear relationship with the
ECPL variation, since the exponent of q is close to 1. With the increase of the current setting values,
the maximum depth always grows in a small range.




200 120 × q0.9365 85.49 × q0.9714 66.5 × q0.9821
300 123.7 × q0.9516 87.17 × q0.9657 71.72 × q0.9607
400 127.8 × q0.9326 89.41 × q0.9702 70.15 × q0.9807
4. Conclusions
1. An integrable scanning micro electrochemical flow cell (SMEFC) unit has been developed and
utilized to fabricate mesoscale channels. The SMEFC can confine the electrolyte droplet just in
the area of around 0.5 mm2 without leakage to the other non-processing region.
2. The roughness of the original workpiece surface affects the shape of the moving electrolyte
droplet. Smooth surfaces tend to induce longer trials of the electrolyte droplet above the top of
the workpiece surface.
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3. Among all the geometrical parameters of the SMEFC configuration, the vacuum gap significantly
affects the shape of the moving electrolyte droplet. A smaller vacuum gap tends to provide
a better control of the electrolyte droplet, which contributes to the consistency of the surface
microstructures. At the same level of the electric consumption per unit length, the channel depth
maintain the same on the whole, but suitable combinations of the current densities and feed
rates can generate better surface quality and roughness. The concentration of the electrolyte
influences the formation of the supersaturated layer and further affects the roughness. A higher
current density, a smaller inter-electrode gap and a higher electrolyte concentration improve the
current efficiency.
4. As for the electrochemical milling by the SMEFC, the cavities machined with different electrode
offset distances and different electric consumption per unit length have been compared.
The electrode offset distance plays a significant role on the milling performance. Through
the comparison of the cross-sectional profiles and SEM pictures, the electrode offset distance of
300 μm together with the current of 400 mA is a better combination for obtaining a relatively
smooth bottom surface and a stable material removal rate. The removal depth can be adjusted by
tuning the feed rate. A larger electrode offset distance and a higher current contribute to decrease
of the residues of the electrolyte crystallization.
5. In future research, a linear power supply can replace the switching power supply for a better
current holding capability. The electrode with the outer diameter of 0.3 mm will also be utilized
to obtain smaller features. Multiple vision units will be installed at different angles to monitor
and analyze the moving electrolyte droplet.
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Abstract: The evaluation of micromilled parts quality requires detailed assessments of both geometry
and surface topography. However, in many cases, the reduced accessibility caused by the complex
geometry of the part makes it impossible to perform direct measurements. This problem can be
solved by adopting the replica molding technology. The method consists of obtaining a replica
of the feature that is inaccessible for standard measurement devices and performing its indirect
measurement. This paper examines the performance of a commercial replication media applied to the
indirect measurement of micromilled components. Two specifically designed micromilled benchmark
samples were used to assess the accuracy in replicating both surface texture and geometry. A 3D
confocal microscope and a focus variation instrument were employed and the associated uncertainties
were evaluated. The replication method proved to be suitable for characterizing micromilled surface
texture even though an average overestimation in the nano-metric level of the Sa parameter was
observed. On the other hand, the replicated geometry generally underestimated that of the master,
often leading to a different measurement output considering the micrometric uncertainty.
Keywords: replica technology; roughness; micromilling; surface metrology; dimensional micro
metrology
1. Introduction
In recent decades, the demand for micro components has steadily increased in many engineering
sectors such as biotechnology, avionics, medicine, automotive, etc. [1,2]. With the aim of meeting the
new challenging requirements in terms of precision and accuracy, the world of manufacturing reacted
either by developing brand new technologies or by downscaling well-established ones. Micromilling
belongs to the second class of processes, being the miniaturized adaptation of conventional milling
technology. The ability to produce full three-dimensional micro components with relatively high
material removal rate makes this process suitable for producing molds and inserts employed in
replication techniques such as micro injection molding [3]. When evaluating the quality of a machined
mold, two main characteristics must be addressed, namely the geometrical accuracy and the surface
topography. In fact, mold dimensional features and surface topographies are directly transferred to
replicated products [4]. Furthermore, the mold surface can directly affect the replication process since
it influences, for instance, demolding forces in micro injection molding [5]. A comprehensive and
detailed knowledge of micromilled mold surfaces and geometries is therefore necessary for optimizing
the product performance.
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When dealing with micromilling, numerous phenomena, negligible for conventional milling,
become significant. One of them is related to the minimum chip thickness effect [6]. When machining
with chip thickness values comparable to the tool edge radius, effects such as plowing and elastic
recovery become dominant, causing a decrease of dimensional accuracy and an increase of surface
roughness, in particular for soft-state metallic alloys [7].
At present, many dimensional and topographical measurement solutions can be applied to
micro components [8]. Among all of them, optical instruments are strongly emerging [9] because of
their peculiar advantages. Firstly, their contact-less and non-destructive nature makes them suitable
for measuring soft and very small components: even a small force would in fact invalidate the
measurement or damage the sample. Furthermore, most optical measuring techniques allow an areal
surface characterization, which has more statistical significance in comparison to a profile one [10].
Finally, they are potentially faster than typical contact instruments such as coordinate-measuring
machines (CMMs) and stylus profilometers. However, certain features, for instance micro holes or
micro cavities, are inaccessible for optical lenses, since an insufficient amount of light is reflected
back to the measuring objective. In other cases, samples may not physically fit under the microscope.
Inaccessible features are typical in micro molds for injection molding applications, where high aspect
ratio features must often be replicated [11–13]. In such cases, new solutions must be employed to
perform dimensional and surface measurements without adopting destructive inspections. Among
them, replica molding technology is the most promising one. This method is based on the replication
of inaccessible features by means of casting-like soft polymeric media such as polydimethylsiloxane
(PDMS) or two-component silicone polymers [4]. The common replication procedure simply consists
in casting the replication media over the component to be replicated. After the curing is completed,
the replica is removed and then measured, providing and indirect quantitative information of the actual
geometry and surface. The use of such method is well-established in medical and dental fields [14,15]
where specimens simply cannot be placed under a measuring instrument. It is also widely employed
in non-destructive metallographic analysis of mechanical components [16,17]. For dimensional and
surface metrology tasks, replication kits based on a two-component polymer are nowadays widely
used [18,19]. Silicone based materials are usually employed, since they ensure almost no shrinkage
over a wide range of curing temperature. When using these kits, the polymer and the curing agent are
automatically mixed in a disposable nozzle. A dispensing gun is utilized for directing the casting of
the replication media. Tosello et al. [20] successively employed this method to monitor the tool wear of
a mold for Fresnel lenses production presenting micro structures with a height of 23 μm.
In recent decades, few research papers investigated the replication performance of fast replication
media used in indirect metrology tasks. Madsen et al. [21] studied the shrinkage of a PDMS material
utilized for measuring nano-metric geometries. The authors considered several mixing ratios and curing
temperature levels and investigated the repeatability of the process through repeated replicas. The authors
concluded that the utilized PDMS shrinks linearly between 1% and 3 %, leading to dimensions that
are smaller than the ones of the replicated master. In a recent paper, Goodall et al. [22] analyzed the
accuracy and precision of seven different silicone based replication media utilized for quantitative surface
texture characterization. Two masters, one smooth and one rough lower jaw teeth, were replicated.
Most of the areal surface texture parameters and fractal parameterization were employed to carry out
comparisons. It was found that low viscosity media generally achieve higher accuracy and precision.
However, the authors highlighted a need for standardization, since results from different impression
media were not comparable. Finally, Gasparin et al. [23] investigated the surface texture replication
performance of three replication media (one hard and two soft). Two calibrated roughness standards
were used as masters. Measurements were performed with optical and tactile instruments. A replication
degree up to 96% was reached, proving that the measured deviations fell inside the uncertainty range.
Since the nominal Ra value of the measured standard was 500 nm, the authors’ considerations cannot be
directly extended to micromilled surfaces, which are usually smoother (in most applications, Ra ranges
between 50 nm and 250 nm [24–27] on both flat and free-form parts).
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Despite several approaches have been proposed in literature [28,29], the use of surface topography
prediction models in industrial micromilling applications is still extremely limited. This is due to the
lack of robustness that the models show with respect to the variability of the material characteristics,
tool micro-geometry and tool wear. Therefore, the measurement of micromilled surface after machining
represents the standard practice that machinists still adopt for verifying the cutting process results.
The replication and the following indirect measurement are thus the preferable solution for characterizing
the surface topography of inaccessible micromilled features.
At present, the literature still lacks a study focused on the performance verification of a replica
procedure specifically applied to micromilled components.
The aim of this paper is to evaluate the performance of a commercial silicone replication media
(RepliSet [19], Struers®, Ballerup, Denmark) in the indirect measurement of micromilled surfaces
and geometries made from mold steel. In order to accomplish this, a quantitative comparison
between micromilled masters and their replicas was carried out. In particular, the performance
in replicating both surface topography and geometry was assessed separately using two different
benchmark samples.
2. Materials and Methods
In order to assess the surface replication fidelity of the silicone media, two different samples were
designed and then machined.
The first one was used to assess the replication performance related to indirect surface roughness
measurements. Different benchmark surfaces were machined and then replicated. Micro-roughed
and micro-finished surfaces were obtained by varying the radial depth of cut. Two materials were
milled: AISI 440 hardened (AISI 440 H, hardness = 60 HRC) and AISI 440 annealed (AISI 440 A,
hardness = 18 HRC). These two stainless steels represent a suitable choice for mold manufacturing and
are expected to produce different surface topographies in relation to the specific material characteristics,
as for instance hardness, grain size and specific cutting force. In particular, being AISI 440 A in a soft
state, the risk of plowing is certainly higher than for the harder AISI 440 H [7].
The second sample was used to investigate the replication capability related to indirect geometrical
measurements. Five micromilled pockets were produced on the same two aforementioned materials
and successively replicated. The geometry of the pockets was varied in order to assess the replication
fidelity of the silicone media at different penetration depths.
2.1. Micromilled Surfaces
The consideration of surface topography is the first step for the assessment of any replication
method. In micromilling surface generation, several factors affect the final surface topography.
In particular, milling process parameters, milling strategy and the geometry of the adopted tool
all play an important role. In this study, three typologies of micromilled surface were produced on both
the materials. A coated WC Round End Mill (Mitsubishi Materials Corporation, Tokyo, Japan) (2 flutes,
diameter = 1 mm, Corner Radius = 0.1 mm and cutting edge radius = 6 μm) was used for the tests on
an ultra-high precision KERN Evo micromilling machine. Table 1 shows the cutting parameters for the
three machined surfaces.
Table 1. Cutting parameters for the three machined surfaces.
Cutting Parameter S1 S2 S3
ae/DC 100% (full slot) 30% (overlapped) 30% (finished)
ap/μm 50 50 50
vc/(m/min) 100 100 100
f z/μm 12.5 12.5 12.5
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The first surface, designated S1, was machined in full slot (i.e., with radial depth of cut ae equal
to 100% of the mill diameter DC). S2 and S3 were instead obtained by imposing a 30% radial depth
of cut. S2 designates the overlapped surface area, generated by two subsequent tool passes. S3 is
generated by the last mill pass. Figure 1 shows a scheme of the surface design. These specific
surfaces represent typical conditions of a mold manufacturing process: S1 conditions are distinctive of
roughing operations (e.g., during pocket milling), where full slot machining is employed to minimize
the machining time. S2 and S3 are representative of finishing operation, where the final surface
topography and appearance are generated using a lower value of the radial depth of cut. S1 surface
roughness is therefore expected to be higher than for S2 and S3.
Figure 1. Micromilled surfaces and their replicas: (a) AISI 440 H sample. The two replicates of
the machined surfaces are visible. (b) Silicone replica of the AISI 440 H sample. (c) Scheme of the
micromilled surfaces. The four mill passes are presented in their machining sequence. The three
measured surfaces S1, S2 and S3 are indicated with a dashed line. The green arrow shows the
milling direction.
The other milling parameters were kept constant in the three cases. The feed per tooth f z was
set at the lowest limit for the selected mill. The axial depth of cut ap was limited to 50 μm for all the
tests to avoid the onset of chatter conditions which can lead to uncontrolled and defective surface
generation. In order to incorporate the effect of the tool wear in the surface generation, the same tool
was used for machining all the samples.
Two replicates for each surface type, designated as Sample 1 and Sample 2, were generated on the
same metal workpiece (see Figure 1a). Six surfaces per material were therefore available for replication.
2.2. Micromilled Geometrical Features
In order to assess the performance of the replication media in terms of micromilled geometry
replication, five micromilled pockets were produced on the two materials. Such features represent
a generalization of two-dimensional channels and cavities that are often present in micro molds.
For carrying out the machining, a WC flat end mill (Sandvik Coromant, Sandviken, Sweden) (2 flutes,
diameter = 0.5 mm and cutting edge radius = 6 μm) was used on the same micromilling machine.
The cutting parameters (see Table 2) were kept constant for all the machined pockets. Once again,
the same tool was utilized for producing all the samples.
89
Micromachines 2017, 8, 195






Figure 2 shows the geometrical characteristics of the micromilled pockets. In particular, the five
two-stepped square pockets were carried out with nominal constant width. The height of the two steps
was instead varied in order to investigate the replication performance of the silicone when penetrating
geometrical features with different depths. Moreover, the heights were set at a value that allows
the micromilled pockets to be measured directly on the metal samples, thus making the comparison
between original and replicated specimens feasible.
Figure 2. (a) Micromilled pockets with nominal width dimensions; and (b) pocket depths and the two
measurands W1 and W2.
The width of the cavity was selected as reference for the replication assessment. Therefore,
the dimensions W1 and W2 (see Figure 2) were measured on both metal master and replicated samples
and then compared.
2.3. Replication Procedure
After the milling operation, the samples were cleaned from metal debris and dirty particles with
ultrasonic cleaning and then blown with filtered air. The black two-component silicone rubber [19] was
then poured on the steel masters by using the appropriate dispensing gun and following the supplier
guidelines. The curing of the replication media was performed at room temperature. After complete
solidification, the replicas were carefully removed from the master and prepared for the measurement,
avoiding any additional contamination of the samples. In order to assess the repeatability of the
replication, the procedure was repeated three times for each steel sample, resulting in three silicone
replicas for each micromilled surface and pocket.
2.4. Surface Measurement Methodology and Uncertainty Evaluation Procedure
The surface topography measurements were carried out using a 3D confocal microscope (MarSurf
CMW 100 from Mahr GmbH, Göttingen, Germany) with integrated white light interferometer
employing a high-power 505 nm LED as light source. Both the measuring principles were employed
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in this study. Confocal microscopy is particularly suitable for 3D measurements of fine surfaces since
it allows eliminating out-of-focus blurs by means of a selective pinhole [30]. The large numerical
aperture of confocal microscopes objectives allows a very high maximum detectable slope (up to
75◦ [8]), which is particularly useful when dealing with the steep surface textures as those obtained by
the micromilling process. Table 3 shows the main characteristics of the instrument.
Table 3. Confocal microscope characteristics.
Objective Magnification 100×
Numerical aperture 0.90
Working distance in mm 1.0
Field of view in μm 192 × 144
Optical lateral resolution in μm 0.28
Digital lateral resolution in μm 0.25
Vertical resolution in nm 1.0
With the aim of characterizing a significant portion of the micromilled surface texture,
a rectangular area of 1.0 mm × 0.2 mm was acquired for each steel and silicone surface. In particular,
a stitching operation (with 9 images) was automatically performed for acquiring the entire surface
extension. Such operation can be successfully applied to surface topography analysis, since it only
has a minor influence on the results [31]. The acquisition of a relatively large area also decreases the
effect of potential relocations errors on the comparison between masters and replicas. The position
of S1, S2 and S3 was defined with respect to a fixed planar reference position univocally defined on
both steel and silicone samples. The identification of such a reference is particularly important for
comparing milled surfaces, which present a continuous surface texture. The raw surface acquisitions
were post-processed with a dedicated image metrology software (MountainsMap® [32], Digital Surf,
Besançon, France). The images were initially flattened by means of a first order plane to ensure
a correction for potential tilt of the samples. A peak-removal masking was also applied to remove
a limited number of spikes that characterized the measured silicone surfaces. Due to their sharpness,
these defects were considered as optical artifacts and therefore excluded from the quantitative texture
analysis. Figure 3 shows the appearance of the three different micromilled surfaces. As expected, they
present the typical characteristic of milled surfaces but with different patterns.
 
Figure 3. Surface texture appearance for the three acquired surfaces (AISI 440 H, Sample 2).
Finally, the performance verification of the replica technique was carried out by comparing
masters and replicated surfaces using a synthetic surface parameter. In this case, the main objective
was to assess the replication performance of the two-component silicone media with respect to the
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vertical profile development, since, given its nano-metric range, it is most critical to replicate. Therefore,
the arithmetical mean height Sa was computed for each surface and then utilized as the parameter
of comparison. This parameter, according to the ISO 25178-2 standard [33], gives indication about
the average areal surface roughness of the surface, being the analogous of Ra that is used to describe
profile measurements. Sa was chosen as indicator since it is only slightly influenced by local defects or
optical artifacts, and therefore is suitable for a carrying out a general comparison between two surfaces.
No cutoff filter was applied before calculating Sa. In this way, the performance replication throughout
the entire spatial frequency domain was investigated.
To verify the quality of the measurements, an uncertainty evaluation was carried out.
The measurement uncertainty U is a parameter associated with the results of a measurement that
characterizes the dispersion of the values that could be reasonably be attributed to the measurand [34].
It is of paramount importance to determine this parameter and to include it in the evaluation of the
replication capability, since, at the nano-scale, the variations due to replication process, instrument
accuracy and measurement repeatability are in the same order of magnitude [4]. The uncertainty
budget of the Sa measurements on the metal and silicone samples was estimated following ISO
15530-3 [35]. Although this method was conceived for CMM measurements, its principle can be
successfully applied to optical measurements [23], allowing to avoid some of the complications that
a full uncertainty estimation would introduce [36]. Such an approach is based on the substitution
method, which allows estimating the instrument uncertainty by repeated measurements on a calibrated
artifact sharing similar characteristic with the actual measurand. In this particular case, a calibrated
roughness artifact (nominal value: Ra = 480 nm) was employed for this task. The measurement
uncertainty related to surface roughness measurements when using the confocal microscope uCONF
was calculated as follows:
uCONF =
√
u2cal + u2p + u2res,CONF (1)
where ucal is the standard calibration uncertainty of the roughness standard; up represents the standard
uncertainty related to the measurement procedure and is calculated as standard deviation of fifteen
repeated measurements on the calibrated standard; and ures,CONF is the resolution uncertainty related
to the declared 1 nm vertical resolution of the confocal microscope. The uncertainty contribution
introduced by the thermal deformation of the samples was neglected since the measurements were
performed inside a metrologic laboratory with a 20 ◦C ± 0.5 ◦C controlled temperature.
In order to evaluate the uncertainty related to the measurements of the actual measurands,
one more source of uncertainty was taken into account: uSa, mill, the standard deviation of ten
repeated Sa measurements on the micromilled samples and on their replicas. Therefore, the expanded
uncertainty of surface roughness measurement of the micromilled surfaces is calculated as:
USa = k×
√
u2CONF + u2Sa, mill (2)
where k is the coverage factor, equal to 2 for a 95% confidence interval. In order to characterize the
uncertainty of both masters and replicas, uSa, mill was calculated for the three materials involved in the
study. Table 4 presents the uncertainty budget.
Table 4. Uncertainty contributions for the Sa roughness measurements on the masters and
replicated surfaces.
Uncertainty Contribution AISI 440 H AISI 440 A Silicone
ucal/nm 11.0 11.0 11.0
up/nm 2.1 2.1 2.1
ures,CONF/nm 0.3 0.3 0.3
uCONF/nm 11.2 11.2 11.2
uSa, mill/nm 3.7 3.9 4.7
USa/nm 24 24 24
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The role of USa is fundamental in the replication performance verification: if the uncertainty
intervals associated with direct and the indirect measurements overlap, the two outputs must be
considered as equal. It is worth noting that the preponderant uncertainty contribution is represented
by the calibration certificate of the roughness standard artifact.
2.5. Geometrical Measurement Methodology and Uncertainty Evaluation Procedure
The widths measurements of the micromilled pockets were carried out using a focus variation
optical instrument (InfiniteFocus from Alicona Imaging GmbH, Raaba, Austria). This type of
microscope is suitable for acquiring three-dimensional micro geometries but not for characterizing
roughness of the order of tens of nanometers [37], which is typical of micromilled samples. Table 5
shows the main characteristics of this instrument.
Table 5. Focus variation instrument characteristics.
Objective Magnification 10×
Numerical aperture 0.30
Working distance in mm 16.0
Field of view in μm 1429 × 1088
Digital lateral resolution in μm 0.88
Vertical resolution in nm 200.0
To evaluate the two measurands W1 and W2 (see Figure 2), the area corresponding to the whole
pocket was acquired. Successively, W1 and W2 were extrapolated utilizing cross-sectional profiles
(see Figure 4). In particular, one thousand parallel profiles were extrapolated and averaged and then
the width was calculated as horizontal distance between the two points corresponding to the upper
edge of the pocket vertical walls.
Figure 4. (a) Acquired 3D micromilled pocket (AISI 440 H, Pocket 3); and (b) extracted average profile
and measurands W1 and W2.
The uncertainty was evaluated using the same method applied for surface roughness
measurements. In this case, a calibrated gauge block of 1.5 mm was selected as calibrated artifact.
Therefore, the measurement uncertainty related to the width measurements using the focus variation
instrument uFV was calculated as:
uFV =
√
u2cal + u2p + u2res,FV (3)
where ucal is the standard calibration uncertainty of the calibrated gauge and ures,FV is the resolution
uncertainty related to the 2.0 μm lateral resolution of the focus variation microscope.
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As in the previous case, the final expanded uncertainty was determined by adding the
contributions of the micromilled samples. Thus, the total uncertainty associated with the measurement
of the pocket width was calculated as:
UW = k ×
√
u2FV + u2W, mill (4)
where k is the coverage factor, equal to 2 for a 95% confidence interval and uW, mill is the standard
deviation of ten repeated width measurements on the micromilled metal and replicated samples.
As before, this last contribution was determined for the three materials under investigation. As the
standard deviation on W1 and W2 measurements was equal for each material, UW was applied to the
measurements of both the measurands. Table 6 reports the resulting uncertainty budget.
Table 6. Uncertainty contributions for W1 and W2 measurements on the masters and replicated samples.
Uncertainty Contribution AISI 440 H AISI 440 A Silicone
ucal/μm 0.5 0.5 0.5
up/μm 0.7 0.7 0.7
ures,FV/μm 0.6 0.6 0.6
uFV/μm 1.0 1.0 1.0
uW, mill/μm 1.2 1.1 1.5
UW/μm 3.1 3.0 3.6
3. Results and Discussion
3.1. Comparison of Surface Topography Measurements
The replicated surfaces generally showed a good resemblance with the masters. The surface
marks created by the micro tool were reproduced with fidelity, even in their finest details (see Figure 5).
Moreover, the silicone accurately reproduced local discontinuities in the surface texture.
Figure 5. Detail of measured surface topography for AISI 440 H, surface S1, Sample 1: (a) metal master;
and (b) silicone replica. The original silicone acquisition was inverted with respect to the x- and z-axes
in order to facilitate the visual comparison. The z-axis was 20× magnified with respect to x- and y-axes.
The results of the quantitative surface characterization for the hardened mold steel are presented
in Figure 6. For both Sample 1 and Sample 2, the direct measurement showed a decreasing average
surface roughness when moving from the full slot surface (S1) to the other ones (S2 and S3). This is
according to expectations, as S1 was machined in the cutting conditions that are typical of roughing
94
Micromachines 2017, 8, 195
operations. In general, Sa measured on the master surfaces ranged between 55 nm and 96 nm. A certain
roughness variability was observed between the direct measurements of the two samples. In particular,
Sample 1 presented an 11 nm to 18 nm larger Sa compared to Sample 2. This variability is due to the
micromilling process itself, since the surfaces were machined in the same cutting conditions on the
two samples. In comparison to the direct measurement, the three replicas always presented a larger
Sa. However, considering the measurement uncertainty, direct and indirect measurements provided,
in all the cases, the same Sa values. In fact, the uncertainty intervals overlap, making the measurement
output equal from a metrological point of view. The standard deviations among the three silicone
replicas range between 3 nm and 11 nm, demonstrating good repeatability of the replication procedure.
Moreover, taking into account the measurement uncertainty, the replication procedure always provided
consistent Sa results.
Figure 6. Sa values measured on master (green) and replicated (red) surfaces for AISI 440 H. The results
for the three surfaces S1 (left), S2 (middle) and S3 (right) are shown: (a) Sample 1; and (b) Sample 2.
The error bars indicate the expanded uncertainty USa.
The results of the Sa measurements for the AISI 440 A are shown in Figure 7. In this case, S1 and
S2 were produced with similar Sa roughness values (ranging between 61 nm and 74 nm for the two
samples), while S3 had a significantly higher value of around 200 nm. This is contrary to expectations,
as S3 was machined with the same radial depth of cut of S2. This unexpected increase of surface
roughness was caused by the presence of plowing: for AISI 440 A, the last micromilling pass generated
plowed marks on the surface, which diminished the surface quality (see Figure 8). This event happened
only for S3 because the material accumulated on the tool during the first three passes (see Figure 1)
leading to an increase of surface roughness [7] during the last pass. The softness of the annealed
material is the most probable reason for this phenomenon. As for the previous material, a certain
variability between Sample 1 and Sample 2 was observed. When comparing direct and indirect
measurements, the replication process again introduced an average overestimation of the surface
roughness of the master. However, as for the hardened material, the uncertainty intervals of direct and
indirect measurements overlap in almost all cases, except for Replica 3 of S1, Sample 2 and Replica 2 of
S3, Sample 1. The replication process is once again very repeatable: the three different replicas always
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provided the same measurements output, being the standard deviations among the three indirect
measurements included between 7 nm and 15 nm.
Figure 7. Sa values measured on master (green) and replicated (red) surfaces for AISI 440 A. The results
for the three surfaces S1 (left), S2 (middle) and S3 (right) are shown: (a) Sample 1; and (b) Sample 2.
The error bars indicate the expanded uncertainty USa.
Figure 8. Detail of plowed marks on surface S3 of AISI 440 A material, Sample 2.
In both the hardened and annealed material, the replication procedure always introduced
an overestimation of the roughness. The deviation ΔSa, calculated as the difference between average
Sa of the three replicas and Sa of the master, did not show any dependence on the master roughness
(see Figure 9). In fact, while the roughness of metal surfaces increased, the deviation ΔSa remained
mostly constant around the value of 24 nm. The fact that the parameter ΔSa assumed similar values
for all the measured surfaces also demonstrates that there was not a dependence of the replication
performance with respect to the two samples, the two materials and the three surface types, as also
shown by the ANOVA results in Table 7. The p-values were in fact always much larger than 5% for
both single factors and two-ways interactions.
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Figure 9. Sa values for the master surfaces and deviations ΔSa = Sareplica − Samaster. The dashed grey
line represents the average overestimation equal to 24 nm. The x-axis indicates the replicated surfaces
by surface type (S1, S2 or S3), material (H or A) and Sample (1 or 2).
Table 7. ANOVA table for deviations ΔSa between replicated and master Sa surface roughness.
Factor Adj. MS F-Value p-Value
Material 136.5 2.2 0.27
Surface type 137.7 2.3 0.31
Sample 57.7 1.0 0.43
Material × Surface type 115.8 1.9 0.34
Material × Sample 71.2 1.2 0.39
Surface type × Sample 145.2 2.4 0.30
Error 60.8
To further investigate this experimental observation, other areal parameters were taken into
account in order to understand which roughness component caused the Sa overestimation. In particular,
the functional parameters Svk, Spk and Sk were calculated for masters and replicas and then compared.
Svk is defined as the reduced dale height, and it provides an average indication of the valleys depth
below the core roughness [33]. Spk is the reduced peak height and represents the mean height of peaks
above the core surface [33]. Finally, Sk is used to characterize the core surface roughness [33]. In order
to analyze how the silicone media replicated the valleys of the micromilled surfaces, it was chosen to
compare the Svk parameter calculated on the masters with the Spk parameter of the corresponding
replicas, since a valley on the master corresponds to a peak on the replica and vice versa. The core
roughness was also utilized as parameter of comparison by means of Sk to determine whether the
overestimation of the indirect Sa measurements is also related to an increase of this parameter.
The results of the comparison are shown in Figure 10. It is possible to observe that the Svk values
of the master are systematically lower than the Spk values of the replicated surfaces. In particular,
the Spk of the replicas is on average 60% higher than the Svk of the masters. This clearly demonstrates
that the replication procedure generated surfaces having peaks that are higher than the valleys of
the master. The same happens for Sk: the indirect measurements provided an average 63% higher
level of Sk for all the produced surfaces, indicating that the core roughness is also increased after the
replication procedure. Therefore, the Sa overestimation introduced by the indirect measurements is
caused by two distinct phenomena: the increase of the height of the peaks with respect to depths of
the valleys and the increase of the core roughness.
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Figure 10. Functional roughness parameters calculated on master (blue) and replicated (green) samples:
(a) Svk and Spk values for master and replicas respectively; and (b) Sk values. The interval bars
indicate the standard deviations calculated among the three replicas. The x-axis indicates surface type
(S1, S2 or S3), material (H or A) and Sample (1 or 2).
This phenomenon is probably generated during the demolding phase of the replica.
The two-component silicone during solidification penetrates in the master surface valleys, replicating
the surface topography (see Figure 5). When the solidified replica is manually removed, the silicone
sticks to the deepest points of the surface valleys due to their very small width, making its removal
more difficult than in other areas. Therefore, it appears that manual removal causes a nano-metric
stretch perpendicular to the average plane of the surface, which results in the observed increase of
both dale height and core roughness. This also explains why the overestimation is almost constant
(see Figure 9): the manual removal acts as external factor, and it does not depend on the experimental
variables. Another evidence is given by the Kurtosis parameter Sku [33], which provides a quantitative
evaluation of the sharpness of the roughness profile. The replicated surfaces had, on average, a 23%
higher Sku value, demonstrating that they have a sharper profile than the masters, as a consequence of
the stretch induced by the manual removal.
3.2. Comparison of Geometrical Measurements
The steel micromilled pockets and their silicone replicas had a very similar shape. In particular,
the replicas were able to accurately reproduce the geometry of the vertical walls, since no trace of
any tilt due to the shrinkage of the polymer was present. With regard to the steps of the pockets,
a not-perfect perpendicularity of the silicone pockets with respect to the vertical axis was sometimes
observed, as shown in Figure 11 where Replica 3 presents a slightly tilted intermediate horizontal line.
This micrometric deformation does not affect the width measurements.
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Figure 11. Extrapolated profiles for the direct and indirect width measurement. Original silicone
acquisitions were inverted with respect to the y-axis in order to facilitate the visual comparison.
Figure 12 shows the results of the width measurements made on the AISI 440 H sample. The five
steel micromilled pockets have an almost constant W1, while a certain variability was observed for W2.
When comparing master and replicated widths, it is possible to observe that the indirect measurement
generally provided a lower value for both the measurands. In fact, only in 10% of the cases the
indirect evaluation generated an overestimation of W1 and W2. This finding in is accordance with
the experiments carried out by Madsen et al. [21], in which a shrinkage between master and PDMS
replica was observed when measuring lateral geometrical features. Direct and indirect measurements
provided the same output (i.e., the uncertainty intervals overlapped) in 53% of the comparisons for
W1 and in 40% for W2, revealing that the replication fidelity was higher for the measurement of the
inner geometry of the pockets (see Figure 2). As regards the repeatability of the replication procedure,
the average standard deviation, calculated among the three replicas and for the five pockets, equals
5 μm for W1 measurements and 9 μm for W2 measurements. It is therefore possible to conclude that
the W1 was replicated more accurately and precisely by the silicone media.
 
Figure 12. W1 and W2 measured on master (orange) and replicated (blue) pockets for AISI 440 H.
The error bars indicate the expanded uncertainty UW.
Figure 13 shows the results for the AISI 440 A sample. As in the harder material, the replication
generally introduced an underestimation: only in one case out of 30 the width of the replicated
specimen was larger than that of the master. The uncertainty intervals of direct and indirect
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measurements overlap in 67% of the cases for W1 and in 47% of the cases for W2. Concerning
the repeatability of the three replicas, average standard deviations of 3 μm and 8 μm were observed
for W1 and W2, respectively. Therefore, as for the hardened steel, a better replication was achieved for
the internal width of the micromilled pockets.
The results in terms of deviation ΔW, calculated as the difference between direct and indirect
measurement outputs, are summarized in Figure 14 and Table 8 in which the ANOVA results for ΔW are
shown. It may be seen that average deviation was approximately 8 μm, demonstrating that the silicone
media was able to achieve replication fidelity down to a single micrometer digit. The replication
performance did not depend on the material of the master, as the p-value was larger than 5% for
this experimental factor. The same conclusion can be drawn for the five pockets: the replication
performance was unaffected by the different depth of the geometry under indirect measurement.
On the contrary, the fidelity of the replicas was greatly affected by the type of measurand. When
measuring W2, the deviation was on average 8 μm higher than when measuring W1. This suggests
that the silicone media better replicates geometries that are more internal with respect to the outer
surface on which it is applied (see Figure 2).
 
Figure 13. W1 and W2 measured on master (orange) and replicated (blue) pockets for the AISI 440 A.
The error bars indicate the expanded uncertainty UW.
Figure 14. Main effects plot for the deviation ΔW = Wmaster − Wreplica. The error bars indicate the
measurement uncertainty of ΔW, which was calculated applying the law of propagation of uncertainty [34].
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Table 8. ANOVA table for deviations ΔW between direct and indirect measurement of W1 and W2.
Factor Adj. MS F-Value p-Value
Material 32.2 0.6 0.46
Pocket 42.2 0.8 0.57
Measurand 800.2 14.1 0.00
Material × Pocket 56.9 1.0 0.42
Material × Measurand 5.6 0.1 0.76
Pocket × Measurand 69.8 1.2 0.31
Error 56.7
In order to further characterize the behavior of the silicone when replicating geometrical features,





where Wmaster and Wreplica are the width measurements carried out on the master and on the replica,
respectively. By considering both W1 and W2, the average shrinkage equaled 0.27% ± 0.03%, where
the last value represents the expanded uncertainty calculated by means of the law of propagation
of error [34] applied to Equation (5). This parameter is particularly useful, since it gives precise
indications on what is the percentage underestimation introduced by the replication procedure when
measuring micromilled geometries. Therefore, it can be used to determine the dimension of the master
when only an indirect measurement is available, provided that the uncertainty value of the shrinkage
is taken into account.
4. Conclusions
The present paper investigated the replication performance of a commercial silicone replica media
applied as an indirect measurement tool for micromilled components. The replication capabilities
related to surface and geometrical characterization were assessed separately by using two specifically
designed micromilled samples. An uncertainty evaluation procedure based on ISO 15530-3 was used
to compare the results provided by direct and indirect measurements.
The analysis of surface roughness, based on the three-dimensional areal parameter Sa, was carried
out using a confocal microscope. Three different types of surface were machined on two mold steels
and successively replicated. A qualitative comparison between masters and their replicas showed that
the replication media was capable of accurately reproducing the appearance of the micromilled surface
texture. A numerical comparison revealed that the indirect measurements always overestimated
the average roughness of the master. By taking into account functional parameters such as Svk,
Spk, and Sk, it was demonstrated that the overestimation introduced by the replication procedure
is due to an increase of both core roughness and average peak height. The Sa deviation assumed
an average value of 24 nm and was unaffected by the experimental variables (i.e., surface type and
material). This strongly suggests that such effect was caused by an external factor such as the manual
detachment of the silicone replicas from the master surface. However, considering the measurement
uncertainty, the indirect and direct measurements provided the same results in 34 cases out of 36,
demonstrating that the replication media used was suitable for characterizing micromilled surfaces
that are inaccessible for other measurement systems.
The investigation related to the geometry replication focused on the measurement of widths of
micromilled pockets featuring a two-stepped profile. Measurements were performed by means of
a focus variation optical instrument. The tests were carried out on the same two materials employed
in the previous analysis. Results showed that the replicated geometries were generally smaller than
the metal masters. This underestimation was related to the type of measurand: for more internal
geometries, such as the lower step of the pockets, the error was smaller, while it was larger for
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geometries that were more exposed to the pouring of the replication media. In view of the calculated
expanded uncertainty, the direct and indirect width measurements provided the same result in 31 cases
out of 60, demonstrating that the replication performance did not allow meeting the target consistently.
However, considering the average shrinkage equal to 0.27% ± 0.03%, the master dimensions and the
associated measurement uncertainty can be derived from indirect measurements performed with the
investigated silicone media.
Future research will be dedicated to the study of different types of replication media and to
micromilled components presenting more complex and free-form shapes.
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Abstract: Microlens arrays (MLAs) are key optical components in laser beam homogenization.
However, due to imperfect surface profiles resulting from microfabrication, the functionalities of
MLAs in beam modulation could be compromised to some extent. In order to address this issue, the
effects of surface profile mismatches between ideal and fabricated MLAs on beam homogenization
were analyzed. Four types of surface profile errors of MLAs were modeled theoretically and numerical
simulations were conducted to quantitatively estimate the effects of these profile errors on beam
homogenization. In addition, experiments were conducted to validate the simulation results, revealing
that profile errors leading to optical deviations located on the apex of microlenses affected beam
homogenization less than deviations located further away from it. This study can provide references
for the further applications of MLAs in beam homogenization.
Keywords: microlens array; beam homogenization; surface profile error; microfabrication
1. Introduction
Uniform illuminations on target surfaces are required in many applications such as laser fusion,
laser cosmetology and material processing [1–3]. However, most laser beams are distributed in the
Gaussian form or other nonuniform forms. Therefore, the shaping of an arbitrary input intensity into
a top-hat format is a key issue [4,5].
Diffractive and refractive solutions have been used to improve the homogeneities of the laser
beams. The diffractive elements are used for beam shaping, in which certain fractions of inputs are
directed with specific angles, generating outputs with desired intensity distributions. Since diffractive
solutions depend heavily on the light wavelength, they are only suitable for limited applications with
low rates of energy utilization [6,7]. Meanwhile, the refractive elements are suitable for a wider spectral
range due to lower dispersions compared to diffractive counterparts [8–10]. As a key component for
light refraction, a microlens array (MLA) consisting of a Fourier lens and at least one regular microlens
array has been used for beam homogenization. More specifically, the input radiation is firstly divided
into multiple fractions by each channel of the tandem microlens array. Then, the fractions can be
superposed with each other in the focal plane of the Fourier lens to form a light with a uniform
distribution of intensities [9].
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As a key optical component requesting high-accuracy surface profiles, the fabrication of MLAs
is of importance. Thermal reflow is a well-established technique of fabricating MLAs by thermally
flowing pre-patterned photoresist posts [11,12]. However, this approach cannot produce MLAs with
high filling factors (~78% in an orthogonal array and ~90% in a hexagonal array). When MLAs
fabricated by thermal reflow are used in beam homogenization, a zero-order spot with high intensities
is always generated due to limitations in filling factors.
In order to address this issue, our group developed an approach based on moving-mask exposure,
enabling the fabrication of MLAs with a filling factor of 100% [13]. However, due to the nonlinear
effects in photoresist exposure, there is an issue of surface profile mismatches between the ideal and
fabricated MLAs, leading to non-uniform intensity distributions in beam homogenization.
In this study, we evaluated the effects of surface profile errors on beam homogenization, including
theoretical analysis, numerical simulations and experimental estimations. The manuscript is arranged
as follows: Section 2 is the theoretical analysis where surface profile errors of MLAs are classified into
four types. Section 3 is the numerical analysis where the beam deviations in response to four types of
surface profile errors of MLAs are quantified. Section 4 is the experimental section where the results of
numerical simulations are validated. Section 5 is the conclusion of this manuscript.
2. Principle





1 − c2r2 (1)
where c is the curvature (the reciprocal of the radius), and r is the radial coordinate in lens units.
However, fabrications always lead to errors of surface profiles, which can be classified into four types
(see Figure 1). The symbol  represents the maximal profile mismatch between the designed and
fabricated microlens. For type I and II errors, the maximal mismatches were located in the central
part of the microlens (see Figure 1a,b), while for type III and IV errors (see Figure 1c,d), the maximal
mismatches were located in about one-quarter or three-quarters of the microlens.
 
Figure 1. Four types of surface profile errors of microlenses: (a) type I; (b) type II; (c) type III; and
(d) type IV. The dashed and solid lines represent the cross-section profiles of fabricated and ideal
microlenses, respectively, where  represents the maximal profile mismatch between the ideal and
fabricated microlenses.
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Based on the numerical fitting of results from multiple experiments, surface profile errors zi can





1 − c2r2 + Δi, i = 1, 2, 3, 4 (2)
where Δi (i = 1, 2, 3, 4) represents four types of surface profile errors which can be described in
Equations (3)–(6), respectively.








i = 3, Δ3 = −Δ sin( rd/2π) (5)
i = 4, Δ4 = Δ exp(




where w is the radius of the circle in which the maximal value of the surface profile error decreases to
1/e of the maximal value, and d is the aperture of the microlens.
3. Simulations
To analyze the effect of surface profile variations of MLAs on laser beam homogenization,
numerical simulations were conducted. As shown in Figure 2, the simulations included a MLA
and a Fourier lens. Based on the theory of scalar diffraction, when a laser beam transmits through
a MLA and a Fourier lens in turn, the optical field at the focal plane of the Fourier lens is determined
by the Fourier transformation of the transmission function of the MLA [14].
Firstly, the model for light field analysis and calculations based on the theory of scalar diffraction
were proposed to study laser beam homogenization. The degree of beam homogenization based on
the ideal spherical microlens was calculated by MATLAB (version 7.1, MathWorks, Natick, MA, USA).
Then, spherical microlenses with surface profile errors were introduced to replace the ideal microlens
to evaluate their effects on deviations of beam homogenization.
The key parameters used in the simulation were as follows. The light wavelength was 650
nm. The microlenses were tightly arranged in a hexagon for a filling factor of 100% (see Figure 2).
The aperture of the microlens was hexagonal with a distance of 1 mm between the parallel edges.
The focal lengths of the microlens and Fourier lens were 28 and 300 mm, respectively.
Figure 2. The numerical simulations of microlens array (MLA)-based beam homogenization, where
an input optical beam transmits a MLA and a Fourier lens.
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When the maximal surface profile errors were 0, 0.3, 0.5, 0.7 or 0.9 μm (the value of  in microns
has been quoted as a percentage of the microlens height), the corresponding deviation of beam
homogenization was obtained, respectively (see Figure 3). With the increase of the surface profile
errors, the side effects on the intensity distribution of the beam outputs became more and more obvious,
indicated by a spot with non-uniform intensities. For type I and type IV errors, the output light was
shown to gradually converge to the center along with the increasing values of the surface profile error.
On the contrary, for type II and type III errors, the output light was shown to gradually deviate from
the center along with the increasing values of the surface profile error. When the values of the surface
profile errors were identical for these four types of situations, type III and IV errors exerted more
influence than type I and II errors (see Figure 3c1–c4).
 
Figure 3. Numerical simulations of images after beam homogenization by passing MLAs with
four types of surface profile errors. The maximal surface profile errors were 0 μm (0%) for (a1–a4);
0.3 μm (3.6%) for (b1–b4); 0.5 μm (5.11%) for (c1–c4); 0.7 μm (7.15%) for (d1–d4); and 0.9 μm (9.19%)
for (e1–e4), respectively.
In order to quantitatively compare the influences of four types of surface profile errors on beam





where Imax and Imin represent the maximal and minimal intensities within the output spot, neglecting
the effect of the periodic interference pattern.
The non-uniformities of the surface profile errors within 1 μm were calculated in simulations,
as shown in Figure 4. With an increase in the maximal surface profile error , non-uniformity η was
also shown to increase. Again, errors of type III and IV demonstrated more significant effects on beam
homogeneity than the other two types of errors. More specifically, a sudden increase in the slope of the
non-uniformity metric of 0.4 was observed for type III and IV errors and a further increase of errors
led to rapid increases of non-uniformities.
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Figure 4. Non-uniformity η as a function of maximal surface profile errors (0–1 μm) of four types of
profile mismatches.
4. Experiments and Discussion
In order to validate the simulation results, the corresponding experiments were conducted where
silica was chosen as the substrate and AZ9260 (AZ Electronic Materials, Somerville, MA, USA) was
used as the photoresist, which was spin-coated on the substrate at a speed of 3000 rpm for 20 s.
Key parameters of the prebake temperature, the prebake period, and the obtained photoresist thickness
were 100 ◦C, 30 min, and 9 μm, respectively. A gray-scale mask was fabricated to modulate the dose of
exposure according to the surface profile of the MLAs (see Figure 5a). After exposure and development,
photoresist-based MLAs were obtained. Then the etching of silica was conducted, which transferred
the pattern of the MLAs to the silica substrate (see Figure 5b). A step profilometer (ALPHA-Step IQ,
KLA-Tencor, Milpitas, CA, USA) was used to measure the surface profiles, validating the spherical
structure of the MLAs (see Figure 5c).
 
Figure 5. Key fabrication results, including (a) gray-scale mask; (b) prototype; (c) surface profiles.
A variety of MLAs fabricated with different surface profile errors were used to homogenize
the beams, and the corresponding intensity distributions of beams after processing were captured
and compared. The corresponding experimental results are shown in Figure 6, where the dashed
and solid lines represented the cross-section profiles of fabricated and ideal microlenses, respectively.
The maximal surface profile errors in Figure 6a–d were 0.55, 0.60, 1.78 and 0.32 μm, respectively.
As to the error types, Figure 6a–d demonstrated four types of errors belonging to type I, II, III and IV,
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respectively. The theoretical boundary of the expected outer envelope of the irradiated region was
drawn with lines in a white color on each image, as shown in Figure 6.
 
Figure 6. Experimental results of images processed by MLAs with different surface profile errors.
The maximal errors were quantified as (a)  = 0.55 μm (type I); (b)  = 0.60 μm (type II); (c)  = 1.78 μm
(type III); and (d)  = 0.32 μm (type IV).
This deviation of beam homogenization can be explained as follows. The input beam was firstly
segmented into several sub-beams by the microlens and then the sub-beams were overlapped with
each other through the Fourier lens, generating a uniform intensity distribution. The surface profile
errors of the fabricated microlenses led to the irregular distributions of sub-beams, resulting in the
redistribution of the divergence angles. Therefore, the output intensity was no longer uniform, and was
affected by the fidelities of the surface profiles of microlenses.
If the fabricated microlens showed a type I, surface profile error the curvature of the surface
profiles around the light axis at the central region of the microlens was shown to reduce. Therefore, the
refractive angle of the light in the corresponding region decreased compared with the light in the same
region of the ideal microlens. Since the scale of the light with smaller refractive angles increased, the
intensity converged by the Fourier lens was significantly enhanced in the center of the output spot.
On the contrary, if the fabricated microlens suffered from a type II surface profile error, the refractive
angle of the light in the corresponding region was shown to increase because of the increase of the
curvature of the surface profile. Therefore, the intensity was reduced in the center of the output spot
because of the decreases in both light intensities and refractive angles.
In addition, when the fabricated microlens demonstrated a type III surface profile error, the
curvature of the surface profile firstly increased and then decreased along the direction from the center
to the edge of the microlens, compared with the ideal surface profiles. Then the amount of the light
with smaller or bigger refractive angles decreased. Therefore, the intensity which should converge at
the center and edge of the output spot was translated to regions between the center and the boundary
areas. Thus, the intensities at the central and marginal regions were very weak. On the contrary, when
the fabricated microlens showed a type IV surface profile error, the corresponding curvature of the
surface profile changed in the opposite direction. Therefore, the intensity which should converge in
the region between the central and the boundary areas of the output spot was modulated into the
regions of the center and the edges.
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Overall, the type III and IV surface profile errors nearly changed the whole surface of the microlens
while type I and II surface profile errors only affected one half of the microlens. Therefore, the type
III and IV surface profile errors demonstrated more significant influences on beam homogenization.
In order to realize beam homogenization, the surface profile errors have to be controlled within
a certain range at which the side influences can be tolerated. Meanwhile, the type III and IV surface
profile errors should be avoided because of their significant side effects.
5. Conclusions
In conclusion, in this study, effects of surface profile mismatches between fabricated and ideal
MLAs on beam homogenization were compared and studied. Both numerical simulations and
experimental results quantitatively located the side effects of surface profile errors. These results
suggest profile deviations located further away from the apex of the microlenses should be avoided
in the future fabrication of MLAs since they demonstrated more significant side effects in beam
homogenization in comparison to profile errors located on the apex of the microlenses. Hopefully, this
study can provide references for the future study of beam homogenization–leveraging microlens arrays.
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Abstract: Impact characterization of a linear resonant actuator (LRA) is studied experimentally by a
newly-developed drop tester, which can control various experimental uncertainties, such as rotational
moment, air resistance, secondary impact, and so on. The feasibility of this test apparatus was verified
by a comparison with a free fall test. By utilizing a high-speed camera and measuring the vibrational
displacement of the spring material, the impact behavior was captured and the damping ratio of the
system was defined. Based on the above processes, a finite element model was established and the
experimental and analytical results were successfully correlated. Finally, the damage of the system
from impact loading can be expected by the developed model and, as a result, this research can
improve the impact reliability of the LRA.
Keywords: drop test; impact analysis; reliability; haptic actuator; linear resonant actuator (LRA)
1. Introduction
Haptic perception can be classified into kinesthesia and tactility. The kinesthesia senses the mass,
hardness, and shape of an object, whereas tactility senses the roughness, protuberance, and temperature
of an object surface [1]. The haptic actuators which can communicate between a human and a machine
based on the sense of touch are being developed. Several studies have recently focused on how to
make this technology more realistic and immersive. Therefore, its field of application is expected to
expand further.
Many studies have carried out the technology related to haptic perception over recent decades.
The use of an eccentric rotating motor (ERM) as a vibrational source is reduced because of a lack
of sensuous delivery caused by its slow response and narrow frequency range [2,3]. The solenoid
resonant actuator (SRA) and piezoelectric resonant actuator (PRA) are introduced as having fast and
wide frequency responses. However, the SRA is 25 mm or longer, making it too bulky to be applied to
a small device, and the PRA requires a high-voltage amplifier and lacks structural durability because
of the occurrence of the piezoelectric effect at high voltages and their embrittlement. In recent years,
consequently, the LRA, with good durability and reasonable operating voltage, has been used by
employing a mechanical spring. It can achieve the fast response and wide vibrational frequency
range by using a small-sized voice coil motor (VCM) [4]. Generally, haptic actuators are constantly
applied to mobile devices, medical instruments, automobiles, and entertainment devices. Additionally,
high-definition (HD) haptic actuators are being developed for them. However, there are various
impacts in the area where haptic actuators are applied. Due to these impacts, research is needed to
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make this device reliable. Such efforts have been made in related industries, but there is a need to
make systematic forecasts because the existing ones are based on the trial and error method with the
designer’s experience.
Figure 1 shows the structure of an LRA (iPhone 4s, vibration motor). A spring, magnet, and moving
mass are fixed on the top of the housing, while the coil is attached at the bottom of the housing. When a
current is applied to the coil, a Lorentz force is generated due to the electromagnetic interaction
between the current of the coil and the magnetic field. This force results in haptic perception by the
vibration of the magnet and moving mass attached to the spring [5]. The structural durability of each
component is a crucial part in the delivery of consistent haptic perception and, therefore, the related
industry requires high reliability for this system. In the case of the impact durability test dropping
from 1.8 m, from a human ear’s height, only a 10% malfunction rate for the haptic actuator mounted
in a smartphone is allowed in the industry. In order to satisfy this criterion, many suppliers have
performed several research activities, such as reliability testing and analytical work [6–12]. The drop
test, which is one of the experimental methods, is the most accurate way to study the impact resistance
of a mobile device. However, experimental approaches cannot effectively characterize the impact
behavior of each component because of its small size and behavior under a high-rate regime. In order
to solve this issue, the finite element analysis was introduced in this study and this approach was
verified by a comparison with the experimental approach.
(a) (b) 
Figure 1. Appearance and internal structure of a coin-type LRA: (a) appearance; and (b) cross-
sectional view.
Among the components in the actuator, the spring is the most sensitive part under impact
loading and the impact damage can change the natural frequency of the spring, causing a malfunction,
like insufficient acceleration.
In this study, we developed the novel platform which can predict the mechanical damage for
LRA under impact loading. To generate the impact loading, the specific drop tester was developed
and the repeatability test was executed for checking the feasibility of the test apparatus. Additionally,
the analytical model was established and appropriate material testing was performed for obtaining
the mechanical property simultaneously. As the relevance of the analytical model was proved by a
correlation with experimental results, we can finally successfully predict the mechanical damage of
the LRA under impact loading with the developed analytical model. We can assure that the research
output explained in this article can play a significant role for damage analysis of various electrical
devices under impact loading.
2. Drop Tester
2.1. Drop Tester Configuration
In general, the falling motion of the mobile device shows several aspects by rotation moment,
air resistance, secondary impact, and so on. Therefore, it is very difficult to analyze the mechanical
behavior experimentally due to the experimental uncertainty caused by the falling motion. In order to
control the experimental uncertainty, a new drop tester was developed.
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The experimental setup was constructed as shown in Figure 2. The impact force sensor (200C50,
PCB Piezotronics Inc., Depew, NY, USA) can measure the frequency band of 0.0003 Hz to 30 kHz
and a maximum dynamic compression force of 222.4 kN [13]. It was mounted onto the bottom of the
test system. The measured signal was acquired and saved by a data acquisition system (LABVIEW,
National Instruments, Austin, TX, USA). Additionally, the high-speed camera (FASCAM, APX-RS,
Photron, Tokyo, Japan) was introduced for capturing the impact behavior visually and the image was
captured at 512 × 512 resolution and 10,000 fps with an LED light.
 
(a) (b)
Figure 2. Drop tester configuration: (a) schematic diagram; and (b) experimental setup.
The test specimen was fixed with an auto-release gripper, which was operated by a pneumatic
system, and the gripper was attached to the bushing. When the test begins, the bushing starts falling
down through the guide shaft and then the gripper releases the specimen passing the proximity sensor.
Finally, the test object impacts the force sensor mounted onto the bottom part of the impact tester.
To reduce the experimental uncertainty, especially friction during the falling of the object, the bushing
was composed of monomer cast nylon and grease was applied onto the guide shaft.
2.2. Drop Tester Verification
The developed drop tester consists of several supplementary components for controlling the
experimental uncertainty and this supplementary component can distort the impact behavior.
Therefore, the feasibility of this test apparatus must be verified in an appropriate manner. In this
study, we fulfilled the verification of this feasibility by a comparison with the free fall test. A slender
rod was used as a specimen and this rod was wrapped with silicone rubber to mitigate the vibration.
Both the rod with and without the constraint were dropped from a height of 1.8 m. This height is a
simulated value of the height of human ears. The drop from this height will result in a severe impact
on the devices.
Despite the small allowable error in the peak force and period, as shown in Figure 3 and Table 1,
the primary impact and subsequent oscillation for both tests was well matched and the agreement
between the free and assisted tests suggests that the test results with the newly-developed test
apparatus shows good repeatability.
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Figure 3. Comparison of the generated impact force between the free and assisted tests.
Table 1. The peak impact force and period from the free and assisted tests.
No. Peak Impact Force (kN) Period (ms) Force Error (%)
Assisted1 8.68 0.39 2.36
Assisted2 8.84 0.47 0.56
Assisted3 9.23 0.47 3.82
Free1 8.78 0.39 1.24
Free2 8.31 0.43 6.52
Free3 9.48 0.43 6.64
For the comparison of the falling velocity just before the impact, the traveling time for a distance
of 10 mm was measured with a high-speed camera, as shown in Figure 4. The traveling time was
estimated as 1.7 ms for both tests. Therefore, we can conclude that the falling velocity is 5.88 m/s and
this velocity can be used as the initial velocity for finite element analysis.
(a) (b)
Figure 4. Comparison of falling velocity from the free and assisted tests: (a) assisted fall; and (b) free fall.
3. Finite Element Analysis of Impact Behavior of the LRA
3.1. Determination of Damping Ratio for the Spring
The damping ratio of the mechanical components is a major factor for determining the magnitude
of the structural response under external loads. However, it is difficult to develop the constitutive
model for structural damping because this is fully reliant on the dynamic condition. In this study,
we used the experimental approach rather than an analytical approach to obtain the damping ratio of
the spring. We applied a random excitation signal to the spring and extracted the vibrational peak (xi)
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and peak (xi+1) at a certain time. The logarithmic decrement method is helpful to obtain the damping









Figure 5 shows the experimental setup for measuring the vibrational behavior of the spring with
a moving mass and the data was obtained by laser Doppler velocimetry (LDV). The direction of the
vibration and excitation was matched with the falling direction of the dummy phone. Since the moving
mass of the LRA is very small and the reflection characteristic is low, it is difficult to measure with laser.
Then, the hexahedral magnet was attached to the upper part of the moving mass, so that the laser
measurement focus was positioned on the side. The measurement was run on a vibration isolation
stage (vibration isolation system, DAEIL SYSTEMS) to mitigate any vibrational noise and the data was
acquired by an oscilloscope (Tektronix, Beaverton, OR, USA). As shown in Figure 6, the magnitude of
the first peak was 0.255 and the second one was 0.225; therefore, the damping ratio (ξ) of the spring
was eventually calculated as 0.02 using the logarithmic decrement method.
Figure 5. Experimental setup for measuring the vibrational behavior of the spring.


















Figure 6. Measuring data for vibrational behavior.
3.2. Micro-Tensile Test for Spring
The LRA spring in this study is a thin plate 100 μm thick and 9 mm in diameter. The mechanical
property of the thin plate is quite different from a bulk material because this can be changed by the
correlation of the grain size with the component size [15]. Therefore, the micro-tensile test with a
specially-prepared specimen was conducted to understand the mechanical property of the spring.
The material of the specimen was SUS301 and this specimen was prepared with 200 μm thick, 3 mm
gage length, and 19 mm total length using photo etching as shown in Figure 7. A universal material
testing machine (UT-005, MTDI, Dajeon, Korea) was used in the micro-tensile test and the stress–strain
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curve of the SUS301 is shown in Figure 8. Even though the ultimate tensile strength (UTS) of SUS301 is
known to be 1300 MPa [16], the UTS in this micro-tensile test was measured as 1510 MPa because of
the size effect.
Figure 7. LRA spring test specimen.













Figure 8. Stress–strain curve of SUS301 obtained by the micro-tensile test.
3.3. Experimental Verification of Analytical Model
To mimic the cellular phone, the appropriate dummy phone was prepared and the finite element
(FE) model was also generated for this physical model, as shown in Figure 9. The dummy phone was
composed of an aluminum panel and the LRA was attached to the center of the panel. In general,
the LRA is covered with a metal housing. This makes it difficult to measure the vibration of the moving
mass. Therefore, the LRA housing was removed to observe the moving mass movement during the
impact moment. Additionally, this aluminum panel was covered by a transparent plate made of
polycarbonate. This transparency allows the capturing of the behavior of the LRA by a high-speed
camera. The hexa and tetra element was applied as the FE model element and a fine mesh with a 60 μm
element size was applied in the spring and moving mass, which was our main interest. The impact
that a haptic actuator dropped from the 1.8 m ear’s height to the floor is a significant problem. In this
case, a falling velocity was applied as 5.88 m/s, which was measured from the drop test just before
collision, and gravitational acceleration was defined as 9.81 m/s2. Futhermore, the friction coefficient
was applied as 0.61 for static and 0.47 for kinetic, repectively.
  
(a) (b)
Figure 9. Physical and FE model of dummy phone with LRA: (a) dummy phone as a test specimen;
and (b) finite element analysis.
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We can identify the rebounding behavior of the moving mass from the high-speed camera
and FE simulations, as shown in Figure 10. The movement was basically a relative motion of the
dummy phone. The motion was measured by analyzing the high-speed image with the post-processing
software Image J. A dot tracking method was applied to the center of the moving mass in the test.
After numerical computation, tracking data was compared with the displacement of the center mesh
from the finite element analysis (FEA) results. The moving mass was oscillated with 0.40 ms period in
the drop test whereas the oscillating period was 0.24 ms in the FE simulation. Despite this discrepancy
of the oscillating period, we can insist that the FE model was valid for this application because the
moving mass in both cases was stabilized after two periods and the rate dependency of the metallic
structure can be negligible.
To clearly understand the validity of the FE simulation, the traveling distance of the moving mass
is presented in Figure 11. We can confirm that the trend of both cases was well matched even though
there was no energy dissipation in the FE simulation caused by perfectly elastic modeling.


















































Figure 11. Comparison of traveling distance and moving velocity of the spring in the LRA: (a) drop test;
and (b) FE simulation.
In spite of the short period of time, the estimation of the accuracy of the impact force is very
important because it can cause external and internal damage to the structure. Therefore, the agreement
of the impact force from the drop test and the FE simulation must be checked. The peak force from
the drop test and the FE simulation was measured and verified the validity of the analytical model
as shown in Figure 12 and Table 2. The four tests were conducted and the average peak force was
measured as 3959.78 N with a 329.64 standard deviation. This value corresponds to the FE simulation
results. On the other hand, it has the small error (7.5%) from drag and friction forces.
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Figure 12. Impact force from the drop test and the FE simulation.
Table 2. Comparison of the impact force from the drop test and the FE simulation.







When a smart device, such as smartphone, drops on the floor, it starts the rotation due to rotational
momentum generated by its asymmetric mass distribution. This rotation can increase the uncertainty
and make appropriate analysis difficult. Therefore, the rotational motion of the dummy phone used in
this study was restrained to avoid this uncertainty and to obtain the appropriate simulation results
during the FE simulation. In the FE modeling, the vertical line on the ground was considered as
the datum line, and the mass distribution of the dummy phone, which was the impacted object,
was bilaterally symmetrized with respect to this datum line. At the rebounding state, we can achieve
the translational motion of the impacted object without any rotational motion using this FE model.
The stress contour from the FE simulation is shown in Figure 13. The impact occurred at 0.33 ms and
maximum stress was observed as 4420 MPa at 0.39 ms. The stress was concentrated in the vicinity
of the impact point and this concentration phenomenon was verified as observing the damage in the
experiment. At 0.46 ms, the impacted object began rebounding and the LRA, including the moving
mass and spring components, started the oscillation. The traveling behavior of the LRA spring attached
to the impacted object is already shown in Figure 11b.
Figure 13. Stress (von Mises) contour from the FE simulation under impact loading.
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In general, any component attached to a traveling object subjected to perpendicular motion
is expected to travel along the same direction with the main object. In other words, the motion
of the LRA can be expected to be in perpendicular motion to the ground in this study. In the FE
simulation, however, the moving mass had asymmetrically oscillated to the datum line because of the
asymmetricity of the spiral spring fixed to the moving mass. Therefore, the impact between the moving
mass and the LRA housing was also asymmetric. Even though the first impact occurred perpendicular
to the ground between element 3316 and the housing, all of the impact after the first one appeared as a
rotational motion in the clockwise direction as shown in Figure 14. The impact stress of each element
is shown in Figure 15 and the maximum stress was 699 MPa (0.43 ms), 515 MPa (0.51 ms), 293 MPa
(0.65 ms), and 158 MPa (0.87 ms), respectively. This stress may cause spring damage.
In order to understand the spring behavior, the mechanical behavior of the spring was investigated.
The stress and deformation state at a certain time is described in Figure 16. As mentioned above,
the structural asymmetricity makes the vibration skew to the left. Due to the spring geometry, the stress
was concentrated to the leg, which is in the vicinity of the supporting point, and the maximum stress was
observed at elements 85,472, 86,187, and 91,428, corresponding to each leg. The downward maximum
deformation of the spring occurred at 0.43 ms. At that instant, elements 85,472 and 86,187 were subjected
to the tensile stress and the maximum stress was calculated as 623 MPa at element 85,472, whereas
element 91,428 was subjected to the compressional stress and the stress value was observed as 203 MPa.
On the other hand, the upward maximum deformation of the spring occurred at 0.51 ms. At that instant,
the stress state of each element was reversed and the stress value was magnified by stress accumulation.
The stress values of elements 85,472 and 86,187 were 1307 MPa and 974 MPa, respectively, and the stress
value of element 91,428 was 1359 MPa. During the whole transient state, the maximum stress occurred
in the upward bouncing of the second period. The measured value was 1695 MPa, which is over the
UTS of the spring and, therefore, we can expect severe damage to the spring [17].
 






















 3316 (1st impact)
 3425 (2nd impact)
 3374 (3rd impact)
 3144 (4th impact)
699 MPa
Figure 15. Impact stress (von Mises) generated in contact elements of the moving mass (from Figure 14).
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Figure 16. Impact stress (von Mises) and deformation of the spring in the LRA during impact loading.
Figure 17 illustrates the effective plastic strain for certain elements subjected to concentrated
stress. The plastic deformation began at 0.35 ms as the impact was transmitted to the spring. The initial
strain slope of each element was similar, but the strain was increased due to the high stress condition
after the first period (0.63 ms). Even the strain of element 86,187 overtook the strain of element 85,472
at 1.0 ms because the accumulation and dissipation of the impact energy was different for each element
during the transient state. The maximum strain was calculated as 0.135, 0.182, and 0.152 at element























Figure 17. Effective plastic strain for certain elements in the spring during impact loading.
The expected deformation shape of the spring was calculated by FE simulation and this is
illustrated in Figure 18. The upper plate, which is the spring leg, is severely deformed and, therefore,
we can easily expect that the vibrational characteristic of the LRA is changed. This means that this
LRA is no longer providing the haptic perception.
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Figure 18. Expected deformation shape (highlighted with red lines) of the spring after the impact.
4. Conclusions
We developed a novel platform which can predict the mechanical damage for an LRA under
impact loading by using drop test and FE analysis methods.
(1) For the analysis, a series of preparations were carried out. First, the drop tester was newly-developed
for experimental verification of the FE model. Its experimental verification satisfied the free
fall conditions while assisting the drop with a test apparatus. Second, a micro-tensile test was
performed to obtain the material properties considering the size effect of the thin LRA springs. Third,
structural damping was modeled by measuring the vibration displacement of a spring with the
excitation signal.
(2) Based on the previous study, the impact FE modeling of a dummy phone including an LRA
was performed, and its experimental verification was carried out by comparison of the impact
deformation and force during the impact behavior. Despite the error in the impact force (7.5%)
and pulse width (33%), the analytical model and experimental model were well correlated.
Additionally, the impact rebound displacement is well matched.
(3) Consequently, the damage of the FE model was analyzed. The external impact and secondary
internal impact of the LRA moving mass were concentrated on the LRA spring. Primary and
secondary impact generated a maximum impact stress of 1695 MPa. Further, effective strain at
the same position was evaluated as 0.182. The damaged shape of the spring was confirmed and a
vibration characteristic change was expected.
In conclusion, impact deformation and force were calculated through an experimentally-verified
FE model. This process can redeem the durability study against impact which has been conducted by
the designer’s experience and trial-and-error. Finally, this research will be used extensively in impact
analysis of smart devices, automobiles, medical instruments, game machines, and remote controls,
including miniature parts.
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Abstract: In the fabrication of micro-electro-mechanical systems (MEMS) devices, manufacturing
process variations are usually involved. For these devices sensitive to process variations such as
doubly-clamped beams, mismatches between designs and final products will exist. As a result,
it underlies yield problems and will be determined by design parameter ranges and distribution
functions. Topographical changes constitute process variations, such as inclination, over-etching, and
undulating sidewalls in the Bosch process. In this paper, analytical models are first developed for
MEMS doubly-clamped beams, concerning the mentioned geometrical variations. Then, finite-element
(FE) analysis is performed to provide a guidance for model verifications. It is found that results
predicted by the models agree with those of FE analysis. Assigning process variations, predictions
for performance as well as yield can be made directly from the analytical models, by means of
probabilistic analysis. In this paper, the footing effect is found to have a more profound effect on the
resonant frequency of doubly-clamped beams during the Bosch process. As the confining process has
a variation of 10.0%, the yield will have a reduction of 77.3% consequently. Under these circumstances,
the prediction approaches can be utilized to guide the further MEMS device designs.
Keywords: doubly-clamped beam; process variations; FE analysis; Bosch process; yield prediction
1. Introduction
Precise processing control has turned into an issue, owing to the mass production of
micro-electro-mechanical systems (MEMS) devices and their increasingly complicated manufacturing
processes. Discrepancies between initial designs and products deteriorate quickly with the feature size
reductions. Even with the state-of-art fabrication techniques, process variations occur inevitably [1–3].
The process variations mainly include misalignment, footing as well as critical dimension (CD)
loss [4], manifested as inclination, over-etching and undulating sidewalls in the Bosch process [5].
Typically, the effects of relative tolerances in MEMS devices are more severe than macro-scale
products [1,6,7]. Relative manufacturing tolerances are alternatives to performance uncertainties.
In addition, microstructures are commonly performed with nonlinear parallel plate electrostatic forces,
which contributes to the complexity of problems. For such a reason, adequate methods are required
due to the limitations in design rules and linear theories of MEMS [8].
Studies on process variations have achieved abundant results [9] in the scope of integrated
circuits (ICs). However, these IC achievements cannot meet the whole needs of MEMS technologies.
The conventionally used trial-and-error approach severely relies on the design-test cycle, which not
only postpones the development cycle, but is also costly and time-consuming. Therefore, efforts have
been made in the domain of MEMS devices analysis, for a better understanding of the impacts of
process variations and also for reductions of performance variabilities at the design stage [10–15].
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Islam et al. [10] conducted simulations and stress analysis on a fixed-fixed beam in electrostatic
situations. Their results have reflected that changes in length and thickness tend to be more strictly
controlled. Microbeam resonators are commonly utilized to detect or filter signals in MEMS. Due
to manufacturing uncertainties, microbeam resonators undergo significant variability from initial
designs. For example, Liu et al. [11] achieved tradeoff designs regarding multiple and conflicting
design criteria, while Rong et al. [12] focused on multilayer structures while considering the first
and second-order sensitivities of frequency. Mawardi et al. [13] utilized enumeration search and
input–output relationships to get the governing parameters as well as a wide range for operating
resonant frequency. In addition, magnetometers adopted multiphysics-based optimization and
nonlinear situations [14], and gyroscopes focused on the packaging with double yield [15]. Except
for unique device analysis, methods that are generally applicable have advanced the processing
improvement further [3,16–26]. Mirzazaden et al. [16–18] investigated morphology uncertainties with
reduced-order models through on-chip tests. Moreover, Shavezipur et al. [3,19], and Allen et al. [20]
proposed the first-order second-moment (FOSM) and advanced FOSM reliability method, respectively,
in a probabilistic way to obtain a linearized feasible region and maximize the yield. For those non-linear
actuated MEMS devices, high fidelity optimization schemes have also been realized. To avoid the
brute-force Monte Carlo (MC) scheme, Pfingsten et al. [21] considered a Bayesian Monte Carlo approach
for yield estimation, with 90.0% computational savings but the same accuracy, compared with MC
schemes. Vudathu et al. [22,26] applied a sensitivity analyzer for MEMS (SAM) by worst-case analysis,
revealing the effects of parametric variations on performance and yield. Achievements have been
reached to get a balance between precision and calculation—for example, the Sigma-Point approach
applied to MEMS resonators with four orders of magnitude faster than MC [23], the generalized
polynomial chaos (GPC) framework to handle stochastic coupled electromechanical analysis with the
same precision and one order of magnitude faster compared with MC [24], and the Taguchi parameter
design and statistical process-control method to minimize variability in performance response to
fluctuations [25].
However, little work has been carried out for detailed analysis of specific processing steps.
This paper intends to explore the effect of process variations on the resonance frequency of
doubly-clamped beams, under the Bosch target processing environment. The commercial code ANSYS
(11.0) [27] guides the verifications of the presented methods. The results suggest that with assigned
process variations, structure performance and yield can be predicted. On the other hand, given design
specifications, reasonable suggestions can be made for parameter error ranges under process variations.
2. Process Variations
Marked as a highly anisotropic etching process with high aspect ratios, deep reactive-ion etching
(DRIE) is employed to create deep penetration, steep-sided holes and trenches in wafers or substrates.
The Bosch process is one of the high-rate DRIE technologies, capable of fabricating 90◦ vertical walls
theoretically [28–30]. The Bosch process alternates between isotropic plasma etching and deposition of
a passivation layer, also called pulsed or time-multiplexed etching. The etching–deposition procedures
will be repeated until all of the demands are satisfied. However, it is hard to obtain a sidewall
precisely vertical to the substrate. Morphology features like inclinations, undulating ripples as well
as over-etching are inevitable and critical, which are called the trapezium effect, the ripple effect and
footing effect in the following, respectively. The variations induced by these effects manifest roughly as
planar sizes (dominated by photolithography and etching processes), planar position offset (dominated
by alignment) and vertical sizes (dominated by thickness variations of thin films or the substrate).
An ideal beam is a cuboid structure with a length dominated as l, a width as w, and the thickness as h.
The cross section was supposed to be a standard rectangle, while, in fact, it appeared as the side-view
given in Figure 1a–c. The beams illustrated in Figure 1 are fabricated by DRIE technology, with the
sidewall inclination around 84.3◦, the undulating ripples about 120◦, and the over-etching circled in
red of Figure 1c.
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Figure 1. Scanning electron microscope (SEM) cross section for deep reactive ion etching (DRIE) beams:
(a) top view of beam array; (b) side-view of the beams labeled in (a); (c) side-view of the single beam
labeled in (b), where the footing effect reflects as an arc angle approximating 120◦, the inclination angle
of 84.3◦ and 55.6◦ in the worst-case.
To reveal the significance of manufacturing process variations, a simplified doubly-clamped beam
is illustrated in Figure 2. The thickness and length of the beam are assumed to undergo the same
manufacturing process variation as 0.05 μm. Thus, for a 200 μm long and 2 μm thick beam, the relative
error for the length equals 0.05%, while it is 5.0% for the thickness case. The parameter thickness is
obviously more sensitive to process variations. Combined with the usually quadruple relationship of
length in a beam’s frequency, the relative error diminishes to 0.0006%. This finding reveals that the
length variation can be ignored in certain cases to simplify the analysis models.
Figure 2. Side-view of a doubly-clamped beam section, assumed with length 200 ± 0.05 μm and
thickness 2 ± 0.05 μm. The red part stands for manufacturing process variations, marked as 0.05% and
5.0% on beam length and thickness, respectively.
3. Problem Solution
Studies on MEMS devices have pointed out that manufacturing process variations have a close
relationship with performance drift and device failure [22,25,31]. As the basic element in MEMS,
the resonant frequency of the doubly-clamped beam underlies the majority of engineering designs.
Assuming the section as a plane, the doubly-clamped beam can be treated as an Euler–Bernoulli beam.
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where EI is the bending stiffness, ρA is the linear density, σA is the axial load, and z(x, t) is
the displacement along the z-axis. Ignoring the residual stress, the resonant frequency of the










in which kil stands for the coefficient of the ith mode of vibration, and the first three values as
k1l = 4.730, k2l = 7.853, k3l = 10.996.
3.1. Effect of a Single Factor
Apart from geometrical size errors that can be presented in the behavior equations (refer to
Appendixs A and B), morphology changes play an important role in the variability of devices’
performance and yield. Appropriate models are needed to reflect the main causes that result from
manufacturing uncertainties. As stated in Section 2, process variations are mainly rooted in the
trapezium, footing and ripple effect. These effects primarily occur in the Bosch process, Reactive
ion etching (RIE) for silicon-on-insulator (SOI) structures, as well as time-multiple-deep deposition
(TMDE), respectively. More details on the model building are shown in Appendix A.
The cross section of the beam has been transformed from an ideal rectangle to a trapezoid profile
due to process variations. This phenomenon is defined as the trapezium effect, which can be divided
into the positive trapezium effect (the trapezoid angle θ > 0) and the negative trapezium effect
(the trapezoid angle θ < 0). Figure 3 represents the latter, where Figure 3a denotes the section of a
doubly-clamped beam. Figure 3b extracts its cross section models and parameters in the coordinate














Figure 3. The trapezium effect of a doubly-clamped beam: (a) SEM side-view, fabricated by the Bosch
process and un-released; (b) the coordinate sketch-map for the negative.
The footing effect usually shows up in the RIE/DRIE process of SOI structures. It causes
inhomogeneous distributions of the mass and stiffness, even making the structure part collapse.
The over-etching height h f and horizontal over-etching width w f are viewed as the key elements, as
demonstrated in Figure 4. Without careful processing control or wide enough width, the structure is
prone to crash down, inferred from Figure 4a. The footing effect changes the resonant frequency into:
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Figure 4. Footing effect of a doubly-clamped beam: (a) SEM side-view, fabricated by the Bosch process
and un-released; (b) the coordinate sketch-map for the structure circled in red in (a).
Ripples are presented on the rough side walls of structures with high aspect ratios, owing to the
TMDE technology. It is defined as the ripple effect, referring to the simplified model in Figure 5a,b.
Given the ripple arc ranging from 30◦ to 180◦ and single ripple height from 0.1 μm to 1 μm, simulations
in ANSYS have suggested that the deciding element in the ripple effect is single ripple height, rather
than ripple arc with an error within 2.0%. Therefore, single ripple height, t, can be treated as a key
when dealing with the ripple effect.
Figure 5. The ripple effect of a doubly-clamped beam: (a) a schematic diagram of the model; (b) the
coordinate sketch-map of single ripple as one unit.

























where the meaning of the symbols is marked in Figure 5.
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3.2. Effect of Multiple Factors
Sensitivity analyses on the effects mentioned above are conducted, shown in Figure 6. With
accurate processing control and mature techniques, single arc height can be restricted to be less than
0.01 μm so that the ripple effect can be diminished, as shown in Figure 6a. Under these circumstances,
models can be simplified into two critical effects: the trapezium effect and footing effect. Thus,























ρl4( b1+b22 h − w f h f )
. (6)
 
Figure 6. Sensitivity analysis on the effects influencing the resonant frequency of doubly-clamped
beams. (a) is the result with considering the ripple effect. The narrow band circled by green equals
the working part. (b,c) are cases for the trapezium effect and footing effect, where the cross section is
treated as isosceles trapezoid in (b) and the over-etching sizes longitudinally and laterally are equal
in (c).
However, side walls cannot be treated as smooth all the time. Models containing the three
effects simultaneously are essential. The corresponding coordinate is illustrated as Figure 7, where
b1 = b + 2h tan θ, b2 = b1 − 2w f . When the gap between beams is wide enough, like 6 μm or wider,
the cross section can be assumed to be continuous, repeated and symmetrical. Assumptions can be
raised that the central axis of the cross section equals the central axis of the trapezoid ABCD, which
means y = yc, and that the ripple is a semicircle. The moment of inertia, relative to central axis y = y1,
equals the condition of axis z1, approximately. Axis z1 is in the direction of the semicircle radius and
perpendicular to the side waist of trapezoid ABCD, when the semicircle vibrates longitudinally.
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Figure 7. The coordinate sketch-map for the cross section of the doubly-clamped beam considering the
three effects simultaneously (only four ripples for illustration).
The above results suggest that the resonant frequency changes into (refer to Appendix B for more
details on model building):
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4. Analysis and Results
Geometric features of MEMS devices usually do not comply with the design value, with the
typical error around 5.0% [34,35] during the manufacturing processes. Design parameters for the
doubly-clamped beam are listed in Table 1.
Table 1. Design parameters for a doubly-clamped beam.
Structure Parameters Values
Beam length l/μm 200
Beam width b/μm 4
Beam thickness h/μm 2
Young’s modulus E/GPa 158
Material density ρ/kg/μm3 2.23 × 10−15
Multi-field models are always complicated for the complex mechanism of MEMS devices.
The situation deteriorates with stochastic manufacturing uncertainties. Leaving the cost alone, with
repeated adjustment or tape-out of test structures, only a small percent of the data is acceptable. Due to
the lack of manufacturing data, the trial-and-error method is not optimal. Adequate models underlying
process variations should be developed.
Simulations are conducted in ANSYS WORKBENCH 14.5 (ANSYS, Pittsburgh, PA, USA), with the
solver SOLID45 (ANSYS, Pittsburgh, PA, USA) [27]. The mesh method uses tetrahedrons with patch
conforming. Lateral vibrations are considered to perform model verifications, as shown in Figure 8.
The number of ripples is supposed to be 5 and 10, in order to simplify the validations. Assuming small
variation ranges in key elements of the trapezium and footing effect, analyses of curves in Figure 8 are
carried out. The resonant frequency is found to be in direct proportion to the number of ripples N,
with improvement in stable behavior along with larger N. Morever, the frequency manifests a reverse
proportion to the angle, undergoing serious shifts in the wake of deteriorative footing effect.
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Figure 8. Change curves of the resonance frequency for the modified model of the doubly-clamped
beam. The x coordinate is divided into three intervals, each of which is denoted as magnified in the
orange circle.
In light of the above development, comparisons between modified models and ANSYS are
conducted, with consideration of single effects, respectively. Figure 9a describes errors under the
trapezium effect, with the bias less than 2.5%. It turns out that the model and simulations share a
similar trend. Figure 9b states the situation for the ripple effect. As the situation for a high value of
the arc height rarely occurs during processing, the result with an error of 10.1% is not accurate or
applicable for further study. The first two results are receivable in general, limiting the errors within
2.0%. Confining errors within 3%, over-etching longitudinally introduces more variabilities in resonant
frequency, referred to in Figure 9c. Complicated structures will result in larger differences. Analyses
are conducted in Figure 9d to explain the footing and trapezium effects. In pursuit of less variabilities
in frequency, the negative trapezium effect is proved to be effective. In addition, the footing effect
occupies the dominant position, compared with the trapezium effect, according to Figure 6b,c.
Furthermore, comparisons have been established between modified models and FE analysis.
The number of ripples N is assigned to 10, while w f = h f = 0.2 μm in the footing effect. The curves
share an error within 2.6%, according to Figure 10. The outliers in the upper right corner of Figure 10
suggest biases of ANSYS simulations. This occurrence is attributed to the unpractical assumptions that
angles in the positive trapezium effect can be 20◦, in which case the principles of Timoshenke beams
cannot be applied directly. However, the assumptions give credit to the negative case for the existence
of the footing effect. The two curves trend similarly in general, which confirms the acceptability of the
modified models.
Direct Monte Carlo (MC) simulations are performed based on the modified models. Yield is
defined as a factor of the proportion falling into the same distribution range. Doubly-clamped beams
with 400 μm length, 10 μm width and 4 μm thickness are raised as an example in these simulations.
Hypotheses are proposed that all the parameters concerned comply with the Gaussian’s distribution,
along with the same process variation ±0.5 μm. The sampling numbers for MC simulations range
from 100,000 to 1,000,000. The relative error for frequency turns out to be around 7.9% and an angle of
around ±7◦ when considering the trapezium effect. The resonant frequency reduces from 22.7% to
33.0% while the yield decreases to nearly 67.0% under the footing effect. When doubling the numbers
of ripples, relative errors for the resonant frequency can be improved about 1.0%.
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Figure 9. Comparisons between modified models and ANSYS while considering models related
to Equations (3)–(6) (the errors along the vertical axis defined as: Error = |model results—ANSYS
results|/model results): (a) the trapezium effect; (b) the ripple effect; (c) the footing effect, the red
for lateral over-etching and black for over-etching longitudinally; and (d) the footing effect and the
trapezium effect.
 
Figure 10. Change curves of the resonance frequency for the doubly-clamped beam. Process variations
are set as ±0.5 μm. The dots in green circles are outliers of the simulated results.
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5. Conclusions
This paper has considered the problems existing in the Bosch process and their negative influences
on MEMS doubly-clamped beam performance. Modified models of doubly-clamped beams were
built, with consideration for the trapezium, footing, and ripple effects respectively and simultaneously.
The relative performance error was restricted to 10.0%, with a yield of about 77.3% if process variations
were assumed to be in the same range. FE verifications have been performed to validate the models
built in this study, indicating that the heavy simulation work can be substituted in some cases by
applying the models.
The model results can be viewed as the guidance for design cycle optimizations. Designers can
directly figure out the key elements in the etching process by reconsidering the design sizes and shapes,
and eventually compensate the errors brought by process variations to improve the yield.
Other critical elements such as residual stress, gaps between beams, or variations in Young’s
modulus were not considered in this paper and will be discussed in future work. Moreover, diversified
distribution forms such as quasi-Gaussian can be applied in MC methods and will be the focus of
future research.
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Appendix A. Single Factor Effect
Appendix A.1. The Trapezium Effect
During the DRIE processes, the ideal rectangle profile of a beam can be transferred to a trapezoid
profile due to process variations. Usually, the cases are divided into the positive trapezium effect
(the trapezoid angle θ > 0) and the negative trapezium effect (the trapezoid angle θ < 0), shown in









Inducing x-y coordinates (the same way for the positive), the upper width b1 is:
b1 = b2 − 2h· tan θ. (A2)








Here, Sz is the static moment, and At is the current cross-sectional area.













Thus, the resonant frequency of the doubly-clamped beam for the modified model considering
the trapezoid effect changes into:
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Appendix A.2. The Footing Effect
The critical element in the footing effect is the over-etching height h f and horizontal over-etching
width w f , as shown in Figure 4. According to the properties for the moment of inertia, the moment of



















b1 − w f
) (3b21 − 6b1w f + 2w2f ). (A8)
Then, regards to the parallel-axis theorem, the moment of inertia relative to the neutral axis yc for
the cross section ABCFED becomes
I f = IABCFED = IABCD + ICDEF = I′ABCD + b1
(
h − h f
)
(yc − y1)2 + I′CDEF + h f
(
b1 − w f
)
(yc − y2)2. (A9)
Here, y1 and y2 denote the neutral axis of ABCD and CDEF, relative to each own centroid,
respectively, and
y1 =
h + h f
2
, y2 =
3b1 − 2w f
26b1 − 6w f h f , yc =
1
2 b1h
2 − 13 w f h2f
b1h − w f h f . (A10)
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Appendix A.3. The Ripple Effect
The key element of the ripple effect is the height of the ripple, almost nothing to do with the arc
of the ripple. Therefore, the height of the ripple, t, is taken as an impact factor of the ripple effect
shown as Figure 5. The impacts on frequency mainly arise from t, and the central angle is chosen as
θ = 60
◦
, according to the statistical results of tapeout (for the further model optimization, θ could be
treated as an independent variable). Similar to the knowledge of moment of inetia, the cross section
regarding x = 0 under the ripple effect is the sum of each unit, depicted in Figure 5. Symetrically,
the moment of inertia of each unit stays the same, regarding the axis of x = 0, denoted as I0. Here,
we have AB = AD = BD = r = t, AE =
√
3













Similarly, the sum of the moment of inertia under the ripple effect is expressed as:





















3t + 112 b1h
3. (A13)
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Appendix B. Multiple Factors Effect
Appendix B.1. The Ripple Effect and Footing Effect
As the moment of inertia is essential for model building (the same sequence as it in Appendix A1),
the moment of inertia can de deduced from the trapezium effect. If the over-etching part arising from
the footing effect is neglected compared with the part in the trapezium effect, the transversal change of
the neutral axis due to the footing effect could also be ignored. Applying the corresponding coordinate
in Figures 6 and A1, the moment of inertia for the cross section is written as:






















where st f =
b1+b2
2 h − w f h f . The frequency of the doubly-clamped beam for the modified model
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Figure A1. The coordinate sketch-map for the cross section of a doubly-clamped beam while
considering the footing effect and the trapezium effect.
Appendix B.2. The Ripple Effect, the Footing Effect, and the Ripple Effect
The corresponding coordinate for the three effects is shown in Figure 6, where b1 = b + 2h tan θ,
and b2 = b1 − 2w f . With the assumptions proposed above, the area and moment of inertia for the cross




− w f h f − Nπr2, (B3)
I = IABCD − IDEF − ICGH − ∑ Iarc. (B4)
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Models should be developed to analyze arc coordinates for the solution of Iarc when the trapezoid
angle θ > 0 or θ < 0. The key to the arc coordinates is the position of the first arc (see Figure A2).
 
Figure A2. Coordinate sketch-map for the first arc. (a) the positive trapezoid (the upper length lower
than the lower length) while the trapezoid angle θ > 0; (b) the negative one and θ < 0.
In Figure A2a, z1 and z2 are the neutral axes of the semicircle itself, by the point of their intersection
o, and y1 is parallel to yc. Consequently, the coordinate of y1 is y1 = h− rcos θ − d tan θ. For the condition
in Figure A2b, y1 = h − rcos θ + (d + r tan θ) sin θ. With the assumptions above, the moment of inertia
for the semicircle relative to neutral axis z1 equals I0 = 12 · 164 πr4, and then the moment of inertia
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Therefore,





Then, the frequency of the doubly-clamped beam for the modified model considering three main
effects changes into
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Abstract: Metallic miniature products have been highlighted as mini-/micro-structural components
working as a precise mechanism, in dispensing systems, and in medical operations. In particular, the
essential mechanical parts such as pipes and nozzles have strength and hardness sufficient for ejecting
viscous liquids, solders, and particles. A low-temperature plasma nitriding process was proposed as
a surface treatment to improve the engineering durability of stainless steel mini-/micro-pipes and
nozzles. Various analyses were performed to describe the inner nitriding process only, from the inner
surface of pipes and nozzles to their depth in thickness. AISI316 pipes and AISI316/AISI304 nozzle
specimens were used to demonstrate by plasma nitriding for 14.4 ks at 693 K that their inner surfaces
had a hardness higher than 800 HV.
Keywords: micro-fabrication; mini- and micro-nozzles; stainless steels; plasma nitriding; inner
surfaces; hollow cathode device; nitrogen interstitials; hardness
1. Introduction
Pipes and nozzles are typical mechanical parts for transporting gaseous and liquid media and
depositing liquid- or melt-drops onto material surfaces and interfaces in joining, soldering, and
drawing processes [1]. In cellular phones, many devices and sensors are joined onto liquid crystal
panels by adhesives, which are deposited onto the joined interface [2]. For example, digital camera
units are integrated into cellular phones by accurately joining a series of functional parts. Dimensional
accuracy and integrity is preserved by joining via adhesive droplets. These nozzle outlets contact and
hit the joined surfaces; the stainless steel nozzles often deform and become damaged in the joining
process. The ruby nozzle is often selected for sufficient hardness in operation.
High-density plasma nitriding has been used for hardening metals and alloys such as stainless
steels, tool steels, and titanium and aluminum alloys with the use of DC-biased metallic tubes (referred
to here as hollow-cathode devices) [3–6]. In these processes, these metallic alloy parts and components
are efficiently plasma-nitrided in hollow-cathode devices. For example, AISI-420 martensitic stainless
steel die-parts have been plasma-nitrided at 673 K for 14.4 ks to have a hardness higher than
1000 HV [3,7,8]. In addition, AISI304 and AISI316 stainless steel plates were also plasma-nitrided
at 673 K for 14.4 ks by 70 Pa to have a nitrided layer thickness higher than 80 μm and a hardness higher
than 1400 HV, respectively [9–11].
In the present study, this surface treatment, with the use of a hollow-cathode device, was employed
to harden the inner surfaces of mini-/micro-nozzles and pipes for the joining process. The inner
diameter of their through-holes ranged from 50 μm to 10 mm. The hydrogen–nitrogen mixed gas was
blown into the inlet of these nozzles. The nitrided through-hole surfaces were observed by Scanning
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Electron Microscopy (SEM), and their hardness was measured via micro-Vickers testing. In the case of
the micro-nozzles with a through-hole diameter of 50 μm, their inner surface hardness increased up to
950 HV on average after plasma nitriding at 693 K for 14.4 ks.
2. Experimental Procedure
2.1. RF-DC Plasma Generation System
The low-temperature plasma nitriding process with use of the RF-DC plasmas had several superior
features to the conventional processes [12,13]. The lower holding temperature with shorter duration
time was cost-effective, and, the nitrided surface was free from roughing with less nitride precipitates.
Since the inner surface roughening was disliked for nozzles, the present nitriding process with nitrogen
super-saturation can afford to harden without significant roughing as suggested by [14]. Figure 1a
illustrated the RF-DC plasma nitriding system. The dipole electrodes worked to ignite the RF-plasma,
which was attracted to the DC-biased plate. Since the vacuum chamber was electrically neutral, the
above RF-field as well as DC-biased field were arbitrarily placed and controlled independently in
the chamber. This concept of plasma generation and control was put into practice. In Figure 1b, this
RF-DC plasma nitriding system mainly consisted of six sectors: (1) vacuum chamber; (2) RF-generator;
(3) control panel; (4) power generator; (5) evacuation units; and, (6) carrier gas supply.
a)
b)
Figure 1. RF-DC plasma process system. (a) Illustration of system. (b) Developed plasma nitriding
system in this study.
2.2. Hollow Cathode Device
In order to ignite the nitrogen plasmas only in the nozzle through-holes as well as the pipes, the
RF-plasmas were confined in the inside of electrically conductive space. The hollow cathode effect
to increase the ion and electron densities in the hollow helped to design how to accommodate the
high-density nitrogen plasmas selectively in the through hole. Figure 2a illustrated a typical hollow
cathode setup. The mixed carrier gas of nitrogen and hydrogen with the specified flow rate ratio was
blown into the inlet of hollow tube through the flexible metal-bellows.
The hollow tube was DC-biased so that the nitrogen/hydrogen RF plasma was confined in this
through-hole; the ionization of nitrogen and hydrogen gases should take place only in its inside. In the
preliminary studies [15], {N*, N+, NH (or NHx)} were detected by Emissive-light Optical Spectroscopy
(EOS) and used to optimize the nitriding conditions. After three dimensional electromagnetic analyses
in [16], the electrons are confined in the hollow by the electromagnetic shield at the outlet to enhance
the ionization process. As shown in Figure 2b, the emissive light from the inside of hollow was
intensified in the experiments with the RF voltage of 250 V and the DC-bias of −500 V. Figure 3
depicted a typical ion density distribution, measured by the Langmuir probe from the inlet toward the
outlet of hollow with the length of 120 mm [16]. Since the ionization was enhanced by the carrier gas
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flow, the nitrogen ion density increased monotonically toward the outlet of hollow. This high density
abruptly decreased down in one or two orders just at the outside of this hollow. This ion density
distribution was preferable to make selective nitriding of the through holes; in particular, the inner
surface of nozzle outlet could be efficiently nitrided. After the Langmuir probe measurement and
emissive-light optical spectroscopy, the species of activated nitrogen atoms and NHx-radicals might be
responsible for nitriding process of the austenitic stainless steel pipes and nozzles as discussed in [17].
As suggested in [18], the flow rate ratio of H2 to N2 in the mixture gas also affected the NH-radical
yields in the generated plasmas. The nitriding condition with the RF voltage of 250 V, the DC-bias
of −500 V, the pressure of 70 Pa and the N2/H2 ratio by 160 mL/min to 30 mL/min was used as
standard processing parameters in the following experiments. The holding temperature was measured
by the thermocouple, which was embedded in the jig to fix the pipe and nozzle on the cathode plate.








Figure 2. The hollow cathode device. (a) Illustration of the hollow cathode device to ignite the nitrogen
plasmas in the inside of nozzles. (b) High densification in the hollow cathode.
Figure 3. Langmuir probe measurement in the inside of hollow. (a) Experimental setup for measurement.
(b) Ion density distribution from the inlet to the outlet.
2.3. Specimen
Besides for the normal AISI316 (Tokai Engineering Service Co. Ltd., Tokyo, Japan) pipe unit with
the inner diameter of 16.9 mm, both the AISI316 mini- and AISI304 micro-nozzles were prepared to
make plasma nitriding with use of the hollow cathode device. Table 1 lists their dimensional sizes and
geometries, respectively. The finished inner surfaces by mechanical machining and end-milling was
nitrided for pipe and nozzle specimens only after cleaning. The AISI316 austenitic stainless steel pipe
was first used to describe the hollow cathode effect on the hardening behavior along its inner surface.
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Both the mini- and micro-nozzles were also utilized to selectively harden the through-hole surfaces.
Scanning Electron Microscopy (SEM) was utilized to describe the nitrided layer in their inner surfaces.







































3.1. Plasma Nitriding of AISI316 Stainless Steel Pipe
In a manner similar to the hollow cathode device in Figure 2a, the nitrogen ion density is expected
to increase along the carrier gas flow direction through the pipe and nozzle since the nitrogen atom and
NH–radical flux intensity is enhanced toward the outlet of the pipe and nozzle. That is, the amount of
nitrogen interstitial atoms into the depth of the pipe and nozzle thickness is expected to increase from
their inlet to the outlet. First, AISI316 austenitic stainless steel pipe is employed to investigate this
hollow cathode effect on the nitriding behavior. With an increase in ion density, the nitriding process is
enhanced by increasing the nitrogen atoms and NH–radical flux into the depth of the pipe thickness.
This enhancement results in a high hardness.
Figure 4 compares the measured hardness distributions from the inlet to the outlet of the AISI316
pipe before and after plasma nitriding at 693 K for 14.4 ks by 70 Pa. A specimen with a length of 16.9 mm
was cut off from the end of the outlet in this pipe after nitriding. The average hardness of nitrided
through-hole inner surfaces is 800 HV higher than the matrix hardness of 200 HV at every position.



















Figure 4. Comparison of the measured hardness distribution toward the end of the outlet in the normal
nozzle through-hole before and after the plasma nitriding process.
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In correspondence with the monotonic increase of ion density in Figure 3b, the measured hardness
also increases toward the outlet of the nozzle. This implies that a through-hole of the pipe works as a
hollow cathode device, and only its inner surface is selectively nitrided.
3.2. Plasma Nitriding of AISI304 Mini-Pipe
The AISI304 mini-pipe specimen was employed to make SEM and Energy Dispersive Spectroscopy
(EDX) analyses on the microstructure of plasma-nitrided inner surfaces. The nitriding condition was
the same as that used in the case of the AISI316 pipe. The nitrided mini-pipe at 673 K for 7.2 ks by 70 Pa
was cut in half; the specimen for analysis was prepared by mechanical and chemical polishing. Figure 5
depicted the SEM image and nitrogen mapping by EDX, respectively. The surface condition did not
change significantly from the initial smooth surface with a roughness around 0.5 μm. The nitrogen
was uniformly distributed on the inner surface of the pipe; the nitrogen content became around 5 mass
%. This means that the inner surface of the pipes should be nitrided to have a nitrogen content value
that is higher than the maximum nitrogen solubility limit of 0.1 mass %.
a) b)
Figure 5. The plasma-nitrided AISI304 mini-pipe. (a) Scanning Electron Microscopy (SEM) image of
the inner surface of nitrided pipe. (b) Nitrogen mapping on the inner surface.
3.3. Plasma Nitriding of the Mini-Nozzle
The mini-nozzle in Table 1 is widely utilized as a guide structure to control the movement of the
fibers. The hardening of its inner surface is essential to prolong its lifetime. This mini-nozzle has a
through-hole, the inner diameter of which decreases to 1.3 mm at the outlet. After plasma nitriding at
693 K for 14.4 ks, the nitrided mini-nozzle was wire-cut in half via electric discharge machining. The
micro-Vickers testing was performed with a diamond indenter. Figure 6 depicts the optical microscope





Figure 6. Outlet of mini-nozzle after plasma nitriding at 693 K for 14.4 ks.
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As listed in Table 2, the hardness at #2 and #6 away from the through-hole inner surface is lower
than 400 HV; this might be because the plasma density becomes lower than that at the vicinity of
the outlet of the nozzle. In fact, the hardness values at #1 and #2 differ from each other even when
both points are located closer; the inhomogeneous nitriding behavior must be attributed to a lower
plasma density.
Table 2. Hardness distribution at the vicinity of the inner surface of the through-hole in the
mini-nozzle outlet.
Position in Figure 4 Micro-Vickers Hardness
#1 530 HV ± 15 HV
#2 390 HV ± 20 HV
#3 660 HV ± 10 HV
#4 750 HV ± 15 HV
#5 820 HV ± 20 HV
#6 380 HV ± 10 HV
#7 690 HV ± 20 HV
#8 600 HV ± 15 HV
On the other hand, the hardness, measured at the inner surface area of the nozzle outlet, reached
600–800 HV. This proves that the inner surface of the through-hole in the mini-nozzle is nitrided and
hardened at a significant depth.
Figure 7 shows the SEM image of a cross section of the mini-nozzle. Based on a noticeable
difference in microstructure, the affected layer thickness by this nitriding was estimated to be 125 μm.
a) b)
Figure 7. SEM image of the cross section for the outlet mini-nozzle thickness. (a) The nitrided layer is
formed along the through-hole in the low magnification SEM image. (b) Its thickness is estimated to be
125 μm in the high magnification SEM image.
Based on Table 2, a hardness higher than 600 HV was measured at #3–5 and #7–8, in the vicinity of
the top of mini-nozzle outlet. This implies that the inner surface of the through-hole of the mini-nozzle
was plasma-nitrided to the extent that a hardness much higher than 200 HV for the bare AISI316
stainless steels was attained.
3.4. Plasma Nitriding of Micro-Nozzle
The micro-nozzle, which was frequently used to join electric parts, had a thin and narrow through-hole,
the inner diameter of which was 200μm at the outlet. Since the metallic melts, the solders, and the chemically
active agents flow along the inside, its inner surface must be hardened and chemically modified.
In the nitriding process, the specially designed jig was prepared to fix this micro-nozzle so that
the mixed gas flow direction coincides with the center line of the through-hole of the micro-nozzle.
In a manner similar to the post-treatment of the mini-nozzle, the specimen for analysis was prepared
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from the plasma-nitrided micro-nozzle. Figure 8 depicts the optical microscopic image of the specimen
with hardness measurement locations from #1 to #3 at the vicinity of the nozzle outlet inner surface.
The positions of #1 and #2 are located at the vicinity of the inner surface of the through-hole, while #3




Figure 8. A cross section of the plasma nitride micro-nozzle at 693 K for 14.4 ks. (a) Hardness testing
specimen cut-off from the original micro-nozzle. (b) The hardness measuring points from #1 to #3 on
the flattened surface in the specimen.
Table 3 summarizes the measured micro-Vickers hardness at #1 to #3. Compared to the hardness
of bare AISI316, 200 HV, the inner surface of the through-hole was significantly hardened. The average
hardness for this micro-nozzle was 950 HV, much higher than that for the mini-nozzle. This is because
the micro-indenter included more un-nitrided area at the outlet of a mini-nozzle to lower the measured
hardness in practice. On the other hand, in the case of this micro-nozzle, the nitrided area of its
thickness at the outlet mainly contributes to the measured hardness.
Table 3. Hardness distribution at the vicinity of the inner surface of the through-hole in the
micro-nozzle outlet.
Position in Figure 6 Micro-Vickers Hardness
#1 960 HV ± 30 HV
#2 880 HV ± 20 HV
#3 1020 HV ± 15 HV
Figure 9 shows the SEM image of a cross section of the outlet of the through-hole. Although the
fine nitriding front end was not observed in the thickness, the deeper nitrided layer might be formed
by the present hollow cathode-type plasma nitriding.
 
Figure 9. SEM image of a cross section at the outlet of the micro-nozzle with an inner diameter of 200 μm.
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4. Discussion
Several surface modification processes are thought to improve the mechanical and chemical
properties of through-hole surfaces in stainless steel pipes and nozzles. It is difficult to blow the
resource gases into the through holes of pipes and nozzles for the hard coating and to stimulate the
physical or chemical deposition processes. With respect to case hardening and the nitriding in gaseous
and liquid phases, the entire surfaces were affected by these processes; in addition, little modification
took place on the inner surfaces. In normal plasma nitriding of austenitic stainless steels, a holding
temperature higher than 800 K was necessary, even for nitride precipitation hardening. That formation
of precipitates has a possible risk of deteriorating the inner surface quality of through-holes in
miniature nozzles.
In the present high-density, low-temperature nitriding, the inner surface of nozzles and pipes
is selectively nitrided by the hollow-cathode effect. As shown in Figures 7 and 9, the nitrided layer
thickness reaches to 1/8 to 1/4 of the micro-nozzle thickness. Just as reported in [8,19], the nitrided
layers with thicknesses around 75–80 μm were formed by the RF/DC and RF plasma nitriding at 673 K.
In particular, the highly densified plasma by the hollow-cathode effect provides a means of forming
a thick nitrided layer at the inner surface of the narrow channels in the mini- and micro-nozzles.
In addition, as recently pointed out in [8,11], the nitrided layer in the stainless steel matrix has a
refined microstructure with an average grain size of less than 0.1 μm. This implies that the nitrided
micro-nozzle has a composite structure where its inner part is nitrided to have a hardness of up to
1000 HV and high strength, and the other outer sections in the thickness remains a bare stainless steel
with its intrinsic ductility and toughness. This composite structure has hardness–toughness balancing
for preserving the integrity of micro-nozzles to make flushing out the viscous solders and polymer
melts from its outlet to achieve joining and drawing.
Toward the industrial application of this technology, the fixture for introducing the mixture gas
into the micro-nozzle needs to be first redesigned to nitride the tens or hundreds of micro-nozzles
simultaneously. As keenly stated in [18], the distributed nitriding system using the hollow cathode
in the cascade provides a means of performing simultaneous nitriding. Each nitriding unit in the
cascaded system works as a miniature nitriding reactor with a substantial reduction of processing
time in heating and cooling. Mock-up testing has recently begun as part of a METI program to nitride
36 micro-nozzles by a single process.
5. Conclusions
Low-temperature high-density plasma nitriding was proposed to make surface modifications
to mini- and micro-nozzles. The inner surface of through-holes in these nozzles was sufficiently
hardened, creating a hardness higher than that of the bare AISI316 by three to five times. This solution
can be applied to improve the strength and hardness of manifold nozzles and to replace ceramic outlet
nozzles. Furthermore, this surface modification is also capable of strengthening fine channels and
miniature reservoirs in Micro Electro Mechanical Systems (MEMS).
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Abstract: Understanding the micro milling phenomena involved in the process is critical and difficult
through physical experiments. This study presents a 3D finite element modeling (3D FEM) approach
for the micro end-milling process on Al6082-T6. The proposed model employs a Lagrangian explicit
finite element formulation to perform coupled thermo-mechanical transient analyses. FE simulations
were performed at different cutting conditions to obtain realistic numerical predictions of chip
formation, temperature distribution, and cutting forces by considering the effect of tool run-out in the
model. The radial run-out is a significant issue in micro milling processes and influences the cutting
stability due to chip load and force variations. The Johnson–Cook (JC) material constitutive model
was applied and its constants were determined by an inverse method based on the experimental
cutting forces acquired during the micro end-milling tests. The FE model prediction capability was
validated by comparing the numerical model results with experimental tests. The maximum tool
temperature was predicted in a different angular position of the cutter which is difficult or impossible
to obtain in experiments. The predicted results of the model, involving the run-out influence, showed
a good correlation with experimental chip formation and the signal shape of cutting forces.
Keywords: micro milling; finite element; run-out; chip formation; cutting force; cutting temperature;
3D simulation; measurement
1. Introduction
Micro milling is one the prevalent micro manufacturing processes in terms of a high volume and
low production cost in comparison to other processes to achieve high-precision three dimensional
(3D) products. Micro milling is characterized by the mechanical interaction of a sharp tool with the
workpiece material, causing fractures inside the material along defined paths, eventually leading to
the removal of the workpiece material in the form of chips [1]. Micro machining presents numerous
challenges that have been attracting the attention of both scientific and industrial research for the
past three decades [2,3]. Machinability studies are mostly based on physical experimental testing
and are used as supplementary validation for the modeling approach. In micro machining, due to
the process downscaling, experimental testing has to tackle several complexities such as thermal
transient, tool wear, tool run-out, fixture, and workpiece, etc. [3–5]. In micro milling, some undesired
phenomena such as tool wear/breakage, surface location errors, burr formation, and chatter are highly
dependent on the cutting process itself. The cutter run-out also influences the process. Consequently,
the prediction capability and accuracy of models is critical in simulations. Even a few microns of cutter
run-out can significantly affect the accuracy of micro end-milling and create extensive force variations
as opposed to conventional milling [6,7].
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During the last four decades, numerical modeling (Finite Element Modeling (FEM) methods)
has been recognized as a viable method for reducing or eliminating trial and error approaches in the
design and optimization of machining processes. The 2D FE model investigated the effects of three
microgroove parameters (groove width, edge distance, and depth ratio) on the friction and wear of
textured and non-textured tools. It was revealed that microgrooves on the rake face of a cutting tool
perpendicular to the chip flow direction were effective in a way that the frictional behavior at the
chip–tool interface was improved. Microgrooves were also very effective in reducing flank wear and
crater wear [8].
This study reported a significant effect of temperature on the flow stress that affected the cutting
forces prediction results. A strain gradient plasticity based-FE model of orthogonal micro cutting
of Al5083-H116 was used to investigate the influence of the tool edge radius on the size effect [9].
A micro orthogonal cutting simulation at small uncut chip thickness levels was presented to predict a
sizeable strain gradient strengthening effect that was validated through micro cutting experiments [10].
Irfan et al. investigated the 2D FE modeling of Inconel 718 micro milling for different feed rates and
cutting tool edge angles. A higher cutting temperature was observed at a higher feed rate and with a
negative edge angle. The maximum stress distribution occurred in the contact zone between the tool
and chip [11].
Afazov et al. [12] investigated micro milling force calculations using orthogonal FE methods
including a mathematical model for determining the uncut chip thickness in the presence of run-out
effects for AISI 4340 steel. The uncut chip thickness and the tool path trajectories were determined for
distinct micro milling parameters such as the cutting velocity, cutting tool radius, feed rate, and number
of teeth. The prediction of 2D FEM orthogonal micro cutting forces by considering the chip load and
tool edge radius effect was utilized for the micro end milling of brass 260 in [13]. Tool trajectories,
the edge radius, and run-out effects are considered in the prediction of milling forces. The cutting force
coefficients were identified from a set of simulations at a range of cutting edge radii and chip loads.
Another study investigated coated and uncoated cubic boron nitride (CBN) tools with the 2D finite
element method (FEM) to predict the chip formation, cutting forces, temperatures, and wear rates
generated in the micro milling of Ti-6Al-4V titanium alloy. The effect of run-out was not considered in
the model [14]. 2D FEM micro-end milling of Ti-6Al-4V titanium alloy was investigated with a plane
strain-based orthogonal cutting force model with a tool edge radius effect to validate the cutting force
results [15].
Although 2D FE simulations offer some distinct advantages when studying the orthogonal cutting
process, 3D FE models provide more realistic oblique configurations, mainly in milling processes
with complex cutting tool geometries [16,17]. 3D FE simulations present supplementary analysis
capabilities to investigate the effect of the helix angle and tool edge radius on chip flow and burr
formation, which are almost impossible to be considered by 2D FE models [18].
A 3D FE model was developed to investigate the correlation between the cutting temperature
and cutting edge radii in the micro-end milling of Al2024-T6 [19]. In this study, the simulation
results revealed that increasing the tool edge radius increases the cutting temperature, reaching the
highest temperature of 57.5 ◦C at the edge radius. Another study investigated 3D FEM to predict tool
and workpiece temperature fields in the micro milling process of Ti-6Al-4V under various cutting
conditions. A thermocouple was used for the experimental temperature measurements to validate
the simulation results [20]. A 3D FEM study was developed on the same Ti-6Al-4V material in order
to investigate the cutting forces in three directions under different cutting conditions, and the chip
evolution and morphologies of different cutting parameters were also analyzed. The predicted and
experimental chip morphologies were compared and a good agreement was observed. In terms
of cutting forces, the predicted cutting forces showed a good correlation with the experimentally
measured data with a 6–8% prediction error in the X- and Y-directions and a 12–15% prediction error
in the Z-direction [21].
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A study was conducted using 3D FEM simulations to evaluate the cutting force predictions for
different cutting conditions in the micro-end milling of Al6061-T6 and the results were compared
against the experiments presented in [22]. 3D FE simulations were utilized to predict the chip flow
and shape during micro end-milling of Ti-6Al-4V titanium alloy in [23]. The model was developed
for studying the tool wear along the micro tool and investigating the influence of the cutting edge
roundness increment on the machining process performance.
Even though many studies on micro end milling have demonstrated the capability to provide
information on chip formation, cutting forces, tool stresses, and temperature distribution, very limited
work in the scientific literature deals with FE simulation by considering the effect of tool run-out
in an integrated FE model. In the aforementioned studies, run-out was considered by combining
mathematical models or other methods to the orthogonal FE model in the case of complex micro end
milling operations [12,13]. However, in this study, run-out was considered in an integrated model to
carry out the simulation.
In order to better understand the cutting mechanism and the effects of run-out in micro milling,
3D simulations are required, but a very limited number of studies in the literature deal with micro
milling 3D simulations. However, at a macro scale, a few examples are available [16,17,21,24] that
can be used as a starting point to develop a 3D micro milling model. In the literature, there is still a
significant gap in our understanding of the effect of run-out in micro milling with 3D integrated finite
element modeling techniques validated with accurate experimental campaigns.
The research presented in the current paper includes a 3D FE model of the micro end-milling
process applied to different cutting parameters considering the effect of tool run-out and the tool edge
radius for predicting the chip formation temperature distribution and cutting forces. The FE model
flow chart is presented in Figure 1.
Figure 1. Flowchart for 3D micro end-milling temperature and force prediction.
The paper is structured as follows. Section 2 introduces the FE modeling and methodology,
where experimental cutting forces are used to define the material model constants through an inverse
method. The FE model predictions are compared against a series of micro milling experiments and the
procedures are detailed in Section 3. Finally, the chip formation temperature distribution and cutting
forces are discussed in Section 4. Conclusions close the paper in Section 5.
2. 3D Finite Element Simulation Setup
When dealing with FE modeling, an adequate software selection is fundamental for obtaining
reliable results [25]. The 3D model for micro end-milling Al6082-T6 alloy was simulated using an
explicit time integration method by employing a Lagrangian finite element formulation to perform
coupled thermo-mechanical transient analysis. The AdvantEdge® FEM software (Version 6.2.011,
Third Wave Systems, Minneapolis, MN, USA) was used to implement the FE model.
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2.1. Tool Geometry and Modeling
The influence of the tool geometry on the chip formation, cutting temperature, tool wear, etc.,
was highlighted in the literature [24,26]. In this study, the selected cutting tool was a Dormer S150.05
micro flat end-mill with TiAlN-X (Titanium Aluminium Nitride Extreme) (Dormer, Sheffield, England)
surface treatment. Table 1 shows the details of the nominal and actual characteristics of the tool
geometry. The tools were inspected and measured by a 3D optical measuring system (Alicona Infinite
Focus©) prior to machining (measurement parameters: 10× magnification, exposure time = 1.206 ms,
contrast = 1, coaxial light, estimated vertical and lateral resolutions = 0.083 μm and 4 μm, respectively).
The complex geometry of micro end-mills requires the use of a computer-aided design (CAD) model
to obtain a complete and detailed representation of the cutter. The cutter’s initial cloud of points
was acquired by the Alicona Infinite Focus© system and used to precisely describe the tool geometry,
taking advantage of the high density of the acquired three dimensional clouds of points. Cleaning
and filtering post-processing operations after the scanning acquisition were applied to generate a
reconstructed CAD model suitable for the FEM. Figure 2 shows the CAD model and cloud of points of
the simulated micro end-mill.
Figure 2. (a) Solid CAD model, (b) preliminary cloud of points.
Details of the actual geometry of the cutter such as the corner edge radius, helix angle, etc.
(Table 1), were measured and the values extracted to reconstruct the model. The 3D STereoLithography
(STL) file format was used for the FEM analysis. The tool geometry is critical to obtain reliable
responses from the model. Based on the preliminary analyses [27], the nominal tool geometry was not
able to reproduce the experimental force measurements.
Table 1. Nominal and actual tool characteristics. (*) the interval refers to the standard deviation/the
uncertainty of the measurement.






Diameter 500 μm 492.0 ± 2 μm (* 1.47)
Cutting edge radius (re) - 3.0 ± 1 μm (* 0.71)
Helix angle 30◦ 27.26◦
Rake angle 0◦ 0◦
Relief angle 8◦ 7◦
Corner radius (rε) 20 μm 22 μm
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2.2. Cutting Configuration Setup
Figure 3 shows the setup, boundary conditions, and general geometry of the 3D FEM simulation
of full slot micro end-milling. The workpiece boundary nodes were fixed in the XY and Z bottom
directions and the tool constrained in the Z top direction, as shown in red in Figure 3a; the feed
was applied by moving the tool along the X direction. The tool and workpiece were kept at ideal
dimensions to maintain steady state cutting conditions and a minimum simulation time. The cutting
tool was considered as a rigid body and the workpiece was considered as a viscoplastic material.
The tool and workpiece were meshed with four node tetrahedral elements, for a total number of 56,648
and 60,916 elements, and 14,785 and 11,500 nodes, respectively, for full slot milling.
Figure 3. (a) 3D FEM setup perspective view, boundary condition (red area), (b) definition of tool
engagement angle θ (top view).
After preliminary evaluation tests [28,29], the initial meshing parameters of the workpiece were
set as 2 mm and 0.001 mm in terms of the maximum and minimum element size, respectively.
The maximum element size of the cutter was set at 1 mm and the minimum at 0.001 mm. Other meshing
parameters such as mesh grading = 0.5 (to determine the nature of transition), curvature safety = 3
(to determine the mesh accuracy), and segments per edge = 1 (to determine the density of nodes on
the unit length of any edge) were selected. The choice of other meshing parameters was coherent
with the recent study on meshing strategies in an FEM simulation [30]. The proper selection of
meshing parameters is of great importance since it affects the accuracy of the simulation results and
the computation time. A higher mesh density was considered in the area near the cutting zone in order
to increase the accuracy of the computed outputs.
Adaptive remeshing was applied in order to avoid the inaccuracies due to elemental distortion,
inherent to the Lagragian formulation. The mesh quality was constantly monitored during the
simulations and when the element distortion reached a certain tolerance, adaptive remeshing was
triggered. In addition, refinement and coarsening operators were applied in various parts of the mesh.
The mesh was refined where the plastic deformation was active and coarsened in inactive regions [26].
The simulations were performed on a computer equipped with a processor characterized by
2.6 GHz, 16 cores, and 64 GB RAM. An eight threads parallel simulation mode was used to speed up
the calculation time about six times. The 3D FE simulation time for a full rotation (360◦) was about
25 h.
2.3. Radial Run-Out
Due to the significant effect of run-out in micro end-milling [6,7], the radial run-out (i.e.,
eccentricity) of the cutting tool was considered in the FE model. In the first approximation,
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the essential source of run-out is the cutting tool center offset [12]. The run-out definition from
the ASME B89.3.4-2010 standard (“Axes of Rotation: Methods for Specifying and Testing”) is “the total
displacement measured by an indicator sensing against a moving surface or moved with respect to
a fixed surface” [31]. This definition, applied to the case of tool run-out in milling, introduces the
run-out as composed by the “spindle error motion”, the tool “roundness error” (difference among
cutting edge radii), and the tool-spindle “centering errors”. The spindle error motion is defined as
the incorrect motion of the spindle rotating axis around a reference axis; sources of error motion are
bearings inaccuracies and/or the system dynamics [31].
Figure 4 represents a two-flute micro mill affected by run-out involving a centering error, indicated
by the arrow between the spindle and the mill axes, and a roundness error. “Cutting edge 1”, the most
engaged cutting edge describing the big dashed blue circle (D1), is affected by the roundness error that
makes its radius shorter than the nominal value. The centering error and roundness error partially
compensate for this in Figure 4. During the mill rotation around the spindle axis, the less engaged
cutting edge, named “cutting edge 2”, describes the small dashed red circle (D2). Tool radial run-out
makes the cutting edge trajectories different from the ideal identical cycloids (Figure 4); this fact
makes the chip thickness produced by one cutting edge different from the other one. Consequently,
the effective engagement angles (φ1 and φ2), the effective removed areas (A1 and A2), the effective
widths of cut (ae,1 and ae,2), and the feeds per tooth (fz,1 and fz,2) of the two cutting edges are different
in the engagements, depending on the mill centering and roundness errors.
In the developed 3D FE model, the radial run-out was considered and the center of the tool was
shifted by 3 μm, corresponding to the experimental run-out measurement, along the X and Y directions
of the Cartesian coordinate system. Such deviations were measured by the visual tool setter (VTS©)
(Marposs, Bologna, Italy) installed on the machine (see Section 3 for details of the experimental setup).
Figure 4. Definitions and cutting edge trajectories for a radial run-out affected micro end-mill.
2.4. Contact Friction Modeling
The friction phenomenon at the chip-tool interface was modeled using the Coulomb friction, as
shown in Equation (1).
τ = μσn (1)
The frictional stresses τ on the tool rake face are assumed to be proportional to the normal stresses
σn with a coefficient of friction μ. According to Özel [32], the sliding friction can be dominant during
low cutting speed machining and the sticking friction is dominant during high-speed machining.
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In micro milling, even if high rotational speeds are used, the cutting speed is lower (in this study
about 31 m/min) than in macro milling due to the small tool diameter. Consequently, the Coulomb
sliding friction model can be considered as effective for the micro milling process. The constant value
of the friction coefficient was μ = 0.7 in this study. This value was selected based on the experimental
identification by Medaska on Al6061-T6 with carbide tools [33]. Al6082-T6 and Al6061-T6 are two
popular aluminum alloys and sometimes they replace each other in the industrial practice due to
similar characteristics.
2.5. Constitutive Material Model
The reliability of the finite element model results are greatly influenced by the material constitutive
law and contact conditions at tool-chip and tool-workpiece interfaces [34]. A reliable material model
that perfectly captures the constitutive behavior of the alloy under high strain, strain rate, and
temperature is critical in machining simulations. A number of different constitutive material models
have been reported in the literature such as Oxley’s constitutive model [35], the Power law model [26],
the strain path dependent model [36], and the Johnson-Cook (JC) model [37], etc. Among the different
constitutive material models, JC is widely used for machining simulations due to the corresponding
material behavior as a function of the strain, strain rate, and temperature [38]. In the present study,
the micro end-mill is modelled as a rigid body for the coated carbide tool (TiAlN-X coating with
2 μm thickness) with the Advantedge tool default material. However, the workpiece is considered
as viscoplastic material and an essential input is the accurate definition of the workpiece material
properties and the constitutive material model is represented by the Johnson-Cook model. The flow
stress can be expressed as (Equation (2)):
σ =
(







1 − ( T − Ta
Tm − Ta )
m]
(2)
where σ is the material flow stress, ε is the plastic strain, ε· is the strain rate, and ε·0 is the reference
strain rate. T is the material temperature, Tm is the melting point, and Ta is the room temperature.
The JC constants are as follows: A is the yield stress, B is the pre-exponential factor, C is the strain rate
factor, n is the work hardening exponent, and m is the thermal softening exponent.
Inverse JC Parameters Estimation with 2D FE Simulations
The correct calibration of these parameters is critical to predict the forces, temperature, chip
morphology, etc., with a reasonable accuracy. Unfortunately, there is a lack of standardization for these
coefficients in the literature. The discrepancies are due to the different methods and test conditions
used for the determination of the material constants [39]. To reduce the uncertainty associated with
the parameters value determination, a viable method based on a machining test was adopted in this
paper. It consists of an inverse method, as used by a number of researchers to obtain the material
constants [39–41]. In particular, an experimental procedure for identifying the material constants at
different cutting conditions was developed. An experimental campaign was specifically carried out.
Table 2 shows its cutting conditions and the maximum experimental cutting force measured values.
The force measuring system and compensation method applied for this set of experiments and for
the final validation tests are detailed in the experimental procedure (Section 3). Each experiment was
replicated two times to consider the experimental variability. Four parameters of the Johnson-Cook
equation (A, B, n, C), which were the most susceptible to the strain hardening effect, were selected.
The simulations plan was based on a 24 full factorial design (two levels and 4 factors, Table 3).
16 JC parameter combinations were used for simulating each cutting condition of Table 2, for a total
of 64 runs. An initial JC parameters combination for the 6082-T6 aluminum alloy was taken from
(Table 3). These values were obtained at high strain rates by conducting split Hopkinson pressure
bar (SHPB) tests in conditions similar to metal cutting. The other level was obtained by scaling down
the [42] values by 50%, apart from the m one (Table 3). This scale was applied due to the overestimated
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result of the cutting force simulations with original values [27]. Other physical properties of Al6082-T6
used in the FE model are presented in Table 4 [43].











Feed Per Tooth Fx Fy
(mm) (m/min) (mm) (mm) (μm/(Tooth·Rev)) (N) (N)
1 0.5 28 0.125 0.05 4 0.7 0.3
2 0.5 28 0.25 0.05 4 0.93 0.8
3 0.5 28 0.125 0.1 4 1.3 0.64
4 0.5 28 0.25 0.1 4 1.63 1.2
Table 3. Johnson-Cook constants for Al6082-T6.
Level A (MPa) B (MPa) C m n
1 428.5 327.7 0.00747 1.31 1.008 [39]
2 214.25 163.85 0.003735 1.31 0.504
The FEM simulations in the inverse method were carried out to evaluate the best combination of
JC parameters for obtaining the most accurate cutting forces. A simplified 2D FE model was used to
reduce the computational effort to carry out the total 64 simulations, under the hypothesis that the
best JC parameters would also perform well in the 3D case.
Figure 5 shows the setup and the general geometry of the 2D micro end-milling FEM simulation.
The workpiece bottom boundary nodes are fixed in the Y direction and the tool in both the X and Y
directions. The workpiece moves with a cutting speed or surface velocity, while the tool is stationary.
The axial depth of cut is measured in the Z direction, perpendicular to the feed and speed directions.
The rigid cutting tool was meshed using 670 brick elements. The workpiece was meshed with six-node
quadratic triangular elements for a total number of 1566 nodes. The maximum and minimum element
sizes for the workpiece were set to 0.1 mm and 0.002 mm, respectively. The maximum element size of
the cutter was set at 0.2 mm and the minimum at 0.002 mm. The friction phenomenon at the chip-tool
interface was the same as in the 3D FE model, with the same coefficient of friction. A large value of the
interface heat transfer coefficient hint = 104 (N/s mm ◦C) was selected for these simulations to ensure
that they reached a steady state condition.
Figure 5. Setup and boundary conditions of the 2D micro end-milling FEM.
155
Micromachines 2017, 8, 187
After running the 2D simulations for all the designed parameter combinations, the maximum
forces were extracted from the simulations. The errors between the predicted and the experimental
force components (Fx and Fy) were calculated and recorded for all tested combinations. The total error
was calculated by (Equation (3)). Each relative error was squared in this equation. Squares were found
and summed for each force component and each cutting condition. Subsequently, the sum of the
square was divided by M × N (M: number of cutting conditions (4); N: number of force components
(2)). The square root of this value gives the forces total error, representing the performance of each
flow stress model representation. Table 5 shows the total errors for the 16 JC parameter combinations.
In the case of the second parameters combination, an error occurred in the simulations preventing us
from obtaining results in all cutting conditions.
For these sets of parameters, it was observed that the resultant total error varied between 15.73
and 73.06%. According to these results, the best set of parameters was selected to represent the material
flow stress in the following 3D simulations, as presented in Table 6.
Errortotal =
√√√√∑Mj=1 ∑Ni=1[( Fji,Ex−Fji,SimFji,Ex )2]
N × M (3)
Table 4. Material properties for Al6082-T6 [43].
Property Unit Value
Young’s modulus, E (GPa) 70
Poisson ratio, v - 0.33
Density, ρ (g/cm2) 2.70
Thermal conductivity, K (W/m·K) 180
Specific heat, Cp (J/Kg·◦C) 700
Thermal expansion coefficient - 24 × 10−6
Melting temperature, Tmelt (◦C) 582
Table 5. Simulated force results and comparison with experiments.
No
Coded Variable Cutting Conditions
A B n C 1 2 3 4
Fx Fy Fx Fy Fx Fy Fx Fy Total Error
(MPa) (MPa) (N) (N) (N) (N) (N) (N) (N) (N) (%)
1 428.5 327.7 1.008 0.003735 1.4 0.33 1.77 0.4 2.4 0.7 3.2 0.82 65.56
2 214.25 163.85 0.504 0.00747 0.06 0.04 0.06 0.04 0.1 0.14 0.09 0.13 Error
3 214.25 327.7 1.008 0.003735 0.3 0.15 1.4 0.3 0.6 0.3 2.7 0.5 57.81
4 214.25 327.7 1.008 0.00747 1 0.24 1.2 0.58 0.83 0.42 2.1 0.75 31.13
5 428.5 327.7 1.008 0.00747 1.3 0.32 1.7 0.4 2.6 0.7 3.8 0.8 73.06
6 428.5 327.7 0.504 0.003735 0.82 0.43 1.1 0.57 1.7 0.88 2.4 1.1 24.7
7 428.5 163.85 0.504 0.00747 0.54 0.35 0.72 0.65 1.1 0.6 0.83 0.61 30.88
8 428.5 163.85 0.504 0.003735 0.55 0.24 0.86 0.38 0.98 0.65 1.5 0.8 28.38
9 428.5 163.85 1.008 0.00747 0.97 0.33 1.33 0.4 1.95 0.7 2.6 0.8 39.71
10 214.25 163.85 1.008 0.003735 0.65 0.16 0.08 0.14 1.4 0.3 0.45 0.2 64.24
11 214.25 163.85 1.008 0.00747 0.82 0.21 0.17 0.09 1.5 0.35 0.35 0.18 62.57
12 214.25 327.7 0.504 0.00747 0.83 0.3 0.98 0.56 1.48 0.63 1.78 0.89 15.73
13 214.25 163.85 0.504 0.003735 0.54 0.24 0.7 0.3 1.03 0.46 1.4 0.6 35.93
14 428.5 327.7 0.504 0.00747 1 0.47 1.4 0.6 2 1 2.75 1.2 47.68
15 428.5 163.85 1.008 0.003735 0.3 0.19 1.23 0.34 1.9 0.65 2.5 0.73 45.51
16 214.25 327.7 0.504 0.003735 0.85 0.27 0.65 0.54 1.6 0.53 0.92 0.83 27.87
Error: with the following material combination constants simulations did not finished to the end.
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Table 6. Best set of JC Al6082-T6 flow stress model constants used for 3D simulations.
A (MPa) B (MPa) C m n Tm (◦C) Ta (◦C)
214.25 327.7 0.00747 1.31 0.504 582 21
3. FEM Validation Experimental Procedure
In order to verify the accuracy of the developed numerical model, both the predicted cutting
forces and temperatures were validated against experiments. The machine tool is one of the critical
aspects of micro machining in order to achieve a high precision on machined components and have a
stable machining process [44]. Micro milling operations have been performed on a Kern EVO ultra
precision 5-axis machining center (nominal positioning tolerance = ±1 μm, precision on the workpiece
= ±2 μm). The machine tool and experimental setup are illustrated in Figure 6a.
The cutting tool tips were inspected and measured prior to machining and the only tools with
minimal geometrical inaccuracies and defects were selected for the experiments. The run-out of
micro end-mills was measured with both static (Figure 6c) and dynamic (Figure 6b) methods. In the
static run-out measurements, a dial gauge was used by placing its probe against the tool shank,
manually rotating the spindle, and reading the value of run-out as the “total indicator reading” [31].
The measured run-out was 3 ± 1 μm for both tool measurements. The micro mill dynamic run-out was
measured by a visual tool setter VTS (Marposs, Bologna, Italy), is equipped with a camera synchronized
with the spindle rotation to acquire a set of tool diascopic images at a defined angular step. A dedicated
software analyzes these images and calculates the tool diameter, the maximum tool dynamic diameter
(or flying circle diameter) D1, and the radial runout (or TIR) r [31], corresponding to the difference
between the maximum and the minimum tool dynamic radii. The minimum tool dynamic diameter D2
can be obtained from D1 and r (Figure 4). The experimental setup is shown in Figure 6b. The dynamic
measurement was performed at the same rotational speed of the final experiments after the required
VTS speed calibration. The tool radial run-out with respect to the spindle axis was 4 ± 0.5 μm and this
value was used in the simulations. The measurements were repeated five times in order to guarantee
statistical consistency. The standard deviation of the measurement was XYZ μm, equivalent to XY%
of the measured run-out. Micro end-mills were held in HSK32 Kern/Schaublin tool holders and
a precision Schaublin collet (type D14, 74-14000) was used to reduce the clamping error and the
tool run-out.
Full slot micro end-milling was carried out in dry cutting conditions. The cutting parameters are
summarized in Table 7. The cutting conditions were selected according to the literature [45,46], trying
to avoid significant rubbing and burr formation due to the feeds per tooth below the cutting edge
radius. Four replicates were performed for each cutting condition to consider experimental variability.
Table 7. Experimental tests conditions.
Cutting Parameters Symbol Test1 Test2
Axial depth of cut (mm) ap 0.05 0.05
Radial depth of cut (mm) ae 0.5 0.5
Feed per tooth (μm/(tooth·rev)) fz 8 4
Cutting speed (m/min) vc 31.4 31.4
Spindle speed (rpm) n 20,000 20,000
Approach Full slot
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Figure 6. (a) Machine tool and experimental setup; (b) dynamic run-out measurement; (c) static
run-out measurement; (d) schematic of experimental temperature measurement setup; (e) temperature
distribution in end-mill; (f) dynamometer and force compensation.
3.1. Force Measurement
The cylindrical workpiece (Figure 6f) was fixed on a Kistler 9317B miniature piezoelectric
three-axial dynamometer (Figure 6f), which measured the obtained cutting force signals (measuring
range: Fx, Fy = ±1000 N, Fz = ±2000 N; linearity error ≤ 0.5% FSO, Full Scale Output) amplified
by three Kistler 5015A charge amplifiers. A low-pass filter at 20,000 Hz was directly applied
on the charge amplifiers in order to avoid aliasing and a Hanning window was used to reduce
leakage. The acquisition time window was one second long for each milling step. The cutting force
measurements were affected by vibrations due to the low resonance frequency of the fixturing and
force measurement system. In order to accurately measure the micro milling forces, a compensation
method was applied to the measured forces [47]. The dynamometer dynamic behavior was identified
from the impact tests applied in both the X and Y directions on the same workpiece material (Figure 6f).
Figure 7 shows the result of the impact test used to obtain the frequency response function of the
dynamometer in both directions. The same experimental setup and procedure was used for the inverse
method experiments for determining the JC parameters (Section “Inverse JC Parameters Estimation
with 2D FE Simulations”).
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Figure 7. FRFs of the dynamometer in (a) X and (b) Y directions.
3.2. Infrared Temperature Measurements
The infrared ThermaCAMTM SC 3000 Researcher camera (FLIR Systems, Boston, MA, USA) with
a waveband in the electromagnetic spectrum (in the range of 8–9 μm) was used for measuring
the temperature at the cutting area. The measurement accuracy of the camera was ±1% or
±1 ◦C (for measurement ranges up to +150 ◦C) with a spatial resolution (IFOV) of 1.1 mrad.
Crisp high-resolution 14-bit images and thermal data were captured and stored at high rates (up
to 900 Hz) on high capacity PC. The camera was positioned along the cutting direction (Figure 6d).
The temperature measurement was carried out at the tool tip area, as shown in Figure 6e. An infrared
camera was calibrated with a set of standard blackbodies at various temperatures. The lenses have
their own unique calibration to insure accuracy and the camera will automatically identify the lens
attachment and load appropriate data in the radiometric calculations. The emissivity and background
correction are variable, from 0.01 to 1.0 [48]. The camera microscope lens was used to acquire images
at a 75–99 mm focus range, adjusted on the micro tool with a ±0.05 mm depth of focus. All of the
experimental data have been normalized to a room temperature of 21 ◦C.
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4. Results and Discussion
4.1. Chip Formation
The micro milling full slot operation was simulated for both types of teeth engagements.
The calculation time was in the range of 30 ± 3 h, depending on the cutting condition. The different
results obtained at the end of the simulations for each cutting condition are presented in this section.
Figure 8 shows the chip formation and plastic strain distribution during the micro milling process in
two cutting conditions, Test1 (fz = 8 μm/(tooth·rev)) and Test2 (fz = 4 μm/(tooth·rev)), for different
angular positions of both cutting teeth. The maximum plastic strain occurred in the chip area, mainly
near to the end of the cut (about 50 micros from tool tip). As expected, the plastic strain is greater
when the feed is higher. The feed effect on the chip formation is also clear since different chip volumes
can be observed at the same angular position. Figure 9 shows the chips at the end of the cut (θ = 360◦).
The effects of the tool run-out on the chip shape are visible in Figures 9 and 10. Due to the unequal
load, the first and second removed chips present different shapes and sizes.
Figure 8. 3D chip formation prediction and plastic strain distribution at different angular positions
(a) Test1 and (b) Test2.
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Figure 9. Run-out effect on chip formation in full slot micro milling at (a) Test1 and (b) Test2.
Figure 10 shows a comparison of the chips obtained from the experiments and simulations.
According to the results of the simulations and experiments, the chips formed in the case of lower
feeds (Figure 9b) tend to be curlier than in the case of higher feeds (Figure 9b). Figure 10a,c represent
the biggest chips, formed by the most engaged tooth because of run-out (the first one) and Figure 10b,d
represent the smallest chips, formed by the least engaged tooth (the second one). The experimental
chips were collected and correspond to the simulated chip shape as they displayed different sizes
and shapes.
Figure 10. Comparison of predicted and acquired 3D chip shape for full slot micro end-milling of
Al6082-T6, (a,b) Test1 and (c,d) Test2.
4.2. Temperature Distribution
Figure 11 shows the simulated temperature distribution in the cutting area at different
angular positions of the tool with the results of two replicates of experimental cutting temperature
measurements captured by the thermal camera in the full slot micro end-milling of Al6082-T6.
The maximum workpiece temperatures (around 48 ◦C) in the simulation results can be observed
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at the chip area. Figure 11b shows the lower feed condition results, where a lower temperature
occurs in the chip area and in the tool-workpiece contact zone. Due to the high plastic deformation
taking place in the chip formation area, a higher temperature is observed in that region compared
to other workpiece positions. Regarding the experimental results, the main region of interest for
the temperature measurements was the tool tip, which shows the highest temperature compared
to the upper part of the tool. The temperature distributions along the tool cutting edge and the
tool-workpiece contact and chip area are shown in Figure 12. The variation of the highest temperature
pick in different engagements toward the end of cut is presented for both cutting conditions. The tool
maximum temperature region is at the corner radius and rake face of the micro cutter. The graphs of
cutting tool temperature distributions (Figure 12) indicate dissimilar temperature drops after the first
tooth engagement at θ = 200◦ and at the end of the cut caused by the feed rate variation at different
cutting conditions. It can be seen that more realistic results of the temperature distributions were
obtained to comprehend the effect of different cutting conditions in both the chip and cutting edge
with the 3D FEM, as it is nearly impossible to monitor each cutting edge in physical experiments.
Figure 13a shows the maximum temperature distribution comparison from the experimental and
simulation results in the cutting area and Figure 13b presents the interaction plot from the design of
experiments (DOE) analysis. The results indicate that cutting parameters influence the temperature
distribution, and a lower temperature was observed in a lower cutting condition. The interaction
plot shows that the simulation results were overestimated by between 7% and 12.5% in comparison
with the experiments; however, a similar trend was observed with the experiments. The temperature
deviation was in the range of 3–6 ◦C.
Figure 11. Simulated and experimental temperature distributions in full slot micro end-milling of
Al6082-T6 at (a) fz = 8 μm/(tooth·rev) and (b) fz = 4 μm/(tooth·rev).
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Figure 12. Simulated temperature distribution along the cutting edge for (a) Test1 and (b) Test2.
Figure 13. (a) Comparison of experimental and simulated maximum temperature distribution and (b)
interaction plot of temperature distribution
4.3. Cutting Forces Predictions
It was noted that all the simulated forces were affected by a relevant amount of numerical
noise distributed at an extremely high frequency range, much beyond the range of real cutting force
contributions. A fifth-order Butterworth low-pass filter was therefore applied to the simulated signals
with a cut-off frequency equal to the bandwidth achievable by the dynamometer installed on the
machine, which is around 4000 Hz (after the application of the acquired force compensation [41]),
in order to obtain simulated force signals comparable with the experiments. The comparisons were
performed between results obtained by the finite element model and the physical experiments.
Figure 14 shows the cutting force components Fx, Fy, and Fz obtained for both teeth engagements,
considering the effect of the run-out in the full slot micro end-milling process. The comparison between
the experiments and simulation reveals globally similar trends for Fx, and Fy components in terms of
the curve shapes. However, some discrepancies in the magnitude of forces were observed, probably
due to aluminum particles sticking to the tool (build up edge) that affect the tool geometry and the tool
dynamics. The effect of the run-out phenomenon is visible in the cutting force results as the first tooth
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shows higher values of the Fx and Fy components due to the larger material removal. The Fz component
was almost constant during the cutting operation in both the experimental and simulation results.
Figure 14. Experimental and FEM cutting force curves for (a) Test1 and (b) Test2.
5. Conclusions
A 3D FEM was developed in this work for studying the micro end-milling process on aluminum
alloy 6082-T6. The advantages of 3D FE simulations were used with additional analyses on the effect
of tool run-out. The model was applied to investigate the chip formation, cutting tool temperature
distribution, and cutting forces in full slot milling. The simulation results were compared against a
series of experiments. Some conclusive findings of this study are outlined in the following:
• The constants of the Al6082-T6 Johnson-Cook material constitutive model were obtained through
an inverse method based on an experimental analysis on the cutting forces. Different combinations
of parameters were employed to determine proper constants by comparing the experimental and
simulation results.
• The chip formation was observed in realistic simulations thanks to the 3D FEM approach. An
unequal chip load caused by run-out was obtained in both the experiments and simulations,
together with different chip shapes for the two teeth engagements.
• Higher temperatures were observed in high feed rate conditions at the tool cutting edge radius
and the maximum temperature distribution was different along the cutting edge at various
angular positions of the tool. The highest temperature distribution was on the chips and tool
cutting edge radius area. Experimental temperature distributions were mainly observable on the
tool area and were in line with simulation results.
• The Fx, Fy, and Fz cutting force components were obtained as FEM predictions and experimental
results for the two teeth, pointing out their different cutting action due to run-out.
The comparison between 3D simulations and experiments confirms that the model was capable
of predicting the main features of the complex micro end-milling process on 6082-T6 aluminum alloy.
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Abstract: For simplified processing and the enhancement of output rate in multi-stage production,
micro parts are handled as linked parts. This contribution discusses handling specific challenges in
production based on an exemplary process chain. The examined linked parts consist of spherical
elements linked by wire material. Hence, the diameter varies between the wire and part. Nevertheless,
the linked parts must be handled accurately. The feed system is an important component too,
but special focus is given to the guides in this present study. They must adapt to the diameters of
both the parts and the linking wires. Two alternative variants of adaptive guides are presented and
investigated under the aspects of precise radial guiding, vibration isolation, damping behavior and
friction force.
Keywords: multi-stage micro part production; linked parts; diameter adaptive guides
1. Introduction
Handling constitutes a major challenge in the production of micro parts with regard to achieving
an economic and efficient production. Due to the typically low price per unit, high outputs and
consequently low cycle times are required. At the same time, precise positioning is necessary as
the parts are very sensitive to mechanical damage and size effects [1]. For example, dominating
adhesive forces may complicate handling. Van Brussel et al. [2] provided a broad overview of the
assembly of microsystems, in which handling is a main aspect. Adhesive forces are primarily derived
from electrostatic attraction, Van der Waals forces, and surface tension. These forces depend on
environmental conditions and can also be used for pick-up operations, but unfortunately complicate
handling. Adhesion results in inaccurate grasping and negatively affects releasing. Grasping devices
in general have been addressed in a previous study [3]. Tichem et al. [4] gave a good overview of the
micro-grip principles, while Fantoni et al. reviewed releasing strategies [5]. These challenges led to
the development of new micro manufacturing and assembly concepts with adopted and integrated
machine designs [6,7]. A complete micro bulk forming system was presented and analyzed by Arentoft
et al. [8]. They considered not only the forming system itself but also all process steps, including
handling. Subsequently, in another study [9] examining this bulk forming system, a new handling
system that maximizes the clock rate to up to 250 strokes per minute was presented and characterized.
Furthermore, Fleischer et al. [10] identified the supply of parts as a major bottleneck in micro assembly
and presented a modular vibratory conveyor system, including options for separation, quality control,
discard lock out and part orientation. A measure to facilitate handling and enable a production at
higher output rates is the production in linked parts, which was introduced in a previous study [11].
This is especially important for micro forming processes and their special requirements [12,13], where
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multiple different operations may be performed on a single part. Applications of this approach to
bulk forming based on sheet metal have been presented previously in the literature [14,15]. In contrast,
the work presented in this paper addresses bulk forming based on wire material. Figure 1 shows
an example of the production of wire-based linked micro parts. In the first process, preforms are
generated within a wire by a laser material accumulation process [16]. The wire is melted partially
while being pushed together. The remaining sections of the wire build the frame structure that links
up the preforms. In a second step, the preforms are formed by micro rotary swaging [17,18].
 
Figure 1. Example of wire-based linked micro part production.
To enable the production of linked parts at high output rates, appropriate production facilities are
developed and investigated. The feed system is essential for the accumulation process. It must provide
a high dynamic positioning with adequate precision and accurate alignment of the wire within the
process zone. The chosen solution in this case is a gripper-based feed system driven by a linear direct
drive. The grippers are self-centering and aligned to each other by the design concept. The gripper
geometry provides good support of the wire by line contact. Nevertheless, the distance of the preforms
within the linked parts may vary due to changes in length of the frame structure during a multi-stage
production process, especially when forming is included [18]. Hence, a referencing of the individual
parts becomes necessary for the positioning in a subsequent production process. Therefore, a visual
high-speed part referencing system has been developed [19]. The system is based on a line camera,
which is triggered based on the signal of the position sensor of the feed system. Appropriate guides
are important to guide the linked parts securely through the process chain, and such guides are also
addressed in this paper.
2. Requirements for Adaptive Guides
Depending on the processes and their spatial alignment, the guides along the process chain must
meet different requirements. It is important that the guides suppress vibrations that occur between
these processes. The part must be centered within the tools, close to the process. The vibrations
induced by the process should be damped and the transmission of vibrations from the process to the
linked parts outside the tool and vice versa must be suppressed. Furthermore, a compact size can
be important due to space limitations. Conventional wire guides are typically realized as bushings
consisting of ceramic materials. They are especially optimized for high wear resistance. As they are
implemented as sliding guides, they usually feature a clearance. The clearance cannot be downscaled
linearly to the micro range, which is related to tolerancing issues in micro production, as discussed in
a previous study [20]. This problem already exists in the case of guiding raw wire material, because
the diameter tolerances are too high. However, this becomes even more evident when considering
the standard deviation of the preform diameters, which depend on the actual process parameters.
Furthermore, with a constant bushing diameter, the clearance depends on the position of the parts,
which can lead to a significant misalignment of the center line of the linked part (Figure 2). The linked
parts used for the presented investigations feature a frame diameter of dframe = 360 μm and a part
diameter of dpart = 660 μm. Hence, assuming that there is no clearance between the guide and parts,
the maximum possible misalignment is er = 150 μm for this example.
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(a) (b)
Figure 2. Misalignment in the case of applying a classical wire guide bushing: (a) part within the
bushing; (b) only wire within the bushing.
The measure to overcome this problem by increasing the length of the guide beyond the maximum
distance between the parts is limited by the following reasons. First, due to space limitation,
this solution is not always applicable. Furthermore, the nearest guiding point in relation to the
tool would depend on the position of parts in this case. Considering the low structural stiffness of
the linked parts, precise guiding cannot be guaranteed this way. Adaptive guides are investigated
to solve the described problems, which can locally adapt their diameter to the actual needs [21].
The required features of such a guide can be summarized as follows: precise radial guiding with
sufficient stiffness, good re-centering ability after displacement of the linked parts, high damping
of radial and axial vibrations, low and preferably constant resistant forces against feed direction,
compactness, high wear resistance, ability of lubricant free operation, and reasonable manufacturing
costs by good manufacturability. Generally, the design of micro bearings is strongly influenced by the
manufacturability. Nevertheless, studies on air bearings [22,23], magnetic bearings [24,25], and ball
bearings [26] can be found. All of these guiding solutions have two well-defined partners with constant
geometrical properties. In the field of high accuracy requirements in combination with geometrical
adaption, only gripper-based concepts are mentioned. A simpler solution with limited travel is the
application of flexure hinges, which further offer the advantage of zero clearance and therefore are
also applied for micromanipulation devices [27].
3. Concepts of Adaptive Guides
The general function of a linear guide is to limit the original six degrees of freedom of the guided
part. In this present study, this means a translation in the feed direction and a rotation around the
center line. By this definition, a wide solution space is spanned. Adaptive bearings can be either
active or passive [28]. An active adaptive guide controls the clearance by measuring it with a sensor
and adapting the diameter with an actuator comparable to the aforementioned grasping solutions.
Regarding the needed components, such a system is comparatively complex. The complexity obviously
becomes a major challenge when considering the huge number of adaptive guides that are required for
the production of linked parts. Hence, a passive solution is more suitable and the presented concepts
in this paper are limited to pure mechanical systems. A function scheme of a mechanical passive
adaptive guide is illustrated in Figure 3. It uses the feeding force to increase the guide diameter when
a part passes through. It consists of three elementary functional elements: a contact element allows
relative motion and guarantees wear resistance; a kinematics transforms the feeding force to a radial
force, which acts on an elastic element to enable the diameter adaption. In the macro range for high
precision applications, a high stiffness is usually preferred. In the considered case, a reduced stiffness
has less impact on the accuracy, due to the inherent low rigidity of the linked parts.
 
Figure 3. Passive adaptive guide function scheme.
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Based on this scheme, two prototypes were built. Concept 1 (see Figure 4a) uses bearing balls and
spiral springs. The kinematics is realized by the radius of the bearing ball and the contour of the parts.
The advantage of this solution is that the components are available as standard parts with high quality.
Based on the characteristics of the used components and the considered linked parts, the nominal
preload of the guide is Fframe = 0.34 N for a frame diameter of dframe = 360 μm. The force of one spring
on a part of diameter dpart = 660 μm is Fpart = 0.66 N.
The maximum simplification with respect to the number of components is realized by concept
2 (see Figure 4b). A cylindrical elastomer element with a central bore integrates all functions in one
component. In order to realize the preload, the bore diameter is chosen to be slightly smaller than
the frame diameter, dframe. The advantage of the simplification of this concept goes along with the
disadvantage of the coupling guiding features, such as stiffness and wear resistance. They depend on
the applied material. In the following, the concepts are called G1 and G2.
 
Figure 4. (a) Concept G1, db = 2 mm, α = 120◦, m = 3 mm, spring rate R = 2.122 mN/mm; (b) Concept
G2, de = 16 mm, l = 8 mm, material: Polyurethan, 70 Shore A.
4. Measurements and Results
The requirements formulated in the previous section can be divided into two groups. Some
properties of the guides, such as compactness, ability of lubricant-free operation, manufacturability,
and partial wear resistance, are more or less given by the construction. Others have a direct influence
on the processes and need to be determined experimentally in detail. These aspects, which are analyzed
in the following, are guiding precision, influence on vibrations, and influence on the feed force.
4.1. Guiding Precision
For the evaluation of the guiding precision, the displacement in the z-direction is measured while
a probe is moved through the adaptive guide (Figure 5). This is conducted in two measurement series
with two different kinds of probes. First, raw wire is used, and second, the same measurements are
performed with linked parts. The setup consists of a linear axis mounted on a base plate with different
mounting positions for the guides.
Figure 5. Measurement setup—radial deviation, a = 142 mm, b = 60 mm.
For each of the tests, one of the two adaptive guides, G1 and G2, as well as an additional sliding
guide are used. Their positions are named A and B. The distances between A and the home position x
= 0 mm of the linear axis as well as the distance between A and B are described by the variables a and
b, respectively. The different adaptive guides are mounted in position A. Furthermore, an aluminium
block with a bore of a diameter of dsb = 400 μm is used for sliding the bushing at position B. The sensor
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is located at position P, directly outside the adaptive guide. The position of the probe in the z-direction
is measured by an optical micrometer (Figure 6). The accuracy of the used device is specified to
0.7 μm. Between the single measurements, the probe is moved in the x-direction by the linear axis.
The displacement between two measurements determines the measurement point distance Δx relative
to the wire. The sensor detects the upper edge of the probe. Consequently, the measurements consider
only the z-direction. Assuming that the used probe is not rotationally symmetric, a different behavior
in the y- and z-directions is expected and the angular orientation of the probe around its length axis
(x-axis) could influence the measurement results. Consequently, two measurements are performed for
each test configuration. First, a measurement with the same probe section and probe orientation is
performed for both guides. Following this, the probe is rotated 90◦ around its length axis (x-axis) and
the measurements are repeated. For each measurement, the probe is fed in fixed steps of distance Δx
until reaching position x = 10 mm and measured for each step, before being pushed back to the starting
position. This measurement procedure is repeated 10 times. The radial deviation e is calculated by
relating each measurement to the initial value at the position of x = 0 mm. The centering force of the
guides is assumed to be direction-independent. Hence, the orientation of the guides is considered
negligible. Nevertheless, G1 is oriented during testing in a way so that the uppermost of the three
springs is aligned with the z-axis.
Figure 6. Measurement setup—radial deviation.
For a proper interpretation of the measurements, it is important to distinguish different influences.
One influence is expected to be the contour accuracy of the probe, which is not necessarily rotationally
symmetric. Therefore, the base material of the linked parts, which is hard-drawn wire (1.4301/AISI 304)
with a diameter of dwire = 360 μm with bright surface produced in bars, is used instead of the linked
parts for the first experiments. The measurement point distance is set to Δx = 1 mm. Figures 7 and 8
illustrate the results. The range of the mean value from the minimum to the maximum is beneath
10 μm for the orientation of 0◦ and beneath 5 μm for the orientation of 90◦ for both guides. The
standard deviation of the measurements is close to the sensor resolution, but obviously smaller for
guide G2. Within the diagrams, the measurements show a similar curve shape for the same angular
orientation but different guides. Comparing the curve shapes between the two diagrams respectively,
a clear difference can be observed between the different angular orientations. This can be explained by
the fact that even the raw wires show some contour deviations due to being not ideally straight and
rotationally symmetric.
 
Figure 7. Comparison of radial deviation for G1 and G2 measured with wire, dwire = 360 μm.
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Figure 8. Comparison of radial deviation for G1 and G2 measured with wire, dwire = 360 μm.
Finally, G1 and G2 are tested with real linked parts. For further identification of the influence of
the contour of the parts, two different linked parts are used (Figure 9). Linked part 1 shows a good
rotational symmetry and no measurable offset op1 ≈ 0 μm between the two wires at both sides of the
part. Linked part 2, in contrast, shows an offset op2. The frame diameter of dframe = 360 μm and the
part diameter of dpart = 660 μm is equal in both cases. The length of the parts is lpart 1 ≈ 1200 μm and
lpart 2 ≈ 1000 μm. The measurement procedure is the same as before, but the measuring point distance
is reduced to Δx = 0.2 mm. Furthermore, the measurement is again performed two times for each
linked part and, for the second measurement, the linked part is rotated 90◦ around its length axis
(x-axis). The parts are illustrated in Figure 9 in both orientations. The measured offset of linked part 2
is op2,0◦ = 165 μm for the orientation of 0◦ and op2,90◦ = 225 μm for the orientation of 90◦.
(a) (b) 
(c) (d) 
Figure 9. (a) Linked part 1 at 0◦, (b) Linked part 1 at 90◦, (c) Linked part 2 at 0◦, and (d) Linked part 2
at 90◦.
In the measurements with G1 (Figure 10a), the regions where the bearing balls are in contact with
the parts can clearly be recognized by the unsteady curve. The range of the deviation is about 40 μm
in the zones where only the wire is in contact with the bearing balls. The overall range of the deviation
is about 160 μm. A similar behavior can be observed in the measurements for G2 (Figure 10b), but the
curve is smoother. The overall range of the deviation is about 50 μm. Before the part enters the guide
(x = 1 mm) and after it has passed through (x = 9 mm), the deviation e is close to 0 μm. The curves for
the two different angular orientations are quite similar. As expected, the deviation for linked part 2
is much higher and in a range of 225 μm (Figure 11). The deviation is on a constant level, when the
part is not within the guide, but there is a significant offset between the two described regions when
the part is before and when it is behind the guide. For both guides, the curves are similar, but for G2,
the curve is smoother and shows a smaller standard deviation.
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(a) (b)
Figure 10. Radial deviation for (a) G1 and (b) G2 measured with linked part 1 (no offset between
wire ends).
(a) (b)
Figure 11. Radial deviation for (a) G1 and (b) G2 measured with linked part 2 (offset between
wire ends).
4.2. Vibrations
For the vibration analysis, an application-specific testing is performed, which allows a qualitative
comparison of the different guide concepts under the aspect of suppression of radial vibrations
(Figure 12).
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Figure 12. Setup vibration analysis, a = 230 mm, b = 60 mm, p = 17 mm.
All measurements are performed with a raw wire with a diameter of dwire = 360 μm. The wire is
clamped at one end, fitted within a sliding guide (position B) and preloaded with Fplv = 25 N at the
other end. The different guides are mounted in position A during testing. At point S, the wire is excited
by displacing and releasing it in a repeatable way, so that it vibrates in its eigenfrequencies. The wire is
simultaneously measured at the points P1 and P2. The same sensor in previous measurements is used
and the initial value is set to zero in order to calculate the radial deviation e. For comparison, a standard
non-adaptive sliding bushing with a diameter of dsg = 800 μm is used. Results are shown in Figure 13.
The bushing provides a clearance of 0.22 mm between the wire and guide, as may be necessary in
the worst case for a linked part. The wire can almost vibrate freely on both sides of the guide. The
amplitude is about 8 μm. The results for the guides G1 and G2 are illustrated in Figures 14 and 15,
respectively. Both show a good suppression of radial vibration for the wire segment behind the guide.
Considering the vibrations at point P1, G2 shows a better damping, as could be expected for an
elastomer. In the measurements, no vibration can be seen. There is only a variation in the range of the
sensor resolution.
 
Figure 13. Vibration measurement sliding guide dsg = 0.8 mm.
 
Figure 14. Vibration measurement guide G1.
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Figure 15. Vibration measurement guide G2.
4.3. Feed Force
The developed passive principle is based on the idea of using the feed force for a diameter
adaption of the guide. When this adaption is realized by spring elements with a constant spring rate,
the feed force changes during feeding. Measurements are performed with a force sensor (Figure 16).
The feed distance is 20 mm, so that the part is able to completely pass through the guide.
Figure 16. Measurement setup—feed force.
Figures 17 and 18 illustrate two exemplary results at a feed velocity of v = 10 mm/s. In both
measurements, the wire is tensioned at the start of the motion and the force rises quickly. Only the
frame moves through the guide and the force is relatively constant with FG1,frame = 0.02 N
and FG2,frame = 0.03 N. In the measurements of G1, the force peaks of FG1,peak = 0.06 N appear when
the part comes in contact with the bearing balls. The distance m ≈ 3 mm between the balls can be
recognized in the measurement. For G2, the force rises up to FG2,peak = 0.1 N when the part passes
through the guide. In this case, there is a little difference between the zone of elevated force and
the length of the guide, which is l = 8 mm. This can be explained by the lower axial stiffness of the
elastomer element.
Figure 17. Force measurement—G1.
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Figure 18. Force measurement—G2.
5. Conclusions
A concept for the passive and adaptive guiding of linked parts has been developed. Based on the
concept, two prototypes were built and examined under the aspects of guiding precision, suppression,
and damping of radial vibrations as well as influence on the feed force.
It is shown that adaptive guides improve the guiding precision compared to non-adaptive guides,
but the precision is still influenced by the contour of the parts that are guided. This influence is more or
less distinct depending on the guiding concept. Regarding the feed force, an influence of the adaption
is a direct consequence of the passive nature of the guiding. The feed force is used for the radial
adaption and, consequently, the adaptive guides cause force peaks when parts pass through. These
peaks can be clearly observed. They are low in comparison to the forces that are delivered by typically
applied feed devices. Nevertheless, a reduction by further optimization of the kinematics is aspired
to decrease the amplitude of these peaks. Otherwise, these force peaks could induce vibrations to
the system and decrease the accuracy. In the vibration measurements, it is shown that both guide
concepts are generally suited to suppress the transmission of vibrations between different sections of
the linked parts. Concerning the damping of vibrations close to a process guide, G2 shows a better
performance. Based on the developed function scheme, further concepts can be realized to further
improve the damping behavior.
Supplementary Materials: The following are available online at www.mdpi.com/2072-666X/8/6/169/s1.
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