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Resumo
Em diversas aplicações, grandes volumes de dados multidimensionais têm sido gerados
continuamente ao longo do tempo. Uma abordagem adequada para lidar com estas co-
leções consiste no uso de métodos de visualização de informação, a partir dos quais pa-
drões de interesse podem ser identificados, possibilitando o entendimento de fenômenos
temporais complexos. De fato, em diversos domínios, o desenvolvimento de ferramentas
adequadas para apoiar análises complexas, por exemplo, aquelas baseadas na identifica-
ção de padrões de mudanças ou correlações existentes entre múltiplas variáveis ao longo
do tempo é de suma importância. Em estudos de fenologia, por exemplo, especialistas
observam as mudanças que ocorrem ao longo da vida de plantas e animais e investigam
qual é a relação entre essas mudanças com variáveis ambientais. Neste cenário, especialis-
tas em fenologia cada vez mais precisam de ferramentas para, adequadamente, visualizar
séries temporais longas, com muitas variáveis e de diferentes tipos (por exemplo, texto e
imagem), assim como identificar padrões temporais cíclicos. Embora diversas abordagens
tenham sido propostas para visualizar dados que variam ao longo do tempo, muitas não
são apropriadas ou aplicáveis para dados de fenologia, porque não são capazes de: (i) lidar
com séries temporais longas, com muitas variáveis de diferentes tipos de dados e de uma
ou mais dimensões; e (ii) permitir a identificação de padrões temporais cíclicos e drivers
ambientais associados.
Este trabalho aborda essas questões a partir da proposta de duas novas abordagens
para apoiar a análise e visualização de dados temporais multidimensionais. Nossa primeira
proposta combina estruturas visuais radiais com ritmos visuais. As estruturas radiais são
usadas para fornecer informação contextual sobre fenômenos cíclicos, enquanto que o ritmo
visual é usado para sumarizar séries temporais longas em representações compactas. Nós
desenvolvemos, avaliamos e validamos nossa proposta com especialistas em fenologia em
tarefas relacionadas à visualização de dados de observação direta da fenologia de plan-
tas em nível tanto de indivíduos quanto de espécies. Nós também validamos a proposta
usando dados temporais relacionados a imagens obtidas de sistemas de monitoramento
de vegetação próxima à superfície. Nossa segunda abordagem é uma nova representação
baseada em imagem, chamada Change Frequency Heatmap (CFH), usada para codificar
mudanças temporais de dados numéricos multivariados. O método calcula histogramas de
padrões de mudanças observados em sucessivos instantes de tempo. Nós validamos o uso
do CFH a partir da criação de uma ferramenta de caracterização de mudanças no ciclo de
vida de plantas de múltiplos indivíduos e espécies ao longo do tempo. Nós demonstramos
o potencial do CFH para ajudar na identificação visual de padrões de mudanças tempo-
rais complexas, especialmente na identificação de variações entre indivíduos em estudos
relacionados à fenologia de plantas.
Abstract
In several applications, large volumes of multidimensional data have been generated con-
tinuously over time. One suitable approach for handling those collections in a meaningful
way consists in the use of information visualization methods, based on which patterns of
interest can be identified, triggering the understanding of complex temporal phenomena.
In fact, in several domains, the development of appropriate tools for supporting complex
analysis based, for example, on the identification of change patterns in temporal data or
existing correlations, over time, among multiple variables, is of paramount importance. In
phenology studies, for instance, phenologists observe changes in the development of plants
and animals throughout their lives and investigate what is the relationship between these
changes with environmental changes. Therefore, phenologists increasingly need tools for
visualizing appropriately long-term series with many variables of different data types, as
well as for identifying cyclical temporal patterns. Although several approaches have been
proposed to visualize data varying over time, most of them are not appropriate or appli-
cable to phenology data, because they are not able: (i) to handle long-term series with
many variables of different data types and one or more dimensions and (ii) to support the
identification of cyclical temporal patterns and associated environmental drivers.
This work addresses these shortcomings by presenting two new approaches to support
the analysis and visualization of multidimensional temporal data. Our first proposal to
visualize phenological data combines radial visual structures along with visual rhythms.
Radial visual structures are used to provide contextual insights regarding cyclical phe-
nomena, while the visual rhythm encoding is used to summarize long-term time series
into compact representations. We developed, evaluated, and validated our proposal with
phenology experts using plant phenology direct observational data both at individuals
and species levels. Also we validated the proposal using image-related temporal data
obtained from near-surface vegetation monitoring systems. Our second approach is a
novel image-based representation, named Change Frequency Heatmap (CFH), used to
encode temporal changes of multivariate numerical data. The method computes his-
tograms of change patterns observed at successive timestamps. We validated the use of
CFHs through the creation of a temporal change characterization tool to support com-
plex plant phenology analysis, concerning the characterization of plant life cycle changes
of multiple individuals and species over time. We demonstrated the potential of CFH to
support visual identification of complex temporal change patterns, especially to decipher
interindividual variations in plant phenology.
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Time series is one of the most common way to represent real-world events based on obser-
vations made over time and can be found in several applications and domains. Usually,
time-related studies handle a huge amount of collected observations that must be ordered
in meaningful arrangements to facilitate the interpretation and speed up analyzes. In
addition to the data volume, those studies may also involve multidimensional data and
multiple variables observed at the same time. Since the domain experts are interested in
identifying temporal changes and patterns, in the case of multidimensional and multivari-
ate temporal data, this analysis becomes a challenging task.
In phenology studies, for instance, phenology experts – also known as phenologists
– observe changes in the development of plants and animals throughout their lives and
investigate what is the relationship between these changes with environmental condi-
tions. In the case of plant phenology studies, phenologists are interested, for example,
in the timing of leafing, flowering, and fruiting of plant species and the relation to its
ecological interactions [82, 95, 122]. Besides that, recent plant phenology studies are not
only concerned with the analysis of data from direct plant observations in the field [85]
(usually known as on-the-ground phenology), but also consider near-remote data derived
from sequential vegetation images taken by digital cameras [4, 5] (usually referred to as
near-surface phenology).
One suitable approach for handling those collections in a meaningful way consists in
the use of data visualization methods, based on which patterns of interest can be iden-
tified, triggering the understanding of complex temporal phenomena. The term data
visualization refers to methods used to represent data and communicate the significance
information using sophisticated visual ways, for example, graphics with interactive capa-
bilities. According to Telea [118], the data visualization field has three main subfields:
(i) scientific visualization, also known as scivis, (ii) information visualization, also known
as infovis, and (iii) visual analytics. In general, according to [27, 30, 118], the differences
between them are:
• Scientific Visualization: uses interactive visualization techniques to communicate
scientific information or phenomena to be understood, mainly, by researchers; and
deals with spatial data or data with geometry structure well defined;
• Information Visualization: uses interactive visualization techniques to commu-
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nicate information and results for an easily understanding; deals with abstract and
non-spatial data;
• Visual Analytics: is a consequence of information and scientific visualization
subfields and combines visualization methods with data analysis and data mining,
dealing with large and complex datasets.
In the case of phenology studies, phenologists increasingly need tools for visualizing
appropriately long-term series with many variables of different data types, as well as
to identify cyclical temporal patterns. Although there are many temporal visualization
techniques, such as the ones summarized in the book Visualization of Time-Oriented
Data [3], and techniques for visualizing multidimensional and multivariate data [128] for
large datasets [94]; visualizing cyclic temporal data with multiple variables and multidi-
mensional ones, as in the case of several applications (e.g., phenology studies), is still a
challenge. This is mainly due to three factors:
• (i) the volume of data to be analyzed (characterized by long time series);
• (ii) the heterogeneity of the data (which are obtained from different sources – field
collection, sensors, cameras, etc.), and
• (iii) the heterogeneity in terms of the time scales of the series (e.g., daily, monthly,
or yearly).
This work addresses these shortcomings by presenting two new visual analytics ap-
proaches to support the analysis and visualization of multidimensional and multivariate
temporal data. We used the phenology as the target domain to specify, implement, and
validate information visualization techniques to facilitate the recognition of cyclical tem-
poral patterns. For this purpose, we used as a case study the e-phenology Project,1
whose data refer to plant observations in the field – both at individuals and species levels
– and sequences of vegetation remote sensing images. Our first proposal combines ra-
dial structures along with visual rhythms. Radial visual structures are used to provide
contextual insights regarding cyclical phenomena, while the visual rhythm encoding is
used to summarize long-term time series into compact representations. We also validate
this proposal using image-related temporal data obtained from near-surface vegetation
monitoring systems. Our second approach is a novel image-based representation, named
as Change Frequency Heatmap (CFH), used to encode temporal changes of multivariate
numerical data. The CFH method computes histograms of change patterns observed at
successive timestamps.
This chapter presents in Section 1.1 some scenarios that motivate this work. In Sec-
tion 1.2, in turn, we discuss the hypotheses and the main research questions addressed.
Finally, Section 1.3 outlines the organization of this document.
1www.recod.ic.unicamp.br/ephenology (As of July 25, 2018).
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1.1 Motivating Scenarios
Environmental changes have become an important issue on the global agenda. In order
to support the formulation of policies for environmental management and to maintain the
balance of the ecosystem, it is necessary to have an accurate view of the existing conditions
and to understand the complex changes that occur at all levels of the planet [120].
An essential step to foster studies about those changes is to collect relevant data on
the environment and living beings and to develop computer systems to manage these
data and to support complex data analysis targeting knowledge discovery. These systems
must also combine newly collected data with historical information and legacy data (for
example, from different data types and encoded in different file formats), using a unified
management perspective. Therefore, scientists involved with environmental issues should
seek support from a large set of systems, a task typically associated with several inter-
operability issues, due to system incompatibility, data diversity, and a variety of user
profiles [120].
In this section, we present the main motivating scenarios related to the use of multidi-
mensional and multivariate temporal data and its visualization in the context of phenology
studies. The first scenario refers to the questions and importance of phenology studies
as a whole (Section 1.1.1). The second scenario refers to our study case, the e-phenology
project and its demands for data analysis tools (Section 1.1.2).
1.1.1 Phenology studies
A representative example of the problems related to the development of systems to support
complex data analysis arises in the context of phenology studies. Phenology is a traditional
science that observes the development of plants and animals and their effects in relation to
the environmental changes [108]. Currently, phenology is a simple, and the most reliable
indicator of the effects of climate change on life cycles of plants and animals [97, 107,
124, 125]. The main interest of phenologists is the timing of biological events, such as,
flowering, migration, reproduction, hibernation, etc., in relation to changes in season and
climate. In plant penology study, for example, the different dates when plants bloom and
have fruits can indicate that changes in the seasons occurred.
The data collection for plant phenology studies can be performed using different meth-
ods, as follows:
• On-the-ground phenology: refers to the direct observations made by experts in
the field over time and can be quantified in terms of observed phenological patterns
of individuals, populations, and comunities.
• Remote sensing land surface phenology: refers to the use of satellites imagery
to track phenological events (seasonal changes) in vegetation indexes at regional to
global scales [130]. Remote sensing land surface phenology supports, for example,
the identification of broad-scale phenological trends that would be difficult or im-
possible using only on-the-ground observations, such as assessing crop conditions,
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drought severity, and wildfire risks,2 among others. Many different methods have
been developed to determine phenological patterns using remote sensing phenology
and most of them use time series of vegetation index (VI) extract from images,
such as normalized difference vegetation index (NDVI) [1] and green leaf area index
(LAI). These indices can be used, for example, to detect the vegetation greenup and
senescence [15,116,130].
• Near-surface remote phenology: refers to the use of repeated potographs taken
by digital cameras set up near to the ground to document plant changes. Due
to the high frequency collection (hour-daily photos) allows phenologists to refine
the temporal gaps of the remote sensing and traditional on-the-ground phenology
methods [4, 5].
In the case of traditional on-the-ground phenology studies (main focus of this thesis),
the phenologists usually monitor several marked individuals – from the same or different
species – periodically at well defined intervals [83, 85], and some measurements include
distribution statistics (e.g., mean, range, and variance) of determined parameters such as,
time of occurrence, duration, intensity or amplitude and synchrony [90]. The measure-
ments can also be quantified (e.g., number of reproductive structures) [16,80,100]. These
parameters are independently calculated for each sampled individual or for population or
species, as usually done in community studies, therefore, their analysis demands extensive
time and special attention [71].
Typical studies related to plant phenology studies involve the analysis of :
• all phenophases of individuals from the same species over time;
• a single phenophase of individuals from the same species but from different sites;
• a single individual with its all phenophases over time (e.g., years).
• a single phenophase of an individual over time;
• the correlation of the variation of phenology changes of species or individuals over
time with climate data; or
• the variation of leaf color from species or individuals over time, based on vegetation
images.
Furthermore, in phenology studies, experts handle well-defined expected temporal
patterns both at individual level, as well as species and community levels, such as when
flower buds, flowers, immature and mature fruits or new leaves began to appear; how
long a particular phenomenon lasts, and how is the pattern observed for individuals of
the same species located within a same area or in different regions [72].3
A critical problem faced relies on the lack of appropriate tools to support these anal-
yses. Although there are many visualization techniques for exploring time series, there
2https://phenology.cr.usgs.gov/overview.php (As of July 25, 2018).
3These are some examples of patterns explored in the context of this thesis, for specific species. The
investigation of each possible patterns can be used for tropical vegetation is left for future work.
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is no standard tool with which phenology experts may explore their data. Furthermore,
comparative studies involving multiple variables and dimensions are even more difficult
to be performed [81].
For instance, to investigate the climate drivers for plant phenology changes, experts
often have to produce a graphic joint visualization that integrates both, phenology and
climate data. Some examples of typical graphics used in phenology studies can be found
in [4, 25, 114]. In summary, phenology experts spend much time to organize useful data
and to create appropriate graphical representations that might be used to identify existing
temporal relations. According to plant phenology experts, generally, the main problems
related to the most commonly used data visualization approaches are:
1. There is no standard approach or tool with which they can visualize and analyze
temporal data.
2. The graphics used are static and commonly do not support multiple variables and/or
multidimensional analysis.
3. The graphics used are created by using more than one software in several cases, and
several times may combine manually using graph editors to reach the visualization
goal. This is a costly and time-consuming task as it demands a lot of efforts and
training in many software at the same time.
In order to properly perform those analyses, phenology experts need access to tools to
support the analysis of multidimensional temporal data. Several initiatives and collabo-
rations between phenologists and computer science professionals have emerged in recent
years in an attempt to create more robust applications and integrating the use of new
technologies to monitor phenology remotely. In Brazil, for example, some efforts in that
direction have been performed in the e-phenology Project. In this context, this work pro-
poses visualization techniques to be used in such tools and uses the e-phenology Project
demands to define motivating case studies for the proposed approaches.
1.1.2 The e-phenology Project
Overview
Studies on plant phenology enable researchers to analyze the conditions of plant life
cycles in relation to their environment and climate changes [101]. In this way, it is
possible to evaluate how climate changes affect the phenology of several species, and
as consequence, biodiversity [78, 79]. Plant phenology studies involve periodic surveys,
in which observations of species and climate are made over days, months, years, and
even decades. Plant observations are made based on the life cycles of the plant, called
phenophases [117] and depend on the experience of the specialist who goes to the field to
carry out the study.
In order to assist phenology specialists and minimize the errors found in field data
sets, in 2011 an innovative project called e-phenology was created. This is a multidisci-
plinary project developed by the phenologists team from Laboratory of Phenology of the
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Universidade Estadual Paulista (UNESP), located in Rio Claro, São Paulo State, Brazil
together with a team of computer science professionals from the Institute of Computing
of the University of Campinas (UNICAMP), Campinas, São Paulo State, Brazil.
This project uses new technologies to integrate the traditional field plant phenology
observations with near-surface remote sensing, and with climatic data obtained by me-
teorological sensors. The main objective is to provide information about the behavior of
vegetation in tropical regions – as in the case of vegetation in most of Brazil and South
America – to detect and understand the environmental changes and the warm global
effects on plant species and biomes [78].
During the first stage of development (from August 2011 to August 2013), the project
aimed to apply the use of digital cameras to carry out remote phenological monitoring,
install climate sensors to obtain local data and to develop a database to store field phe-
nology collection information (previously stored in electronic spreadsheets) and also new
data produced by the use of new installed technologies [71]. From 2013 on, the focus
has been to address theoretical and practical problems involving the combination of two
remote phenology monitoring systems: digital and hyperspectral cameras at three scales:
on-the-ground, phenology tower, and near-space using Unmanned Aerial Vehicle (UAV).
Since the beginning, large volumes of data have been generated by the project and new
methodologies are demanded to be developed to perform the visualization and interpre-
tation of temporal data.
On-the-ground versus near-surface phenology
An important kind of phenological data handled comes from direct on-the-ground ob-
servations of plants’ phenophases (illustrated in Figure 1.1). These observations refer to
biological events of plants, such as flowering, fruiting and leafing, and can be collected
daily, fortnightly, or monthly, over years [4,25,123]. One example of typical phenophases
observed in the context of the e-phenology are shown in the Figure 1.1. For each observed
phenophase, phenologists assign scores representing its intensity: 0 (absence), 1 (between




Figure 1.1: Typical phenophases considered in plant phenology studies
Near-surface phenology refers to remote phenology observations using images. For
example, data are obtained by digital cameras installed at observation towers in study
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sites of interest to phenologists. The cameras are programmed to take images throughout
the day in a scheduled time interval, during all year.
The first tower, relative to the first case study of the project, is presented in Fig-
ure 1.2(a). The tower is installed in an area of Cerrado, located in the city of Itirapina,
State of São Paulo, Brazil. The tower is 18 meters high and has an arm positioned to the
side where the digital camera is installed. Currently, the project has another six cameras
installed in different sites with different kinds of vegetation in Brazil: Atlantic Rain For-
est, Cerrado PEG, Amazon Forest, Caatinga, EE Itirapina and Serra Cipó. Besides that,
the Serra Cipó site presents a set of towers arranged in different areas of this region.4 In
the case of Itirapina, the installed digital camera was programmed to take five pictures in
each full hour of the day, from six in the morning to six in the afternoon. These pictures
are similar to the image presented in Figure 1.2(b), and due to the variety of photos
throughout the day, it has been possible to process them to obtain the temporal variation
of characteristics of Cerrado plants, based on color and texture visual properties [7, 8].
(a) Tower and digital camera in-













(d) Image processing for Caryocar
brasiliensis species
Figure 1.2: View of tower, digital camera and images taken in a cerrado vegetation area:
(a) Tower and camera installed in the Cerrado field in Itirapina-SP, (b) Example of typical
image of the camera in Itirapina-SP, (c) Mask of Caryocar brasiliensis species applied to
the image, and (d) Resulting time series obtained by using the mask of species Caryocar
brasiliensis for images at different time stamps. This chart presents the channel Red,
Green, and Blue (RGB) over the course of days [8].
Figure 1.2(c) presents the mask for the species Caryocar brasiliensis and Figure 1.2(d)
presents an example of images processing using that mask. It was used color as main
feature. The color channel patterns RGB was extracted from each pixel for each region
of the mask.
4The phenocam network can be found at www.recod.ic.unicamp.br/ephenology/client/index.
html#/phenocamNetwork (As of July 25, 2018).
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In addition to the camera, a weather station was also installed in the same tower. Nine
sensors were installed at this station. They measure soil moisture, rainfall, wind speed,
and solar radiation. Data obtained from these sensors contribute to assess the impact
of the climatic changes on the plant phenology, as well as to compare with the changes
identified when processing the images in the vegetation of the Cerrado.
However, there is still a lack of methodologies to correlate and visualize time series
related to data from phenology observations made in the field and climatic data with the
pixel-based indices obtained from vegetation images.
Architectural View
Figure 1.3 shows the simplified architecture defined to the e-phenology information sys-
tem and highlight in orange the components involved in the development of this work.
Three main activities should be supported by this architecture: (i) data insertion, (ii)
query processing, and (iii) data visualization. Research activities related to data inser-
tion and query processing were covered in a previous work [71] with the specification and
implementation of a database for the e-phenology project. The database was designed to
support different types of data, such as: data about the location, taxonomy, and ecolog-
ical information about individuals and species, and data collected periodically, as in the
case of the on-the-ground observations (phenology data); global and local climate changes
collected by weather sensors (weather data), and information and features extracted from
images (image data).
Regardless the type of activity (data insertion, data query, or data visualization) user
wants to perform, the system organization is the same. First, the user interacts with a
interface, where one defines which activity will be performed. Later, the system processes
the defined activity. For example, if the user wants to perform a data insertion, first
one is required to inform the data to be recorded in the interface and the system will
process and store the data into the database (arrow A). Suppose now that the user wants
to retrieve data of interest. Using the model specified in the previous work [71], the first
thing the user must do is to define a query pattern through the interface and the query
processing module will perform the required tasks to fetch the data of interest from the
database. The retrieved records will then be displayed in the preview interface. These
fluxes are illustrated by arrows B, C, and D, respectively.
Since complex temporal data analysis is difficult to be performed through visualization
approaches based on tables or simple graphs when there are a lot of variables involved,
this work is concerned with the development of the third activity: visualization and its
related components. The objective is to provide visualization mechanisms and tools for
two types of data supported: time series related to textual data (phenology and weather)
and image data. The main objective is to transform the conventional data stored into the
database in an interactive visualization. To do that, we are working with the concepts of
information visualization process, where the system needs to transform the data resulting
from the original query to data tables that can be presented through visual structures.
We refer to this module as data processing, and it is discussed in Chapter 5.
This thesis intend to specify and create adequate information visualization techniques
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to represent the scientific data of the e-phenology project. Also, we expect that changes
on data on species and phenology obtained from vegetation images can be correlated with






































Figure 1.3: Architecture schematic view of the e-phenology information system.
Handled Data types
The e-phenology database integrates different data types, classified as temporal and non-
temporal data. As it can be observed in Figure 1.3, non-temporal data include: location
data, which describe sites where phenological studies are conducted; and taxonomy and
ecological data, which classify species and individuals. These non-temporal data are out
of the scope of this work.
Temporal data, in turn, include: phenology data associated with on-the-ground ob-
servations; weather data, which contains data collected by metereological sensors; and
image-related data, which are collected by the near-surface remote phenology process.
Properly visualizing these data will be the main focus of this work.
Figure 1.4 shows examples of time series managed in the context of e-phenology
project. The highlighted area refers to a time series with one phenophase varying over
time: flower bud. In this case, we refer to this data as a univariate time series. In the case
of analyzing all the three variables (flower bud, flower, and leaf flush) varying over time,
we refer to this data as a multivariate time series. In both cases, the set of phenophases
compose a set of variables V , which values are integer numbers (0, 1, or 2) varying over
time instants ti in T , where T is a set of timestamps.
Climate data, in turns, comes from weather sensors installed in the site where the
phenology study is performed. The main objective is to monitor the local environment
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Figure 1.4: Example of time series using on-the-ground observations with three
phenophases: flower bud, flower, leaf flush. For each phenophase, the values 0, 1, or
2 are presented by the icons and they are associated with each time instant.
information about amount of rainfall, wind speed, solar radiation, and relative humidity.
The data typically are collected daily in predefined time intervals. In the case of e-
phenology, sensor data are collected every five minutes, during 24 hours a day, for every
day of year.
Finally, image data are obtained by processing sequential vegetation images taken by
digital cameras [4]. Vegetation indices are extracted from the images taken by digital
cameras periodically. One usual example refers to the detection of Red, Green, and Blue
(RGB) channels (see Figure 1.5(b)). From the green channel, we can extract an index of
green (e.g., %Green or Gcc5), that corresponds to the leaf flushing, and verify variations
in the phenophases for individuals or the community over time [4].
Figure 1.5 shows two examples of multidimensional time series. The first example uses
a multidimensional time series with one variable, defined as the histogram of Gcc scores
for different timestamps. The second example encodes a multivariate multidimensional
time series. In this case, three histograms (one for Gcc, one for Bcc, and another for Rcc)
for each timestamp are illustrated.
An important feature of the e-phenology project is the acquisition of temporal data
with different time scales. For example, in our tropical core study area, conventional
phenology observation data are usually collected once a month; the phenological indices
are derived from images taken by digital cameras every hour, on a daily basis; and the
weather data are obtained from different types of meteorological sensors every ten minutes,
daily.
In summary, both traditional direct on-the-ground observations and the near-surface
data acquisition procedures have resulted on large volumes of multidimensional temporal
data, whose analysis demands the development of appropriate visualization tools.
5Similar reasoning may be employed for the %Blue (Bcc) and %Red (Rcc). For more details, the
reader may refer to [4, 104].
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(a) Example of univariate multidimensional time series. For each time instant ti, there is a
histogram of the green values observed in the target region (in the middle of the circle).
(b) Example of multivariate multidimensional time series. For each time instant ti, there are
three histograms (for the R, G, and B color channels) observed in the target region.
Figure 1.5: Example of multidimensional time series with one (a) and more (b) variables.
1.2 Hypothesis & Research Questions
This work focuses on how to visualize multivariate time series related to phenology studies
in order to support phenology experts in their tasks related to data analyzes. Since we have
different scenarios of visualizations, our proposition is to investigate which information
visualization techniques could be applied and combined to visualize multivariate temporal
data aiming to support the identification of cyclical temporal patterns; and, at the same
time, could be used to develop an information visualization system to support phenology
experts.
In summary, we worked in two propositions: (i) the use of radial structures combined
with visual rhythm approaches to visualize both numerical and image-related temporal
data and (ii) the use of a motion encoding technique combined with heatmaps to identify
and compare phenophase changes in the life cycles of individuals.
Our main hypothesis, therefore, can be enunciated as follows:
Visual structures combined with data summarization approaches are
effective to create a scientific visualization system to identify cycli-
cal patterns in multivariate multidimensional temporal data and po-
tentially improve phenology analyzes.
Given this hypothesis, the following research questions are addressed in this work:
1. Which visual structures can display time series satisfactorily covering the different
types of data and multiple variables involved in phenology analyzes? Which interac-
tion mechanisms should be supported?
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2. Which data summarization approach can be used to visualize long-term series in a
compact way? How to encode both numeric and image-related multivariate temporal
data in a single visual structure to make them comparable? Can visual rhythms be
used for that?
3. Which visualization technique can be used to encode cyclical temporal changes?
Which data summarization approach can be used to encode those changes?
4. Which phenology research questions/activities can benefit from the developed visual
structures? How to validate developed data structures with phenology experts?
1.3 Text Organization
In Chapter 2, we present the fundamental concepts related to time series visualization,
and phenology analysis. We also present an overview about existing research challenges in
the phenology visualization area. Next, in Chapter 3, we present our first proposed infor-
mation visualization technique, which combines a radial structure with a visual rhythm
representation to visualize numerical data related to both on-the-ground observations and
vegetation images, both in the context of phenology studies. In Chapter 4, we describe
the Change Frequency Heatmap method, proposed to visualize changes in the life cycles
of different individuals for the same species. In Chapter 5, we present some mockups and
details regarding the partial implementation of an information visualization tool, which
exploits the proposed techniques in this work. Finally, we concludes this work in Chap-




Basic Concepts & Related Work
The development of this thesis required research mainly in three different areas: infor-
mation visualization, computer vision for visual analytic, and phenology. In this chap-
ter, we present the main concepts, used in the context of this thesis, related to these
areas. We discuss the main research venues concerning the use and validation of infor-
mation visualization techniques (Section 2.1), and visual analytic approaches to support
the identification and analysis of changes associated with multiple variables observed over
time (Section 2.2). We also discuss the use of visualization approaches in the context of
phenology studies (Section 2.3).
2.1 Information Visualization
Information visualization is a term often used by the scientific community to refer to the
process of transforming data to knowledge through a visual representation, which can
be understood given the natural visual capabilities of humans beings [27, 47]. Its main
objective is to foster knowledge extraction based on the analysis of a dataset [111] using
visual displays to communicating information in a meaningful way [75]. The process
combines aspects of Computer Graphics, Human-Computer Interfaces, and Data Mining
to represent data into a visual form [46] with human perceptual and cognitive capabilities
to enable the user to observe the information [47].
The benefits of its applications are more clearly perceived in the context of the man-
agement of large volumes of data. In those scenarios, when a visualization approach is
used, data interpretation and analysis may become faster and more efficient. Furthermore,
hidden features, patterns, or trends may be evidenced, leading to insights about complex
phenomena [47,126]. Handling large volumes of data has demanded the creation of novel
approaches for information visualization [47, 111]. In this case, one key aspect in the vi-
sualization process consists in the definition of which technique should be employed for a
specific target application, which depends on the kind of data being manipulated and the
user tasks, which are expected to be performed using them [46]. Some authors categorize
such techniques, depending on the objectives they are devised for, in the support of the
decision-making process.
According to [110, 128], existing techniques may be divided into categories depend-
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ing on: (1) the kind of data (unidimensional, multidimensional, temporal, hierarchical
or graph-based); or (2) tasks supported for in-depth data analysis: overview,1 zoom, fil-
tering, detailing, identification of relationships, awareness of contextual information, and
information extraction. The visualization techniques, therefore, should use resources that
allow the data interaction and representation graphically, in such a way that they facilitate
and even optimize data analysis and information comprehension. Information visualiza-
tion techniques have been used in many different domains, such as, distance learning,
diagnosis based on medical data analysis, and even in initiatives related to fraud detec-
tion [111]. In engineering and natural science studies, for example, the main challenge is
to visualize time series in a meaningful way [69], i.e., the visualization must be effective
and support the identification of temporal patterns, making easily the understanding of
complex temporal phenomena.
For this thesis, the main related work are those associated with time series visualiza-
tion (Section 2.2) and information visualization techniques developed in the context of
phenology studies (Section 2.3). They are discussed in more details in the next sections.
2.1.1 Validation in Information Visualization
According to Card et al. [27], information visualization aims to provide tools and useful
techniques to detect patterns and to support comprehension about datasets, or broadly,
to increase cognition. As the information visualization area is influenced by different
domains, such as psychology, semiotics, computer graphics, and arts, it becomes more
difficult to make evaluations with quantitative studies, as in the case of user evalua-
tions [132].
In this context, visualization evaluation should not only be concerned with the visual
aspects or usability of visualizations techniques, but also with the processes for which the
tool or technique was developed [66]. Various challenges faced when planning, conducting,
and executing the evaluation of a visualization tool [66] have been investigated. Accord-
ing to Plaisant [98], for example, to carry out information visualization evaluations, the
researchers need to choose and prepare compelling examples using real data and within
the context of target users. This will allow another potential users, with similar data, to
feel more confident to use the implemented visualization technique.
In 2000, a special edition of International Journal of Human-Computer Studies [31]
called attention to the relevance of making assessments of information visualization tech-
niques with users. Since then, many papers have been developing specific methods of
evaluations to the area [29, 43, 115]. According to a research by Lam [66], most of the
published papers (at three major conferences and one important journal of the visualiza-
tion area) do not include any kind of evaluation, not even case studies.
In order to consolidate a visualization tool for multidimensional and multivariate tem-
poral data, this thesis uses validation methods centered on potential users and their
expertise. We consider in our validations not only aspects of computer-human interface,
but also subjective aspects of information visualization. For example, we consider the
1The overview approach allows the observation of the whole object collection, allowing for a more
detailed view based on the use of zoom operations [110].
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most common tasks involved in phenology studies to generate data representation and
to validate the use of the proposed visualization approaches based on these tasks. In
summary, the proposed methods were validated in the context of phenology studies with
phenology experts.
2.2 Time Series Visualization
A time series is an ordered sequence of observations collected at periodic intervals and
can be taken for any variable that changes over time, for example, meteorological, so-
cial, financial, and medical data. The area concerning the proposal of methods aiming
to determine correlations among different time series and/or understanding complex phe-
nomena over time is commonly referred to as time series analysis. Time series analysis
always involves the use of statistical methods to analyze one or more time series whose
data vary over the same period of time. The objective of time series analysis is to extract
meaningful statistics, patterns, and trends about the data collected over time [2]. Ac-
cording to Frank (1998) and Goralwalla et al. (1998) [45, 50], there are many aspects to
be considered when we want to analyze time series. In general, these aspects are related
to two main challenges: (i) how to model time and the associated data and (ii) how to
represent and visualize temporal data graphically, so that insights can be drawn from the
graphical representation.
This section introduces basic concepts related to time series visualization (Section 2.2.1),
as well as discusses some of the existing initiatives in the context of temporal data repre-
sentations (Section 2.2.2).
2.2.1 Background
Given a set of values defining a set of time instants T, where T = {t1, t2, . . . , tn}, one
time series S can be represented in two ways: (i) using a variable V whose values vary
according to each time instant in T, S = {V (t), | t ∈ T}; or (ii) using the notation vi
to indicate each value associated with each time instant in T, S = {vt1 , vt2 , . . . , vtn}. In
both representations, the values varying over time can be from any domain, for instance,
may belong to the set of real or integer numbers or even be a textual data.
A simple example of time series is shown in Figure 2.1. The values that vary over time
from a variable V are represented in the y axis and are associated with the time instants
in the x axis. In the case of example, variable V represents the leaf flush phenophase and
belongs to the domain of the integer numbers. The values varying over time T represents
the amount of individuals trees of the species Aspidosperma Tomentosum which presented
this phenophase from Jan. 2011 to Feb. 2012.
Time series may be associated with one single variable (in this case, known as uni-
variate time series) or multiple variables (multivariate time series). In another taxonomy,
time series data may be divided into two categories depending on whether it refers to a
variable with either one single dimension (unidimensional) or multiple dimensions (mul-
tidimensional time series).
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Figure 2.1: Time series example. For each value vi in y axis, there is a time instant ti
associated. The values varying over time T represents the number of individuals of the
tree species Aspidosperma tomentosum presenting this phenophase from January 2011
(Jan 2011) to February 2012 (Feb 2012).
• Multivariate: Let V = {V1, V2, . . . , Vm} be a set with m variables. Each variable
Vi varies over time, i.e., there is a set with n ordered values for each variable Vi:
V1 = {v11 , v12 , . . . , v1n}; V2 = {v21 , v22 , . . . , v2n}; . . . ; Vm = {vm1 , vm2 , . . . , vmn}.
Thus, there are m combinations with n values of variables and for whose there is a
time instant t associated, forming the time series V = {V1(t), V2(t), . . . , Vm(t) | t ∈
T}. When m = 1, we have a univariate time series.
• Multidimensional: Let V ∈ Rn be a variable which is represented by a point in
the Rn space, i.e., V can be seen as a vector containing n different dimensions. If
variable V varies over time, we define a multidimensional time series. If multiple
multidimensional variables vary over time, the associated time series is said to be
multidimensional and multivariate.
There are several approaches to visualize time series as shown in the seminal book
written by Aigner et al. [3]. Most of those initiatives, however, have limitations to vi-
sualize long time series of different types and domains, i.e., they are not robust enough
to visualize multidimensional temporal data. In this sense, researchers have developed
visualization techniques for specific purposes. In [14, 41, 56, 67], for example, we found
different biodiversity systems with some features to visualize data varying over time in
their context. None of them combines radial structures with visual rhythm representa-
tions at the same time. The work [67], however, takes advantage of visual rhythms and
special color mapping strategies to depict changes of image-related phenological features
over time.
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2.2.2 Temporal Multivariate Data Representations
The analysis of temporal data attained increasing importance in various domains, such
as biology, engineering, and medical sciences. The main goal is to detect trends and
patterns for gain insights and understanding the behavior of data over time [2]. Besides
the variation of the data in the time, another important aspect for many researchers is
the correlation and analysis of multivariate data, which consider the analysis of many
attributes (variables) simultaneously.
In this context, many techniques to visualize multivariate data were proposed, such
as Parallel Coordinates [58] and its radial version Star Coordinates [60]), pixel-oriented
techniques, such as Recursive Pattern [63] and Pixel Bar Charts [62], among others as
shown in the survey by Kehrer and Hauser [61]. None of these techniques consider the time
aspect from multivariate data in an explicit way. Müller and Schumman [87] present an
overview of visualization techniques for multivariate temporal data, such as ThemeRiver,
Spiral Graph, and Calendar View, and so on. All of them are techniques used to visualize
how attributes change over time, but not the correlations between variables. Many other
visualization techniques have been proposed and published for temporal data (see [3] for
more details), but each one of them is applied in a specific context.
In more recent studies, we can find techniques that explore the correlation of mul-
tivariable and time-varying data aspects using cluster algorithms [129], graph analysis
techniques [51], similarity algorithms [17], and dimensionality reduction approaches [59].
In our case, we want to detect correlations between variables and to identify change pat-
terns over time, not only for a specific timestamp. Therefore we can not cluster samples
or use similarity algorithms, because we want to know how is the behavior of a time series
both at each time instant and for all time intervals.
Different from all previous initiatives, our method is validated in the context of pheno-
logical studies using plant phenology data. Although there are different biodiversity sys-
tems with features to visualize data varying over time [3], our methods are innovative ways
to detect temporal patterns from a individual and populational perspective (intraspecific),
a very important and still under explored aspect in phenological research [16,82,90].
2.2.3 Visual Rhythm
In general, a video can be physically viewed as a set of images (usually referred to as
frames) sequentially ordered over time [91]. Each image that composes a video can be
sampled using different criteria (e.g., based on a vertical, horizontal, or a diagonal line).
Features may be extracted from those samples and later combined into an image in order
to encode video changes over time. The image generated by this methodology is called
Visual Rhythm [32, 91]. The main objective is to facilitate video analysis by reducing
the storage needs associated with features extracted from images and speeding up video
processing algorithms [52].
Formally, a visual rhythm is the simplification of one video V at domain 2D + t to
domain 1D + t, as presented in Figure 2.2. Each video V has T frames, where each frame
F has the same height and width, therefore V= {Ft}, t ∈ [1, T ] (Figure 2.2(a)). Each
frame Ft is characterized by a set of pixels – samples – (x, y) associated with a time
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(a) Representation of a video in the 2D + t format. In this format, a video is seen as a set of images











(b) Representation of a video cut on a 2D + t video. A cut represents an image at a timestamp t.




















(c) Representation of a video in the 1D + t format using the visual rhythm concept. This example shows
a sample of pixels defined by a vertical line of each frame Ft.
Figure 2.2: Visual rhythm example. Examples of a video, a video cut, and a visual
rhythm representation.
In order to analyze the video from the temporal point of view, new cuts can be
defined in {Ft} using different sampling strategies (e.g., based on vertical, horizontal,
or diagonal lines). Figure 2.2(c) illustrates the use of a vertical sampling approach. In
this example, each Ft is transformed into a column on a new image, which represents
the video visual rhythm (Figure 2.2(c)). Therefore, the visual rhythm (VR) of a video
is given by V R = {FV R(i, t)} = {Fsampling(x(z), y(z), t)}, i ∈ {0, 1, 2, . . .} and t ∈ T ,
where Fsampling(x, y, t) is a spacial reduced version from Ft(x, y, t), and x(z) and y(z)
are functions of one dimension of independent variable z, where z and t refer to vertical
and horizontal axis, respectively [65].
The visual rhythm approach has been used with success in different applications, such
as: video cut detection, identification of transitions and flashes [52]; content-based video
retrieval [92,121]; social analysis [55]. More recently, some studies have been using visual
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rhythms in Biology [70,74], including remote phenolgy [9–11] and hyperspectral remote
sensing image analysis [36]. In this thesis, we construct a visual rhythm representation for
time series associated with numerical data stored in relational tables derived from both
traditional direct phenological observation and vegetation images.
2.2.4 Radial Visualization
Radial visualization is the term used to describe a visualization system that uses circular
or elliptical layout to display data. This visualization layout has been increasingly used
for many purposes [37]. For temporal data, for example, the radial display has been
widely used to build visualizations, such as spiral graph [127], circle view [64], circle seg-
ments [12], TimeRadarTrees [24], and axes-based visualization [119]. In another research
venue, this approach is combined with other techniques. Some examples include the use
of the radial visualization for geoscience observation data [68] and of the radial projection
for geo-information [38]. Finally, phenology has used radial representations instead of
the linear representations thorough the circular statistics analyses [81, 84]. The circular
representations is a common way to represent temporal data with no true zero or starting
point [42]. Many other applications of radial visualization are introduced by Draper et
al. [37].
Inspired by these works, we also use the radial layout to represent data from phenology
studies. Our approach encodes time dimension using concentric circles [33] and shows
multivariate data using a similar concept presented in the circle view [64], and circle
segments [12] approaches. Furthermore, we also use visual rhythm to summarize a large
volume of data, building an visualization that enables the identification of cyclical patterns
related to phenology data.
According to Draper et al. [37], many types of radial visualization exist and they can
be combined to produce novel visualizations, such as the case of [73], which combines
radial structure with pie chart to visualize the proportions of total energy used by one
type of device across a measured period of time. Both [28] and [127] proposed the use
of spirals structures to show the seasonality of data. In our proposal, we also use the
concept of radial structure to organize time-varying phenological data.
2.2.5 Motion Representations
The proposed CFH follows the principles of methods proposed for human motion charac-
terization in computer vision applications. Bobick and Davis [21] introduced the idea of
projecting a temporal pattern of motion into a single image-based representation named as
temporal template [19–21,34,77]. They proposed a representation and recognition theory
that is based on motion-energy image (MEI) and motion-history image (MHI) [20,21,34].
MEI is a binary cumulative image that describes where a motion has occurred in an image
sequence. MHI, in turn, is an improvement of MEI, in which pixel intensity is a func-
tion of the motion history at that pixel and describes how motion is changing [21, 77].
They used video sequences of aerobics exercises for evaluating the power of the proposed
temporal template representation [34].
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Bradski and Davis [23] proposed a timed MHI (tMHI) for motion segmentation that
allows to determine the normal optical flow. Other descriptive representations of motion
based on MHI context were developed by Moeslund et. al [77]. In their study, they
present a survey of several techniques proposed to compact human motion sequence into
a single image.
More recently, Meng et al. [76] proposed the motion history histogram (MHH) also
for human action recognition. The MHH basically encodes motion patterns found in
videos, but differently from MHI, the MHH encodes all temporal changes into a single
image, while in the MHI only the last change is represented. An important feature of
MHH is that the representation is based on a collection of histogram-based grayscale
images [76]. Thus, each histogram is computed from a sequence of video frames where a
binary image is generated. This image is expected to encode the most significant motion
patterns. A motion pattern is defined by a sequence of 0’s and 1’s connected (e.g., 010,
0110, 01110, 011110). Therefore, histograms associated with the binary representations
are used to detect the most relevant motion patterns. Those histograms are used along
with classification apparatus to find events of interest in videos.
Different from those initiatives, we generalize the motion pattern characterization
solutions to detect and represent temporal changes in arbitrary temporal multivariate
numerical data. Our algorithm is similar to the one proposed in [76]; but instead of using
a video clip as entry data, we use numerical matrices as input and our output is a set of
heatmaps representations that encode the frequency of temporal change patterns. In this
work, we also exploit different binary encoding approaches to characterize phenological
events of interest. To the best of our knowledge, this is the first work using this strategy
to characterize complex phenological phenomena.
2.3 Information Visualization in Phenology
This section introduces common approaches for visualizing phenological data.
2.3.1 Common Practices
Plant phenology studies are based on the observation of individuals and/or species and
the correlation of data related to their life cycle with climate variables [85]. They are
not only concerned with the analysis of data related to observations in the field, but also,
more recently, phenological studies are associated with vegetation images taken by digital
cameras remotely [4,5,103,104]. This scenario demands the creation of appropriate tools
to support the discovery process associated with the identification of patterns observed
in multidimensional and multivariate time series.
2.3.2 Visualizing On-the-ground Phenological Data
On-the-ground phenological data are periodically collected from individuals located in an
observation area named site. The data values of observation vary according to the sam-
pling method used by experts, but usually is related to the identification of the intensity
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of particular phenophases [71,81].
The most used approach for visualizing the behavior of phenological variables over
time relies on the use of linear charts. Figure 2.1 shows a typical example, illustrating
the variation of the number of individuals of the species Aspidosperma Tomentosum over
time, from Jan. 2011 to Feb 2012.
Phenology experts have been seeking for computational and technological options
that support them in data analysis, organization, and storage. One example towards
this direction is the Plant Phenological Online Database2 (PPODB) [35], USA national
phenology network 3 [109], Nature’s Notebook 4 [106], among others. However, in those
studies, it is still common the use of simple visual structures such as tables and linear
charts.
In another research venue, several researchers represent temporal data associated with
plant life cycles (phenology) in radial graphs [81]. Those structures are useful for under-
stating cyclical events, such as the phenological ones, and allow the use of specific circular
statistics, which are suitable for the analysis of such kind of data [81,84,114]. Figure 2.3,
for example, illustrates the use of a radial structure to encode the intensity of the leaf
flush and flowering for different species, over the months of a year.
The analysis of existing relations among multiple variables is also very important in
phenology studies. For example, the relation between two successive phenophses (e.g. leaf
flush and leaf fall) over time or between a climate variable (e.g., rainfall) with particu-
lar phenophases. In this last case, researchers may be interested in understanding how a
particular variable drives the plant behavior. Figure 2.4 shows a typical chart used to rep-
resent multiple variables. In the example, a one-year multivariate representation is used:
a bar plot is employed to represent the rainfall variable, while lines encode the number
of individuals (in percentage) for which the phenophases leaf flush and leaf fall were ob-
served. In Figure 2.4(a), we have the monthly total precipitation and the phenophases of
leaf flush and flowering of the species Xylopia aromatica, while, in Figure 2.4(b), we have
the monthly total rainfall and the phenophases of leaf flush and flowering of the species
Pouteria torta. The data considered refer to phenological observations that took place
from January to December 2011 for a cerrado sensu stricto vegetation, located at Itirap-
ina, Southeastern Brazil. Rainfall data are from Centro de Recursos Hídricos e Estudos
Ambientais (CHREA), located 3 km from the vegetation site.
Figure 2.5, in turn, refers to a long-term analysis of the same species (Xylopia aro-
matica and Pouteria torta). In the example, phenology experts may be interested in
analyzing correlations over multiple variables over long periods of time (from January
2008 to December 2011).
2.3.3 Visualizing Near-Surface Phenological Data
The “Near surface remote phenology” consists in using digital cameras and other sen-
sors installed close to ground level or at the top of towers for the monitoring of species
2http://www.ppodb.de/ (As of July 25, 2018).
3https://www.usanpn.org/ (As of July 25, 2018).
4https://www.usanpn.org/natures_notebook# (As of July 25, 2018).
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Figure 2.3: Radial structure representing the frequency distribution of individuals initial
dates of (a) flowering (purple bars) and (b) leaf flush (green bars), for the species Xylopia
aromatica (left) and Pouteria torta (rigth). Phenological data observations were collected
from January to December 2011 in a cerrado sensu stricto vegetation, Itirapina, São Paulo
state, Southeastern Brazil. The scale of the bars values are presented in the primary Y
axis of the correspondent species in Figure 2.4.
up to ecosystem-scale vegetation changes. In comparison with the on-the-ground direct
traditional phenology, the use of digital cameras to track leaf exchange phenophases al-
lows long-term monitoring of high-frequency data (hourly, daily), simultaneously across
multi-sites, with reduced human labor, and present an important role by filing the “gap
of observation” among scales from ground to the land surface monitoring using satellite
images [5, 86].
The process of digital images analysis depends on the definition of Regions of Interest
(ROI). A ROI represents a region within the sample image defined for analysis (see [4,5]).
The ROI can represent crowns of species, populations, a community profile or even a
vegetation type within the landscape [5]. From each ROI, the RGB (red, green, and
blue) information of the image dataset is extracted and vegetation indices are enabled
to be calculated (e.g., RGB chromatic coordinates). For instance, the Gcc index (Green
chromatic coordinate, see [48] can represent the amount of leaves being putting out (leaf
flushing) by a single tree or a whole vegetation community (Figure 2.6). Daily Gcc values
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Figure 2.4: Linear chart showing monthly phenophases and climate variables. Monthly
cumulative precipitation (bars) and the start of the phenophases leaf flush (green line)
and flowering (purple line) of the species (a) Xylopia aromatica, and (b) Pouteria torta.
Phenological observations from January to December 2011 for a cerrado sensu stricto
vegetation at Itirapina, São Paulo state, Southeastern Brazil. Rainfall data are from
CHREA (Centro de Recursos Hídricos e Estudos Ambientais), located 3 km from the
study site.
are plotted against a time line representing the day of the year in a X-Y plot (Fig. 2.6 b-e).
Gcc curves swings can be analyzed and used to provide information from the seasonality
of leaf exchanges.
2.4 Conclusions
Many questions arise when we need to analyze multidimensional and multivariate tem-
poral data. For example, how can many sets of temporal data be analyzed at the same
time? How can scientists interact with data? How can cyclical patterns be detected? One
way to address those questions relies on the use of information visualization techniques.
In this context, this chapter introduced the basic concepts and the main related work
associated with the development of this thesis. We introduced the main concepts related
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Figure 2.5: Linear chart showing monthly phenophases and climate variables over several
years. Monthly total precipitation (bars) and the leaf flush and flowering (lines) of the
species (a) Xylopia aromatica, and (b) Pouteria torta. Phenological observations from
January 2008 to December 2011 for a cerrado sensu stricto vegetation at Itirapina, São
Paulo state, Southeastern Brazil. Rainfall data are from Centro de Recursos Hídricos e
Estudos Ambientais (CHREA), located 3 km from the study site.
to the information visualization area and the importance of validation of the developed
techniques targeting users’ needs. We also introduced the concept of time series and
described some existing visualization techniques developed to visualize temporal data
focusing mainly on radial visualization, method chosen in this work. Besides that, in
the context of time series visualization, we also discussed the state of the art related to
the visual rythm and motion recognition methods. Both are used in the context of this
thesis to support the data visualization by phenology experts. Finally, we introduced
some traditional visualization methods used by phenologists on their daily tasks.
41
Figure 2.6: Example of (a) an image from a fisheye camera showing four regions of interest
(ROIs) marked in red; each ROI represents one species’ crown. Linear charts of daily Gcc
values (green chromatic coordinates – green dots) representing the leaf flusing phenophase
for ROIs of the species: (b) Caryocar brasiliensis, (c)Myrcia rubiginosa, (d) Aspidosperma




Radial Structure combined with Visual
Rhythm Approach
This chapter presents the proposed approach to encode on-the-ground observations and
image data into radial structures in a summarized way using the visual rhythm approach.
First, we introduce the problem (Section 3.1) and present an overview of our approach
(Section 3.1.1) and the usage scenario (Section 3.1.2). We then discuss some implemen-
tation details (Section 3.2) and the user-centered evaluations performed with phenology
experts (Section 3.3). In that section, we describe target research question (Section 3.3.1),
the evaluated prototypes (Section 3.3.2), the experimental setup (Section 3.3.3), the re-
sults (Section 3.3.4) and a discussion about the validation (Section 3.3.5).
3.1 Introduction
A common approach used for data organization relies on the use of database-oriented so-
lutions, such as relational databases, to store plant phenology data [35,71]. Despite their
success, the need of visual analytics tools still persists. Although several approaches have
been proposed to visualize time series [3], most of them are not appropriate or applicable
to phenology data, as they are not able: (i) to handle long-term series with many variables
of different data types and one or more dimensions and (ii) to identify cyclical tempo-
ral patterns and the associated environmental drivers. Furthermore, visualization tools
should support data analysis under different perspectives: for example, a detailed view
focusing on individual, and at large scales, a summarized view considering data about
species and communities.
In this chapter, we address these issues by introducing one suitable alternative for visu-
alizing data related to phenology studies. Our approach is based on using a radial layout
along with visual rhythms (VR). The use of a radial structure aims to provide contextual
insights regarding cyclical temporal phenomena. The use of visual rhythms, in turn, aims
to summarize data at species and community levels that will be later represented using
the radial layout.
The use of radial representation has been successfully applied on phenology studies
instead of the linear representations through the circular statistics analyses [81, 84]. The
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circular analyses are a particular way to represent temporal data with no true zero or
starting point [42]. Traditionally, VR representations were proposed to encode temporal
change from video data using linear pixel sampling [65, 91]. In more recent studies, VR
representations have been used to visualize temporal properties from digital images [9,
67]. The main advantages of this approach rely on efficiency aspects, as the compact
representations generated are usually less costly in terms of storage and processing. With
this in mind, the main novelty here is on exploiting the use of VR representations to
encode conventional phenological numerical data. To the best of our knowledge, this
is the first initiative dedicated to the use of VR representations to encode conventional
numerical data.
In this context, the key contribution of this work is the specification and the im-
plementation of a visualization approach using radial layouts, along with visual rhythm
representations, to explore large volumes of multidimensional temporal data, usually as-
sociated with different types of variables. The objective is to support the detection of
cyclical patterns. We demonstrate the potential use of our tool in the context of phenology
studies using data from the e-phenology project as a case study [4, 71].
We developed ten prototypes that were separated and validated in two groups with
phenology experts (potential users of our tool), such as: (i) six prototypes were created to
represent phenological data about individuals – which we call data visualization at detailed
level and (ii) four prototypes were created to represent phenological data about species –
which we call data visualization at summarization level. We also included two prototypes
based on linear bar graphs (one for each level), which represent the typical visual charts
usually created by phenology experts in their temporal analysis studies. All prototypes
encode, visually, data associated with research questions related to the correlation among
phenology phenomena and climatic conditions.
Lastly, another novelty of this work refers to the description of user-centered evaluation
procedures aiming to validate different prototypes in the context of real-world phenology
studies. To the best of our knowledge, this is one of the first works in the literature to
describe experiments with phenology experts aiming to validate information visualization
tools in a real scenario setting.
3.1.1 Proposed Approach Overview
The main objective of this work is to propose a visualization approach with the objec-
tive of supporting the identification of cyclical temporal patterns from long time series.
More specifically, we want to investigate, for the first time, the use of visual rhythms in
the analysis of conventional numerical, on-the-ground direct observational data used in
phenology studies. In this context, Figure 3.1 presents an overview upon our proposal.
In A, we have a representation of temporal data used in phenology studies and ex-
plored in our present proposal. We consider the analysis of cyclical data associated with
numerical (data related to both direct on-the-ground observations and climatic infor-
mation). Once the data are obtained, they are processed and stored into conventional
database (component B in the figure). Next, visual rhythm-based representations may be

















































Visual Rhythms in a
Radial Structure
Figure 3.1: Overview of the visualization technique proposed for textual and climate data.
in the figure (see next section for more details). The visual rhythm representation is
based on a two-dimensional image, which is expected to summarize the most important
properties of the multidimensional data. Since our interest is to support the identifica-
tion of cyclical temporal patterns, we use a radial visualization structure (component D)
to represent the temporal data. Finally, as shown in E, we encode the visual rhythm
representation into a radial structure.
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3.1.2 Visual Rhythms for Phenological Data
In our proposal, we want to explore the use of visual rhythms for conventional numerical
data. In the following, we detail how to represent these data using visual rhythms.
Phenology studies typically are based on the analysis of large volumes of temporal
and cyclical data. For example, those studies often consider the observation of the life
cycles of thousands of plants over time [35]. Common research questions addressed in
those studies refer to the analysis of numerical data related, for example, to when (time
of the year), for how long (duration), and at which intensity a given event (e.g., leafing
or flowering) has occurred at a specific region [85, 117]. The most typical approach to
store conventional numerical data associated with phenology studies relies on the use of
relational databases [35,71].
In this work, we propose the use of visual rhythm representations to encode numerical
temporal data stored in relational tables. The objective is to support the identification of
cyclical patterns in numerical data related to phenological studies. In order to represent
temporal changes of numerical data, we use the same idea of original visual rhythm
approach wherein a video is decomposed into multiple images. Without loss of generality,
we assume that it is possible to encode phenological temporal data into a set of tables
ordered in time.
Let R(A0, A1, . . . , Am, T ) be a relation (table), where Ai(0 ≤ i ≤ m) is a numeric
attribute and T ∈ N is an attribute associated with time instants. Without loss of
generality, the relation R can be decomposed into several smaller tables by performing
selections based on the values of the time attribute. For example, Figure 3.2 illustrates the
decomposition of relation R based on the selection of tuples (rows of the table) associated
with different timestamps t (1 ≤ t ≤ n). In the example, relations Rt refer to the set of
tuples whose the value of attribute T is equal to t. Using the relational algebra notation,
Rt = σ
R
T=t, where σ is the selection operator.1
Each Rt has its width equal to the number of numerical attributes (m) and height
equal to the number of tuples associated with the same time instant t. In phenology
studies, for example, Ai may refer to the phenophase intensity (e.g., for flower bud or
anthesis) observed for different individuals over time. A specific Rt, in turn, may refer to
the set of the phenophase intensities observed for all individuals at timestamp t.
The decomposition of relation based on time information leads to a set of matrices that
can be used to generate visual rhythm representations. For example, Figure 3.3(a) shows
the creation of a visual rhythm representation based on column information. Following
our previous example, supposed we are interested in studying changes of a particular
phenophase (defined by attribute Ai) over time. In this case, Rv(t, z) = {piAi(Rt)},
t ∈ [1, n] and z ∈ [1, H], where n and H are its width and height, respectively, and pi
stands for the relational algebra projection operator that returns a subset of Rt, restricted
to the set of attributes defined by Ai.
Suppose now that we are interested in observing changes on intensities of all phenophases
for a particular individual < id >. In order to support this analysis, we can create a visual
rhythm representation based on multiple horizontal selections (one for each relation Rt).
1For more details upon the typical relational algebra operators, readers may refer to [39].
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Figure 3.2: Decomposition of relation R into several relations Rt, where t refers to a
timestamp.
Formally, Rv(t, z) = {piA(σI=<id>(Rt))}, t ∈ [1, n] and z ∈ [1,W ], where A is a set of
attributes associated with different phenophases. In this case, the numerical and time
attributes will form y-axis and x-axis, respectively, into visual rhythm image as shown
Figure 3.3(b).
Another way explored in this thesis to build visual rhythms from relational tables relies
on the selection of more than one value for each attribute and more than one attribute.
Thus, in addition to projection and selection operations we also have to use a aggregation
function to summarize data, such that Rv(t, z) = {Ai}Fagregation(pi{Ai}(σcondition(Rt))), t ∈
[1,W ] and z ∈ [1, H], where z on this case is a multidimensional variable. Typical
aggregation functions used include count and average. Figure 3.4 illustrates this example.
3.2 Implementation Details
Once we have used the visual rhythm approach to encode conventional data (e.g, data
stored as a set of tables ordered in time as explained in the previous section), we have a bi-
dimensional table, which can be represented using the radial layout. Figure 3.5 shows the
general idea behind our visualization approach for phenology data. The main objective
is to develop a tool that supports the joint visualization of all variables typically involved
in phenology studies.
In our representation, we use the concept of concentric circles divided into segments
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(a) Example of visual rhythm creation based on vertical projec-
tions.
(b) Example of visual rhythm creation based on horizontal selec-
tions.
Figure 3.3: Examples of visual rhythm creation based on selections (horizontal cuts) and
projections (vertical cuts).
Figure 3.4: Example of the use of the visual rhythm approach to summarize tabular data
using aggregation operations.
to show the attributes related to phenological, climate, or image-related data. Thus, each
segment s, for example, can represents a time instant t ∈ T (1 ≤ t ≤ n) and may be
associated with one or more attributes, Ai (1 ≤ i ≤ m).
As an example, suppose we want to visualize the visual rhythm obtained for m
phenophases (Ai) for a particular group of three individuals < idi > over one year
(n months). Using the idea of horizontal cuts (see Figure 3.3(b)), the resulting visual
rhythms comprise three tables (one visual rhythm for each individual) composed of val-
ues of phenophases attributes over time (attribute time) each one. In this case, circles
refer to individuals (one for each circle), segments are related to months. Each segment
















Figure 3.5: Overview of the visualization proposed for numerical data.
the amount of segments for one circle will be equal to n×m. Note that this distribution
and the visual rhythm to be represented may be different depending on the user goals.
For example, the data organization within the prototypes – developed to validate
our approach – concerning time information works as follows: circles are associated with
years, while segments are used to represent months. Therefore, we have 12 segments
that can be subdivided according to the number of attributes considered. The numerical
attributes are associated with phenological, climate, or image data.
3.3 Validation
The validation of the proposed visual representation relies on a user-centered evaluation
of prototypes, which encode on-the-ground direct observation phenology data.
We carried out experiments with phenology experts aiming to validate the prototypes
created to represent both, detailed and summarized data visualizations, on the context of
phenology studies. The experiments aimed at evaluating the effectiveness of the proposed
visualization prototypes using a task-oriented evaluation methodology.
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3.3.1 Target Research Questions
The data considered in our case study refer to phenology observations conducted our
core cerrado site of e-phenology project described above, in a period ranging from 2005
to 2007. For each individual, researchers observe six reproductive phases, as follows:
(i) flower buds, (ii) open flowers or anthesis, (iii) unripe fruits, (iv) ripe fruits, and the
vegetative phases of (v) leaf fall and (vi) leaf flush or new leaves, as defined in [123].
Recall that to each phenophase, in each observation, a score from 0 to 2 is assigned. The
current implementation assumes that target users, phenology experts, are interested in
comparing phenological and climate data only. The climate data considered in our study
refer to the precipitation observed for the same time period.
Some examples of typical research questions related to phenology studies that experts
try to address using these data are:
1. Is it possible to visualize phenological data (all phenophase intensities) of one specific
individual for a specific period of time, spanning several years?
2. Is it possible to identify the date of peak for a specific phenophase intensity for one
individual?
3. Is it possible to visualize phenological data (all phenophase intensities) of one specific
individual combined with climate data for a period of time, spanning several years?
4. Is it possible to visualize phenological data (all phenophase intensities) for one
species, spanning several years?
5. Is it possible to identify the date of peak of phenophase intensities for one species,
spanning several years?
6. Is it possible to visualize phenological data (all phenophase intensities) of one species
combined with climate data for a period of time, spanning several years?
These questions aim to support the understanding of phenological changes over time
and are extremely important in the context of assessing triggers and the impact of climate
changes on plants phenology.
3.3.2 Evaluated Prototypes
Based on the research questions presented in Section 3.3.1, we developed a generic visual
representation using the concept of radial display and visual rhythm. The use of this
representation is dependent on the kind of question being considered. Two scenarios are
studied:
• Detailed visualization: questions that are related to the visualization of individual-
related data (questions 1 to 3);
• Summarized visualization: questions that that are related to the visualization
of species-related data (questions 4 to 6).
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Since phenology studies are based on long-term time series and involve a complex
process between the observation in the field and the data analysis, we opted for a set of
published and consolidated data in the literature. In this context, the data represented in
the prototypes both in detailed and summarized visualization levels refer to phenological
observations related to the species Myrcia guianensis collected in the core study site of
the e-phenology project, and which was presented in [123].
Detailed Visualization
In order to address questions from 1 to 3 presented in Section 3.3.1, we have implemented
seven prototypes (see Figures 3.6 and 3.7). All the prototypes present the phenophases as
attributes distributed within the segments. The phenophases are presented using values
0, 1, or 2, which represent the respective observed intensity.
The main difference between them is concerned with how the climate data is shown
and, in the case of Prototype 7, how the phenophases and intensities are represented – in
this case, in a linear way (Figure 3.7 – Prototype 7). This is the most common method
used by experts and therefore considered here as our baseline. The prototypes whose
evaluation is close to the evaluation of the baselines will be considered good candidates
for being used in phenology studies.
In the first prototype (Figure 3.6 – Prototype 1), the climate data are shown in the
more inner circle in a generic fashion. In all other prototypes (Figure 3.6 – Prototypes 2,
3, 4, 5, and 6), in turn, climate data are placed along with the phenophase data (regions
highlighted in blue).
In all prototypes, we consider for each month that the experts want to visualize all
six phenophases. Furthermore, note that in the first, second, and fourth prototype, we
represent the phenophase intensity values equal to 0 in gray, while in the other prototypes,
in white. We also change the way a phenophase is represented: gray scale (Figure 3.6 –
Prototype 2), icons (Figure 3.6 – Prototype 3), letters (Figure 3.6 – Prototypes 4 and 5),
and numbers (Figure 3.6 – Prototype 6). With these seven representations, we want to
support the visualization of cyclical data with the objective of allowing the identification of
patterns and relations among the different variables. In the considered examples, relations
among phenophase intensities and precipitation are considered. All prototypes also allow
the identification of peaks in the intensity values (bright green cells).
Summarized Visualization
With regard to questions from 4 to 6 presented in Section 3.3.1, five other prototypes were
designed. All prototypes implemented for this step (see Figures 3.8 and 3.9) consider data
about one single species.
The main difference here is that data about one species include records associated
with one or more individuals, which demands the use a summarization approach. In this
case, we applied our approach based on the visual rhythm representation. To compute the
phenophase data to be presented, we computed the visual rhythm using an aggregation
function. Thus, instead of presenting values of intensity, here we calculate how many
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Figure 3.6: Generic prototypes developed to visualize phenological patterns from one in-
dividual and climate data using different graphical representations – detailed visualization
level.
instance, for phenophase flower bud, we count how many individuals presented 1 or 2 in
the time period considered in the study. Therefore, the values associated with phenophase
segments that we present in our visualization refer to the relative percentage of individuals
with phenophase intensity value different from zero or just the presence of phenological
activity. Similarly to the prototypes of individuals, all prototypes have six phenophases
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Figure 3.7: Generic prototypes developed to visualize phenological patterns from one in-
dividual and climate data using different graphical representations – detailed visualization
level. In this example, bars are used to encode temporal data.
and the fifth prototype is our baseline linear visualization (Figure 3.8 – Prototype 5).
Besides that, to identify each phenophase, we use different strategies: gray-level scale
(Figure 3.8 – Prototype 1), icons (Figure 3.8 – Prototype 2), letters (Figure 3.8 – Proto-
type 3), and numbers (Figure 3.8 – Prototype 4).
3.3.3 Experimental Setup
User profiles: Eleven phenology experts were recruited by email to take part in the
evaluation of the prototypes – six active researchers (Ph.D.), five Ph.D. candidates. One
of the Ph.D. candidates did not fill out the evaluation form related to prototypes of
species. The key selection requirement relied on their expertise in plant phenology domain.
Subjects of any age (over 18 years) or gender were accepted in the study.
Task:. Before any procedures the research plan and forms were submitted for approval
in the Unicamp humans ethical committee and the participants had to sign a consent
form. For the evaluation, we created two types of forms – one used to evaluate proto-
types representing individuals data and another to evaluate those that manage species
data. Thinking in the target research questions presented previously, in both forms the
evaluators were asked: (i) to indicate how easy is the identification of phenophases in-
tensities over time and if they could identify a relation between production of flowering
phenophases (flower bud and flower); (ii) to indicate if they could identify peaks of flow-
ering and fruiting in specific dates; and (iii) if they could identify a relationship between
leaf flush and precipitation. The results obtained for the questions related to item (i) had
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Figure 3.8: Generic prototypes developed to visualize phenological patterns from one
species and climate data using different graphical representations – summarized visual-
ization level.
(ii) had as objective to address the target research questions 2 and 5; finally, the results
related to item (iii) had as objective to address the target research questions 3 and 6.
Procedure: All evaluators were asked to evaluate all prototypes. Each prototype was
associated with a different evaluation form. All recruited evaluators filled out the form
about individuals’ prototypes and only ten filled out the form about species’ prototypes.
For each question of the forms, the user should indicate, in a Likert scale (from 1 to 5),
whether it was easy to identify the required standards on issues. In the scale: 1 means
that the user totally disagrees; 2, disagrees; 3, neither agrees or disagrees; 4, agrees; 5,
totally agrees.
Opening questionnaire: Evaluators were asked to fill out a questionnaire concerning
their familiarity with computers and visualization techniques, as well as, their expertise
with tools to visualize phenological data. Only one participant indicated to know the in-
formation visualization area and reported to have used the package ggplot2 from language
R to represent data of interest.
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Figure 3.9: Generic prototypes developed to visualize phenological patterns from one
species and climate data using different graphical representations – summarized visual-
ization level.In this example, bars are used to encode temporal data.
3.3.4 Results
Figure 3.10 shows the results with regard to the satisfaction of users concerning how
easy is the identification of phenophase intensities over years considering all prototypes
evaluated. Figure 3.10(a) shows the results of prototypes that represent phenological data
at detailed level (Prototypes 1, 2 ,3, 4, 5, 6, and 7 from Figures 3.6 and 3.7), i.e. using
data observations about individuals, while Figure 3.10(b) shows the results of prototypes
that represent phenological data in a summarized level (Prototypes 1, 2, 3, 4, and 5
from Figures 3.8 and 3.9), i.e., using data from species. In general, higher scores were
observed for Prototype 3 related to data of individuals, i.e., this is the prototype whose
evaluation is closer to the baseline (Prototype 7 for individuals). Regarding species data
(Figure 3.10(b)), Prototypes 2, 3, and 4 have similar results. As it was expected, in all
situations the baseline has the best scores, due to the familiarity of phenology experts in
using the data representations employed by them.
Figure 3.11 shows the results with regard to the satisfaction of users concerning how
easy is the task of relating the production of flowers with the production of flower bud.
In this case, we aim to assess whether it was understandable and easy for users to relate
two phenophases. There is no clear winner with regard to prototypes for individuals
(Figure 3.11(a)), but for the baseline. Prototype 3 (for individuals) has the the highest
average score. All the prototypes for species data yielded similar results (Figure 3.11(b)),
Prototype 3 with a slightly better mean.
Figure 3.12 shows the results with regard to the satisfaction of users concerning how
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Figure 3.10: How easy is the identification of phenophase intensities over time.
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(b) Prototypes for species-related data
Figure 3.11: How easy is the identification of the relation between the production of
flowers and the production of flower bud.
aim to assess whether the users are able to identify when flowering occurs. Again, Proto-
type 3 for individuals (Figure 3.12(a)) and Prototypes 2 and 3 for species (Figure 3.12(b))
were those which had the best scores.
Figure 3.13 shows the results with regard to the satisfaction of users concerning how

























(a) Prototypes for individual-related data




















(b) Prototypes for species-related data
Figure 3.12: How easy is the identification of flowering.
to assess whether the users are able to identify when fruiting occurs. Again, Prototype 3
for individuals (Figure 3.13(a)) and Prototypes 2 and 3 (Figure 3.13(b)) for species were

























(a) Prototypes for individual-related data



















(b) Prototypes for species-related data
Figure 3.13: How easy is the identification of fruiting.
Finally, we investigated how easy is for users to correlate climatic data (rainfall) with
leaf flush phenophase. Figure 3.14 shows the results. In this task, no prototype achieved
outstanding scores. Even the baseline for individual data (Prototype 7, Figure 3.14(a))
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was not well evaluated. A slightly better mean is observed for Prototype 3 when dealing
with individual’s data. These results demonstrate how challenging is the task of providing
appropriate visualization approaches for supporting the identification of correlation among
complex variables and maybe a suitable approach is to visualize climate data separately
from phenology data.
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(b) Prototypes for species-related data
Figure 3.14: How easy is the identification of impact of rainfall to leaf flush.
The evaluators also provided their feedback upon all prototypes in a text field. We
have selected the most relevant positive and negative comments provided. In general, the
evaluators commented that the use of a radial structure is a good strategy for displaying
multivariate temporal data into a single representation. They believe, however, that at
the same time, too much information is encoded in the representation, which hampers
the analysis process. For example, in several studies, they are not interested in analyzing
all phenophases altogether. Usually studies focus on specific stages of the plant life cycle
(e.g., the reproductive phenology related to the flower bud and flower phenophases). One
suitable alternative to address this issue would be the support of the use of filtering
options (e.g., based on years, phenophases, or data types) with which users may select
and analyze more easily data of interest.
The evaluators believe that the approach to encoding information about wet and
dry seasons in the inner ring as used in Prototype 1 (for both species and individuals)
is a suitable alternative to analyze the impact of environmental conditions on plants.
Except for Prototype 1, climate data is encoded as a variable, which was welcome by the
evaluators. On the other side, the evaluators commented that this strategy makes difficult
to establish correlations among climate and phenological data. In some situations (e.g.,
Prototypes 4 and 5 for species), the provided color information made the correlation
identification process even more difficult. Allowing users to change the type of chart
utilized for represent climatic data based on their specific interests would address this
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issue.
The different prototypes use different strategies to support the identification of pheno-
phases. For example, for individuals (see Fig. 3.6), it is used gray-level colors (Prototypes
1 and 2), icons (Prototype 3), letters (Prototypes 4 and 5), and numbers (Prototype
6). The evaluators, in general, preferred letters to numbers, and icons to letters. They
believe, however, that the used icon-based representation should be avoided in scientific
reports. To facilitate the identification of years or phenophases, customized controls for
highlighting specific rings, segments, or cells could be provided.
Furthermore, prototypes (e.g., 3, 5, and 6 for individuals) with white background
(usually used to encode phenophases with intensity equal to zero) are preferred to the
ones with gray-level colors, because the evaluators were able to identify more easily the
intensity and the peak of phenophases. We believe that the existence of customized
controls to support the definition of different colors for specific data (segments) would be
useful.
Another positive aspect of the radial structure emphasized by evaluators refers to
the possibility of presenting data about multiple years into a single representation. In
fact, this is the most commented drawback of the baselines (Prototype 7 of individuals
and Prototype 5 for species). On the other side, according to the evaluators, the inner
segments, which refer to data observed in year 2005, are too small. One alternative
to address this issue would be the existence of customized controls for zooming in and
zooming out (overview and detail levels). This approach would be useful also in the
context of the use of the radial structures for representing long-term (multiple years)
temporal data.
3.3.5 Discussion
Phenology studies rely on the analysis of the life cycle of living beings and its relationship
with weather variables. Usually, performed analyses rely on the use of different kinds
of data, typically handled though multiple tools. Therefore, scientists concerned with
phenology studies usually seek support from a large set of information systems. This,
of course, brings about all kinds of interoperability problems due to system mismatch,
data diversity, and variety of user profiles [71]. Our approach is based on the possibility
of using one single technique to visualize and manage different kinds of data, including
multiple phenophases and environmental information in a comparative way, a especially
important situation where a large number of temporal data has to be analyzed.
In the performed evaluations, we wanted to investigate what is the perception of
users about visualizing multiple variables at the same time. In our evaluation, we opted
for interface mockups associated with worst-case scenarios for the visualization. In this
context, we presented data about all phenophases at the same time with the goal of
assessing if, for the possible users, it would be possible to identify correlations between
plant phenophases and climate data, and also to identify useful information regarding
the whole life cycle of individuals or species. Note also that the considered scenarios,
involving multiple phenophases, are useful for intraspecific comparison of individuals of
the same species [72,113,123].
59
In summary, Prototype 3 for individuals and Prototypes 2 and 3 for species were the
most promising ones to be used to support complex phenology studies, mainly related to
the analysis of multidimensional data over several years. The use of icons as exploited
in Prototype 3 (for individuals) and Prototype 2 (for species) seems more appropriate
for data presentation in non-scientific purposes or in scenarios involving less experienced
users (such those related to citizen science actions).
Also, the performed evaluation suggests the need of the implementation of interaction
mechanisms. We noticed that the users would perform the proposed tasks more easily,
possibly with the assistance of customization tools (e.g., interaction facilities such as
selection or filtering features) to reduce and increase the amount of data presented in the
proposed visual structure as her convenience. In particular, we noticed that these kinds of
interactions are important mainly when phenology experts want to compare individuals
from the same species or individuals from the same species but from different locations.
In fact, from the lessons learned from this study, we have conceived and have been
implementing a complete visualization information system where the user can interact
and control what the users will see and explore from the existing datasets. For example,
users may select the number of phenophases and the color with which phenological data
will be presented. Some screenshots are presented below.
Recall Prototype 4 (see Figure 3.8(d)), which was used to depict the pheno-phase
intensity for one species during the years of 2005, 2006, and 2007. In Figure 3.15, we
present the screenshot of the information system being conceived to represent the same
data considered in Prototype 4. Suppose now that the user of the system is interested
in studying only the reproductive cycle of individuals of this species. In this case, the
user may select phenophases flower bud, flower, unripe fruit, and fruit, indicating the
interest in visualizing their intensity scores. Figure 3.16(a) presents the radial structure
layout after the selection of reproduction-related phenophases. Similarly, the user may
be interested in comparing the intensity scores only for two phenophases. Figure 3.16(b)
shows an example using the radial layout structure after the selection of only flowering-
related phenophases (e.g., flower and flower bud).
In this tool, both naive and experienced users will be able to visualize collections of
temporal multidimensional data. More experienced users may be interested in narrowing
down data analysis, by taking advantage of selection and filtering options available in
the tool interface. By using those features, the user may, for example, select specific
phenophases (e.g., those related to reproductive cycle as illustrated before), individuals
(e.g., those of a single region), and years (e.g., aiming to identify changes over specific
time periods). Also, customization tools may be used, for example, to select and define
different colors to represent the intensity of particular phenophase.
Another usage scenario refers to the possibility of using the proposed visualization ap-
proach for depicting monthly data related to vegetation indices extracted from sequences
of images [4,5]. In this case, the daily changes can be observed and compared for different
individuals (represented as regions within the image) of interest. Figures 3.17 presents an
example of daily image taken by digital cameras associated with a region of interest. Us-
ing the region of interest, we can process the daily images to obtain the temporal features,
























































































Figure 3.15: Screenshot of the information system developed based on the evaluations.
In (a), all phenophases and the variation of precipitation are presented from 2004 to 2007
(same data showed for Prototype 4 at summarization level).
Figure 3.18 shows the results for the gcc variation over 2014, 2015, and 2016, associated
with an individual of species Caryocar brasiliensis.
3.3.6 Conclusion
This chapter has introduced a novel visualization approach for presenting cyclical mul-
tidimensional temporal data associated with phenology studies. Our proposal combines
a radial visualization with the visual rhythm approach, which are applied in numerical
and climate data and extensible to images data. The first results obtained show that our
proposal was able to support the analysis of phenological data, mainly when the experts
are interested in understanding the relations among multiple variables associated with
plant life cycle events. Furthermore, we were able to identify the need of creating inter-
action mechanisms to support phenology experts in tasks such as data filtering (i.e., by
year, phenophase, and type of data) and data browsing. The objective is to improve their
experience in the understanding of complex temporal change patterns.
In summary, we presented in this chapter a comprehensive formal description of the
combination procedure, concerning the use of both phenological and climate data, from
a database perspective and a possibility to use the same approach for data obtained from
sequences of vegetation images. The objective is to guide researchers and developers in
the creation of novel realizations and extensions of the proposed approach for managing


























































































































Figure 3.16: Screenshots of the information system developed based on the evaluations.
In (a), data from Figure 3.15 are filtered based on the selection of reproduction-related
phenophases. In (b), data from Figure 3.15 are filtered based on the selection of two
phenophases (flower bud and flower).
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Figure 3.17: Example of daily vegetation image taken in the context of e-phenology
project, and the mask (blue shadow) for a species crown, that represents a region of
interest (ROI). Based on the processing of the ROI within the image, we can extract
some temporal features for the vegetation, for instance, the green chromatic correlation
Gcc variation [4, 5], that corresponds to the leafing phenology.
Figure 3.18: Screenshot of the use of the radial structure layout for encoding data about
vegetation indices (e.g., Gcc) extracted from a sequence of images of a region of interest




This chapter presents the proposed approach to encode temporal change patterns. First,
we introduce the method Change Frequency Heatmap (Section 4.1), where we describe
the matrix representation used to encode temporal multivariate data (Section 4.1.1), how
binary representations are created based on temporal multivariate data (Section 4.1.2),
and how they are used to encode change patterns into an image (Section 4.1.3). In
the following, we discuss about our case studies (Section 4.2) presenting the dataset
(Section 4.2.1) and how the duration of cycles (Section 4.2.2) and phenophase onset date
(Section 4.2.3) are encoding using heatmaps.
4.1 Introduction
Innovative technologies for sensing, storing, and sharing have enabled the accumulation
of huge volumes of temporal multivariate data. This scenario has demanded the creation
of appropriate tools for supporting the decision-making process based on data analysis.
In special, the understanding of multivariate temporal data changes is of paramount im-
portance in different applications, such as sport dynamic characterization [105], urban
planing [131], social network evolution analysis [89], and phenology studies [82, 90, 93].
However, existing analysis approaches are usually not suitable for handling typical chal-
lenges faced, which are related to the data volume in terms of the number of records and
variables considered and the length of time series.
This chapter addresses those challenges by introducing a novel image-based representa-
tion to encode complex changes in multivariate temporal data. The proposed approach,
named Change Frequency Heatmap (CFH), encodes the histogram of change patterns,
allowing effective and efficient representation of large volumes of multivariate temporal
data into a single image. The definition of CFH generalizes the well-known Motion His-
tory Histogram (MHH) [76], usually employed in complex video analysis based on motion
changes [21]. The generalization consists in allowing the computation of change patterns
not only associated with motion activities in videos, but also with any temporal change
observed in multivariate conventional numerical data.
We validated the use of CHFs in the context of phenology studies. Generally, in phe-
nology studies, experts handle well-defined expected temporal patterns (see Figure 4.1),
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t1 t2 t3 tT
Flower Bud Flower Leaf Flush
Figure 4.1: Intensities for three different phenophases (flowering: flower bud and flower;
and leaf flush) for a particular individual over time, indicated by the number of icons of
a giving phenophase.
such as when flower buds, flowers, immature and mature fruits or new leaves began to
appear; how long a particular phenomenon lasts, and how is the pattern observed for
individuals of the same species located within a same area or in different regions. In this
chapter, we analyze the different temporal change patterns associated with reproductive
phenophases (flowering and fruiting) of plant species individuals. We conducted two case
studies concerning the use of CHFs in the identification of when a phenophase starts and
for how long it lasts.
4.1.1 Temporal Multivariate Data Matrix Representation
Let S = {X1, X2, . . . Xn} be a set with n elements Xi =< xi,1, xi,2, . . . , xi,m > with m
dimensions. For example, S may refer to a set of n plant individuals, each one character-
ized by the intensity observed of m particular phenophase activities. Figure 4.1 illustrates
an example of observed intensities, over time, of three phenophases, flower bud, flower,
and leaf flush for a plant individual.1 For example, at timestamp t1, only the leaf flush
phenophase was observed with intensity equal to 2 (there are two icons). At timestamp
t2, in turn, the phenopase flower bud was observed with intensity 1, while phenophase
leaf flush was observed with intensity equal to 2.
We represent set S as a temporal matrix A, where A =< A1, A2, . . . , AT >, where At
(represented below) is an n ×m numerical matrix at timestamp t ∈[1,T] composed of n
lines and m columns. For each instant of time, we say that we have a instant matrix At.
At =

a1,1 a1,2 a13 . . . a1,m
a2,1 a2,2 a23 . . . a2,m
...
...
... . . .
...
an,1 an,2 an,3 . . . an,m

1Note that the proposed approach can be easily extended to handle data related to a multidimensional



































Figure 4.2: Temporal multivariate data representation in temporal matrices. The yellow


















Figure 4.3: Binary pattern representation related to the of use of Eq. 4.2 on the first three
temporal matrices of Figure 4.2.
Figure 4.2 illustrates the use of temporal matrices to encode temporal multivariate
data. We highlight in yellow the phenophase intensities related to to the individual
considered in the example showed in Figure 4.1.
4.1.2 Binary Pattern Representation
Our goal is to represent temporal changes in a sequence of numerical matrices. A change
frequency heatmap is a summarized representation that allows to identify temporal change
patterns associated with different temporal matrix positions (l, c), where 1 < l < n and
1 < c < m.
The first step of the method consists in creating a binary image representation of
the pattern of interest. Let D be an image representation with dimensions n ×m × T .
D(l, c, t), with 1 < l < n, 1 < c < m, and 1 < t < (T − 1), represents the occurrence of a
particular phenomenon of interest at position (l, c), at timestamp t, such that:
D(l, c, t) = (b1, b2, . . . , bT−1), bi ∈ {0, 1} (4.1)
Different functions may be used to properly define patterns of interest. For exam-
ple, the function defined in Equation 4.2 creates a binary representation, which encodes
changes over time in a sequence of temporal matrices. Figure 4.3 presents the binary pat-
tern representation defined by the use of Equation 4.2 on the first three temporal matrices
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of Figure 4.2. The function defined in Equation 4.3, in turn, refers to a pattern associated
with abrupt changes defined in terms of a threshold T .
D1(l, c, t) =
{
1, At(l, c) 6= At+1(l, c)
0, otherwise
(4.2)
D2(l, c, t) =
{
1, At+1(l, c)− At(l, c) ≥ T
0, otherwise
(4.3)
4.1.3 Change Frequency Heatmap Computation
Depending on application, we define patterns of interest Pi in the D(l, c, t) sequences,
based on the number of ‘0’s or ‘1’s connected. Typical binary patterns include P1 = 010,
P2 = 0110, P3 = 01110, etc. The number of ‘1’s in the pattern of interest is defined by u,
1 < u < U .
Similarly to [76], we denote a subsequence CI,k by Equation 4.4, where I and k are the
indices of starting and ending matrices and denote the set of all subsequences of D(l, c, :).
Thus, for each position (l, c), we can count the number of occurrences of each specific
pattern Pi in the sequence D(l, c, :) as proposed by [76] and shown in Equation 4.5.
CI,k = (b1, b1+2, . . . , bn), (4.4)





where 1 ≤ I < k ≤ T − 1, 1 ≤ u ≤ U , 1 is the indicator function, and Ω{D(l, c, :)} is the
set of all subsequences of D(l, c, :).
Finally, from each pattern of interest Pi, we can create a heatmap and the collection
of heatmaps (for all patterns Pi defined) we named them as Change Frequency Heatmaps
representation. Algorithm 1 outlines the main steps for computing Change Frequency
Heatmaps. In the algorithm, I(l, c) is matrix used to define at which timestamp t, the
last pattern was found.
The next section describes conducted case studies concerning the use of CHFs in
phenology.
4.2 Case Studies: Temporal Change Patterns in Phe-
nology Studies
The case studies are concerned with the use of CFHs for the representation and iden-
tification – in a summarized way – of relevant change events on conventional temporal
phenological data associated with individuals of two different species. CFHs are expected
to encode change patterns related to phenological activity, allowing the analysis of how
different individuals, which belong to the same species, behave over time.
67
Algorithm 1 Change Frequency Heatmaps
1: Input: file Matrix M(l, c, t), l = 1, . . . , n, c = 1, . . . ,m, t ∈ T , where t = 0, 1, . . . , T
2: Initialization: pattern P , HHi(1 : L , 1 : C), i = 1, . . . , P
3: Compute: D(:, :, t)
4: for t = 1 to T do
5: for l = 1 to n do
6: for c = 1 to m do
7: if subsequence D(l, c, I(l, c)), . . . , D(l, c, t)=Pi then
8: Update: CFHi(l, c)← CFHi(l, c) + 1
9: end if




14: Output: return P
Figure 4.4 illustrates how the CFHs are computed in a typical phenology study. One
species may have one or more individuals observed over time. We define a sequence of
individuals from one species by S = {X1, X2, X3, . . . , Xn}. For each individual Xi, one
or more phenophases can be observed at the same instant of time. In the case of our
data set, up to six phenophases are observed, then we define a set of phenophases as P =
{P1, P2, P3, P4, P5, P6}. Therefore, each matrix defined at a particular timestamp t (say
Mt) represents a set of phenophase intensity observations from one or more individuals
of the same species.
Generally, in phenology studies, experts are interested in specific temporal patterns,
such as when flower buds, flowers, immature and mature fruits or new leaves began to
appear; for how long a particular plant life cycle phenomenon lasts; and how is the typical
behavior of individuals of the same species located at both the same area and different
places [16, 26, 90, 117, 123]. More specifically, we define three main time-based behavior
patterns that are of interest:
1. Change: definition of when a phenophase changed its intensity of activity or for how
long a particular phenophase lasted.
2. Increasing: definition of when a phenophase started or when a phenophase changed
to a higher intensity of activity.
3. Decreasing: definition of when a phenophase finished or when a phenophase changed
to a lower intensity of activity.
Based on these patterns of interest, we propose to compute the binary matrix D
(see Section 4.1.2), by considering the relation among intensity values of phenophases for
successive timestamps (for example, matrices Mt and Mt+1). For example, to represent a
change of phenophase intensities, i.e., to identify if there is a change at instant t in the
position (l, c), we may compare the intensity scores of two successive matrices (sayMt and
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Figure 4.4: Change Pattern Heatmap computation in a typical multi-individual-based
phenology study.
Equation 4.6). Equations 4.7 and 4.8 exemplify two functions to represent the increasing
and the decreasing of phenophase intensities, respectively, at two consecutive timestamps.
Dchange(l, c, t) =
{
1 if (Mt(l, c) - Mt+1(l, c)) 6= 0
0 otherwise
(4.6)
Dincreasing(l, c, t) =
{
1 if (Mt+1(l, c) - Mt(l,c)) > 0
0 otherwise
(4.7)
Ddecreasing(l, c, t) =
{
1 if (Mt+1(l, c) - Mt(l,c)) < 0
0 otherwise
(4.8)
In Figure 4.4 part C, we highlight in red the resulting values in matrix D (defined
in Equation 4.6), considering individual X3 and phenophase flower (P2). The associated
binary pattern is illustrated in Equation 4.9.
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Figure 4.5: Change Pattern Heatmaps for different change patterns: 010, 0110, 01110,
and 011110. Lines refer to individuals, while columns are associated with phenophases.
D(I3, P2, :) = 011001001001 (4.9)
By using the sequence calculated in D and applying our algorithm, we can calculate
the matrices history heatmaps, as shown in Figure 4.5 for the patterns 010, 0110, 01110,
and 011110. Another binary patterns can be defined according to the goal of a study. For
instance, in our study cases, we defined the pattern 010 to identify when a phenophase
began and we defined the patterns 011, 0101, 01001, 0100 . . . 1 to identify for how long a
phenophase ocurred.
4.2.1 Dataset
As in the case of the previous study, we opted for published data to validate our approach,
mainly because, in this study, we did not perform evaluations with users. We validated
our approach comparing our results with published results and based on reviews made by
phenology experts. Thus, we are using on-the-ground monthly phenological observations
of individuals from two plant species Trembleya laniflora Cogn. (Melastomataceae) (92
individuals) and Myrcia guianensis (Aubl.) Kuntze (Myrtaceae) (90 individuals) situated
in two distinct natural areas. T. laniflora reproductive phenology observations were re-
alized along 2014 in a rupestrian grassland area at Serra do Cipó, Minas Gerais State,
Brazil [113], while M. guianensis observations were collected during the period from 2005
to 2011 in a Cerrado area in Itirapina, São Paulo State, Brazil [123].
Trembleya laniflora (Melastomataceae) and Myrcia guianensis (Myrtaceae) belong to
two of the most important and representative families in rupestrian grasslands and Cer-
rado, respectively [49, 102, 112] and present annual flowering and fruiting patterns [113,
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0 0 0 1 01 2 1 00 0 0Original Time Series
J F M M DA J J SA O N
Presence/Absence
Binary Mask (Dchange) = 
0 0 0 1 01 1 1 00 0 0{{ { { { { { { { { {
0 0 0 1 00 0 0 01 0 0
Figure 4.6: Example of the use Equation 4.6: indicating a cycle of duration of four months
for one phenophase.
123]. Trembleya laniflora reproduces mainly during the dry and post-dry seasons, flower-
ing from May to October and fruiting from June to December [113], while M. guianensis
flowering season occurs during the transition between dry and wet seasons (from July to
November) and fruiting during the wet season (from September to January) [123].
We aim to identify and compare the occurrence time (onset date and period) and
duration of reproductive phenophases (flowering and fruiting) for T. laniflora and M.
guianensis individuals. However, we are not interested in quantifying the phenophase
intensity and therefore, in this study, quantitative and semi-quantitative phenological data
(intensity indexes) [44,96] were converted in presence and absence data (0 and 1) [18]. We
validated the CFHs results using on-the-ground direct phenology data upon both species
and comparing the change patterns we found with the reproductive phenology described
for T. laniflora by [113] and M. guianensis by [123].
4.2.2 Duration of cycles: Trembleya laniflora and Myrcia guia-
nensis
In this study, we are interested in comparing the change patterns observed for individuals
of those species over time, more specifically, to know for how long one phenophase lasted.
In this case, we use Equation 4.6 to encode the binary patterns. Figure 4.6 illustrates how
we calculate the final binary mask using this equation. Note that an intermediate step is
conducted to identify the presence or absence of a phenological activity, given the original
time series. This intermediate encoding is used as input for identifying temporal pattern
of interest (change). We defined the patterns 011, 0101, 01001, 0100 . . . 1 to identify the
duration in months of a particular phenophase.
Short-term analysis
Figures 4.7 and 4.9 present CFHs for pattern 011 for Trembleya laniflora and Myrcia
guianensis, respectively. This pattern refers to the frequency of occurrence of one-month
duration phenophases for different individuals of both species along one year. The one-
month pattern is more frequently observed for individuals of Myrcia guianensis, especially
for the Flower bud phenophase. Figures 4.8 and 4.10 illustrate the occurrence of a longer
pattern (four-month phenophase duration) for Trembleya laniflora andMyrcia guianensis,
respectively. The CFHs, in this case are very different. Individuals of Trembleya laniflora
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0 0.5 1 1.5
Value
Color Key
Trembleya laniflora  − 2014
 Change − 011
Figure 4.7: Pattern 011: Change pattern indicating a one-month duration of different
phenophases of individuals of the species Trembleya laniflora Cogn. (Melastomataceae).
































































































0 0.5 1 1.5
Value
Color Key
Trembleya laniflora  − 2014
 Change − 010001
Figure 4.8: Pattern 010001: Change pattern indicating a four-month duration of different
phenophases of individuals of the species Trembleya laniflora Cogn. (Melastomataceae).
presented the long four-month pattern more frequently than the individuals of Myrcia
guianensis. In summary, we conclude that individuals of Trembleya laniflora have longer
reproductive pattern than the ones of Myrcia guianensis.
Long-term Analysis
The same patterns 011, 0101, 01001, 0100 . . . 1 were used to identify the duration in
months of phenophases for M. guianensis individuals during the period from 2005 to
2011 (Figures 4.11 and 4.12). In this case, we are interested in testing defined patterns
72





























































































0 0.5 1 1.5
Value
Color Key
Myrcia guianensis  − 2005
 Change − 011
Figure 4.9: Pattern 011: Change pattern indicating a one month duration of different
phenophases of individuals of the species Myrcia guianensis (Aubl.) Kuntze (Myrtaceae).





























































































0 0.5 1 1.5
Value
Color Key
Myrcia guianensis  − 2005
 Change − 010001
Figure 4.10: Pattern 010001: Change pattern indicating a four-month duration of different
phenophases of individuals of the species Myrcia guianensis (Aubl.) Kuntze (Myrtaceae).
upon long-term data with the objective of identifying if the shorter reproductive period
found for M. guianensis individuals is maintained over the years. Figure 4.11 illustrates
a frequent occurrence of short events (one-month duration) of flowering (flower bud and
flower) and fruiting (immature fruit and fruit) for M. guianensis individuals over time.
Comparing Figures 4.11 and 4.12, we observe that short events are more common between
the individuals than longer events. This is in accordance with previous studies concern-
ing the reproductive phenology of those species [123]. The CFHs enable to identify the
individuals that present short cycles more frequently over time and additionally allow to
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0 2 4 6
Value
Color Key
Myrcia guianensis  − from 2005 to 2011
 Change − 011
Figure 4.11: Pattern 011: Change pattern indicating a one month duration of a different
phenophases of individuals of the species Myrcia guianensis Cogn. (Melastomataceae)
from 2005 to 2011 period.
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Value
Color Key
Myrcia guianensis  − from 2005 to 2011
 Change − 010001
Figure 4.12: Pattern 010001: Change pattern indicating a four-month duration of a differ-
ent phenophases of individuals of the species Myrcia guianensis Cogn. (Melastomataceae)
from 2005 to 2011 period.
visualize the intra-populational differences.
4.2.3 Phenophase Onset Date
In this case study, we are interested in analyzing the patterns associated with the begin-
ning of phenophases. We use again the same dataset of the previous section. However,
now we compute the binary pattern encoded by Dincreasing (Equation 4.7) and we used the
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0 0 0 1 01 2 1 00 0 0Original Time Series
J F M M DA J J SA O N
Presence/Absence
Binary Mask (Dincreasing) = 
0 0 0 1 01 1 1 00 0 0{{ { { { { { { { { {
0 0 0 1 00 0 0 00 0 0
Figure 4.13: Example of the use of Equation 4.7 for indicating that the onset of the cycle
of phenophase occurred in April.
































































































0 0.5 1 1.5
Value
Color Key
Trembleya laniflora  − 2014
 Flower Bud − 010
Figure 4.14: Pattern 010: Flowering onset date (flower bud) for Trembleya laniflora Cogn.
(Melastomataceae) individuals.
pattern 010 to identify when the phenophase started or the reproductive onset. Figure 4.13
illustrates how we calculate the final binary encoding used to find when a phenophase cy-
cle started. Again, we take advantage of a an intermediate representation, which encodes
the presence or absence of phenological activity.
Short-term analysis
Figures 4.14, 4.15, 4.16, and 4.17 refer to the CFHs for flowering (flower bud and flower)
and fruiting (immature fruit and fruit), respectively, of T. laniflora individuals. Fig-
ures 4.18, 4.19, 4.20, and 4.21 refer to the same reproductive phenophases, but now
considering M. guianensis individuals. Note that the temporal multivariate data are or-
ganized in a different manner. Variables (CFH columns), in this case, refer to months of
the year.
We can identify the phenophases onset dates of individuals, detect intraspecific varia-
tions in the populations’ phenology, and infer the time of occurrence of the reproductive
cycles species. For example, we can observe that the flowering (flower bud and flower)
starts mainly in June and July for T. laniflora and in August and September for M.
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0 0.5 1 1.5
Value
Color Key
Trembleya laniflora  − 2014
 Flower − 010
Figure 4.15: Pattern 010: Flowering onset date (flower) for Trembleya laniflora Cogn.
(Melastomataceae) individuals.
































































































0 0.5 1 1.5
Value
Color Key
Trembleya laniflora  − 2014
 Immature Fruit − 010
Figure 4.16: Pattern 010: Fruiting onset date (immature fruit) for Trembleya laniflora
Cogn. (Melastomataceae) individuals.
guianensis as before described for the two species [113, 123]. We also observe that some
individuals present advanced or delayed flowering and fruiting responses when compared
to the population mean. Therefore, we can detect intraspecific variations in the phenol-
ogy of T. laniflora and M. guianensis that would be difficult to evaluate with the typical
mean-based population analysis (e.g., mean angle, mean date, activity index) usually
employed [18,80,84].
76
































































































0 0.5 1 1.5
Value
Color Key
Trembleya laniflora  − 2014
 Fruit − 010
Figure 4.17: Pattern 010: Fruiting onset date (fruit) for Trembleya laniflora Cogn. (Melas-
tomataceae) individuals.





























































































0 0.5 1 1.5
Value
Color Key
Myrcia guianensis  − 2005
 Flower Bud − 010
Figure 4.18: Pattern 010: Flowering onset date (flower bud) for for Myrcia guianensis
(Aubl.) Kuntze (Myrtaceae) individuals.
Long-term Analysis
In this section, we are interested in analyzing the patterns associated with the be-
ginning of phenophases to long-term observations at M.guianensis individuals. Fig-
ures 4.22, 4.23, 4.24, and 4.25 demonstrate phenophases onset dates (months) of indi-
viduals during the seven years of study (from 2005 to 2011). It is possible to identify the
months presenting more individuals in flowering and fruiting, and visualize the species
reproductive main period and the individual variation patterns over time. We can iden-
tify flowering responses mainly during July (flower bud), August and September (flower),
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0 0.5 1 1.5
Value
Color Key
Myrcia guianensis  − 2005
 Flower − 010
Figure 4.19: Pattern 010: Flowering onset date (flower) for Myrcia guianensis (Aubl.)
Kuntze (Myrtaceae) individuals.





























































































0 0.5 1 1.5
Value
Color Key
Myrcia guianensis  − 2005
 Immature Fruit − 010
Figure 4.20: Pattern 010: Fruiting onset date (immature fruit) for Myrcia guianensis
(Aubl.) Kuntze (Myrtaceae) individuals.
and fruiting along October and November in accordance with the previously tested pat-
tern to the species in the same period (mean angles; Rayleigh test) [123]. Additionally,
it was possible observed small phenological intrapopulational variations. Some individ-
uals presented different phenophases onset dates over the years, that can be related, for
example, to distinct responses the population to annual climatic variations [100], or tem-
perature and light differential conditions [123]. In fact, with our new approach analyzing
the phenophases, it was easier to understand how the whole reproductive cycle of each
individual and species worked over time.
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0 0.5 1 1.5
Value
Color Key
Myrcia guianensis  − 2005
 Fruit − 010
Figure 4.21: Pattern 010: Fruiting onset date (fruit) forMyrcia guianensis (Aubl.) Kuntze
(Myrtaceae) individuals.
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Value
Color Key
Myrcia guianensis  − from 2005 to 2011
 Flower Bud − 010
Figure 4.22: Pattern 010: Flowering onset date (flower bud) for Myrcia guianensis Cogn.
(Melastomataceae) individuals from 2005 to 2011 period.
4.3 Discussion
The new temporal pattern characterization approach enabled to evaluate the duration
and onset date of different phenophases for T. laniflora and M. guianensis individuals
during short and long-term periods of observations. The patterns identified here were con-
sistent to the patterns previously tested and described for both species [113, 123]. CFH
provided a simple analysis of individual responses, facilitating the detection of flowering
and fruiting phenological patterns at the species level, and the assessment of populational
and individual variations. It was possible to visualize independently the parameters for
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Color Key
Myrcia guianensis  − from 2005 to 2011
 Flower − 010
Figure 4.23: Pattern 010: Flowering onset date (flower) for Myrcia guianensis Cogn.
(Melastomataceae) individuals from 2005 to 2011 period.
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Color Key
Myrcia guianensis  − from 2005 to 2011
 Immature Fruit − 010
Figure 4.24: Pattern 010: Fruiting onset date (immature fruit) for Myrcia guianensis
Cogn. (Melastomataceae) individuals from 2005 to 2011 period.
each sampled individual and evaluate the variations within the population over time.
Populational phenological patterns, in general, are demonstrated by mean values such as
Fournier’s intensity index, activity index, mean angle, and mean date (e.g., [26,80,123]),
which are not able to indicate the intrapopulational variability [95]. However, phenology
patterns can differ among individuals of the same population and this variation must be
considered when dealing with plant responses to environmental cues and plant-animal
interactions [16, 40, 54, 99]. Thereby, the new temporal change representation proposed
here makes easier the evaluation of intraspecific variations (mainly intrapopulational) in
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Myrcia guianensis  − from 2005 to 2011
 Fruit − 010
Figure 4.25: Pattern 010: Fruiting onset date (fruit) for Myrcia guianensis Cogn. (Melas-
tomataceae) individuals from 2005 to 2011 period.
the species phenology and contributes to the analysis of the phenological patterns. One
underexploited issue is the specialization within populations [13, 22, 54] and the possi-
bility, for instance, of divergence of a few individuals in their reproductive niche (time
of flowering) consistently over time, leading to a reproductive isolation. Also, CFH is a
important tool to evaluate individual responses of plants to changing environment such
as fragmentation and climate change [53].
4.4 Conclusions
This chapter introduced Change Frequency Heatmaps (CFHs), a novel image-based rep-
resentation for encoding change patterns found in temporal multivariate data. The main
advantages of the proposed temporal change representation relies on its flexibility and
effectiveness in representing the most relevant features, in terms of the frequency of oc-
currences, of the patterns observed in large volumes of data, considering the number of
objects handled in the study, the number of variables, and the length of time series. The
case studies’ analyses conducted based on real phenological data demonstrated the po-
tential of the proposed image representation to support visual identification of complex
temporal change patterns, especially suitable for deciphering intraspecific and interindi-
vidual variations in phenology patterns. Our research leverages novel opportunities for
investigations related to the use of image processing algorithms to highlight important
patterns in multivariate temporal data, represented in CFHs.
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Chapter 5
Phenology Data Visualization Tool
This chapter introduces a phenological data visualization system, which has been devel-
oped based on the integration of the contributions of this work, presented in Chapters 3
and 4. Usage scenarios described in this chapter are based on common tasks related to
pehnology studies conducted in the context of the e-phenology project (Section 1.1.2).
Therefore, provided examples consider the information system and the databases devised
for that project [72].
The remaining of this chapter is organized as follows: Section 5.1 presents an oper-
ational and architectural overview for the developed system, while Section 5.2 describes
usage scenarios related to the use of the developed tool.
5.1 System Overview
Chapters 3 and 4 presented different approaches to deal with data visualization problems
found in phenology studies. In both cases, we developed tools using the language R. Since
phenologists are concerned with new systems to support in their data analyses, we propose
to incorporate these tools into a user-friendly visualization system, named as phenology
data visualization, integrated with a database, and with interaction mechanisms.
This section presents the proposed phenology data visualization tool. Section 5.1.1
presents the architecture used to create the visualization methods. Section 5.1.2 presents
the operational view for the methods, emphasizing the importance of an interface through
which users can interact with complex temporal data.
5.1.1 Architectural View
Figure 5.1 presents an architectural view of the developed visualization system. The
architecture is based on the reference model for information visualization proposed by
Card et al. [27]. The first component of the architecture is the source data, which is
related to the user task. The data source can be a file or a database. In the case of the
data source be a file, it must be formatted according to what the visualization system
needs. In the case of a database, the system can connect with the database and retrieve
data of interest in the desired format by performing queries [72]. Besides that, some
kinds of data may need to be transformed to a final format, for example, formatted dates.
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The process of preparing the data to the format required by the system is called as Data
Transformations, while the resulting data, as Data Tables. At this point, the handled














Figure 5.1: Visualization architecture based on reference model for visualization [27].
The next component presented in the architecture is the Visual Structures, which
depend on which visualization method will be used. The variables from data tables need
to be mapped to the visual elements of the chosen visualization method, such as, which
variable will be represented and how (e.g., which color, and size). This process is named
as Visual Mappings. In our tool, the visual mapping is in charge of encoding data tables
in a radial layout (Chapter 3) or in a change frequency heatmap image representation
(Chapter 4).
Finally, once the data are mapped, the last step is concerned with generating the
Views for the user. In this phase, the chosen visualization method is presented with the
mapped data for the user with some interaction mechanisms. The last two components
are implemented in module Visualization of the Interface of Figure 1.3.
5.1.2 Functional View
Figure 5.2 presents a general functional overview for the proposed phenological data vi-
sualization system. The tool was initially developed as a web application using Java1
language. Currently, it has been migrated to R (main components), with an interface
constructed using the Shiny2 framework, which allows to develop web applications and
dashboards using R code underneath.
First, the user define which task will be executed based on some filters shown in the
main interface of the system. The task defines the queries that must be performed in the
database. Based on the user task, the system performs the data processing. For example,
if the user wants to see on-the-ground phenology observations (considered as numerical
data in the context of this thesis) and chooses the radial visualization, the data will be
summarized using the visual rhythm approach; but if the user chooses the CFH method,
the data will be converted into frequency matrices of occurrences.
Based on the data generated by the processing stage, the next step is to perform the
process of visualization, as explained in the previous section. Thus, retrieved data need
to be mapped to the selected visualization method and interactions mechanisms need to
1www.java.com (As of July 25, 2018).

























web application - views
Figure 5.2: Functional overview of the proposed phenological data visualization system.
be defined. In summary, the resulting application is a web interface, integrating data
filtering options, visualization approaches, and user interaction mechanisms.
5.2 Usage Scenarios
This section describes a case study, which illustrates the use of this system in a real-world
scenario. Our case study refers to vegetation image analysis in the context of the e-
phenology project. Provide examples use a dataset related to the images taken by digital
camera installed in an area of Cerrado, located in the city of Itirapina, State of São Paulo,
Brazil. The images are processed and some features are extracted, such as means of the
values for the channels Red, Green, and Blue (RGB), as well as some vegetation indices,
such as, Rcc, Gcc, and Bcc (see Sections 1.1.2 and 2.3.3). Often, in their time series
analyses based on image data, phenologists choose a specific hour of the day, and use all
images at this time, for all days of the year. In most cases, the main time is at noon. In
this sense, we use images taken during the period between 2014 and 2016 at noon time.
Figure 5.3 presents the initial interface, from which users may have access to the main
filters to define which data and visualization approach are of interest (defining a task).
Users are also expected to define what kind of visualization (radial or CFH ) and what
kind of data (e.g., for individuals, climatic, image or by site) is of interest. According
to these selections, extra filters may appear or change. For example, if a user opts to
explore individuals data, it is necessary also to define, for example, which species, which
phenophases, and which period are of interest.
Figure 5.4, in turn, illustrates available filters when a user wants to explore image
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Figure 5.3: Initial interface of phenology data visualization system.
data. The main filters on this case are: the visualization method, species, vegetation
indexes (based on channels), and period. After that, users are provided with the visual
structure after clicking on the view data button.
Suppose, now, that a user wants to analyze how the Gcc vegetation index obtained
from sequences of images using masks for the species Aspidosperma tomentosum evolves
over time, in period from 2014 to 2016. Figure 5.5 shows the screen shot of the tool after
filtering options are defined. After requesting the visualization, the user is able to see the
visual structure showed in Figure 5.6. Once a visualization is presented, some interaction
mechanisms are available to the user, such as, changes of colors, time period, and even
on the selected masks. Figure 5.7 shows an example after a user chooses all ROIs in the
menu masks located at right side of the interface.
Going back to the initial interface, the user may select all RGBcc indices to be visu-
alized for one year. Figure 5.8 shows one example of selection of filters, while Figure 5.9
shows the results based on this selection. Other possible interactions, for example, related
to the visualization of the Gcc index data for different species at the same time or related
to the use of different colors for the RGBcc indices, are shown in the Figures 5.10 and 5.11,
respectively. Resulting visual structures, in this case, may be useful in tasks related to the
analysis of inter-species differences with concern with different phenophases (e.g., leafing
through the Gcc index variation over time and senescence trough the Rcc variation).
Another usage scenario refers to the use of the CFH method to explore how individuals’
patterns change over time and how they start to present the phenophases. In this context,
returning to the initial interface, when a user selects the CFH method, the main filters
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Figure 5.4: Interface with filters related to image data.
Figure 5.5: Interface with selected filters related with image data
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Figure 5.6: Interface with image-related data for the Aspidosperma tomentosum species.
are: which species, binary pattern, phenophases, and period are of interest. Figure 5.12
presents these filters. Suppose, for example, that a user selected: the Myrcia guianensis
species, the change pattern, the flower bud, flower, unripe fruit and fruit phenophases
for the period between 2005 and 2011 (these filters are the same used in the study case of
Chapter 4). Figure 5.13 presents the resulting display in the interface. Another possibility
is to explore the onset date for the phenophases. In this case a user can, instead of selecting
the change pattern, choose the greening pattern in the initial interface. In this case, the
resulting display is shown in Figure 5.14.
5.3 Conclusions
This chapter introduced the implementation and use of a visualization tool combining
the main techniques presented and explored on this work. We designed and implemented
a web application using the R language and shiny framework. We also discussed dif-
ferent usage scenarios of the proposed tool in the context of the e-phenology project,
demonstrating its potential in the target application.
We also illustrated the proposed visualization tool using image-related data obtained
in the context of the e-phenology project. We demonstrated its use in the visualization of
leaf color variations using vegetation indices. The investigation of its use to support the
analysis of correlations among image-related and in-the-field data is left for future work.
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Figure 5.7: Interface with image-related data for the Aspidosperma tomentosum species
- All ROIs.
Figure 5.8: Interface with image-related data for the Aspidosperma tomentosum species
– Rcc, Gcc, and Bcc filters.
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Figure 5.9: Interface with image-related data for the Aspidosperma tomentosum species
– Rcc, Gcc, and Bcc filters applied.
Figure 5.10: Interface with data related to three different species.
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Figure 5.11: Interface with image-related data for the Aspidosperma tomentosum species
for indices Rcc, Gcc, and Bcc, using different color palletes.
Figure 5.12: Interface with species-related data for the Myrcia guianensis using CFH –
filtering selection.
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Figure 5.13: Interface with species-related data for the Myrcia guianensis using CFH –
change pattern.
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In several domains, the development of appropriate data visualization tools for supporting
complex analysis based, for example, on the identification of change patterns in temporal
data or existing correlations, over time, among multiple variables, is of paramount impor-
tance. Thus, several approaches to handle and visualize time series have been proposed,
but most of them are not robust enough to deal with long time series and multidimensional
and multivariate temporal data, as in the case of phenology studies.
Phenology is a discipline concerned with the understanding of life cycle events of
living beings and their relationship with climate drives. Usually, phenology experts need
to deal with huge volumes of heterogeneous data, in terms of formats, kinds, and scale.
In traditional plant phenology studies, for example, collected data refer to phenophase
observations made by experts in the field and usually the cyclical changes are correlated
with climate data obtained by weather sensors [71, 82]. More recently, plant phenology
studies also consider near-remote data derived from sequential vegetation images taken by
digital cameras to remotely monitor phenology [5, 103, 104]. Since the phenology studies
are based on short to long-term time series and different types of data, the experts often
face the challenge of understanding relations among different data types over time.
One suitable approach to support phenology experts in their daily data analysis ac-
tivities relies on development of appropriate visualization approaches, which may help
them to understand evolution of cyclical phenomena over time, complex temporal change
pattern changes, or even relations and correlations among multidimensional variables. In
this context, this work has introduced novel two image-based visualizations approaches
for presenting cyclical multidimensional temporal data associated with phenology studies,
based on the typical issues involved in the phenology analyzes (see Section 1.1.1). The
study was developed according to the research questions proposed in Section 1.2. In the
following, we summarize how each raised research question was addressed:
• The first question was concerned with the investigation of which visual struc-
tures can display time series satisfactorily covering the different types of
data and multiple variables involved in phenology analysis. We addressed
this question by investigating visualization methods tipically used to accomplish
phenology analysis. Since considered data are cyclical and the phenologists use
circular statiscal analysis in their studies, we choose the radial structures as main
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visual structure to visualize plant phenology time series (see Chapter 3). The use
of radial layouts aims at providing contextual information about multiple variables
varying over time. We developed some prototypes and carried out evaluations with
the phenology experts to validate our proposal, which enabled us to identify which
interaction mechanisms should be supported by a visualization tool for phe-
nology. Our first evaluations were concerned with the representation of traditional
on-the-ground direct observation data in a detailed level, i.e., using data at plant
individual level.
• Another research question addressed by the study presented in Chapter 3 was con-
cerned with the representation of phenological data in a summarization level, which
lead us to investigate which data summarization approach could be used to
visualize long-term times series in a compact way. To address this question,
we introduced the use of the visual rhythm approach. Usually, visual rhythms are
used to encode video temporal changes and have been successfully used to visualize
sequences of vegetation images in the e-phenology Project context [10, 11], but in
our study we used it to encode tabular temporal data. We combined the radial
structures with visual rhythm approach into prototypes and we carried out evalua-
tions with phenology experts using data at species level, i.e., we summarized plant
phenology data of individuals of the same species and represented these data in
radial structures to be evaluated by experts. We also validated our proposal using
image-related data to investigate if is possible to compare on-the-ground phenology
observations with near-surface remote data.
• The third and fourth questions were concerned with the investigation of which
visualization technique can be used to encode cyclical temporal changes
and which data summarization approach could be used to encode those
changes, respectively. We addressed these questions by proposing a new method
named as Change Frequency Heatmap (CFH). This method combines heatmaps
with motion recognition to summarize the temporal data as frequencies. The main
advantages of the proposed temporal change representation relies on its flexibility
and effectiveness in representing the most relevant features, in terms of the frequency
of occurrences, of the patterns observed in large volumes of data, considering the
number of objects handled in the study, the number of variables, and the length of
time series.
• The last question was concerned with which phenology research activities can
benefit from the developed visual structures and how to validate the devel-
oped data structures with phenology experts. We addressed these questions
according to the scenarios presented in Section 1.1.1. Thus, in Chapter 3, we used
radial visualization combined with visual rhythms to visualize data from individuals
and species. We divided it in two levels of visualization: (i) detailed level, address-
ing the questions related to the visualization of one or more phenophases for one or
more individuals over time, and (ii) summarization level, addressing the questions
related to the visualization of one or more phenophases for one or more species over
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time. Both kinds of visualization were correlated with climate data. In Chapter 4,
we used heatmaps combined with motion recognition approach to the visualization
of temporal changes at individual levels. In this case, the phenology questions are
those related to visualize and compare phenological temporal patterns between dif-
ferent individuals from the same species, such as, when a phenomenon starts and
for how long a phenomenon lasts. The question about how to validate devel-
oped data structures with phenology experts was addressed in the studies,
by interactions and formal evaluations with phenology experts using prototypes and
forms (in the case of Chapter 3) and comparing our results with published data (in
the case of Chapter 4).
The main hypothesis that guided this study was: Visual structures combined with
data summarization approaches are effective to create a scientific visualization system to
identify cyclical patterns in multivariate multidimensional temporal data and potentially
improve phenology analyzes. We explored two different methods to encode and repre-
sent multivariate multidimensional temporal data. In the first one, we combined the
radial structure with visual rhythm to represent phenological data both at individuals
and species levels. We carried out evaluations with users, which demonstrated that the
proposed prototypes were promising. Besides that, the method showed that is possible to
summarize data for individuals and species over several years helping the phenologists to
quickly identify phenological patterns. The second method, named as Change Frequency
Heatmap was inspired by a computer vision method and was developed to encode frequen-
cies of temporal changes. The objective was to support the visualization and identification
of complex temporal phenomena investigated in the context of phenology studies, such as
the greening of plants and the duration of the recurrent events. The combination of the
proposed methods gave us the possibility to develop a powerful tool to support phenology
analyzes. We believe, therefore, that the raised hypothesis was confirmed.
6.1 Summary of Main Contributions
This work provides contributions for two different areas: (i) Computer Science (CS) and
(ii) Phenology. In the CS area, we advance the state of the art with regard to multidi-
mensional and multivariate time series visualization. In this context, this work focuses
on proposing new scientific visualization using novel visual structures to visualize tempo-
ral data, as well as to combine these techniques with summarizing methods to manage
multidimensional data. We first propose a new method using radial layouts combined
with visual rhythm approach to visualize numerical data and validated this technique
with phenology experts. Furthermore, we propose the use of motion history histogram
combined with heatmaps to visualize the phenophases onset dates and changes over time.
All proposed visual structures have been validated in the context of phenology studies.
Therefore, our work contribute to the Phenology area by introducing novel approaches,
algorithm, and tools to support phenology experts in their daily tasks aiming to address
complex research questions related to the analysis of multidimensional variables over
time. Although we developed and validated the proposed techniques using on-the-ground
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observations (phenological data) and precipitation (climate data), our first results indicate
that the proposed visual structures are adequate and promising to support experts to
detect recurrent temporal changes. Besides that, the technique was designed to be generic
and flexible enough to be used, for example, to explore new drivers and detect climate
changes. Also, the technique can be extended for other temporal studies with similar
features, as in the case of football matches analysis and urban informatics. In summary,
the main contributions of this work are:
• a proposal of an information visualization technique using radial layouts combined
with visual rhythm to visualize on-the-ground phenology observations and image
temporal properties in both summarization and detailed levels (Chapter 3);
• a proposal of an information visualization techniques using motion history histogram
combined with heatmaps to identify when a phenophase starts and how long a
phenophase lasts for short and long time series (Chapter 4);
• implementation of proposed approaches using R and validation of the proposed
approaches with phenology experts (Chapters 3 and 4);
• initial design for a future implementation of a new information visualization system
considering design and human-interface aspects (Chapter 5).
6.2 Future Work and Possible Extensions
The contributions presented in this work focus mainly on solving problems related to
data visualization in the context of plant phenology studies. We investigated visualization
methods and used some specific phenological questions to starting the development of a
scientific tool to support phenology analyzes. However, there are many more scenarios
in phenology to be explored aiming to better support phenology experts in their daily
research tasks. Besides that, the proposed approaches may be validated or adapted to
handle temporal data from other contexts and domains. In this way, this research opens
novel opportunities for investigations. Some of them are listed in the following:
1. New variables arrangement to correlate more time series. In this work we validated
our radial structure visualization proposal using on-the-ground phenology observa-
tions combined with rainfall measurement obtained by precipitation sensors. How-
ever, in phenology studies, phenologists can correlate data on individuals or species
with other climatic measures, such as, soil moisture, wind speed and solar radiation.
In this way, new variable arrangements can be tested to correlate on-the-ground phe-
nology with these weather data and novel visualization techniques with this goal can
be investigated in the future.
2. Additional formal validations with experts. For the radial-layout-based proposal,
we performed validations with phenology experts using on-the-ground and climatic
data. Formal validations also can be conducted with experts to validate the proposed
visual structures in tasks associated with the investigation of the correlation between
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data obtained from images with on-the-ground observations. In the same venue,
formal evaluation protocols can be developed to assess the CFH method in daily
image-informed research tasks.
3. Validation of CFH in other domains. We identified that the CFH is a potential
method to discover temporal patterns based on functions of interest. Therefore,
an important research venue consists in investigating the use of this representation
in other applications, such as sport analysis. For example, soccer match analyzes
based on the temporal networks [105] can benefit from the CFH encoding approach
and can be considered another important application for validation. Besides that,
novel approaches to encode visually binary patterns over time may be investigated
in future work.
4. Development of novel visual structures based on the combination of proposed meth-
ods. The methods presented in this thesis were explored using the same case studies
and databases, and they were included in a scientific tool for supporting phenology
studies. One possible extension of this work, however, is to encode the data gen-
erated by the CFH method into radial structures. The resulting visual structures,
defined in terms of the combination of both strategies, would allow, for example, to
compare data for each individual with their on-the-ground phenology observations
as it was explored in Chapter 3.
5. Use of machine learning to detect individuals with similar patterns. One important
question in plant phenology is to know how the individual of the same species from
different sites behave. For example, possible research questions to be addressed
could be: Do individuals present the same period of flowering? Do they have peak
at the same time for the flower phenophases? Do they present the same onset
date for the phenophases? Do individuals from different species, but for the same
family, have similar behavior? In this context, one possibility is to define functions
of interest and compute the binary time series using CFH and use this as input
data of machine learning methods, such as metric learning approaches [6] to detect
individuals or species with similar patterns.
6. Implementation and validation of the developed system. Further development ac-
tivities need to be performed in order to make the phenology visualization data
tool completely operational. Also, its complete validation with phenology experts,
based on well-defined tasks is left for future work. Another possible extension is to
generalize the system to be used with data from different phenology-related projects.
7. Integration with other phenology tools and statistical approaches. Many approaches
have been developed in the context of plant phenology analyzes. We plan to integrate
the developed system with some of these approach, as is the case of the PHENOR
model framework developed by Hufkens et al. [57]. The PHENOR is an R package
that combines data from near-surface remote sensing through the Phenocam network
using another packages to compose a phenology modelling framework, which covers
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data preparation, model optimization and model visualization. Also, we plan to
integrate the radial structures with circular statistical analyses.
8. Development of interaction mechanisms. Another important research venue relies
on further developing the visualization tool so that it will be rich in interaction
mechanisms, based on which users can manipulate data to have insights and to
identify cyclical temporal patterns in a more customized and possibly easy way.
The existence of simple and complex interaction mechanisms may suit the tool to
existing needs of potential users with different profiles, ranging from naive to more
experienced users.
9. Investigation of novel designs based on phenological data. Finally, new ways to
visualize phenological data using similar approaches to the ones presented in this
work can be explored. For example, Figure 6.1 shows four mockups (A, B, C, and D)
developed based on design and human-interface principles [75, 88]. These examples
illustrate new ways of integrating the visualization of on-the-ground observations
with layouts produced using the CFH method. These interfaces provide interaction
mechanisms, based on which users can explore and navigate through the data and
even use the depicted visual layout as a report chart for scientific communication.
6.3 Published Contributions
This research is associated with the following publications:
• G. C. Mariano, V G. Staggemeier, L. P. C. Morellato and R. da S. Torres. Mul-
tivariate cyclical data visualization using radial visual rhythms: A case study in
phenology analysis. Ecological Informatics, Volume 46, 2018, pages 19–35, ISSN
1574-9541, https://doi.org/10.1016/j.ecoinf.2018.05.003.
• G. C. Mariano, N. C. Soares, L. P. C. Morellato and R. da S. Torres. Change
frequency heatmaps for temporal multivariate phenological data analysis. In 2017
IEEE 13th International Conference on e-Science (e-Science), pages 305–314, Oct
2017.
• G. C. Mariano, V G. Staggemeier, L. P. C. Morellato and R. da S. Torres. A
visual rhythm approach to visualize multidimensional cyclical data: A case study







Figure 6.1: Mockups (A, B, C, and D) developed based on design and human-interface
principles [75, 88]. These examples illustrate new ways of integrating the visualization of
on-the-ground observations with layouts produced using the CFH method.
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