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The invention of flash photolysis, the advent of pulsed laser technology, the tran-
sition into the femtosecond time domain, the major recent developments of laser
technology in terms of available tunability, stability, energy, pulse duration have
made it possible to study chemical reactions with continuously improving time
resolution, following the reaction dynamics in real time, and to perform detailed
studies of fundamental physical and chemical processes such as energy and charge
transfer, dephasing and relaxation phenomena [1,2]. When dealing with ultrafast
chemical reaction dynamics in the condensed phase, the object of research is not
only to decipher the underlying molecular parameters determining femtosecond
chemical events of bond breaking and formation (a subject known as femtochem-
istry [3,4]), but also to analyze the role that nearby solvent molecules have on the
chemical reaction dynamics. Solvent motions occur with a broad range of time
scales, with ultrafast components at femtosecond and picosecond time scales hav-
ing a major influence on the outcome of these reactions due to processes such as
molecular conformation (de-)stabilization, electronic and vibrational energy ex-
change, electronic and vibrational coherence decay and cage effect in molecular
dissociation [2].
The ideal method for - time-resolved - studies of chemical reaction dynamics
would be a technique where the spatial parameters of the structural dynamics
are resolved for the molecular probe under study as well as for the nearby solvent
molecules. In the future, femtosecond x-ray spectroscopy [5–12] may eventually
permit to combine both atomic spatial resolution and adequate time resolution
to directly observe the evolution of atomic configurations in time, i.e., to obtain a
dynamic structural picture of matter. Clearly, the application of ultrashort x-ray
pulses is still at a development stage at the present time and one has to rely on
different approaches.
Electronic spectroscopy is the most commonly used method for investigations
in the condensed phase, whereby transmission or emission changes of reactants,
intermediates and reaction products are monitored. However, these techniques




tural information on molecular geometries and interactions, are well-known:
(i) Site-specific information from inspection of vibrational bands.
In the case that a molecular vibration is coupled to the reaction coordinate, lead-
ing to marked frequency shifts and intensity changes, this mode can be used as a
spectator for the state of the chemically reactive bond. An important example is
given by O-H stretching and O-H bending modes and C=O stretching modes of
hydrogen-donor and -acceptor molecules capable of hydrogen bonding [13]. The
fact that these modes change their characteristics upon hydrogen bonding make
it possible to regard them as spectators of the hydrogen bond. For instance, the
potential of probing site-specific hydrogen bond cleavage and rearrangements has
been demonstrated in the case of hydrogen-bonded complexes of coumarin 102,
a standard probe in solvation dynamics studies [14–19].
(ii) Geometric information from vibrational band patterns.
Vibrational marker modes can appear, shift or disappear, indicating the occur-
rence of a rearrangement of nuclear coordinates when crossing occurs from the
reactant state towards the product state. The combined approach of ultrafast
infrared spectroscopy and high-level ab initio quantum chemical calculations al-
lows to gain new insight into microscopic reaction mechanisms. This has been for
instance demonstrated in the studies of the photoinduced intramolecular charge
transfer (ICT) in 4-(dimethylamino)-benzonitrile (DMABN), providing the de-
termination of geometric structures of transient states [20–26].
(iii) Structural information from anharmonic coupling between vibra-
tional modes.
Direct geometric information can be obtained from mid-IR pump/mid-IR probe
experiments on vibrational bands that exhibit features of anharmonic coupling
between vibrational modes. By inspection of one specific mode not only the dy-
namics of this mode can be followed, but also the dynamics of a second mode
are monitored due to anharmonic coupling between these modes. In principle,
due to the implicit geometrical dependencies of the anharmonic couplings be-
tween vibrational normal modes the potential of the method lies in resolving
information on the molecular structure. In addition, due to the inherent time-
resolution structural dynamics of evolving molecular species can be grasped. An
illustration of the potential of IR spectroscopy of probing anharmonic coupling
is represented by results obtained on intramolecular hydrogen bonds of organic
molecules in the electronic ground state. A modulation of the IR pump-probe
signal in phthalic acid monomethylester (PMME) with a period of 330 fs has been
observed, indicating a coherent motion of the hydrogen bond [27]. The coherent
motions have been ascribed to anharmonic coupling between the O-D stretching
mode and a low-frequency out-of-plane motion of the two sub-groups that are
connected to each other through the hydrogen bond. Similar features have been
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obtained for 2-(2’-hydroxyphenyl)benzothiazole (HBT), where the hydrogen bond
distance is modulated by a 120 cm−1 in-plane deformation mode [28]. In hydrogen
bonded dimers it has been demonstrated that impulsive excitation of the O-D
stretching mode induces via the anharmonic coupling coherent motions along
several intermolecular low-frequency modes [29]. Important information for the
understanding of such hydrogen-bonded structures, representing a key structural
feature of biomolecules, has been thus derived from the underlying microscopic
elongations, the vibrational frequencies and the anharmonic coupling. Determi-
nation of molecular structure is also pursued by investigation of excitonic cou-
pling between vibrational modes with comparable transition frequencies by use
of two-dimensional IR spectroscopy [30]. Examples on which structural informa-
tion has been obtained include small peptides [31–34], N-methylacetamide [35]
and Rh(CO)2(C5H7O2) [36]. Two-dimensional IR spectroscopy can in principle
be extended towards resolution of transient structures by means of an additional
optical trigger pulse.
In this work, time resolved vibrational spectroscopy has been applied to ad-
dress from a new experimental perspective some of the most thoroughly stud-
ied photoinduced reactions: the excited state hydrogen/proton transfer, both in
an intramolecular and in an intermolecular case, and the isomerization of pho-
tochromic compounds have been investigated in important molecular systems.
Chapter 2 describes some details of the experimental approach followed in this
thesis: time-resolved, ultraviolet pump/mid-infrared probe spectroscopy with fre-
quency resolved detection. In this technique a photoinduced reaction is initiated
by femtosecond UV pump pulses, and the molecular dynamics are followed by
probing the induced changes of transmission of a sample with femtosecond mid-IR
pulses. This chapter briefly discusses three aspects which have been of relevance
in the interpretation of the experimental data: (i) Perturbed free-induction de-
cay (PFID) is a coherence effect which is observable because the accessible time
resolution is significantly shorter than the dephasing times of the vibrational
transitions involved. It must be fully understood in order to be able to separate
PFID effects from real kinetic components caused, e.g, by an ultrafast chemical
reaction or an energy relaxation process. (ii) Including the effects of anharmonic-
ity is essential in order to understand the IR spectrum of a vibrationally excited
molecule. The formalism of anharmonicity is briefly reviewed. It has been use-
ful in order to discuss the selective flow of energy into a given vibrational mode
after a photoinduced reaction and to explain the shifting of a vibrational line in
terms of the anharmonic coupling to highly populated vibrations. (iii) Rotational
relaxation affects ultraviolet pump/mid-infrared probe measurements employing
polarized light. Whenever the molecular dynamics are characterized by compa-
rable time scales, it is important to be able to separate experimentally the true
dynamics from the contributions to the signals due to rotational relaxation.
Chapter 3 gives a brief description of the experimental setup for ultraviolet
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pump/mid-infrared probe measurements as well as of the schemes for the gener-
ation of femtosecond, microjoule pulses in the UV and in the mid-IR, at 1 KHz
repetition rate.
The molecular structure of many important systems (e. g. protic solvents like
water, biomolecular polymers such as proteins and DNA) are largely determined
by the special properties of hydrogen bonds. In such systems, the molecular
function often involves the transfer of hydrogen atoms or protons, typically along
pre-existing hydrogen bonds. The study of proton/hydrogen transfer processes
occurring after photoexcitation to a higher electronic state is the subject of Chap-
ters 4 and 5.
Chapter 4 is dedicated to the excited-state intramolecular hydrogen transfer
(ESIHT) reaction, an interesting model for studying basic microscopic reaction
mechanisms. The ESIHT reaction was studied in an important model system,
2-(2’-hydroxyphenyl) benzothiazole (HBT), where the hydrogen transfer reaction
takes the typical form of an enol-keto tautomerization reaction:
Figure 1.2: Excited state intramolecular hydrogen transfer (ESIHT) in HBT.
The dynamics of the formation of the keto species were directly observed by
probing the delayed appearance of the C=O carbonyl stretching mode formed
by hydrogen transfer. A detailed study of the carbonyl band and of other vibra-
tions in the fingerprint region (1000 to 1700 cm−1) shows that such vibrational
modes, and in particular the C=O stretch, do not serve as channels accepting
the excess energy released in the ESHIT reaction, which is initially mainly stored
in several low frequency Raman active modes. The analysis of the measured
vibrational bands has allowed to elucidate the process of energy redistribution
following the reaction. Effects of coherence were also evident in the oscillatory
features of the C=O band, reflecting coherent wavepacket motions along low
frequency, anharmonically-coupled modes.
The work reported in Chapter 5 deals with the paradigm reaction of solution
chemistry: the acid-base neutralization reaction, which involves an intermolecu-
lar proton transfer. Photoacids are molecular systems that exhibit a dramatic







The work described in this thesis is based essentially on time-resolved ultravi-
olet pump/mid-infrared probe experiments, where a photoinduced reaction is
initiated by femtosecond UV pump pulses, and the dynamics of the system are
followed by probing the induced changes of transmission of a sample with fem-
tosecond mid-IR pulses. This chapter gives a brief theoretical introduction to
this experimental technique and introduces the most relevant effects that have to
be taken into account in order to interpret the experimental features: the per-
turbed free induction decay (a coherence effect), the effects of anharmonicity on
the vibrational spectra, the effects of rotational relaxation on measurements with
polarized light.
The technology of femtosecond IR spectroscopy has progressed to the point
where the accessible time resolution is significantly shorter than the dephasing
times of the vibrational transitions involved. Under these experimental condi-
tions, the coherence of the interaction between the electric field of the probing
pulse and the vibrational transition has to be taken into account. This situ-
ation leads to coherence phenomena, which must be fully understood in order
to be able to separate those effects from kinetic components caused, e.g., by an
ultrafast chemical reaction or an energy relaxation process. Section 2.3 deals
with the perturbed free induction decay effect, a consequence of coherence and
dephasing: in a pump/probe experiment, it manifests itself through changes of
absorbance measured at negative delay times (i.e. pump coming after the probe),
whereas changes of absorbance due to real kinetic components are expected only
at positive delay times.
The simplest description of the vibrational spectrum of molecules follows from
the harmonic approximation, where any motion of the system can be represented
11
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as a superposition of normal modes and each mode can be described as an har-
monic oscillator. Introducing corrections due to anharmonicity is essential to
understand the IR spectrum of a vibrationally excited molecule. Section 2.4
briefly reviews the formalism of anharmonicity and its effects on the vibrational
spectrum of a molecule. In a realistic situation, the energy spectrum of a vi-
brational mode does not consist in an equispaced ladder (if the potential energy
consisted of only quadratic terms, it would require infinite energy to break a va-
lence bond). A deeper description considers also corrections to the normal mode
picture, introducing the anharmonic coupling between distinct vibrational modes.
The concept of anharmonicity has been useful in this work to discuss the selective
flow of energy into a given vibrational mode after a photoinduced reaction and
to explain the observed shifting of a vibrational line in terms of the anharmonic
coupling to highly populated, anharmonically coupled vibrations (see Chapter 4
and 6).
The use of linearly polarized light makes the ultraviolet pump/mid-infrared
probe experiments sensitive to rotational relaxation effects: the photoselection
process by UV excitation defines an initial preferential geometry which then
evolves with time towards an isotropic distribution. Section 2.5 discusses how
to separate, in the measured transients, the molecular dynamics from the contri-
butions to the signals due to effects of rotational relaxation.
The material described in this chapter is based to a large extent on references
[37–42].
2.2 UV-pump IR-probe spectroscopy with frequency
selective detection
Ultrafast vibrational spectroscopy of photoinduced reactions is based on the same
time resolving methods as the more conventional studies where electronic tran-
sitions are used to probe the molecular dynamics. In particular, pump-probe
techniques have widely been applied. Here, an intense UV pump pulse triggers
a photochemical reaction by exciting the molecule to a higher electronic state.
The resulting changes of absorption in the infrared are probed by monitoring
the transmission of the sample with weak infrared pulses as a function of the
delay time between pump and probe. The most common pump-probe methods
are: conventional pump-probe, pump-probe with frequency selective detection
and gated IR detection [37]. In gated IR detection the sample, excited by a
pulsed field, is probed by a CW IR field, which acquires a time dependence due
to the sample response. Time resolution is then achieved by using a gate pulse
which up-converts the frequency of the probing pulse in a nonlinear crystal. In
conventional pump-probe the sample, pumped by a short UV pulse, is probed
by a short IR pulse. The IR pulse generates an IR signal field that interferes
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pump and one interaction with the probe field. The polarization acts as a source
term in the Maxwell equations which can be solved in the slowly varying envelope
approximation and the small signal limit [43]. In this approximation the wave







which in the small signal limit gives the solution:




where L is the optical path length of the sample. Hence, the polarization P of the
sample generates a new pulsed field, EGen(t), which interferes with the original
probing field Epr(t) on the detector. Transient gain or absorption correspond to a
generated field which is in-phase or out-of-phase with the probe field. In general,
the detector will be slow compared to the duration of the femtosecond pulses.
Thus, the total signal detected is proportional to the time integral of the light







|Epr(t)|2 + |EGen(t)|2 + 2ReEpr(t)EGen(t)
]
(2.5)
where the first term is constant and can be subtracted off in an experiment
through proper normalization, the second term will be negligibly small (in the
small signal limit) and the third term contains the relevant information on the
nonlinear polarization generated in the sample.
In the case of spectrally resolved detection, the measured signal (spectrally
resolved relative transmission change ∆T (ω)/T0(ω) = (T (ω) − T0(ω))/T0(ω) is









where T (ω) and T0(ω) are the transmission of the sample with and without exci-
tation and Epr(ω) is the Fourier transform of the time dependent probe field. It
follows from this expression that not only population changes contribute to the
pump-probe signals, but also coherent polarizations. The impulsive excitation
process creates coherent, non-stationary superpositions of states (wavepackets)
in the system. Only after the decay of coherence is completed, a description
in terms of population dynamics is appropriate. Coherence is destroyed by de-
phasing processes which in the condensed phase occur on time scales of tens of
femtoseconds for vibronic transitions and in the femto- to picosecond time domain
for vibrational excitations.
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In the density matrix formalism, the polarization is given by the expectation
value of the dipole moment µ:
P (t) = Tr[µρ(t)] ≡ 〈µρ(t)〉 (2.7)
where 〈. . .〉 denotes averaging over the ensemble described by the density ma-
trix. For a given level system, it is usually calculated using perturbation the-
ory. Diagrammatic methods, especially double-sided Feynman diagrams, have
been used [44] to keep track of the various terms of perturbation theory, exploit-
ing methods that simplify the calculation, such as time ordering, rotating wave
approximation (to neglect nonresonant contributions), phase-matching (the ge-
ometry of the experimental setup allows to reduce the number of terms in the
nonlinear response function). A detailed theory describing ultraviolet pump/mid-
infrared probe experiments for several examples (destruction of a molecule by a
UV laser pulse, transients in a system with two electronic states, transients in
a system with three electronic states undergoing a reaction ...) can be found in
Ref. [37].
2.3 Effects of coherence: the perturbed free-induction
decay
Laser technology makes it now possible to generate stable femtosecond pulses
shorter than 100 fs, tunable in a wide infrared spectral range covering the region
between 1000 cm−1 and 10000 cm−1. Several femtosecond UV pump/mid-IR
probe experiments have given new insights into ultrafast structural changes of
molecules during photochemical reactions. The technology of femtosecond IR
spectroscopy has progressed to the point where the accessible time resolution is
significantly shorter than the typical dephasing times of vibrational transitions.
Under these experimental conditions, the coherence of the interaction between
the probing pulse and vibrational transitions has to be taken into account. This
situation leads to new phenomena, not normally encountered in condensed phase
pump-probe spectroscopy with visible light pulses [45].
The interaction of the visible field with an electronic transition and the IR field
with a vibrational transition is quite different in condensed phase as compared
with gas phase systems:
(i) The line widths of electronic transitions of molecules in solution typically
range from a few hundred wavenumbers to thousands of wavenumbers. In the
case of homogeneous broadening, the full width half maximum (∆νFWHM) of the
absorption line is related to the dephasing time, T2, by T2 = 1/(π∆νFWHM).
Although electronic transitions may have a significant inhomogeneous broaden-
ing component, it can still be deduced that the characteristic time for dephasing
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of electronic transitions is on the order of 10 to 100 fs. Femtosecond photon
echo experiments on organic dye molecules in solution have given insight into the
line broadening mechanisms and the time scales of dephasing processes in these
systems [46–48]. At room temperature, these works show that typical electronic
dephasing of a dye molecule such as the ones used in this work are in the 10 fs
regime. Hence, the coherence of interaction between the UV pump pulse and the
electronic transition can be left out of the theoretical consideration.
(ii) Vibrational line widths on the other hand are rarely larger than 50 cm−1 and
values in the range 5-20 cm−1 are common. Exceptions are for instance the far-
IR absorption spectra of some proteins [49], the OH stretching band in presence
of hydrogen bonding [50] and the fundamentals of neat liquids that are associ-
ated [51], where strong inhomogeneous broadening and anharmonic coupling of
different modes can cause line widths on the order of a few hundred wavenumbers.
More frequently, vibrational transitions are homogeneously broadened [52–54].
Thus, commonly occurring vibrational transitions in non-associating solvents are
expected to dephase exponentially with a phase relaxation time on the order of
500-1000 fs, a time scale that is definitely longer than the achievable pulse dura-
tion of the IR probing pulses.
Coherence results in an “artifact" known as perturbed free induction decay,
which may be misinterpreted as an intrinsic incoherent temporal evolution of the
sample. These coherence dynamics will frequently occur on the same time scale as
the kinetic processes of interest and therefore must be fully understood, not only
because of their intrinsic interest but also in order to extract from the experiments
reliable information on population flow. In this section, a simplified physical
model is introduced, which is capable to describe the perturbed free induction
decay, distinguishing its effects it from “real" kinetic components caused by an
ultra- fast initial chemical reaction or energy relaxation.
The appearance of the perturbed free induction decay effect in time resolved
pump and probe spectroscopy can be explained qualitatively as follows (see Fig.
2.2): in a ultraviolet pump/mid-infrared probe experiment, an intense pump pulse
is used to trigger a photoreaction by electronic excitation. The response of the
sample is probed by monitoring, as a function of the delay time τ between pump
and probe, the absorbance change of the sample with a weaker probing pulse. An
absorbance change due to real kinetic components is expected only at positive
delay times (positive delayed is defined as probing pulse reaching the sample after
the pump pulse). However, due to the long dephasing time of a ground-state
vibrational transition, the IR-probing pulse may resonantly excite a coherent
polarization, that decays with its intrinsic dephasing time T2. This coherent
polarization radiates light (the so-called free induction decay) and the IR-detector
will record both the probing pulse and the radiated polarization. If an excitation
pulse reaches the sample after the probing pulse (at negative delay times), it can
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The description of the perturbed free induction decay can be done in the fol-
lowing way [55]. Let us consider the interaction between a single homogeneously
broadened IR-absorption line and a resonant femtosecond IR-probing pulse. The
probing IR pulse Ei(t) generates a coherent polarization in the sample which
subsequently decays with its intrinsic dephasing time T2. The field radiated by
this coherent polarization propagates in the same direction as the probing pulse
and therefore is measured by the detector. Solving the Bloch equations in the
low excitation limit (first order in Ei(t)), leads to writing the radiated field Er(t)





where M(t) is the medium response to impulsive excitation (i.e. to a δ-shaped
pulse). Eq. 2.8 can be expressed in the frequency domain as:
Er(ω) = M(ω)Ei(ω) (2.9)
In a pump probe experiment with frequency resolved detection, the collected
intensity is given by:
I(ω) = |Ei(ω) + Er(ω)|2 = |Ei(ω)|2 + |Er(ω)|2 + 2 Re Ei(ω) · Er(ω) (2.10)
Assuming weak absorption, |Er(ω)|2 is negligible with respect to the other terms.
In a following step, the interaction between the free induction decay signal and a
visible excitation pulse is introduced. An interaction between an excitation pulse
and an incoming IR-probing pulse Ei(t) is impossible when the excitation pulse
reaches the sample after the IR-probing pulse (i.e. at negative delay times).
However the excitation pulse may interact with the free induction decay light
field Er(t). In what follows Er(ω) and I(ω) denote the field and intensity of the
unperturbed sample (in absence of the excitation pulse), and Er,ω(t) and Iτ (ω)
the light field and intensity radiated by a polarization that has been perturbed
by a pump pulse delayed by τ with respect to the probe pulse. In this case the
difference in the transmitted intensities with and without pump is given by:
∆Iτ (ω) = Iτ (ω)− I(ω) = 2 Re E∗i (ω)[Er,τ (ω)− Er(ω)] (2.11)
The equations 2.8, 2.9, and 2.11 do not depend on specific assumption for the
broadening mechanism (homogeneous or inhomogeneous). Since the free induc-
tion decay is a linear effect, they are valid for both cases and even in the case of
overlapping absorption bands, provided that a suitable response function M(t) is
used, related to the shape of the absorption spectrum. For a Lorentzian shaped
absorption line (homogeneously broadened with a dephasing time T2), M(t) can
be written as:
M(t) = Θ(t) exp(−t/T2) exp(−iωat) (2.12)
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Let us consider the situation where the excitation pulse leads to a bleaching
of the IR absorption line: the radiated field Er(t) disappears when the excitation
pulse reaches the sample. In the simplified case of δ-shaped excitation and probing
pulses, one finds Gτ (t) = Θ(t + τ) and Ei(ω) = 1 and, assuming homogeneous
broadening, one can solve Eq. 2.14 analytically:
∆T (ω, τ) ∝
− et/T2 cos[(ω − ωa)τ ] + (ω − ωa) sin[(ω − ωa)τ ]




(ω − ωa)2 + (1/T2)2
τ > 0
Fig. 2.3 shows a 3D-plot of the absorbance change as function of the pulse delay
and of the frequency, calculated for a dephasing time of 600 fs, corresponding
to a bandwidth of 18 cm−1. For positive delay times the signal does not evolve
with time and shows a Lorentzian band shape. At negative delay times, the
typical features of the perturbed free induction decay appear: at the center of
the absorption line, the signal rises exponentially with a time constant equal to T2;
off-resonance, the signal shows oscillations as a function of time, with a frequency
equal to the detuning between line center and detection frequency (ω − ωa).
It is important to realize that the features of perturbed free-induction decay
manifest themselves only in spectrally resolved experiments. As a matter of fact,
integrating the function 2.15 over frequency yields:∫ +∞
−∞
∆T (ω, τ)dω ∝ Θ(τ) (2.16)
The signal is zero at negative delay times, and grows instantaneously at delay
zero. This fact has been interpreted as a manifestation of the uncertainty principle
[55], whereby the introduction of spectral resolution, providing information on
the spectral properties of the sample, limits the actual temporal resolution to the
response time of the sample (inverse of the bandwidth of the absorption line).
To recover the true bleaching kinetics, one has to monitor the differential spectra
integrated over a spectral bandwidth at least of the order of the inverse temporal
accuracy.
For a more realistic model calculation, a finite pulse duration of the laser
pulses can be easily implemented in this model. To model the experiments per-
formed in this work it is enough to assume a Gaussian shape for probing pulses
(Ei(t) ∝ exp[−t2∆ω2/2], Ei(ω) ∝
√
2π/∆ω exp[−ω2(2∆ω2)]), whereas the ex-
citation pulses can still be modeled by δ-shaped pulses (see Chapter 3: in the
experiments UV pulses are typically four times shorter than the infrared pulses).
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In this case, Eq. 2.14 can be efficiently evaluated numerically [38]. The result
are qualitatively similar to the case of δ-shaped probing pulses shown in Fig.
2.3, with a smoothing of the signal changes at delay zero and more pronounced
oscillations at the frequency positions corresponding to the spectral wings of the
probing pulses. In the case of infinite time resolution, perturbed free induction
decay is observed strictly at negative delay times, and all processes are separated
in time, as a consequence of the temporal asymmetry of the light field originating
from the free induction decay: perturbed free induction decay (τ < 0), excitation
(τ = 0) and subsequent reaction or relaxation dynamics (τ > 0). In an exper-
iment with realistic time resolution, a mixture of the all processes takes place
within the cross correlation time.
Up to now a complete bleaching of an isolated absorption line following elec-
tronic excitation has been considered. More general situations can be derived
from this formalism [38]. In the case where, for instance, the oscillator strength
of an absorption band increases or decreases upon the excitation, it is sufficient
to introduce a scaling factor for the perturbed free induction decay signal, de-
pending linearly on the change of oscillator strength. Also a spectral shift of an
absorption band can be treated to a good approximation, provided that the shift
is small compared to the bandwidth of the line, as the linear superposition of an
oscillator strength decrease at ground state position and an increase at excited
state position.
If an absorption line is generated after the optical excitation process the IR
transition does not interact with the probing pulse in the ground state and no
perturbed free induction decay will be observed. This is for example the case of a
vibrational line created after a photoinduced reaction, or shifted after excitation
from a frequency position outside the spectral range of the probing pulse. Hence,
as consequence of the temporal asymmetry of the pump-probe experiment, there
is also an asymmetry (bleaching/rise of an absorption line) in the perturbed free
induction decay response.
2.4 Effects of anharmonicity
To describe the motion of a polyatomic molecule with N atom one needs 3N coor-
dinates, in other words: there are 3N degrees of freedom, of which 3N−6 (3N−5
for linear molecules) are vibrational degrees of freedom. In the harmonic approx-
imation, where only quadratic terms are included in the function describing the
potential energy, any motion of the system can be represented as a superposition
of normal modes of vibration. Under this approximation, the total vibrational
eigenfunction is simply a product of oscillator eigenfunctions corresponding to
the different normal coordinates. Each normal mode is an ideal harmonic oscil-
lator, whose energy spectrum is an equidistant ladder. From a theoretical point
of view, the normal modes of vibration can unambiguously be determined by
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solving a secular equation if the force constants defining the harmonic potential
energies are known. However, there are many evidences of the breakdown of the
harmonic approximation and of the separation into normal coordinates. If the
potential energy consisted of only quadratic terms, it would require infinite en-
ergy to break a valence bond. From a theoretical point of view, it is necessary to
introduce cubic, quartic and possibly higher order terms into the expression for
the potential energy to achieve a better description: the Schroedinger equation
no longer resolves into a number of independent equations for each normal mode,
the energy is no longer a sum of independent terms corresponding to the different
normal vibrations but contains also cross terms involving the quantum number
of two or more normal vibrations [40].
Two aspects of anharmonicity are particularly relevant in this thesis in order
to extract information from the measurement of transient vibrational spectra:
(i) Diagonal anharmonicity: in a harmonic oscillator the energy spectrum is
equidistant, i. e., the frequency of the ground state transition v = 0 → v = 1
and that of a higher transition v = n → v = n + 1 are identical, whereas the
absorption cross section A(v = n → v = n + 1) scales linearly with (n + 1) and
the stimulated emission cross section −A(v = n + 1 → v = n) with n. This
makes it impossible to distinguish between the case where a given vibrational
mode is in its ground state and the case where the mode is in an excited state.
As soon as the harmonic approximation breaks down, the anharmonicity gives
rise to frequency shifts, producing measurable difference bands. Anharmonicity
is thus essential to understand the spectrum of a vibrationally excited molecule.
This aspect will be used in order to judge whether a given vibrational mode,
observed in a transient vibrational spectrum, appears to be selectively excited
(see Chapter 4, Section 4.4 and Chapter 6).
(ii) Off-diagonal anharmonicity: the anharmonic coupling to other vibrational
modes affects the spectral position and width of a vibrational line. By monitor-
ing the shape and position of one vibration, one sees, albeit in an indirect way,
the effect of processes (i. e. intramolecular vibrational redistribution, cooling)
which change the population of the anharmonically coupled vibrations, deduc-
ing information about the relevant time scales (see Chapter 4, Section 4.4.3).
Coherence phenomena due to wavepacket motions along anharmonically coupled
vibrational modes have also been observed (see Chapter 4, Section 4.4.2).
In the following, the formalism of the anharmonic constants is reviewed. It
can be derived using perturbation theory [40, 56], using an espression for the
potential energy which includes cubic and quartic force constants in a normal
coordinate basis: the system is described in the harmonic approximation (in the
formalism of eigenfrequencies and eigenmodes), while anharmonicity is treated by
perturbation theory. Including the anharmonic corrections, the total vibrational
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energy of a molecule can assume only the values [40,41]:





ωi (vi + 1/2) +
∑
i≤j
xij (vi + 1/2) (vj + 1/2) (2.17)
where ωi is the harmonic frequency of the i−th vibrational mode, vi = 0, 1, 2... is
the vibrational quantum number of the i−th mode, and xi,j are the anharmonicity
constants, which can be related to the cubic and quartic force constants in a
normal coordinate basis. A given vibrational mode k is coupled to the bath of
the remaining modes i 6= k and its transition frequency is given by:




where the first term is the anharmonic correction of the vk = 0 → vk = 1
transition in the vibrational ground state:
ωk = ω
0




The second term of Eq. 2.18 describes the “diagonal" anharmonic shifts of an
excited vibrational mode k, while the last term describe the frequency shifts
due to the “off-diagonal" anharmonicity between the selected mode k and the
remaining modes.
Using the Eq. 2.18, the shape of the absorption line Ak(ω) of a given vibra-
tional mode k can then be derived, modeling the cross section for absorption and


















m is the total number of vibrational modes, δ is the delta function (it can be
easily replaced by a line shape function with finite bandwidth), α(vk) is a given
population distribution of the mode k, normalized in such a way that Σnkα(vk) =
1, α(vi) is the population distribution functions for all modes i 6= k, with the same
normalization. The term α(vk) describes the absorption vk → vk + 1, the term
−α(vk + 1) takes into account the stimulated emission vk + 1 → vk.
It must be noted that this formalism describes the shape of a vibrational
band in a static picture, in terms of populations, whereas a complete dynamic
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picture should also consider the polarization of the vibrational transitions [37,38].
However, for time scales beyond a few picoseconds, this should be a reasonable
approximation.
Already in the case of relatively small molecules, determination of the anhar-
monic constants is a challenging task. From an experimental point of view it re-
quires the knowledge of a complete set of overtones and combination bands. From
a theoretical point of view, the calculation of the Taylor expansion of the ground
state potential surface to fourth order with sufficient precision is required [41].
For dye molecules such as the ones studied in this work it is at the present time
an impossible task; by means of ab initio calculations of the third and fourth
derivatives of the energy, anharmonic effects in the infrared and Raman spec-
tra of benzene have been examined. Anharmonic corrections for the vibrational
modes and for the Raman scattering factors, intensities for the infrared spectrum
as well as a complete set of anharmonic constants have been determined for the
case of benzene [57, 58]. For such a molecule (with 12 atoms and 30 vibrational
degrees of freedom), despite the simplification due to the symmetry of the prob-
lem, this is already considered a challenging task [57,58].
(i) Selective excitation of a vibrational mode
Anharmonicity permits to address experimentally the selective flow of energy
into one vibrational mode, i.e. to verify if the population of a given vibrational
mode deviates significantly from a thermal distribution. As long as the harmonic
approximation holds, no absorption changes are expected in a transient vibra-
tional spectrum when exciting a vibrational mode from the ground state to a
vibrationally excited state. This is a consequence of the quantum mechanical
properties of the harmonic oscillator: (i) The energy spectrum is equidistant, i.e.,
the frequency of the ground state transition v = 0 → v = 1 and that of a higher
transition v = n → v = n + 1 are identical. (ii) The absorption cross section
A(v = n → v = n + 1) of a vibrationally excited mode increases linearly with
(n + 1) [59]. However, stimulated emission gives rise to a negative contribution
−A(v = n + 1 → v = n) which increases linearly with n, i.e., the sum of both
contributions is independent on n and does not change with the level of excita-
tion. Anharmonicity gives rise to anharmonic frequency shifts and consequently
is responsible for detectable difference bands. This is illustrated in Fig. 2.4 and
Fig. 2.5, where the shape of the absorption bands for a C=O vibration at 1530
cm−1 in the v = 0 and in the v = 1 state is schematically shown for an harmonic
and Morse potential respectively. Fig. 2.4 shows the results obtained assuming
an harmonic potential for the oscillator (ν10 = ν21 = 1530 cm−1, linewidth of 12.5
cm−1 (FWHM)). On the other hand, assuming a Morse potential for the oscilla-
tor (ν10 = 1530 cm−1, ν21 = 1520 cm−1; ν10 − ν21 = 10 cm−1, same linewidth)
one gets the picture of Fig. 2.5. For a harmonic oscillator one would not ex-
pect to observe any changes in absorbance between the two situations, since the
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important to take into account the effect of rotational relaxation on the outcome
of the measurements, since the molecular dynamics under observation are charac-
terized by comparable time scales. The study of molecular motion in liquids has
traditionally been carried out using time-resolved absorption or emission spec-
troscopy, or exploiting the optical Kerr effect [61,62], and a general formalism has
been developed with which one can describe time-resolved experiments sensitive
to orientational motion [42]. This formalism, which will be briefly reviewed in
this section, has here been applied in order to separate the molecular dynamics
from the effects of rotational relaxation.
In the ultraviolet pump/mid-infrared probe time-resolved experiments dis-
cussed in this thesis, linearly polarized light is used, both for the UV pump and
the mid-infrared pulses, as a consequence of the schemes for pulse generation.
The photo-selection process, performed with vertically polarized light, defines a
specific geometry for the system, exciting preferentially (with a cos2 law) those
molecules for which the dipole moment of the electronic transition is parallel to
the polarization of the incoming field. The mid-infrared probing pulses interact
with the various vibrational transitions showing, in general, an initial anisotropy,
which decays to zero as soon as the molecules reach an isotropic orientational dis-
tribution. The experimentally measured light intensities can then be related to
two aspects: the kinetics describing the time-dependent population of the levels
involved and the correlation functions that describe the molecular motion.
Following the treatment of Ref. [42], one can define a molecular axis system
coinciding with the principal axis of the diffusion tensor and a normalized prob-
ability distribution f (i)(Ω, t) of finding a molecule in an electronic state (i) with
orientation between Ω and Ω + dΩ, such that the density of molecules K(i)(t) in
a level (i) is given by:
K(i)(t) =
∫
dΩf (i)(Ω, t) (2.21)
In order to relate f (i) to measurable quantities one can introduce an orientation
dependent operator which extracts the contribution made to the observable by
molecules with a given orientation, and then integrate over all possible orienta-
tions. It is then possible to define effective parallel and perpendicular concentra-
tions of molecules giving rise to IR absorption from a given level:
N
(i)











where P̂‖(Ω, t) and P̂⊥(Ω, t) are proportional to the probabilities of a molecule
with orientation Ω, and a transition dipole with direction cosines in the molecular
axis system γ, interacting with a light field polarized in the laboratory parallel
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or perpendicular direction, respectively. In order to measure K(i)(t), not affected




‖ (t, γ) + 2N
(i)
⊥ (t, γ) (2.23)
regardless of the orientation specified by gamma.













so that the signals measured at parallel and perpendicular polarization can be
written in the following form:
N
(i)
‖ (t, γ) =
1
3








The effective anisotropy contains information about the orientational distribu-
tion of the transition dipoles γ for molecules in state (i). The description of an
experiment is reduced to writing explicit expressions for the time-dependent r
and K functions. In the case where only one electronic state is prepared, r(t)
is given by an expression involving the second Legendre polynomial (P2) of the




〈P2(µ(0)) · γ(t)〉 (2.26)
where µ is the transition dipole associated with the preparation of the excited
state (UV electronic absorption) and γ is the transition dipole associated with
the probing event (IR vibrational absorption). The anisotropy function contains
information about the relative orientation between the electronic and the infrared
dipole moments. In the case where the electronic and the vibrational transitions
are polarized along specific directions in the molecular frame, this fact can be used
to deduce information about the molecular structure. For instance, by using time
resolved infrared polarization spectroscopy, it has been possible to determine the
relative orientation of carbon monoxide (CO) bound to and dissociated from
myoglobin in solution [63].
The expression 2.26 does not depend on any particular model for the molecular
motion. The rotational diffusion model [64] describes reorientation as occurring
by small steps: collisions are so frequent that a molecule can only rotate through
a very small angle before suffering another reorienting collision. This model leads
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to an expression for the molecular anisotropy r(t) which, in the most general case






ci exp(−t/τi) + [(F + G)/4] exp(−[6D − 2∆]t)
(2.27)
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j)−D i 6= j 6= k
where α1, α2, α3 are the cosines of the dipole moment of the electronic transition
with respect to the principal axes of rotation, ε1, ε2, ε3 are the cosines of the dipole
moment for the vibrational transition, Dα (α=1,2,3) are the diagonal elements of
the diffusion tensor in the molecular-coordinate system, D = (D1 + D2 + D3)/3
is the mean diffusion coefficient. This complicated expression can be simplified
in the case of certain classes of molecular symmetry. In order to describe the
experimental data presented in this thesis, it is sufficient to model the molecules
as fully symmetrical, spherical rotors. In this case D1 = D2 = D3 = Ds and r(t)




P2(cos λ) exp(−6Dst) (2.28)
where λ is the angle between the electronic absorption and the vibrational absorp-
tion dipole moments. The motion is isotropic with a rotational-correlation time
τrot = 1/6Ds. In the case where the electronic and the infrared dipole moment
have a relative orientation forming an angle of θ = 54.74◦ (“magic angle") one gets
r(t) = 0 and N‖ = N⊥: measuring at either parallel or perpendicular polarization
gives the same signal, which is not affected by orientational information.
A more complete discussion, addressing different types of symmetries can be




Because of the small cross sections of vibrational transitions (as compared, e.g., to
those of electronic transitions), ultrafast IR experiments are still challenging and
the progress in this field had to wait for sufficiently robust and reliable sources.
Only recently, mid-infrared femtosecond sources were developed which satisfy the
technical prerequisites for broad application of ultrafast vibrational spectroscopy.
Generation of tunable femtosecond mid-infrared pulses is usually based on
techniques of nonlinear optical frequency mixing in second order nonlinear mate-
rials. Optical parametric oscillators have been shown to generate mid-IR pulses
with nanojoule energies as short as 50 fs [65, 66]. At kHz repetition rates, in-
tense near-infrared pulses, originating from regenerative Ti:sapphire amplifiers,
have been used routinely to generate femtosecond (50-150 fs) microjoule mid-
infrared pulses in the wavelength range from 2.5 to 20 µm with a variety of
conversion schemes [67–69]. Besides, techniques for generating phase-shaped
mid-infrared pulses have been proposed and demonstrated [70,71]. Free-electron
lasers (FELs) [72] also cover the mid-infrared spectral region with (sub)picosecond
time-resolution, wide tunability and microjoule energies per pulse, but the syn-
chronization with an external laser source remains problematic. Synchronization
of a FEL with a mode-locked Ti:sapphire laser with a jitter of about 400 fs has
been demonstrated recently [73]. Up to now, infrared radiation from FELs has
been applied to vibrational spectroscopy to much lesser extent.
In this chapter, the experimental setup used for the ultraviolet pump/mid-
infrared probe experiments is described. In Figure 3.1 an overview of the exper-
imental setup is shown. The system is based on a home-built 1-kHz Ti:sapphire
laser with chirped pulse amplification, generating intense light pulses at 800 nm
with an energy of about 1 mJ per pulse at a repetition rate of 1 kHz. The
pulses are then split by a beam splitter to pump simultaneously two stages for
frequency conversion. The near-UV pump pulses for electronic excitation were
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Figure 3.1: Overview of the experimental set-up for ultraviolet pump/mid-infrared
probe experiments. The output of the multipass amplifier, after compression, pumps
two stages for frequency conversion, which produce, by means of parametric processes,
pump pulses tunable in the ultraviolet and probe pulses tunable in the mid-infrared
spectral range.
obtained by sum frequency mixing of the fundamental and visible pulses gen-
erated by a noncollinear optical parametric amplifier. The mid-infrared probe
pulses were generated using double-pass collinear optical parametric amplifica-
tion, followed by difference frequency mixing of signal and idler. Ultraviolet and
mid-infrared pulses were then combined in a standard pump and probe scheme.
3.2 The laser system
The system is based on a home-built femtosecond kHz laser with chirped-pulse
amplification [74]. It is seeded by 15-femtosecond laser pulses, coming from a
Kerr-lens mode-locked Ti:sapphire oscillator, with chirped-mirror dispersion com-
pensation [75]. Titanium doped sapphire (Ti:Al2O3) is the standard material for
short-pulse generation [76, 77], offering the necessary broad bandwidth and a
well separated absorption spectrum. Exploitation of the enormous bandwidth
of Ti:sapphire (≈100 THz) has become possible with the discovery of self-mode-
locking (Kerr-lens mode locking), a method where a passive amplitude modu-
lation with virtually instantaneous response is introduced without the need for
inserting any additional dispersive element in the cavity [78]. The insertion in
the cavity of chirped multilayered dielectric mirrors allows an optimal control of
the dispersion, leading to almost bandwidth-limited pulses [75].
The seed pulses are then stretched by a factor of 10000 by use of an all-
reflective-optics stretcher capable of controlling higher order dispersion [79]. A
flash-lamp pumped Q-switched intracavity-frequency-doubled Nd:YLF laser de-
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livering an average output power of 15 W at 532 nm pumps a 10-round-trip
regenerative Ti:sapphire amplifier, followed by a two-pass Ti:sapphire power am-
plifier, at a repetition rate of 1 kHz. The 2 mJ amplified pulses, are finally
recompressed with a reflective grating pair. After compression intense (1 mJ),
short (40 fs) pulses at 1kHz, with a spectrum peaking at 795 nm, are available
for pumping the following optical parametric processes.
3.3 Nonlinear parametric conversion
In order to convert the amplifier output into the desired mid-IR and UV fre-
quency range, various nonlinear processes have been applied, such as parametric
amplification, sum frequency mixing and difference frequency mixing. They are
three-wave mixing effects and require solid state materials with a nonvanishing
second order nonlinearity χ(2). In a χ(2) medium, pulses at frequencies ωp (pump),
ωs (signal) and ωi (idler) (conventionally ωp > ωs > ωi) can interact with each
other through the induced second-order polarization [43]. The conservation of
energy requires:
ωp = ωs + ωi (3.1)
In parametric generation and amplification, an intense input pulse at ωp generates
and amplifies pulses at ωs and ωi. In difference frequency mixing, pulses at
ωi = ωp−ωs are generated from two input pulses at ωp and ωs. In sum frequency
mixing, pulses at ωp = ωs + ωi are generated from two input pulses at ωs and ωi.
In order to maximize the coupling between the three interacting fields, the
wavevectors must satisfy the phase matching condition [43]:
kp = ks + ki (3.2)
where |ki| = np,s,i · (ωp,s,i/c). This condition can be fulfilled in nonlinear birefrin-
gent materials, by adjusting the refractive indices np,s,i (c: vacuum light velocity).
By rotating the angle between the direction of propagation and the optical axis of
the crystal, one can change the wavelength for which phase matching is fulfilled
and hence tune the parametric interaction.
In the femtosecond regime, another important issue is the unavoidable mis-
match of the group velocities of the three interacting pulses. This poses limita-
tions on the effective interaction length in the nonlinear medium as well as on
the minimum pulse duration achieved [80].
3.3.1 Femtosecond infrared pulses
The setup described in the following was built in order to generate intense and
widely tunable mid-infrared light pulses, with the high shot-to-shot stability that
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of about 500 µm into the 1 mm AgGaS2 (or GaSe) crystal where the DFM process
takes place. The choice of the nonlinear crystal for the DFM conversion step
was made taking into account the following criteria: large transparency at both
pump and output wavelengths, high nonlinearity, suitable birefringence for phase-
matching, high damage threshold, low two-photon absorption at all interacting
wavelengths. The performances obtained with the two crystals were comparable,
both in terms of pulse energy and pulse duration. GaSe offers extended tunability
towards longer wavelengths (up to 20 µm). As it cannot be polished to appreciable
quality, it is currently available only with the surface cleaved along the [001]
direction. In GaSe, due to the large incidence angle required to phase-match
shorter wavelengths, generation in the 3 µm region resulted in decreased efficiency
due to very high Fresnel losses.
Fig. 3.3 shows the pulse energy obtained with AgGaS2 and GaSe for different
crystal length as a function of frequency in a range relevant for our experiments.
The mid-IR pulses are tunable between 3 and 10 µm with a typical energy of 1-2
µJ per pulse, depending on wavelength. This corresponds to an overall quantum
efficiency of about 4%. The temporal duration is of the order of 100 fs over the
whole tuning range (FWHM) (see Section 3.4). The set-up described above is
used to generate MIR probing pulses for the pump/probe experiments described
in this thesis. A detailed analysis of the noise properties of this source can be
found in Ref. [69]. It is shown in this work that, under special configuration of
the experimental parameters, an unusual low energy fluctuation can be achieved
through a noise suppression mechanism, stemming from a complicated interplay
between saturation and dispersion effects.
3.3.2 Femtosecond ultraviolet pulses
Electronic excitation has been performed using femtosecond pulses in the near-
UV generated by sum frequency mixing (SFM) of the Ti:sapphire fundamental
and visible pulses generated by a noncollinear optical parametric amplifier [82].
Extending the tuning range to the near ultraviolet is essential for studying the
photochemistry of molecules without large conjugated π-electron systems (such
as the HBT molecule, see Chapter 4, and the spiropyrans studied in Chapter 6).
The design of the set-up is shown in Fig. 3.4.
In this scheme, a fraction (90%) of the fundamental at 795 nm is frequency
doubled in a 0.5-mm BBO crystal (Θ = 30◦) and then used to pump the visible
single-pass noncollinear OPA (NOPA) [83], also based on a BBO crystal (1 mm,
Θ = 30◦). A smaller part of the fundamental generates a white-light continuum
in a 2-mm sapphire crystal. A combination of half-wave plate and a polarizer is
used to attenuate the pump pulses to just above the continuum threshold. From
the NOPA, broad-bandwidth visible pulses are generated, tunable between 480
and 680 nm. They can be compressed to below 35 fs by means of a pair of prisms.
To generate the tunable near-UV pulses, a third fraction (9%) of the 795 nm
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Figure 3.5: Output characteristic of the setup for near-UV generation: (a) output
energy (solid line) and conversion efficiency (symbols), defined as the ratio between UV
pulse energy and visible pulse energy. (b) UV pulse spectra in the tuning range from
315 nm to 350 nm.
time resolution of the pump-probe experiments.
When excitation at 400 nm was required (see Chapter 5), the second harmonic
of the Ti:sapphire fundamental was generated in a 100 µm BBO crystal.
3.4 Pump-probe experiments
Figure 3.6 shows the experimental setup used in the ultraviolet pump/mid-
infrared probe experiments. The intense UV pulses trigger the molecular system
under study, typically by excitation to the first excited singlet electronic state.
The molecular dynamics are then followed by monitoring the evolution of the
vibrational spectrum, recording the changes in the intensity of the weak mid-
infrared probe pulses as a function of the delay time between pump and probe.
To be more precise, the sample generates a third order nonlinear polarization by
two interactions with the pump and one with the probe field, radiating a field in
the propagation direction of the probe. On the detector, radiated field and probe
fields interfere, giving rise to the pump-probe signal.
The output of the BBO OPA with subsequent difference frequency mixing
is filtered by a long wave pass filter (LWP) to block residual near-infrared light,
ensuring that only mid-infrared light interacts with the sample. The mid-infrared
light is re-collimated, and a BaF2 wedge splits off two weak reflections which are





3.4 Pump-probe experiments 43
where IUV has been separately obtained by self diffraction autocorrelation (cf.
Section 3.3.2). Figure 3.8 shows a typical result for a cross correlation experiment
in ZnSe. The semiconductor was excited by 36 fs pulses at 330 nm, and the MIR
pulses were centered at 2580 cm−1. The spectrally integrated pump-probe signal
corresponds to a pulse duration (FWHM) of 120 fs. From the spectrally resolved
measurement, it is possible, at each spectral position, to extract zero delay and
cross-correlation width. The frequency dependent zero delay indicates a quadratic
chirp in the infrared pulses. From the data one gets a value for the product
∆ν ·∆τ = 0.65. Fig. 3.9 shows the time resolution (FWHM) of the ultraviolet
pump/mid-infrared probe experiments as function of the central frequency of the
MIR pulses, as determined by cross correlation with the UV pulses. For all the
experimental points, the pulse duration of the UV pump pulses, as determined
separately by self-diffraction autocorrelation, was below 35 fs (FWHM). Hence,
the duration of the MIR pulses coincides to a good approximation with the width
of the cross-correlation.
Another important issue which limits the achievable time resolution in the
experiments is the unavoidable group velocity mismatch (GVM) between the UV
and mid-IR frequencies, which, in a 100 µm thick sample, leads to a significant
temporal walk-off of the pump and probe pulses. In the case of the solvent C2Cl4
(tetrachloroethene) for instance, the group velocity mismatch between UV-pump
pulses at 330 nm and probing MIR-pulses centered at 1550 cm−1 was measured
to be 880 fs/mm in the neat solvent, the UV-pulse traveling slower. In order to
minimize this effect a relatively high concentration of absorbing molecules has
been chosen in the experiments, leading to effective jet thicknesses of less than
30 µm.





The structure and the structural dynamics of many important molecular systems
(e.g. protic solvents such as water, biomolecular polymers such as proteins and
DNA) are largely determined by the special properties of hydrogen bonds. The
molecular function of such systems often involves the transfer of hydrogen atoms
or protons along pre-existing hydrogen bonds. In the most elementary case, the
hydrogen transfer reaction consists in the shift of an hydrogen atom H, initially
part of a covalent bond A-H, to a new binding site B:
A H · · ·B → A · · ·H B
where A and B can be two groups of the same molecule (intramolecular transfer)
or belong to neighboring molecules (intermolecular transfer).
Proton exchange along hydrogen bonds occurs frequently in hydrogen bonded
networks such as water (proton hops, Grotthuss mechanism) [86–88]. Proton
pumps through membranes also operate by proton transfer along “water wires"
to maintain a certain pH gradient along membranes, e.g. in the case of photosyn-
thetic reaction centres [89]. Dynamics of hydrogen bonds occur on ultrafast time
scales, mainly set by motions of the hydrogen donor and acceptor groups, both in
thermal equilibrium and for non-equilibrium excitations. In thermal equilibrium,
i.e. in the electronic ground state, vibrational and translational motions of the
nuclei comprising the hydrogen bonded system cause fluctuations in the geomet-
rical parameters of the hydrogen bond, leading to a breaking and reformation of
hydrogen bonds and - in some cases - to proton transfer. In addition, fluctuating
solvent configurations may alter the relative energies of the donor and acceptor
moieties of the hydrogen bonded complex, thereby stabilising or de-stabilising the




Figure 4.2: Molecular structures of the enol- (left) and keto-type (right) tautomers of
(a) methyl salicylate (MC) (b) X=S: 2-(2’-hydroxyphenyl) benzothiazole (HBT), X=O:
2-(2’-hydroxyphenyl) benzoxazole (HBO) (c) 2-(2’-hydroxy-5’-methylphenyl) benzotri-
azole (TIN). The enol tautomer is the initial ground state species in nonpolar solvents,
the keto tautomer results from intramolecular hydrogen transfer.
competing processes [97].
Molecular systems exhibiting ESIHT have been proposed as laser dyes [98],
fluorescence probes of biomolecules [99] and found their most important applica-
tion as UV absorbing additives in polymers and cosmetics [100,101], where their
photochemical stability is exploited. This property, e.g. in molecules of the fam-
ilies of hydroxy-benzophenones and hydroxyphenyl-benzotriazoles, is assumed to
derive from an ultrafast internal conversion IC process which quickly deactivates
the fluorescing electronic state. The IC rates are enhanced by the reduction of
the energy gap due to the ESIHT reaction. The ultrafast IC process is essential
to avoid the population of photochemically reactive triplet states [96].
The dynamics of the hydrogen transfer process depend critically on the shape
of the potential energy surface on which the transfer proceeds. In the case of
hydrogen transfer from metastable triplet states, time scales in the microsecond
range have been reported [102,103] and interpreted in terms of a hydrogen trans-
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fer mechanism involving tunnelling through a potential barrier. As soon as pi-
cosecond time-resolution was achieved in spectroscopy, studies of the much faster
hydrogen transfer dynamics in excited singlet states have been reported [104–107].
These first picosecond studies have been carried out in the optical domain, using
electronic transitions to study the reaction dynamics through the rise and decay
of fluorescence or stimulated emission from the product species. In most cases,
such studies have not been able to resolve the formation of the product species,
which appeared within time resolution (as determined by the resolution of a streak
camera or by the pulse duration in pump-probe experiments). Even at cryogenic
temperatures (4 K) rate constants for the ESIHT reaction were too large to be
measured [105,106]. The relaxation processes following the sub-picosecond reac-
tion (vibrational energy redistribution, cooling, radiatonless decay ...) were also
addressed by these picosecond studies [106].
The first direct proof of the ultrafast appearance of the keto geometry following
electronic excitation was obtained by picosecond ultraviolet pump/mid-infrared
probe experiments in which the reaction was observed by monitoring the changes
of vibrational spectra upon electronic excitation [108, 109], giving site-specific
insight into the local changes of molecular geometry due to the ESIHT reaction.
The evidence of the formation of the keto tautomer of the HBT molecule within
5 ps after electronic excitation of the enol species was given by detecting the
formation of high frequency N-H, C=O stretching vibrations which mark the
keto tautomer.
In order to resolve the formation of the final species, femtosecond time reso-
lution is needed. The first experiment capable to follow the reaction dynamics
leading to the formation of the keto tautomeric form has been done by means of a
UV pump visible probe measurement on the HBT system, with a time resolution
of 100 fs [110], where a rise-time of 170 fs of the long-wavelength part of the
keto-stimulated emission spectrum has been detected. Several ESIHT systems
have been since then investigated by this technique and rise times of the emission
of the product species between tens and few hundreds of femtoseconds have been
reported [111–118], pointing at transfer mechanisms along a molecular coordinate
without a significant potential barrier between the initial and the final molecular
structures. Experimental studies addressing the effect of deuteration [115] and
the dependence of the reaction dynamics on the excitation wavelength [119] as
well as ab initio calculation [97] have confirmed this picture for several representa-
tive ESIHT systems. This raises the question whether the excited state reaction
is a transition between well defined enol and keto excited states or rather an in-
trastate relaxation process connected with a change of the nuclear configuration.
Despite extensive research, both theoretical and experimental, many funda-
mental aspects of the ESIHT mechanism are not fully clarified and a full micro-
scopic understanding of the hydrogen transfer reaction has not yet been devel-
oped [92]. A number of crucial, partially unresolved questions can be pointed out
here: Which vibrational degrees of freedom play a role in the hydrogen transfer,
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cm−1 supported the evidence of the enol → keto isomerization showing the dis-
appearance of the O-H stretch marking the enol state and the formation after
the reaction of a N-H streching vibration (see Fig. 4.3). In such measurements,
the transfer reaction was not temporally resolved.
The first femtosecond study of intramolecular hydrogen transfer was performed
on the HBT molecule: Femtosecond pump-probe studies of stimulated emission
in the red part of the keto S1-S0 emission spectrum gave a rise time 170 fs for
the emission which was attributed to hydrogen transfer [110]. Very recently, this
process in HBT has been studied with a substantially improved time resolution of
30 fs and over a spectral range covering the full keto*-emission band [120,121]. At
short wavelengths, emission rise times of about 60 fs were found whereas a sub-
stantially slower rise was detected at long wavelengths, in quantitative agreement
with the data of Laermer et al. [110]. The delayed onset of stimulated emission
was described as consequence of a ballistic evolvement of the nuclear configura-
tion, leading to sudden, delayed population of the keto-S1-state of HBT. The 60
fs delay of the keto*-stimulated emission at short wavelengths was assigned to
the hydrogen transfer time.
The most recent experiments with a time resolution of about 20 fs allow for the
observation of vibrational coherences occurring during and after excited state hy-
drogen transfer. This has been demonstrated for the first time for 2-(2’-hydroxy-
5’-methylphenyl)benzotriazole where two low-frequency modes at 299 and 470
cm−1 are elongated upon electronic excitation and give rise to oscillatory fea-
tures in the rise of product emission [122]. An analysis of the microscopic mo-
tions connected with such modes that was based on resonance Raman studies and
theoretical calculations [123], led to a qualitative microscopic picture of hydrogen
transfer in which motions along low-frequency modes determine the pathway of
the reaction on the excited state potential energy surface. HBT displays similar
features: superimposed on the incoherent (rate-like) kinetics are pronounced os-
cillations with frequency components of 118, 254, 289, and 529 cm−1 [120, 124].
Such oscillations persist for 2 to 3 ps and reflect coherent wavepacket motions
along several Raman-active low-frequency modes which couple strongly to the
enol S0-S1 transition and are elongated upon electronic excitation. Based on
such findings and theoretical ab initio calculations of potential energy surfaces,
microscopic pictures for ’barrierless’ hydrogen transfer have been developed in
which coherent motions along one or several low-frequency modes promote the
reaction. It should be noted, however, that such modes are strongly elongated
upon excitation of the enol-S1-state, as they couple strongly to the electronic
transition.
The study of electronic spectra does not allow for a direct characterization of
transient molecular structures during and after the reaction. Besides, the spec-
trally dependent rise time of the keto* state stimulated emission does not allow
an unambiguous determination of the ultrafast reaction rate. Here, ultrafast vi-
brational spectroscopy monitoring local changes of molecular geometries provides
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direct site-specific access to molecular structure and nuclear motions. The work
reported in this chapter has given insights into several aspects of the ESIHT re-
action in HBT, concerning the dynamics of the formation of the keto species, the
observation of coherence phenomena in the photoinduced chemical reaction and
the processes of redistribution and dissipation of the excess energy released upon
hydrogen transfer.
4.3 Experimental results
HBT was dissolved in C2Cl4 and pumped through the 100 µm-thick free streaming
jet. In the experiments the excitation wavelength was tuned from 315 nm to 350
nm, corresponding to the transition to the first singlet state S1 of HBT. The
excitation pulse energy was 2-4 µJ and the pulse duration around 40 fs. The
pump pulses excited about 10% of the HBT molecules in a sample volume of
180 µm diameter. The group velocity mismatch between UV-pump pulse and
the MIR-pulses was measured to be 880 fs/mm in the neat solvent, the UV-pulse
traveling slower. In order to minimize the effect of temporal walk-off between the
pulses a relatively high concentration of 4 g/l was chosen leading to an effective
jet thickness of less than 30 µm. Nevertheless the high extinction of the UV pulse
did not lead to substantial temporal reshaping, since excitation was performed
around the peak of the broad absorption band, leading to spectrally uniform
attenuation. The probing mid-infrared pulses were tuned between 1000 and 1700
cm−1 and detected with a spectral resolution of 4 cm−1. The pump-probe set-up
was purged with nitrogen gas to avoid spectral and temporal reshaping of the
mid-infrared pulses due to water and CO2 absorption. Measurements in the neat
solvent were performed under the same experimental conditions. Experimental
curves shown here represent an average of 100-200 delay time traces each taking
100 shots average per delay step.
The present study concentrates on the fingerprint region of the vibrational
spectrum from 1000 to 1700 cm−1. The spectral region at 3000 cm−1 of the O-H
stretching band of the enol-form and the N-H spectral region of the keto*-form
was also inspected. However, the broad O-H and N-H stretching bands overlap
significantly with implicit complications in the interpretation of the experimental
data. Hence, the discussion focuses here on the results obtained in the fingerprint
region. The structure and the vibrational spectra of HBT in the enol ground
state were calculated using the B3LYP/6-31G(d) level of theory implemented
in Gaussian98 [126]. The calculated bands are listed in Table 4.1, Fig. 4.5
shows a comparison of the calculated and the measured infrared spectrum of
HBT in C2Cl4. The very good agreement allows for the assignment of essentially
all the lines. The following bands are relevant in terms of hydrogen transfer
forming the keto tautomer: ν(phOH-19b) + ν(C-O) + d(OH) + ν(C=N) = 1483
cm−1, ν(phBT-19a) + ν(phOH-19a) + ν(C=N) + δ(OH) + ν(C-O) = 1460 cm−1,
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Table 4.1: Experimental (in C2Cl4) and calculated (B3LYP/6-31G(d), scaled by
0.965) infrared bands for HBT in the enol ground state in the fingerprint region
(in cm−1).
∗Varsanyi nomenclature [125], ν = stretching mode, δ = in-plane deformation mode,







constants of 600-750 fs and 15 ps.
4.4 Discussion
Our experiments allow to discuss several issues of the ESIHT reaction in HBT,
concerning the dynamics of the formation of the keto tautomer, the observation
of coherence phenomena due to the anharmonic coupling of the C=O stretch to
low frequency vibrations, and the processes of redistribution and dissipation of
energy.
4.4.1 Ultrafast formation of the keto tautomer
The dynamics of the enol* → keto* photoinduced tautomerization have been
studied in a site specific way by time resolving the appearance of the C=O
stretching mode marking the product state. An additional, direct evidence of
the formation of the keto geometry is the bleaching of several vibrations, which,
according to the calculations (see previous Section, Table 4.1), possess some C-O
single bond character. The C-O bond disappears upon formation of the C=O
double bond in the keto tautomer.
The prominent new band formed at 1530 cm−1 represents the C=O stretching
band of the keto*-species. Strength and spectral position of this band agree with
earlier picosecond measurements [109]. The new C=O band builds up with a
delay of 30-50 fs (Fig. 4.10a), representing the formation time of keto*-HBT.
The delay was estimated by comparison with a cross-correlation experiment in
ZnSe, with the assumption of an instantaneous response by the semiconductor.
Gaussian fitting of the C=O band was performed in order to derive the temporal
development of the strength, width and line centre, of which results for excitation
at 335 nm are shown in Fig. 4.11. The strength and width of the C=O band
do not change at longer delay times. Following the discussion in Section 2.4 of
Chapter 2, one can deduce that the C=O mode is populated in its v = 0 state,
since a feeding of the v = 1 state would lead to a spectral reshaping of the band
with time. For the C=O stretching mode the anharmonic shift is estimated to
be around 15-20 cm−1 [30]. Taken into account this anharmonicity, changes in
absorbance due to the decay v = 1 → v = 0 state by population relaxation
would have been easily detectable (see Chapter 2, Figs. 2.4 and 2.5) given the
experimental time resolution. As a matter of fact, the observed spectral width of
the C=O stretching band, directly after generation of the keto*-state, is 12.5 ±
0.5 cm−1. Such a value indicates that even for the extreme case of a line shape
completely determined by population relaxation, the v = 1 state of the C=O
transition has a lower limit of the population lifetime T1 of 424 fs. More likely






be made by comparison to the well-known vibrational mode spectrum in the
enol-ground state [123, 130] (see also Fig. 4.12). Although there is no guarantee
that the vibrational mode spectrum is similar, ultrafast electronic pump-probe
spectroscopic data have not shown substantial differences for the low-frequency
Raman-active modes [120, 121]. One could anticipate that this also applies for
other (infrared-active) modes. With this in mind one can correlate the 120 cm−1
vibrational mode to an in-plane bending motion of the two ring systems mod-
ulating the hydrogen bond length [123, 130]. This mode has been observed in
electronic resonance Raman spectra indicating a strong displacement between
the two enol potential energy surfaces. An out-of-plane twisting motion of the
ring systems can be ascribed to the 60 cm−1 mode, also modulating the hydro-
gen bond length. This mode has an extremely low electronic resonance Raman
cross-section, in contrast it is known to be infrared active [123]. A third mode is
present at the low-end of the vibrational spectrum. This mode however involves
an out-of-plane tilting motion of the two ring systems without strong motions of
the atoms that constitute the hydrogen bond. The involvement of this mode is
discarded in the following discussion.
A clear distinction between ultrafast UV-pump-VIS-probe and UV-pump-IR-
probe spectroscopy must be made in relation to what one can expect in terms of
coherently excited wave packet motions in the system under study. The ultra-
short UV-pump coherently excites vibrational coherences on the enol-excited and
enol-ground states of those modes that are strongly Raman active, and whose fre-
quency lies within the bandwidth of the UV excitation pulse [3, 131–137]. These
light-field driven coherences then evolve on the respective potential energy sur-
faces, and may even survive level crossings if the modes are not strongly coupled
to the reaction coordinate. Another option is that vibrational wave packets are
generated by rapid nonradiative processes from the initially excited reactant state
to a product state [138–141]. In the latter case the surface crossing along the reac-
tion coordinate is accompanied by the creation of a vibrational coherences along
the coordinate of the vibrational mode that, in contrast to the previously men-
tioned case, is strongly coupled to the reaction coordinate. In the case of probing
the product state the transient absorption or emission of a UV/VIS probe pulse is
modulated by coherences in Raman-active vibrational modes. If no other knowl-
edge than the Franck-Condon factors of the electronic transition induced by the
UV-pump pulse exists on the particular molecular systems, one cannot decide
whether the coherences are induced by the applied light pulse or by the subse-
quent chemical reaction. With regard to HBT for instance the Franck-Condon
factors of the enol-S0 to enol-S1 state transition are well known [123,130], however
this is not the case for the keto-S1- to keto-S0 state. Only when a coherence in
the keto-S1-state is observed that cannot be correlated to one of the modes that
are Raman-active in the enol → enol* transition, one can safely conclude that
the coherence is driven by nonradiative processes.
In the case of the ultrafast UV-pump-IR-probe experiment we probe the keto-
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S1-state by inspection a C=O stretching vibrational marker mode. Vibrational
coherences in low-frequency modes are observed if the anharmonic coupling con-
stants to the C=O stretching mode are sufficiently large. The factors determin-
ing the magnitude of coherent modulation of the infrared-signals by anharmonic
coupling are different from those for coupling of vibrational modes to electronic
transitions, and it should be of no surprise that coherences in both infrared- and
Raman-active modes are visible.
With regard to the observation of the frequency and damping time of the 120
cm−1 mode earlier UV-pump-VIS-probe observations [120, 121] are confirmed.
Higher frequency oscillations, most notably the 254 cm−1 mode, are not de-
tectable in this work due to limited time resolution in comparison to the UV-
pump-VIS-probe experiment. The observation of the 60 cm−1 mode, however, is
a surprising result. The fact that this mode is not observed in the UV-pump-VIS-
probe experiment suggests that for this mode there is not a huge shift between
potential minima on the keto* → keto transition. Moreover it is known that the
mode cannot be coherently excited by the UV-pump pulse as it has a low Franck-
Condon factor in the enol → enol* transition. Excitation of this mode is thus
driven by nonradiative processes after preparation of the excited enol*-state. One
could regard this fact as an indication that the mode is impulsively excited by
the hydrogen transfer reaction, where the reaction time is only one tenth of the
oscillation period of the mode. From the observations that a) the 60 cm−1 mode
is not observable at 350 nm where the electronic origin (0-0) transition is located,
whereas b) the reaction time appears to be independent of the excitation energy,
one can tentatively conclude that the coherent excitation of the infrared-active
60 cm−1 out-of-plane deformation mode is driven by an IVR mechanism in the
enol excited state.
4.4.3 Vibrational relaxation processes induced by hydro-
gen transfer
The new (positive) vibrational bands in the spectra of Fig. 4.6 mark the keto
S1 state. All new bands display blue-shifts with time without undergoing a sig-
nificant reshaping and/or broadening of their spectral envelopes. For the same
reasons mentioned above for the C=O stretch, all new bands can be assigned to
the v = 0 → 1 transition of the respective vibration. For all of them, attributing
the spectral width of the measured lines to (homogeneous) lifetime broadening, a
lower limit to the population lifetimes of v ≥ 1 levels of 200 to 400 fs is estimated,
i.e. populations of v ≥ 1 levels could easily be detected in our experiment. As all
modes in the fingerprint region display a finite anharmonicity on the order of 10-
30 cm−1 [30], stimulated emission and/or absorption from v ≥ 1 levels would give
rise to additional spectral components, different from the v = 0 → 1 transition.
We conclude from the absence of such features that nonequilibrium populations
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of v ≥ 1 levels are negligible. All such modes are created in their v = 0 ground
state, i.e. are not elongated and do not accept vibrational excess energy upon
hydrogen transfer.
The blue-shift of the central frequencies of all new bands by 2 to 7 cm−1
within 50-60 ps is due to transient populations in other modes that couple an-
harmonically to the fingerprint vibrations. Blue-shifts of vibrational bands after
a photo-induced chemical reaction have been observed before in the picosecond
time regime in the case of for instance trans-stilbene [142] and azobenzene [39].
It can be rationalized by the model briefly described in Section 2.4 of Chapter
2,describing the spectral position of vibrational lines as a function of vibrational
populations of anharmonically coupled modes [39]. For negative values of the off-
diagonal anharmonic coupling constants, which is the most common case, this
model predicts a red-shifted v = 0 → 1 transition of a mode k for high excess pop-
ulations of modes i (i 6= k) coupling to the mode k, and a subsequent blue-shift to
the steady-state spectral position with decreasing population. In the cited stud-
ies [39,142] it was assumed that at picosecond time scales the excess energies are
thermally distributed amongst the vibrational modes. Specific spectator modes
appear shifted due to anharmonic coupling with the bath of all highly populated
low-frequency modes. However, the same red-shift behaviour would occur when
only a limited set of highly populated normal modes takes place. This may be the
case for HBT, since a full equilibration of excess energy is unlikely on the time
scale of 50 fs. It is likely that only a limited number of accepting normal modes
strongly coupled to the hydrogen bond coordinate will initially redistribute the
excess energy between the enol* and keto* excited states [143,144].
The transient spectra in the fingerprint region give no direct insight into which
anharmonically coupled modes underlie the blue-shift of the different bands.
There is, however, detailed information from steady-state resonance Raman spec-
tra of enol-HBT and from femtosecond studies of electronic transitions: (i) The
resonance Raman spectra give evidence of several modes at frequencies below
700 cm−1 that are strongly coupled to the S0-S1 transition of the enol tautomer
and display substantial anharmonicities giving rise to combination bands in the
Raman spectrum [123, 130]. Upon femtosecond excitation, such modes are elon-
gated, i.e. acquire a substantial nonequilibrium population. Some of them, the
vibrations at 118, 254, 289, and 530 cm−1, display coherent oscillations within the
first few picoseconds [120, 124]. Such oscillations represent the coherent motion
of vibrational wavepackets which are made up of a coherent superposition of at
least the v = 1 and v = 2 eigenstates of the respective oscillator, i.e. contain at
least 2 vibrational quanta of the respective mode. This gives a minimum excess
energy in such modes of about 2200 cm−1 which is a major fraction of the total
excess energy of ∼3000 cm−1 released upon hydrogen transfer [143]. These find-
ings strongly suggest that the blue-shift of the vibrational bands in the fingerprint
region is mainly due to excess populations of such Raman active low-frequency
vibrations.
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Coherent wavepacket motions in the anharmonically coupled low-frequency
modes result in a periodic modulation of the spectral position of high-frequency
modes. For the O-H stretching mode in the enol ground state of HBT, oscillations
with an amplitude on the order of 10−4 OD have been observed [129]. In the
measured blue-shift of the fingerprint vibrations (Figs. 4.7, 4.9), oscillations due
to Raman-active modes are absent because of the limited spectral resolution and
sensitivity of the present experiment which in fact averages over the spectral
modulation. Consequently, we observe a continuous blue-shift of the bands with
time constants of 700 fs and 15 ps (see Fig. 4.9), reflecting the decreasing excess
populations of the low-frequency modes.
The fast component is most probably due to intramolecular redistribution pro-
cesses (IVR) by which the excess populations are randomized within the excited
HBT molecules [145]. It is interesting to note that the damping time T2=1-2 ps
of the coherent oscillations observed in Refs. [120, 121] is about twice the redis-
tribution time T1 ∼= 700 fs found here, as is expected for a dephasing dominated
by the population relaxation of excited vibrational levels. The slower component
in the blue-shift is attributed to a flow of excess energy from the HBT molecule
into the liquid surroundings [145], i.e. a cooling of the excited molecule towards
ambient temperatures. For medium-sized molecules typical values for time scales
of cooling are found to lie in the picosecond range [145–147].
4.5 Summary and conclusions
Fig. 4.13 presents an overview of the ESIHT reaction in HBT and of the pro-
cesses that follow the ultrafast hydrogen transfer reaction, as suggested by the
ultraviolet pump/mid-infrared probe experimental results.
Within 50 femtoseconds, the formation of the keto species was directly ob-
served by probing the dynamics of the C=O carbonyl stretching mode formed
by hydrogen transfer, thus avoiding the ambiguity resulting, in the optical tech-
niques, from the wavelength dependent rise time of keto*-emission. The bleaching
of those vibrational bands of the enol ground state which possess C-O single bond
character also gives the evidence of the formation of the keto tautomer.
As consequence of coherence phenomena, the observed dynamics of the car-
bonyl band show oscillatory features, due to the motions of wavepackets along two
low frequency modes which anharmonically couple to the C=O stretching vibra-
tion, an IR active mode (60 cm−1) - coherently excited by nonradiative processes
within the excited enol state after electronic excitation - and a Raman active
mode (120 cm−1) - impulsively excited upon the electronic transition. These
wavepackets are destroyed through the loss of coherence induced by dephasing
processes occuring on time scales of 1-2 picoseconds, as typical for vibrational
excitation in the liquid phase.
The transient vibrational spectra in the fingerprint region between 1000 and
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1700 cm−1 have given insight into the processes of vibrational energy redistri-
bution. The range of the excited state potential populated by the excitation on
the enol S0-S1 transition has an excess energy of several about 3000 cm−1 with
respect to the keto minimum. This excess energy is redistributed within the
vibrational manifold during and after the hydrogen transfer. After the ESIHT
reaction, the different vibrational bands display a red-shift with respect to their
asymptotic spectral position which is reached within 50 to 60 ps. All the IR ac-
tive keto*-vibrations appear to be created in their ground state, i.e. they do not
accept vibrational excess energy upon hydrogen transfer. It is specially interest-
ing to note, in particular, that the elongation of the C=O stretch is not implied
in the hydrogen transfer reaction. The initial red-shift is caused by transient
populations of Raman-active low-frequency modes which couple anharmonically
to the modes in the fingerprint region. During the first few picoseconds, such low-
frequency modes contain the major fraction of vibrational excess energy which
subsequently flows into a multitude of modes cooling down on a 50 to 60 ps time
scale. These relaxation processes manifest themselves in a blue-shift with time
of the vibrational lines in the fingerprint region. The fast and the slow compo-
nent of the shifting dynamics can most probably be assigned to intramolecular




Intermolecular excited state proton
transfer
5.1 Introduction
The classic work of Brnsted [148, 149] has shown that an intermolecular proton
transfer reaction is involved in the paradigm reaction of solution chemistry: the
acid-base neutralization reaction. In the most general case, it can be written as:
AH(acid) + B(base) 
 A−(base) + BH+(acid)
where A− is the conjugated base of the acid AH, BH+ the conjugated acid of the
base BH. A more modern observation is that proton transfer proceeds typically
along a pre-existing hydrogen bond, where the reactive coordinate is of the type
A−H· · ·B. Intermolecular proton transfer reactions of Brnsted acids and bases are
of fundamental importance in chemistry and biology as these are key processes in
phenomena such as the autoionization in water [88], the anomalous high proton
mobility in water (von Grotthuss mechanism) [150,151], acid-base neutralization
reactions [152], enzyme catalysis [153], and proton pumps through membrane
protein channels [154].
More than 50 years ago, Förster [155–157] showed that the large Stokes shift
found in the fluorescence spectra of several classes of aromatic dyes was the
consequence of an excited state proton transfer (ESPT) reaction. Such aromatic
compounds that exhibit strong photoacidity (or photobasicity), i.e. an increase of
the acidity (or basicity) constant after photoexcitation, may be viewed as molec-
ular initiators of acid base reactions as well as molecular probes for real-time
observation of the progress of proton transfer reactions. To be more precise, the
term photoacids describes those molecules that may undergo a non-destructive,
fully reversible proton transfer reaction in their electronic excited state [158],
not to be confused with other classes of molecules generating protons follow-
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naphthols and the pyrenols are neutral photoacids, whereas the aminopyrenes
need to be protonated in the ground state in order to exhibit photoacidity. It
cannot be claimed that the excited state proton transfer is completely understood
from a microscopic point of view: in the literature, two perspectives have tried to
give a general description of photoacidity. In a charge transfer picture [167,168],
upon excitation an intramolecular charge transfer occurs from a non bonding
orbital of the electronegative atom X of the R-X-H structure (X = O, N or S)
into a π∗ orbital of the aromatic ring system, creating a partial positive charge
on the atom X. The enhanced acidity is then seen as the result of the Coulombic
repulsion of the proton. A more spectroscopic perspective [169, 170] points at a
full internal conversion process between two electronic states, from a relatively
non-polar to a polar state (Lb to La transition according to the Platt notation for
aromatic compounds [171]), where Lb is the spectroscopically accessed state and
La is a state of different symmetry. The two aforementioned perspective have been
largely orthogonal, and neither explains satisfactorily all fundamental questions
about the excited state proton transfer from photoacids. The exact molecular
mechanism of the ESPT, e.g. the identity of the reaction coordinate, still has to
be cleared. Another interesting observation is that, in the majority of photoacids,
the ESPT is essentially observed only in water or in aqueous solutions and not
in other polar solvents [172, 173], whereas e.g. the ground state proton transfer
occurs both in water and in other organic solvents [173]. The fundamental reasons
behind the special role of water in the ESPT remains to a large extent unknown.
From an experimental point of view, the dynamics of the ESPT reaction have
been typically studied by probing the electronic states of the molecular systems
involved in the reaction (photoacids and conjugated photobases) through time-
resolved fluorescence or optical-pump/optical-probe spectroscopy [172,174].
One of the first goals of the research on these systems was the measurement of
the rate of the proton transfer from photoacid to solvents, especially in aqueous
solutions. The suggestive idea behind these studies was to explore the possibility
of using the ESPT reaction to address fundamental questions concerning proton-
solvation and proton transfer mechanisms in these solvents, to shed light on prob-
lems such as e.g. the anomalous high mobility of protons in liquid water [150]. For
8-hydroxy-1,3,6-pyrene trisulfonate (HPTS), one of the most studied photoacids,
the ESPT reaction was found to proceed in water within 100 ps [175], as measured
by monitoring with a streak camera the decay of the neutral species fluorescence
and the growth of the anionic species emission. 1- and 2-naphthols and their
sulfonate derivatives as well as 2-naphthols with a cyano group substitution in
the distal ring (cyano-naphthols) have also received considerable attention [158].
The effect of deuteration and of adding organic solvents to water on the dissocia-
tion rate of naphthols-photoacids has been studied by Robinson et al. [176,177],
who proposed the description of the reaction as a barrier-crossing along a solvent
coordinate with a frequency factor given by the dielectric relaxation time of the
solvent; in these works, the decrease of the proton transfer rate with increasing
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concentration of organic solvents in water was interpreted as a manifestation of
a water structure breaking effect.
The dissociation rate and the excited state equilibrium constants of various
photoacids were found to correlate very well with their photoacidity [178], con-
firming that photoacids obey the same empirical reactivity laws as the over-
whelming majority of ground-state acids. From these observations, an empirical
’universal’ law was suggested which relates the pK∗a values of photoacids to the
proton transfer rate constants [178].
Other studies [179,180] have underlined the importance of the competing gem-
inate recombination process (back recombination following the proton dissocia-
tion), showing that it has a considerable effect on the dissociation rate. The
experimental signature of this process is the non-exponential decay of the fluo-
rescence of the photoacid, following the t−3/2 law which is predicted by classical
models describing reversible geminate dissociation-recombination reactions [179].
The introduction of moderate concentrations of base in the photoacid solu-
tion [181] results in the reduction of the geminate recombination yield: the base
acts as ’proton scavenger’, reacting with the geminate proton before it recombines
with the anion, hence reducing the probability for the proton to recombine with
its geminate anion. Several experimental studies have been devoted to the direct
proton transfer from the photoacid to a base [181–183], where a diffusive model
based on the Smoluchowski theory [184], previously extended to the description
of fluorescence quenching reactions [185], has been employed to describe the dy-
namics of the bimolecular acid-base proton transfer process. The reaction rate
in this case is then limited by the relatively slow mutual diffusion coefficients of
the reactants. An attempt of measuring the intrinsic proton transfer rate to a
base, separating the reaction rate at contact from the diffusive aspects, has been
proposed in [183].
Recently ESPT reactions in clusters of cyano-naphthols, generated in a molec-
ular beam, have been studied as a complement to solution experiments [186],
giving insight into the cluster size threshold for ESPT, the rates of ESPT and
geminate recombination in clusters, the role of vibronic coupling as a trigger for
the reaction.
The work reported in this chapter provides a complete and clear picture of the
ESPT reaction from a photoacid to water and to a base dissolved in water, as
obtained by means of femtosecond mid-infrared spectroscopy, following specific
infrared active vibrational marker modes, present at the proton-donor and proton-
acceptor sides. All time scales governing the acid-base reaction dynamics have
been monitored, distinguishing between the ultrafast on-contact proton-transfer
along a connecting hydrogen bond and the case of reaction between initially
uncomplexed acid base pairs.
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5.2 Excited state proton transfer from HPTS
The object of the ultrafast mid-infrared study is the photoacid 8-hydroxy-1,3,6-
trisulfonate-pyrene (HPTS) [156] dissolved in deuterated water, a molecular sys-
tem that has extensively been studied with a variety of experimental approaches,
including time-resolved single photon counting fluorescence measurement [179,
183,187] and UV/VIS-pump-VIS-probe spectroscopy [181]. The photoacid HPTS
changes it pKa value by about seven units from pKa (S0) = 6.6 to pKa (S1) =
0.0, making HPTS in the excited state a strong acid. Our work investigates the
dynamics of the deuteron transfer to solvent (DTTS) in deuterated water and of
deuteron transfer to base (DTTB) in the reaction between HPTS and acetate.
Fig. 5.3 shows the reaction schemes and the electronic absorption spectra of
HPTS and of the conjugate anion. Reaction I shows deuteron transfer to sol-
vent (DTTS) water. The introduction of moderate concentrations of base in the
solution adds a competing reaction channel (II), the deuteron transfer to base
(DTTB) acetate. At moderate concentrations, the proton appears to be first
transferred to the solvent and then shuttled to the base. At sufficiently high base
concentration direct deuteron scavenging dominates (Reaction III). Deuterated
water is employed, since the studied vibrational marker modes fall in the spectral
region where the absorption due to the O-H bending mode of H2O would make
experiments in a 100 µm jet unfeasible.
In acid-base complexes, the general dependence of the percentage yield of
proton/deuteron transfer on the difference between the pK of the base (pKB)
and that of the acid (pKA), ∆pK = pKB − pKA, is given by a curve such as
the one plotted in Fig. 5.4, exhibiting a switching behavior: for small ∆pK no
proton/deuteron transfer occurs, whereas when a certain threshold is exceeded
(∆pK50%), 100% of the protons/deuterons are transferred to the base. This curve
based on an extensive compilation of data of several families of related acid-base
reactions reviewed by Zundel [188]. The ∆pK50% values at which 50% proton
transfer is observed are characteristic of the families of systems and depend on
interaction effects influencing the symmetry [188]. Values of ∆pK50% between 2
and 3 are typically encountered. Comparing the pKa value of acetate (pKa =
4.8) with that of HPTS in the ground (pKa (S0) = 6.6) and in the excited state
(pKa (S1) = 0) it is clear that in an HPTS-acetate complex the photoacid will
only transfer its deuteron to acetate when excited to the S1-state.
Until now, proton transfer dynamics of photoacids have been studied by in-
spection of the photoacid decay or the rise of its conjugated photobase by probing
electronic states of these molecular systems through time-resolved fluorescence or
optical-pump/optical-probe spectroscopy [172, 174]. It has not been possible to
detect the arrival of the proton at the accepting site with electronic spectroscopy,
where the proton accepting base is either the solvent or a Brønsted base added to
the solution in a suitable concentration. Moreover, for condensed phase studies
electronic transitions are usually sensitive to intramolecular vibrational redistri-
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Figure 5.4: Photoacidity of HPTS and deuteron-transfer to solvent or acetate are
switched on by optical excitation. The solid line indicates the general dependence of
the percentage yield of proton/deuteron transfer on ∆pK = pKB − pKA and is based
on compilation of data of several families of related acid-base reactions reviewed by
Zundel [188]. For a HPTS-acetate complex, ∆pK(S0) = −1.8, ∆pK(S1) = +4.8
bution (IVR), vibrational cooling (vibrational energy dissipation to the solvent)
and solvent reorganization (solvation dynamics). These effects may mask the dy-
namics of the proton transfer process. In addition practical experimental issues
concern the limited time-resolution in time-correlated single-photon counting and
excited-state absorption in UV pump/VIS probe. In both cases these factors may
hinder the observation of those phenomena occurring on a sub-picosecond time
scale.
In this work, mid-IR spectroscopy after the optical trigger pulse is used to
follow specific IR-active vibrational marker modes present at the proton-donor
and proton-acceptor sides. In Fig. 5.3 the molecular groups determining the
most relevant vibrational marker modes are marked. The deuteron arrival at the
accepting base can be monitored by detecting the IR active C=O stretching mode
of acetic acid located at 1720 cm−1. The decay of the photoacid population in
favor of the anion is observed by detection of changes of the IR spectrum in the
1250-1600 cm−1 frequency range, where according to steady-state ground-state
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measurements and to ground-state ab initio calculations, major changes in the
vibrational spectrum are expected upon the photoacid → anion transition (see
the discussion of the IR spectrum of HPTS presented in the following section
5.3).
5.3 Results and discussion
In order to identify which vibrational marker modes have to be studied, a careful
experimental and theoretical analysis of the ground state spectra of the HPTS
molecule in the acidic and in the anionic form has been carried out. A compar-
ison of the steady-state experimental infrared spectra of HPTS and its anion in
the electronic ground state is shown in Fig. 5.5 (C), as measured in a solution of
HPTS in D2O respectively at a pD = 5 (HPTS predominantly in its acidic form)
and at a pD = 12 (HPTS in its ionic form) - pD is the analogue of pH for the
deuterated case. Quantum chemical calculations have been performed with the
B3LYP/6-31G(d) density functional method implemented in GAUSSIAN98 [126].
The theory indicates that two different configurations occur for HPTS, with dif-
ferent conformation angles of the hydroxyl group with a small energy difference
of 90 cm−1. It is thus likely that both conformers occur in room temperature
solutions. The calculations allow to assign the observed vibrational bands in the
fingerprint region to three groupings, both for the case of HPTS (Fig. 5.5 A)
and for its anion (Fig. 5.5 B). The vibrational transitions of modes involved
in motions of the sulfonate groups are found between 950-1050 cm−1 (aryl-SO−3
stretching modes) and 1100-1250 cm−1 (S-O stretching modes). These modes do
not change their characteristics significantly when HPTS converts into the anion.
Modes predominantly involving aromatic ring deformations, and modes where the
mixing of C-O stretching and aromatic ring deformation vibrations contribute are
found in the range 1250-1650 cm−1. No single isolated C-O stretching vibration
occurs for HPTS, and the same applies for the anion. However, since a transi-
tion from HPTS to anion due to proton transfer is accompanied by a change in
electronic charge distribution, the vibrational transitions due to modes with C-
O stretching content will change in frequency position and absorbance strength.
This is most pronounced when comparing the IR spectra of ground state HPTS
and ground state anion in the frequency range between 1450-1600 cm−1. It can
be argued that a successful observation of deuteron transfer dynamics of HPTS
in the electronic excited state is thus expected when studying the transient mid-
infrared absorbance changes in this frequency range. Despite the a priori lack of
identifiable marker modes in HPTS and the anion the time-resolved study in this
frequency range, as shown in the following, reveal the deuteron transfer dynam-
ics. The arrival of the deuteron at the accepting base acetate, on the other hand,
is perfectly observable, since the reaction product acetic acid has a strong C=O
stretching marker mode which can be unambiguously assigned to a vibrational
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Figure 5.5: Ground state spectra in the fingerprint region for HPTS and its anion:
Calculated (B3LYP/6-31G(d), scaled by 0.975) infrared bands in the ground state for
(A) HPTS (up-conformer) and (B) the HPTS− anion. (C) Experimental steady-state
infrared spectra of HPTS in D2O at a pD = 5 (solid line, HPTS predominantly in its
acidic form) and at a pD = 12 (dashed line, HPTS in the anionic form). The bands are
assigned to three groupings according to their character.
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line located at 1720 cm−1 (see Fig. 5.6 C).
The deuteron transfer dynamics from HPTS to the solvent (deuterated water)
and to the base (acetate) were investigated. In the ultraviolet pump/mid-infrared
probe experiments, solutions of HPTS (at a fixed concentration of 20mM) in deu-
teriumoxide (99.8% deuteration grade) were used. Potassium acetate (Aldrich)
served as the accepting base at different concentrations. The deuteron trans-
fer dynamics were studied as a function of acetate concentration, varied in the
range of 0.25-4 M. A small amount of acetic acid (Aldrich) was added to en-
sure that HPTS was present in the photoacid form. The second harmonic of the
Ti:sapphire laser was used for excitation (wavelength 400 nm, pulse duration 55
fs, energy 6 µJ, spot diameter at the sample about 200 µm) to excite about 15%
of the HPTS molecules in the 100 µm-thick jet of the sample solutions. The
mid-infrared probe pulses were tuned between 1250 and 1800 cm−1 in order to
monitor the evolution in the spectral range where those vibrations identified as
marker modes are located (see discussion in the previous section).
Fig. 5.6 (A) shows the measured transient spectra of HPTS in D2O (1350-
1600 cm−1) and the growing in of the C=O stretch signal indicating the acetic
acid formation in a 4 M solution of acetate (1650-1780 cm−1) after femtosecond
laser excitation. As a comparison, Fig. 5.6 (B) shows the steady state IR spectra
of the photoacid HPTS in D2O (recorded at pD = 5) and its conjugate photo-
base (recorded at pD = 12) in their electronic ground states, whereas Fig. 5.6
(C) gives the IR spectrum of acetic acid, characterized by the IR-active C=O
stretching vibration. The transient bands at 1486 and 1539 cm−1, appearing
upon electronic excitation of HPTS within time resolution, are assigned to be
indicative of the photoacid in the S1-state. The 1539 cm−1 band cannot be used
as marker mode since it is hidden behind strong acetate bands in the experiments
with the scavenging base. A band at 1503 cm−1 is observed, growing in on a time
scale of several hundred of picoseconds in the case of HPTS in D2O (no acetate
added). This band is allocated to be a marker for the deuteron transferred HPTS
anion (photobase) in the S1-state. From here on the band at 1486 cm−1 is used
as marker mode for the photoacid and the 1503 cm−1 transition as indicator for
the generation of the anion. It is clear from the transient spectra of Fig. 5.6 that
at 1486 cm−1 a band of the anion replaces the photoacid band, suggesting that
the vibrational mode responsible for the transition only changes its absorption
strength upon the photoacid → anion transition.
Figure 5.7 shows the decay of the photoacid band at 1486 cm−1 and the rise
of the anion band at 1503 cm−1 for two orthogonal polarizations of the mid-IR
probing pulses. Since the observed bands in this spectral region partially overlap,
a singular value decomposition analysis of the transient spectra was performed
in order to better evaluate the dynamics of the vibrational lines. The differences
in the dynamics measured at different polarizations are a consequence of the
dependence of the pump-probe signal on the relative angle λ between optical
and infrared transition dipole moments. The dynamics are affected by effects


82 Chapter 5. Intermolecular excited state proton transfer
of rotational relaxation that occurs on the same time scale. The pump-probe
signals in presence of rotational relaxation have been described following the
model proposed in Chapter 2, Section 2.5, assuming HPTS and its anion to be a
symmetric rotor with identical rotational principal axes and identical rotational
diffusion times τrot, using the expression 2.28 for the time-dependent rotational
anisotropy r(t). This approach can be justified by the fact that the photoacid
and anion have almost identical structures, and that in both cases the SO3− and
OH/O− moieties form hydrogen bonds with the surroundings. One can thus
assume that rotational motion is not significantly affected by proton/deuteron
transfer. A rotational diffusion time τrot = 1/6Ds = 150 ps is obtained, as typical
for molecules of similar size in water [42]. A similar value has been obtained
for τrot of the HPTS anion by picosecond fluorescence spectroscopy [189]. The
reaction dynamics have been described by standard expressions with a single
exponential decay for the deuteron transfer. The measured pump-probe signals
are affected by the contributions of the intrinsic deuteron transfer dynamics, the
electronic population decay for the photoacid (4.8 ns) and the anion (5.3 ns), and
the rotational anisotropy decay. Taking into account all these effects, the resulting
time constant for the deuteron transfer reaction is of 250 ± 30 ps, in very good
agreement with previous reports [187]. Within the assumption made, one derives
a relative angle between the optical S0 → S1 transition dipole moment of the
photoacid and the infrared transition dipole moments of either the photoacid or
the anion in the S1-state to be: λphotoacid(1486 cm−1) = 50±5 degrees, λanion(1503
cm−1) = 30± 5 degrees.
Having grasped the essentials of the dynamics of the marker modes of HPTS
photoacid and the anion in the case of deuteron transfer to the solvent, one can
now focus the attention to the dynamics in the presence of the base acetate (Fig.
5.3, reactions II and III). For this study the reaction dynamics of the same two
marker modes can be followed as well as the C=O stretching band of acetic acid
located at 1720 cm−1 (see Fig. 5.6), as a function of the concentration of acetate.
Detection of the transient C=O marker band is a direct indication of the frac-
tion of acetic acid generated by deuteron transfer, since no other species (HPTS
photoacid and conjugated photobase or acetate) contributes to the IR absorption
in this frequency range. Figs. 5.8 and 5.9 summarize the experimental findings.
As anticipated the deuteron transfer rates increase with increasing acetate con-
centration, a consequence of a decrease in the average diffusion times required
for the acetate scavenger to encounter a HPTS photoacid molecule. One can
monitor both the arrival of the deuteron at the base acetate (by following the
rise of the acetic acid 1720 cm−1 band, Fig. 5.8) and the deuteron dissociation of
the photoacid, by inspection of the rise of the anion 1503 cm−1 band (Fig. 5.9,
lower panel), and of the decay of the photoacid 1486 cm−1 band (Fig. 5.9, upper
panel). For concentrations of 2 M acetate or higher the anion band at 1503 cm−1
as well as the photoacid band at 1486 cm−1 are hidden behind strong acetate
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magnitude and shape significantly within the first 1-2 ps, this initial contribution
clearly reveals through its dynamics the different microscopic origin as opposed
to the additional C=O signal that grows in with a time constant depending on
acetate concentration (see Fig. 5.8). This initial component of the transient C=O
stretching band signal is ascribed to the fraction of HPTS molecules that form a
hydrogen-bonded complex with acetate when HPTS is in the ground electronic
state. This fraction transfers its deuteron, after electronic excitation, to the asso-
ciated acetate, at an ultrafast pace, not resolvable with a time resolution of 150
fs. When comparing the magnitude of the initial component relative to the total
C=O signal that is generated (relative fraction 0.54 for an acetate concentration
of 4 M, 0.39 for 2 M, 0.24 for 1 M and 0.11 for 0.5 M; no detectable fraction
observed for 0.25 M), one derives a complexation constant for HPTS and acetate
of 0.28. This same value is obtained by analyzing solvatochromic shifts of the
electronic absorption bands of HPTS as function of acetate concentration [190],
as shown in Fig. 5.11.
At this point, one should mention that judging the presence of hydrogen-
bonded complexes from the analysis of solvatochromic shifts of the electronic
absorption bands gives a rather indirect proof. A more direct and easily recog-
nizable signature of hydrogen bonding is represented by the spectral effects on
the OH (OD in this case) stretching band [13]. Nevertheless, this approach is not
practicable here, due to the fact that the OD stretch of the solvent dominates the
absorption in this spectral region and to the difficulty of distinguishing, under
this condition, the effects due to the hydrogen-bonding to water and those due
to the hydrogen-bonding to the acetate. On the other hand, the HPTS molecule
has been used in a multitude of applications (e. g. as sensor of pH [191], carbon
dioxide [192] and ammonia [193], as a pH probe of liposome interiors [194] and
reversed micelles [191]) and the solvent effects on the fluorescence and absorp-
tion spectra of this molecule are well known [195]. The proposed hypothesis that
explains the solvatochromic shift of HPTS observed in water-acetate solutions in
terms of a specific hydrogen bond to the acetate seems reasonable and, together
with the findings of this work, forms a very consistent picture (see Fig. 5.11).
Such a fast bimolecular reaction rate is more than one order of magnitude
larger than previously reported [181]. Since the deuteron transfer reaction dy-
namics occur at such a fast pace, it is highly likely that the HPTS-acetate “tight"
complex observed at high acetate concentrations is made up by a direct hydrogen-
bond between the photoacid and the base of the type A−H+ · · ·B, with water sol-
vent molecules present only in the outer sphere of the complex. Direct hydrogen-
bonded complexes are typical of relatively non-polar environments not rich with
water molecules. Aqueous solutions of acetate salts in excess of 1 M concentration
appear to resemble water-deficient environments as far as their solvation abilities
are concerned. At lower concentrations of acetate salts, aqueous solutions retain
their bulk properties and fully solvate the acid and base molecules.
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5.3.2 Diffusion limited proton transfer
The slower, concentration-dependent dynamics of the C=O signal are ascribed
to the fraction of HPTS molecules that are initially uncomplexed in the ground
state, and that upon electronic excitation to the S1-state will either, depending
on the acetate concentration, transfer the deuteron to a nearby acetate molecule
that has diffused to form an encounter complex with HPTS, or to the solvent
D2O, after which the deuteron will be ultimately picked up by an acetate ion. As
mentioned before, for concentrations of 1 M of acetate or higher, direct deuteron
transfer to the base dominates the reaction dynamics (see Fig. 5.10).
The observed diffusion-limited component of the bimolecular reaction can be
analyzed using a model for diffusion-influenced reactions based on the Smolu-
chowski approach [184]. Within the Smoluchowski framework, theoretical treat-
ments of important classes of bimolecular reactions have been developed, allow-
ing to better distinguish the role of diffusion from that of the intrinsic reaction.
Examples include processes like diffusion-influenced fluorescence quenching [185]
and diffusion-controlled electron transfer reaction [196]. According to the con-
ventional Smoluchowski formulation, the reaction between the photoacid HPTS
and the acetate:
ROH* + B− 
 RO−* + BH
can be described assuming that the survival probability S(t) of the ROH* species,
surrounded by a distribution of acetate anion of concentration c, satisfies the
following equation:
dS(t)/dt = −c · k(t)S(t) (5.1)
where k(t), referred to as the “time-dependent rate constant" is derived from the
solution of the Debye-Smoluchowski diffusion equation for the reactants. Fig.
5.12 shows a scheme of the problem.
The reacting species ROH* is a triply negatively charged molecule, the base
has a negative charge. Overall the solution is electrically neutral, containing K+
and Na+ cations coming from the dissociation of potassium acetate and HPTS
respectively. In the Smoluchowski approach, reaction is assumed to occur in two
steps: (i) The reactants mutually diffuse until their distance equals a contact
radius R∗. (ii) The reaction occurs at contact with a finite rate kr.
For an arbitrary interaction potential between the reactants, the Smoluchowski
equation cannot be solved analytically. An approximate expression for the time-
dependent rate constant has been derived by Szabo using the Collins-Kimball

















where erfc is the complementary error function, U(R∗) is the interaction potential
between reactants calculated at a distance equal to the contact radius, R∗ = 6.3 Å
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electronic population decay and rotational diffusion. All these effects as well as
the competing deuteron transfer to the solvent have been incorporated in the
model. On the other hand, the rise of the acetic acid signal (see Fig. 5.8) is only
determined by deuteron transfer to base, and thus directly controlled by either
the direct transfer in the HPTS-acetate “tight" complex or by diffusive dynamics
for the other component in the observed signals. With this model it is assumed
that any excited photoacid will transfer its deuteron either to the solvent or the
base, where any deuteron released to the solvent eventually will be picked up
by the base. Further improvements can be made when considering electrostatic
screening between the reaction partners that is of course dependent on the base
concentration.
At this point, one should highlight the approximation contained in this ap-
proach. In the description of diffusion-influenced bimolecular reactions one is
faced with a many-particle problem that can be solved only in special cases and
with several limitations. The calculation of the interaction potential U(r) in the
ionic solution is in itself a challenging problem, usually approached within the
Debye-Hückel theory of ionic solutions (a full screened potential has been used
here, using a Debye-Hückel formalism gave similar results). However, for an arbi-
trary interaction potential between the reacting species U(r), the Smoluchowski
treatment is exact under two conditions [185]: (i) The diffusion coefficients of
the ROH∗ species must be close to zero. In other words, when the ROH∗ species
can be described as static targets towards which the species B− diffuse. This
is probably a justified assumption in this case, given the difference in size be-
tween the HPTS molecules and the small and fast diffusing acetate bases. (ii)
The interactions between the B’s must be negligible. The Smoluchowski model
only considers the RO∗-B− interactions and assumes that the motion of the B’s
is not correlated. This can be the most serious limitation, especially at high salt
concentrations where the average distances between base molecules are on the
order of few tens of Å.
Nevertheless, the calculated response for the rise of the acetic acid and anion
signals appears to mimic the measured signals in a consistent way, considering the
drastic assumptions made. A comparison with the experimental curves in shown
in Figs. 5.8 and 5.9. Discussing the validity of the Smoluchowski approach for
the description of diffusion-influenced reactions is beyond the scope of this work.
5.4 General mechanism for an acid-base reaction
According to Eigen [198, 199] and Weller [94] general acid-base reactions in so-
lutions being bimolecular in nature, consists of (i) diffusional motion, where the
acid and base approach each other to form an encounter pair where the mutual
distance equals the contact radius, followed by (ii) intrinsic proton transfer (iii)
subsequent diffusive separation. The theoretical interest focusses mainly on step
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(ii) in the reaction dynamics and on whether the reaction rate is determined by
activated dynamics of the proton over a reaction barrier [200–202], or by proton
tunneling motion through the barrier [203], or even concern a dominant role of
the solvent motions that accompany the proton transfer [204]. However, since
the diffusion rates are typically much slower than the on-contact proton transfer
rates, a direct access to the actual proton transfer reaction dynamics between
freely diffusing acid and base molecules in liquid solution remains problematic.
The obvious way the eliminate the diffusive aspect is to study acid-base com-
plexes, that are in direct contact to each other. Real-time observation of proton
transfer is only possible when acid and base reach contact at a well-defined point
in time, and this is hard to reach for a macroscopic ensemble of standard acid-base
pairs.
With ultrafast ultraviolet pump/mid-infrared probe spectroscopy it is possible
to trigger a switch in the acidity of a photoacid and to monitor the dynamics of
deuteron transfer reactions both at the donor and the acceptor sides. The data
show clearly two aspects. In the case where, in the ground state, non-reactive
“tight" photoacid-base complexes are prepared, that are linked by a specific in-
termolecular (weak) hydrogen bond, an ultrafast, non-diffusion limited deuteron
transfer occurs, on a time scale which is too fast to be measured with an exper-
imental time resolution of 150 fs. In contrast, slower, concentration-dependent
dynamics are found to characterize those reactions occurring by diffusion of the
reactants to form a complex prior to reaction.
The dynamical model emerging from these observations points to a three stage
reaction-scheme for acids and bases forming encounter-pairs in water-rich envi-
ronments (Fig. 5.13). Initially, diffusion allows the acid and the base to form
a “loose" complex, each retaining its water solvation shell, at a contact-distance
R∗. The reaction continues to be driven downhill, but now at the expense of
the solvation energy of the solvent that needs to at least partially desolvate (or
’rearrange’) the acid and base pair before they can further approach each other.
This stage that occurs within the contact volume has a reaction barrier in the
solvent and is relatively slow as compared to the final reaction stage of proton
transfer along the hydrogen bond connecting the acid with the base. The final
reaction stage of proton transfer is so fast as to be considered instantaneous with
respect to the first two stages of the reaction.
The deuteron transfer dynamics of the slower, diffusion-limited component
appear to have a finite “on contact" rate of 8 ps−1, at least one order of magni-
tude slower than the rate found for the hydrogen-bonded HPTS-acetate complex.
The reason for this much slower “on contact" reaction rate may lie in the fact
that the solvent shell reorganization of HPTS and acetate occur on this time
scale [205]. This reorganization of the solvent constitutes, in the scheme of Fig.
5.13, what is defined as the “Encounter stage" which precedes the formation of
a direct hydrogen bond complex with subsequent deuteron transfer. The solvent
rearrangement (with a rate kSR being the rate-limiting step) leads then to the
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Chapter 6
Ring opening reaction of
photochromic compounds
6.1 Introduction
Photochromic compounds have the property that they change color after the
absorption of light of specific wavelengths, as a consequence of a reversible trans-
formation between two isomeric forms, which differ from one another in various
properties (e.g. the absorption spectra, dielectric constants etc). In addition, for
a compound to be photochromic it is necessary that this color change can also
be reversed by exposure to light, yielding again the original substance (see Fig.
6.1).
Although more than 100 years have passed since its discovery, photochromism
continues to generate much scientific interest, both in academic and industrial
research groups [206–221]. Wide applications are envisaged for photochromism,
including optical data storage [207], displays [208] and optically controlled molec-
ular switching [209] that ultimately may drive developments in molecular nan-
otechnology [209]. For applications to actual devices, photochromic systems
should also fulfill several conditions: thermal stability of both isomers, rapid
response, high sensitivity, nondestructive readout capability.
Research has been concentrated on a relatively small number of compounds.
In particular, four photochromic systems have been extensively studied: azoben-
zenes, spiropyrans, fulgides and diarylethenes [206–208]. In azobenzene, the pho-
tochromic properties arise from the cis-trans isomerization of the N=N bond.
The ring opening reaction induced by the photoexcitation is responsible for the
property change of spiropyran derivatives. In fulgides and diarylethens elec-
trocyclic ring-closure reactions occurring in the excited state are the origin of
photochromism; in these compounds the photochromic properties are thermally
irreversible [208]. Many of the features of the reactions of these compounds have
been well established and evidence concerning the nature of the structure and
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states. In these situations electronic absorption bands of different species may
significantly overlap, or go unnoticeable if the oscillator strength of electronic
transitions in different species differs considerably. Femtosecond time-resolved
vibrational studies open a new window on the dynamics from a different per-
spective: the evolution of the vibrational absorption spectrum. Vibrational IR
absorption lines are typically very narrow, and thereby increase the chances of
finding regions where different lines do not overlap. Moreover, certain IR absorp-
tion regions are known to correspond to specific structural molecular features and
therefore monitoring the time dependence of the vibrational spectrum offers bet-
ter chances for obtaining detailed information on changes in the spatial structure
of the molecule.
This chapter reports the investigation with ∼ 100 femtoseconds time resolu-
tion of one of the most studied photochromic reactions [206–221]: the spiropyran-
merocyanine chemical ring opening/closure reaction (see Fig. 6.2). The photo-
chemical ring opening reaction of a spiropyran molecule is initiated by femto-
second UV pump pulses, and the time-evolution of the vibrational absorption
spectrum towards the formation of merocyanine product species is directly fol-
lowed by probing with mid-IR pulses. Given the enormous research effort on
these systems and the importance of understanding the ultrafast steps of the
reaction, it is remarkable that up to now only a handful of studies have been per-
formed with sub-nanosecond time-resolution [210–216]. The experimental results
reported here have helped developing a clearer picture of these reactions by solv-
ing some ambiguities present in the literature concerning the reaction dynamics,
addressing the existence of different merocyanine isomers and providing insight
into the competing internal conversion process, which was never mentioned in
previous investigations as a rather influential decay channel and may result to
be the most important factor in determining the overall quantum yield of the
photochromic reaction.
6.2 Photochromic spiropyrans
Two spiropyran systems were investigated: 1’,3’,3’,- trimethylspiro -[-2H-1- ben-
zopyran -2,2’- indoline], commonly referred to as BIPS, and a derivative of BIPS,
1’,3’- Dihydro -1’,3’,3’- trimethyl -6- nitrospiro [2H-1- benzopyran -2,2’-(2H)- in-
dole], referred here as 6-nitro-BIPS, which has a nitro substituent on the ben-
zopyran ring. The spiropyran compound can to first approximation be regarded
as two nearly independent orthogonal halves [217]: a chromene and an indoline
unit. In the ground state, the BIPS and 6-nitro-BIPS molecules do not absorb
in the visible (cf. Fig. 6.3). Upon absorption of a UV photon a ring opening and
cis-trans isomerization take place, resulting in a more or less planar molecule with
a strong broad absorption around 540 nm. The huge shift in absorption wave-
length can easily be understood from the fact that now the delocalized π-system
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broad nearly featureless absorption, covering the entire probing range of 380-680
nm. At the wavelengths of the merocyanine product absorption band, the rise
time [211] in n-pentane was 0.9 ps for BIPS (at 540 nm) and 1.4 ps for naphto-
BIPS (at 520 nm). During the following 6 ps the absorption at the maximum
did not change drastically, however the featureless initial spectrum did evolve
towards sharper spectral features that more closely resemble the product spectra
observed on µs time-scales [211, 212]. The broad initial absorption and subse-
quent sharpening was ascribed to transitions from the spiropyran excited state to
higher electronic states, and to transitions from vibrationally hot merocyanine in
the electronic ground state [211]. For the 6-nitro-BIPS compound the initial spec-
trum was similar. However, at later times two absorption bands, at 430 nm and
575 nm, increased in intensity with a 20 ps time constant [211]. Room tempera-
ture experiments with femtosecond UV-pump and probing at diverse wavelengths
in the visible have been performed on 6-hydroxy-BIPS in 1-propanol, methanol,
and 1-hexanol [213]. Pumping at 310 nm and probing at 620 nm an exponential
rise of the signal with ≤2 ps was identified in 1-propanol. The general conclusion
from these experiments seems therefore that the merocyanine product is formed
with a 1-2 ps time constant in the compounds without a nitro-group, and with
a 20 ps time constant for 6-nitro-BIPS. The nearly featureless absorption after
1 ps, covering at least the range of 380-680 nm [211], was the motivation to un-
dertake the present UV pump/mid-IR probe studies. Electronic transitions of
molecules in solutions are typically significantly broadened by optical dephasing
and inhomogeneity effects. Therefore, at every wavelength several different vi-
bronic and/or electronic states contribute to the absorption, resulting in smooth
broad spectral features.
In contrast, vibrational IR absorption lines are typically very narrow and with-
out much inhomogeneous broadening. Although the large number of vibrations
for larger molecules can also be complicating, there are still good chances of find-
ing regions with relatively few IR absorption lines. In addition, no time-resolved
single color UV experiment has yet been reported to directly determine whether
any recovery of the spiropyran (closed form) absorption occurs. Such a measure-
ment is essential for obtaining quantitative information on the quantum yield of
this photochemical reaction. This information will be extracted here from the
time evolution of bleaches related to the IR vibrational absorption spectrum of
the spiropyran compound. Vibrational spectroscopy can increase the insight in
the possible existence and structure of reaction intermediates, the time scale(s)
of product formation, and whether different isomers are being formed on femto-
second and picosecond time scales. The FT-IR spectrum of BIPS in tetrachloro-
ethene, and existing resonance Raman spectra on the photoproducts of BIPS in
different solvents [221] taken 200 ns after UV excitation, are used to support the
analysis.

102 Chapter 6. Ring opening reaction of photochromic compounds
frequency of the mid-infrared probe pulses was tuned to 1530 cm−1 and the output
energy was about 700 nJ. Under these experimental conditions, the detection of
absorption changes as small as 0.10 mOD was feasible, with an accuracy of ±0.05
mOD. The experimental curves presented here are the average of 15-25 time delay
scans, with each scan averaging 400 shots per data point. The time-resolution
was of 130 fs (FWHM).
The spectral evolution of the transient changes in optical density (OD) of the
IR absorptions between 1430 cm−1 and 1620 cm−1 during the first 100 ps after
excitation of BIPS at 316 nm is illustrated in the upper panel of Fig. 6.4. For
comparison the IR absorption spectrum of BIPS in the electronic ground state,
at a concentration of 50 mM in C2Cl4, is depicted in the lower panel of Fig. 6.4
over the same frequency range. The entire spectral range from 1200 to 1800 cm−1
was investigated, but it did not provide additional information. The presented
range contains the strongest IR band, as well as the most isolated IR band. Note
furthermore that the merocyanine compound does not exhibit a true carbonyl
stretching mode in the range 1600-1800 cm−1, probably because it is part of the
delocalized π-system.
The spectrum after 2 ps is dominated by strong bleaches of the ground state
IR absorption bands at 1458, 1486 and 1610 cm−1. For the data in Fig. 6.4
each detector pixel integrates signal over a range of 6 cm−1. This implies that
for vibrational bands broader than 6 cm−1 the peak position of bands can be
determined within 4 cm−1. The calibration of the grating spectrometer was
checked by comparing the positions of the bleaches to those observed in the
steady-state FT-IR spectrum. In addition, weak transient (increased) absorption
is seen at most other frequencies. Between 1535 and 1585 cm−1 most of this
absorption (amplitude ranging from 0.1-0.4 mOD) disappears with time constants
ranging from 2-22 ps, leaving a residual change in absorbance (∆OD) varying
between 0.06 and 0.20 mOD (accuracy ±0.05 mOD). The height of this residual
offset was found to depend clearly on the duration of the UV pulses and is ascribed
to minor undesirable multiphoton contribution from BIPS molecules and the
solvent. After 100 ps the strong bleaches have nearly entirely recovered, indicating
that the majority (≥ 90%) of the BIPS molecules have by that time returned to
the vibrational and electronic ground state of the closed spiropyran form. At this
time delay product vibrational absorption bands can clearly be identified at 1461
cm−1 (0.6 mOD), 1489 cm−1 (0.6 mOD), and 1591 cm−1 (0.6 mOD).
6.3.2 Discussion
(i) Kinetic scheme for analysis of the time-resolved data. The kinetic
scheme shown in Fig. 6.5 is used for the data analysis. The assignments are
defined in the following. This scheme assumes that the initial species generated by
UV photoexcitation is the excited singlet state of spiropyran, SP(S1). This either
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Table 6.1: Fit results for the data displayed in Figures 6.6 and 6.7
Note that during the first 20 ps the recovery of the bleaches occurs clearly at
a slower rate than in the following 80 ps. This can easily be understood since
the relaxation from the excited state created by the UV pulse passes through
other intermediate vibronic states with v > 0 before returning to the vibrational
and electronic ground state (v = 0). Stimulated emission from v = 1 → v = 0
presents an additional reason for an initially slower recovery of the bleaches at the
fundamental frequencies. Due to anharmonicity, lower frequencies correspond to
IR transitions between increasingly higher consecutive levels v of the vibrational
ladder. Signals at frequencies below the fundamental frequencies are the differ-
ence between (increased) absorption from v → v + 1 and stimulated emission
from v + 1 → v. Net increased absorption can be taken as an indication that
the wavefunction amplitude for the level v is larger than for the level with v + 1.
After internal conversion from the S1 electronic state to the S0 electronic state,
the initial distribution is expected to be dominated by states with relatively high
vibrational quantum numbers v. Note that the 316 nm light contains sufficient
energy for about 20 quanta of the 1486 or the 1610 cm−1 mode (disregarding
anharmonicity). The rapid rise of the signal at 1467 cm−1 immediately after the
spike (see Fig. 6.6 and Table 6.1) therefore indicates that the internal conversion
probably occurs on a subpicosecond time-scale. In accordance with a stepwise
downward relaxation on the vibrational ladder [39], the increased absorption rises
slower the nearer the frequency is to that of the v = 0 → v = 1 transition, as
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is clearly illustrated in Fig. 6.6. Finally the red-shifted increased absorption of
the higher-lying vibrational quantum levels v disappears, while simultaneously
the bleach of the ground state vibration is filled up. Fit results for the displayed
transients based on the equations applying to the kinetic scheme, are summarized
in Table 6.1 . It appears that fits with expressions 6.3 and 6.4 have a strong ten-
dency to make τ1 and τ2 nearly equal if they do not differ very much (naturally
the numbers cannot be exactly equal since this would make the factor 1/(τ2− τ1)
infinite). Only for the data at 1467 and 1474 cm−1 this does not occur. A single
exponential fit for the 1486 cm−1 data resulted in a value of 37 ps for the bleach
recovery, comparable to the sum of τ1 and τ2 (both 17 ps) obtained from fitting
with Eq. 6.4. The values for τ1 and τ2 obtained at 1610 cm−1 are slightly longer
than at 1486 cm−1, i.e. both 25 ps instead of 17 ps. In principle, there is no rea-
son why the recovery should not be very different for different vibrational modes.
First of all, the internal conversion may favor specific vibrational modes for the
conversion of electronic to vibrational energy. Second, the quantum number v
of the levels populated by the internal conversion can vary considerably (differ-
ences in anharmonicity, fundamental frequency, and population of combinatorial
bands). Third and last, the relaxation rates along different vibrational ladders
may strongly depend on the capacity of the solvent to accept vibrational energy
quanta of different frequencies, and on the efficiency of intramolecular vibrational
redistribution (IVR) to other modes with lower fundamental frequencies.
While at 1610 cm−1 the signal is only related to the bleached spiropyran IR
absorption, at 1486 cm−1 the bleach appears to overlap with the IR band at 1489
cm−1 of a merocyanine product (open form), and therefore eventually the bleach
turns into an increased absorption. The kinetics at both of these bands indicate
that the dominating fraction that underwent internal conversion contributes very
little to the signals after 100 ps. Since, as illustrated by the data in Figs. 6.4 and
6.6, the bleach of the 1610 cm−1 IR absorption band has already recovered by
90% after 100 ps, the quantum yield for the internal conversion has to be ≥0.9.
Consequently, the quantum yield for the photochemical conversion can maximally
be 0.1. This value compares well to a photocoloration quantum yield of 0.055 at
-120◦C in a 1-propanol/2-propanol mixture reported for BIPS irradiated at 313
nm [206,220].
(iii) Kinetics at vibrational frequencies of the merocyanine product.
As mentioned before the peaks in the spectrum after 100 ps at 1461, 1489, and
1591 cm−1 are identified as product bands. Since the open merocyanine form
rather quickly converts back to the spiropyran form (within seconds, because no
coloration of the streaming solution was noticed), steady-state IR spectra of the
merocyanine compound are not available. Further support for the assignment can
however be derived from published time-resolved resonance Raman data [221],
generated 200 ns after UV irradiation, in a variety of solvents. Unfortunately
tetrachloroethene is not one of the solvents used in those studies. Probably



























































Figure 6.7: Kinetics at frequencies identified as product related. Left panel: product
formation kinetics of the 1489 cm−1 IR absorption band, together with fits indicating
a rise time of 28 ps. Rigth panel: transient signal behavior at the 1461 and 1591 cm−1
bands.
the data in benzene should be closest in comparison, since tetrachloroethane
and benzene both do not form hydrogen bonds, are without a permanent dipole
moment but slightly polarizable, and have the same dielectric constant (εr =
2.28). Naturally, vibrational modes that are Raman active need not to be active
in IR absorption, and vice versa. Many modes are nevertheless active in both and
should then appear at the same frequencies, albeit with probably very different
intensity patterns peaks. The 1461, 1493 and 1591 cm−1 bands obtained from the
IR data correspond reasonably well with the lines at 1447, 1489 and 1577 cm−1,
observed in the resonance Raman spectrum of merocyanine species [221]. The
difference in these numbers could very well be accounted for by the resolution
and signal/noise in both measurements. Note in Ref. [221] that the resonance
Raman signals do not drop to zero between the vibrational peaks, perhaps due
to non-resonant Raman contributions.
Fig. 6.7 shows the time dependent behaviour during the first 100 ps at fre-
quencies identified as product related. The signals at both 1461 and 1591 cm−1
jump within a few hundred femtoseconds to about 0.4-0.5 mOD, to be followed
by a modest increase to about 0.6 mOD in the next 100 ps. Only on the high
108 Chapter 6. Ring opening reaction of photochromic compounds
frequency side of the fairly broad product band at 1489 cm−1 clear product forma-
tion transients, well exceeding the noise level (about ±0.05 mOD) are observed.
Hence, the rise time extracted from the data at 1492 and 1498 cm−1 in Fig. 6.7
is chosen in order to characterize the formation rate of merocyanine product(s).
A look at the IR absorption spectrum of the closed form in Fig. 6.4 illustrates
that both at 1461 and 1591 cm−1 one should expect complication of the dynam-
ical behavior due to transient signals related to vibrational cooling of the large
fraction of spiropyran molecules that underwent the internal conversion S1 −→
S0. In addition, at 1461 cm−1 recovery of bleached spiropyran vibrational ab-
sorptions will also contribute to the signals. On the other hand the traces in Fig.
6.7 at 1492 and 1498 cm−1 are fairly free of such contributions, since the first
vibrational mode which could noticeable contribute through hot band absorption
has its fundamental frequency more than 100 cm−1 higher at 1610 cm−1. Only
a minor bleach recovery contribution from the tail of the bleached IR absorption
at 1486 cm−1 can complicate these signals. One can therefore conclude that only
at 1492 and 1498 cm−1 interpretation of the data results in a reliable product
formation time constant.
A product formation time constant of 28 ps is extracted from these data (see
Table 6.1). This is drastically slower than the 0.9 ps time constant previously
concluded from UV-pump/white-light probe measurements on BIPS in n-pentane
[211]. These vastly different numbers can be reconciled with each other assuming
that the 0.9 ps rise time of the broad absorption band peaking at 540 nm after
UV irradiation of BIPS does not characterize the merocyanine product formation
rate, but instead is an indication of how fast the S1 −→ S0 internal conversion
rate is for the spiropyran form. The additional absorption, which makes the
spectrum after 1 ps nearly featureless between 380 and 680 nm, was assigned by
Ernsting and Arthen-Engeland [211] to absorption from the S1 excited state of the
spiropyran form to higher electronic states of the closed form and absorption from
vibrationally hot merocyanine products. In view of the rapid and efficient internal
conversion indicated by the data in Fig. 6.6, this featureless spectrum is assigned
here to absorption from a mixture of vibrationally hot levels of the spiropyran S0
state to vibrational levels of the spiropyran S1 state. The sharpening of the 540
nm band between 1.1 and 7.5 ps, accompanied by about 50% increase in increased
absorption, as reported by Ernsting and Arthen-Engeland, would then be the
result of a gradual replacement of absorption from vibrationally hot spiropyran,
which disappears due to vibrational cooling, by merocyanine absorption which
is formed with a 28 ps time constant according to the data. Unfortunately the
published UV pump/white-light probe transients for BIPS do not extend beyond
8 ps, and as mentioned previously, no single colour UV pump-probe measurements
have been reported yet that could confirm the nearly complete ground state
recovery of the closed spiropyran form.
Further support for this interpretation can be derived from combining quan-
tum yield information for photocoloration of BIPS and 6-nitro-BIPS, with the
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UV pump/white-light probe data for these two compounds. At -120◦C in a
1−propanol /2−propanol mixture a photo-coloration quantum yield of 0.055 has
been reported for BIPS, while for 6-nitro-BIPS this yield is 0.3, both with irradi-
ation at 313 nm [206,220]. The generally much higher photocoloration quantum
yield for 6-nitro-BIPS compared to BIPS is well established and has been brought
in connection with involvement of triplet states [218,219] in the photochemical re-
action route for 6-nitro-BIPS. In addition, results of measurements performed on
6-nitro-BIPS (see Section 6.4) in tetrachloroethene indicate a much higher quan-
tum yield for photochemistry and a lower yield for internal conversion. Although
based on the above numbers the photocoloration quantum yield for 6-nitro-BIPS
is expected to be about 5 times higher than for BIPS, the UV-white light pump-
probe data show spectra with comparable peak intensities during the first 7.5 ps,
and even after 70 ps the 6-nitro-BIPS signal is only about twice that of BIPS
after 7.5 ps. Notice that, for 6-nitro-BIPS, a 20 ps merocyanine formation time
constant has been reported. Clearly the difference in visible absorption at the
product wavelength is less than the quantum yield data suggest, but this could be
accounted for by additional absorption for BIPS from vibrationally hot molecules
formed by internal conversion. As mentioned above, the energy of the 316 nm
radiation is equivalent to about 20 quanta of the fundamental frequency of the
1486 or 1610 cm−1 modes. Absorption at 680 nm could, for instance, correspond
to transitions for these from v ≥ 10 → v′ = 0, and at 380 nm to transitions
v ∼= 3 → v′ = 0 (the accent indicates vibrational levels of the electronic excited
state).
6.4 Ring opening reaction of 6-nitro-BIPS
The spiropyran-merocyanine photochemical ring opening-closure (Fig. 6.2) 6-
nitro-BIPS was investigated in two solvents: tetrachloroethene (C2Cl4) and per-
deuterated acetonitrile (ACN-d3). As in the case of BIPS, this simple reaction
presents a rather complex puzzle. It is not clear whether singlet and triplet states
both are involved [218,223,227,228], and, again, to what extent the eight different
cis-trans isomers [211,220,221,226,229,230] appear in the merocyanine product.
On top of that the merocyanine product can aggregate [231]. A wide range of
experiments has been performed on 6-nitro-BIPS, including low temperature ab-
sorption [220], triplet sensitization [223], femto- [211, 232] and nanosecond [218]
time-resolved UV-vis pump-probe spectroscopy, and time-resolved resonance Ra-
man spectroscopy [226, 229]. Data acquired over a wider frequency range are
presented and comparisons are made to results from investigations on 6-nitro-
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long delays shown in Fig. 6.9, combined with observed kinetics at different fre-
quencies, one can identify with certainty product bands in ACN-d3 around 1245,
1299, 1355, 1417 and 1551 cm−1. In C2Cl4 bands are identified at the similar
frequencies 1251, 1297, 1351, 1413 cm−1 and in the range 1537-1556 cm−1. In ad-
dition, in C2Cl4 IR bands are observed at 1263, 1318, 1439, 1463, and 1519 cm−1.
Note that, in general, the signals in C2Cl4 are much stronger than in ACN-d3.
Therefore some of the weaker bands in C2Cl4 could be below the detection thresh-
old in ACN-d3. The bands at 1297, 1413, and 1519 cm−1 are much more intense in
C2Cl4 than in ACN-d3 (about an order of magnitude or more). As the difference
in internal conversion efficiency can only justify a factor two in photochemistry
quantum yield, one can conclude that these three peaks constitute reliable evi-
dence for the existence of an additional different merocyanine isomer in C2Cl4,
that is not present in ACN-d3. Because all product bands in ACN-d3 are also
observed in C2Cl4, the isomer that is formed in ACN-d3 is likely to be present in
C2Cl4 as well. These conclusions are further supported by the product formation
kinetics discussed below. Takahashi and co-workers have concluded the existence
of five isomeric species [226] from time-resolved Raman spectra of 6-nitroBIPS,
taken from 200 ns to 2 ms after UV excitation in three different solvents. These
assignments were mainly based on intensity variations of different Raman lines,
and analogy to a similar study on the parent compound BIPS [221]. Two species
were brought in connection with only a single Raman line. As demonstrated for
spiropyran in Fig. 6.8, IR absorption intensities of the same species can already
vary considerably from solvent to solvent. Clearly, moderate intensity variations
alone are a poor basis for the identification of different isomeric species. In a
later investigation on 6-nitroBIPS in cyclohexane, they followed the time evolu-
tion of the Raman spectrum between 20 ns and 100 ms after UV excitation [229].
This time only three transient species were invoked in the interpretation. The
species identified at earliest times was ascribed to a merocyanine triplet state.
A convincing correlation between the decay of the 1409 cm−1 Raman intensity
(0.33 ms time constant), and the increase of the 1525 cm−1 Raman intensity,
led to assignment of the second species as ground state merocyanine. On the
ms timescale a third species is identified as a dimeric species. As none of these
re-assignments require the existence of different isomers, the previous claim of
five existing isomers should at least be reduced to maximally three. Several other
inconsistencies can be noted in those Raman assignments. For example, the 20 ns
data in Ref. [229] clearly illustrate that assigning both the 1550 and 1523 cm−1
lines to the same “initial cisoid 1523 cm−1 species" in Ref. [226] was incorrect.
About half of the observed resonance Raman peaks correspond to lines observed
in IR absorption: for 6-nitroBIPS in ACN (after 2 ms, [226]) these are at 1358
and 1411 cm−1. Data in C2Cl4 are probably best compared to the 20 ns Ra-
man data in cyclohexane [229], that show related peaks at 1297, 1350, 1409, and
1552 cm−1. Recall that Raman and IR absorption yield complementary infor-
mation. Recently, density-functional-theory calculations on the spiropyran form
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of 6-nitroBIPS and the four most stable merocyanine isomers were presented,
and compared to IR absorption spectra in an argon matrix at 8 K [230]. Rea-
sonable agreement was obtained between experiment and calculations, although
insufficient to unequivocally identify the isomers. More specifically, the intense
experimental line at 1529 cm−1 corresponds to a calculated line at 1551 cm−1.
This experimental 1529 cm−1 line could be associated with the extra isomer in the
C2Cl4 data, whereas the calculated 1551 cm−1 line agrees with the observation
of both isomers. Altogether the existing experimental results provide insufficient
evidence for claiming formation of five isomers. It seems therefore prudent to con-
clude that there are strong indications for existence of at least a second isomeric
species in C2Cl4, not formed in ACN-d3.
(iii) Product formation kinetics. Kinetics at selected wavelengths is depicted
in Fig. 6.11. The lower panel shows the product formation kinetics in ACN-d3
at 1418 and 1551 cm−1. Single exponential fits of these two traces indicate a
single exponential formation time of 9.5 ± 1.5 ps. No further change in product
absorption was observed between 30 and 100 ps. However, there seems to be
some variation in rise time over the bands; e.g., at 1413 cm−1 we obtain 7.1
ps. This behavior is observed even more clearly in C2Cl4, where the overall
product formation in C2Cl4 is considerably slower. The upper panel shows the
product related signals at 1551 and 1556 cm−1. Clearly the signal rises much
faster at 1551 cm−1 during the first 50 ps. Single exponential fits at different
product bands produce rise times in the range of 35 to 60 ps for 6-nitroBIPS in
C2Cl4. As indicated by the data in Fig. 6.11 (B) the kinetics require at least
a biexponential fitting approach. For the strongest band (around 1413 cm−1)
this procedure resulted in a faster component increasing from about 5 ps at
1397 cm−1 to 28 ps at 1413 and 1418 cm−1, and a second component typically
>100 ps. Because the data are only up to 150 ps, the time constant of the slow
component cannot be extracted reliably. The most likely source for the observed
frequency dependence of the faster component is vibrational cooling dynamics of
the merocyanine products.
Absorption change studies on 6-nitroBIPS in hexane and acetonitrile by Leno-
ble and Becker [218], with 1 ns time resolution, indicated that in acetronitrile the
rise of the 570 nm product related band was complete within 1 ns. The in-
frared measurements lower the upper limit for the product formation time in
(perdeuterated) acetonitrile to about 9.5 ps. The fast component in C2Cl4 (∼5-
28 ps), and the time constant in ACN-d3 (∼7-10 ps), are in line with a 20 ps
time constant found by Ernsting and Arthen-Engeland [211] in a femtosecond
UV/white-light investigation of 6-nitroBIPS in n-pentane. Based on solvent po-
larity one may suspect that the kinetic behaviour in hexane, n-pentane, and
tetrachloroethene should be rather similar. This seems true for these measure-
ments compared to those of Ernsting and Arthen-Engeland [211]. However, in
hexane the fastest rise time identified by Lenoble and Becker was 4 ns at 430
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nm [218]. Whether the slow >100 ps component in C2Cl4 can be reconciled with
their nanosecond result in hexane remains an open question. The biexponentiality
of the product formation in C2Cl4, versus single exponential kinetics in ACN-d3,
clearly corroborates the conclusion drawn above on formation of a second isomeric
species in C2Cl4. This biexponentiality also implies that these species cannot be
formed in direct competition from a mutual precursor state, since this would lead
to the same formation constant for both. Note that published conclusions on
different isomers was based on data obtained 20 ns or more after UV irradiation
of a sample. These data therefore constitute the first time-resolved evidence that
a second isomer already appears within hundred picoseconds.
6.5 Summary and Conclusions
In conclusion, the investigation of photochromic compounds with ultraviolet
pump/mid-infrared probe spectroscopy has given new insights into one of the
most studied photochromic reactions: the spiropyran-merocyanine chemical ring
opening/closure isomerization. The ring opening reaction of spiropyran com-
pounds is initiated by femtosecond UV pump pulses, and the dynamics of the
formation of merocyanine product species are followed by probing with femto-
second mid-IR pulses the time-evolution of the vibrational absorption spectrum.
Two systems have been addressed: the spiropyran BIPS and a spiropyran deriva-
tive with a NO2 substituent on the benzopyran ring, 6-nitro-BIPS.
In the case of BIPS, the experimental data suggest that the merocyanine
product is probably formed from intermediates other than the initially created
excited state of the spiropyran, which are populated on a subpicosecond time-
scale in competition with a very efficient and rapid internal conversion process.
From these intermediates a single exponential formation of a merocyanine form
with a 28 ps time constant is concluded, which is in sharp contrast to previ-
ous conclusions of a 0.9 ps formation time constant, derived from femtosecond
UV pump/ white-light probe measurements. This illustrates that care has to
be taken with conclusions based on optical pump/probe spectroscopy only. IR
probing has been a useful alternative means of obtaining information on the pho-
toinduced reaction. The recovery of the spiropyran IR absorption bleaches shows
clearly that the main decay channel for the spiropyran S1 excited state is internal
conversion to the spiropyran S0 state with a yield of 90% or more. The quantum
yield for the photochemical reaction is therefore ≤ 0.1. Previous investigations
never mentioned this a rather influential decay channel, which may well be the
key factor in determining the overall photochemistry quantum yield for this class
of molecules.
In 6-nitro-BIPS, competition between internal conversion and photochemistry
is also found to depend on the solvent. The IC quantum yield is determined
to be 0.63 in perdeuterated acetonitrile, and 0.34 in tetrachloroethene. Based
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on spectral features and biexponential kinetics, the formation of an additional
merocyanine isomer in tetrachloroethene is concluded, suggesting that interac-
tions between excited-state species and the solvent are factors determining the
route of the photoreaction. The kinetics of product formation, as determined in
the ultraviolet pump/mid-infrared probe experiments show as well an interesting
solvent dependence.
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Chapter 7
Summary and Conclusions
In this thesis femtosecond mid-infrared spectroscopy has been
applied to the investigation of some of the most thoroughly
studied photoinduced reactions: the excited state hydrogen/proton
transfer, both in an intramolecular and in an
intermolecular case, and the isomerization of photochromic
compounds.
Electronic spectroscopy is the most commonly used method for
ultrafast studies of molecular reaction dynamics in the condensed
phase, whereby the electronic states of the reacting molecular
systems are monitored. These techniques typically probe electronic
transitions occurring between delocalized orbitals and - thus - do
not provide site-specific information. Besides, the broad
absorption lines resulting from the fast dephasing times of
electronic transitions in solutions may hinder a reliable
interpretation of the experimental results, especially when the
complexity of the reaction increases, due e.g. to the presence of
different isomers or to the involvement of numerous electronic
states. Femtosecond infrared spectroscopy has been used in this
work as a powerful and complementary alternative to probe
ultrafast reaction dynamics, exploiting the high degree of
correlation between the infrared spectra and the molecular
structure and the advantages stemming from the narrow bandwidths
of IR-active vibrational modes.
The major part of the work described in this thesis has been
devoted to one of the main issues of the ultrafast spectroscopy on
hydrogen-bonded systems: the study of photoinduced hydrogen/proton
transfer processes in electronically excited states. This
elementary reaction is an interesting model case for studying
basic microscopic reaction mechanism and plays as well an
important role in the molecular function of a variety of systems.
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The excited-state intramolecular hydrogen transfer (ESIHT)
has been studied in the HBT molecule, where the ESIHT reaction
takes the typical form of a enol-keto tautomerization reaction.
After UV excitation, the formation of the keto species of HBT was
temporally resolved by probing the build-up on a 30-50 fs time
scale of the C=O carbonyl stretching mode marking the keto state,
which is formed by hydrogen transfer. Together with the formation
of the C=O stretching band, the bleaching of several bands
possessing C-O character gives the direct evidence of the
photoinduced formation of the keto geometry of HBT. A detailed
study of the transient vibrational spectrum of the keto* species
in the entire fingerprint region was carried out. The analysis of
the shapes of the observed bands, including the C=O mode, reveals
that such modes are formed in their v = 0 ground state, thus
showing that these vibrations do not serve as channels accepting
the excess energy released in the ESIHT reaction. This implies
that the elongation of the C=O stretching mode is not involved in
the hydrogen transfer reaction. The excess energy is initially
contained mainly in a set of low-frequency, Raman active modes
that are elongated upon electronic excitation. The excitation of
these low-frequency Raman active vibrations induces through
anharmonic couplings an initial red-shift of the IR active bands
in the fingerprint region. Subsequent redistribution of the
vibrational energy gives rise, on a picosecond time scale, to a
characteristic blue-shift of the measured bands. Oscillatory
features in the dynamics of the C=O band have been interpreted as
a consequence of coherent wavepacket motions along two
anharmonically coupled low frequency modes.
A study of the (bimolecular) acid-base neutralization reaction in
liquid water, involving an intermolecular proton transfer,
is the second model case studied. The reaction is initiated by by
electronic excitation of a photoacid, resulting in an increase of
its acidity constant by seven orders of magnitude. The reaction
dynamics can be followed through inspection of specific IR-active
vibrational marker modes of the photoacid and of its conjugate
anion, and of the protonated base that is generated in the
reaction. The data reveal clearly two aspects. Under conditions of
high base concentrations one can monitor the proton transfer along
a pre-existing hydrogen bond in “tightly" bound acid-base
complexes, where an extremely rapid, non diffusion-limited proton
transfer occurs, on a time scale which cannot be resolved with an
experimental time-resolution of 150 fs. In contrast, at low base
concentrations the initially uncomplexed acid forms, after
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diffusive motion, “loosely" bound complexes and the reaction
occurs on a much slower time scale. In order to reconcile these
results, a refinement of the classical Eigen-Weller picture of
acid-base reactions is needed. This has been traditionally
understood to comprise (i) diffusive motion of acid and base, (ii)
“on-contact" reaction dynamics where a proton is transferred from
the acid to the base, and (iii) diffusive separation of proton
transferred ion pairs. The refined reaction scheme gives a more
detailed description of the “on-contact" reaction step in terms
of a three stage model, whereby the formation by diffusion of a
“loosely" bound acid base encounter pair is followed by
rearrangement to a “tightly" bound reaction pair, before the
final prompt proton transfer reaction can occur. The observation
of the ultrafast bimolecular proton transfer (more than one order
of magnitude faster than previously believed) in a system where
under ambient conditions the reactants (or a significant fraction
of them) do not have to diffusively encounter each other is in
itself fundamentally important.
The study of a different class of photoinduced reactions
constitutes the last part of this work: the ring opening reaction
of photochromic spiropyrans. Photochromic compounds change color
after the absorption of light of specific wavelengths, as a
consequence of the photoinduced reversible transformation between
two isomeric forms, which differ from one another in various
properties, including the absorption spectra. Such a property is
of potential interest for a broad range of applications, from
optical data storage and displays to optically controlled
molecular switching. The spiropyran-merocyanine chemical ring
opening/closure reaction, one of the most studied photochromic
reactions, was studied in two molecular systems, BIPS and 6n-BIPS.
By monitoring the mid-IR spectra of the reacting species, the
relevant time scales for the formation of the reaction products
have been determined and the role of different merocyanine isomers
in the reaction has been discussed. In particular, these
investigations have provided valuable insight into the reaction
pathways and efficiencies, showing that an important decay channel
for the spiropyran excited state is the internal conversion to the
spiropyran ground state, with a quantum yield of 90% or more in
the case of BIPS, of 63% and 34% (depending on the solvent) for
6n-BIPS. Internal conversion is thus a rather influential decay
channel, which may well be the key factor in determining the
overall photochemistry quantum yield for this class of molecules.
This aspect must be better understood if one thinks in terms of
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potential applications to actual devices, where, of course, usable
photochromic systems should be characterized in the first instance
by a high reaction yield.
Altogether, these experimental studies show the potential of
ultrafast infrared spectroscopy as a tool for investigating
molecular vibrational and reaction dynamics. The results on the
bimolecular acid-base neutralization reaction suggest a general
use of this method in studies of reaction dynamics governed by
diffusion or transport phenomena, as well as in studies where the
reactants are already at contact. As natural follow-up of the work
on the intra- and intermolecular hydrogen/proton transfer in HBT
and HPTS, one can foresee the investigation by means of ultraviolet pump/mid-
infrared probe
spectroscopy of more complicated molecular systems such as green
fluorescent proteins (GFP), important biological markers where a
proton transfer process is supposed to be the first step of the
photoinduced isomerization [234]. Finally, the studies
of the ring-opening reaction of spiropyrans motivate future
experimental and theoretical efforts to elucidate the role of
internal conversion in the photochemistry of photochromic
compounds.
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In dieser Arbeit wird Femtosekunden-Spektroskopie im mittleren Infrarot ange-
wandt auf einige der am gründlichsten studierten fotoinduzierten Reaktionen: der
Wasserstoff-/Protonentransfer im elektronischen angeregten Zustand, für einen
intramolekularen und einen intermolekularen Fall, sowie die Isomerisation fo-
tochromer Verbindungen.
Elektronische Spektroskopie ist die am häufigsten verwendete Methode zur Un-
tersuchung ultraschneller Reaktionsdynamik in der kondensierten Phase, wobei
Übergänge zwischen elektronischen Zuständen der reagierenden molekularen Sys-
teme beobachtet werden. Häufig werden elektronische Übergänge abgetastet,
deren Wellenfunktionen delokalisiert sind, so daß kaum ortsspezifische Informa-
tion erhalten wird. Außerdem ist aufgrund der breiten Absorptionslinien, die
aus den schnellen Dephasierungszeiten elektronischer Übergänge resultieren, eine
verlässliche Interpretation der experimentellen Daten schwierig; dies umso mehr,
je komplexer der Reaktion ist, z.B. durch die Anwesenheit verschiedener Isomere
oder durch das Zusammenwirken vieler elektronischer Zustände. Femtosekunden-
Infrarotspektroskopie wird in dieser Arbeit als leistungsfähige Alternative einge-
setzt, um ultraschnelle Reaktionsdynamik zu beobachten, und so den hohen Grad
an Korrelation zwischen Infrarotspektren und molekularer Struktur sowie die
Vorteile schmaler Bandbreiten IR-aktiver Schwingungsmoden auszunutzen.
Der größte Teil dieser Arbeit ist einem der Hauptthemen ultraschneller Spek-
troskopie an wasserstoffverbrückten Systemen gewidmet: dem Prozess des Wasser-
stoff/Protonentransfers in angeregten Zuständen. Diese elementare Reaktion
ist ein interessanter Modellfall zur Untersuchung grundlegender mikroskopischer
Reaktionsmechanismen und spielt eine wichtige Rolle bei molekularen Funktionen
in einer Vielzahl von Systemen.
Der intermolekulare Wasserstofftransfer im angeregten Zustand (engl. ES-
IHT) wurde im HBT-Molekül untersucht, in dem der ESIHT in Form einer Enol-
Keto-Umlagerung abläuft. Nach UV-Anregung wird die Bildung der Keto-Form
von HBT durch Abtasten der Absorptionsbande der Carbonyl-Streckschwingung
zeitlich aufgelöst. Die C=O Absorptionszunahme erfolgt auf einer Zeitskala
von 30 bis 50 Femtosekunden und beschreibt die Bildung des Keto-Zustands
durch Wasserstofftransfer. Zusammen mit der Ausbildung der C=O Streck-
schwingung liefert das Ausbleichen mehrerer Banden mit C-O Character einen di-
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rekten Nachweis der fotoinduzierten Bildung der Keto-Geometrie von HBT. Eine
detaillierte Untersuchung des transienten Schwingungsspektrums der Keto-Form
im gesamten Bereich des spektralen Fingerabdrucks wird zudem durchgeführt.
Die Analyse der beobachteten Bandenformen inklusive der C=O Streckschwin-
gung enthüllt, dass solche Moden im Grundzustand gebildet werden. Damit
zeigt sich, daß diese Schwingungen nicht als Kanäle zur Aufnahme der über-
schüssigen Energie, die in der ESHIT-Reaktion freigegeben wird, dienen. Da-
raus folgt, dass die Dehnung der C=O Streckmode an der Wasserstofftransfer-
Reaktion nicht beteiligt ist. Die überschüssige Energie ist zuerst hauptsächlich
in einigen niederfrequenten Raman-aktiven Moden enthalten, die nach dem elek-
tronischen Übergäng angeregt werden. Die Anregung dieser niederfrequenten
Raman-aktiven Schwingungen verursachz durch anharmonische Kopplung eine
anfängliche Rotverschiebung der IR-aktiven Banden im Bereich des spektralen
Fingerabdrucks. Die anschließende Umverteilung der Schwingungsenergie führt
zu einer charakteristischen Blauverschiebung der gemessenen Banden auf einer
Pikosekunden Zeitskala. Oszillatorische Signalmodulationen in der Dynamik der
C=O Streckschwingung wurden als Konsequenz kohärenter Wellenpacketbewe-
gung entlang anharmonisch gekoppelter niederfrequenter Moden gedeutet.
Eine Untersuchung der (bimolekularen) Säure-Base-Neutralisierungsreaktion
in Wasser, die einen intermolekularen Protontransfer beinhaltet, ist der zweite
untersuchte Modellfall. Die Reaktion wird initiiert durch Auslösen einer Verän-
derung der Azidität in einer Fotosäure aufgrund elektronischer Anregung, die
zu einer Erhöhung der Aziditätskonstanten um sieben Größenordnungen führt.
Die Reaktionsdynamik kann durch Beobachtung der IR-aktiven charakteristi-
schen Schwingungsmoden der Fotosäure, ihres konjugierten Anions und der pro-
tonierten Base, die bei der Reaktion entsteht, verfolgt werden. Die Daten zeigen
deutlich zwei Aspekte. Bei hoher Basenkonzentration kann man den Protonen-
transfer entlang einer bereits existierenden Wasserstoffbrücke in “enggebundenen"
Säure-Base-Komplexen beobachten. In diesem Fall läuft ein extrem schneller
Protonentransfer ab, der nicht diffusionskontrolliert ist und auf einer Zeitskala
stattfindet, die mit einer experimentellen Zeitauflösung von 150 fs nicht mehr
aufgelöst werden kann. Im Gegensatz dazu bildet die anfänglich unkomplexierte
Säure bei niedriger Basenkonzentration nach diffusiver Bewegung “schwachgebun-
dene" Komplexe, so daß die Reaktion auf viel längerer Zeitskala stattfindet. Um
diese Ergebnisse in Einklang zu bringen, wird das klassische Eigen-Weller-Modell
der Säure-Base-Reaktionen verfeinert. Das Modell beinhaltet traditionell (i) dif-
fusive Bewegung der Säure und Base, (ii) “on-contact"-Reaktionsdynamik, wobei
ein Proton von der Säure zur Base transferiert wird und (iii) diffusive Trenn-
ung des Ionenpaares. Das verfeinerte Reaktionsschema liefert eine detaillier-
tere Beschreibung des “on-contact"-Reaktionsschrittes in Form eines Drei-Stufen-
Modells: im ersten Teilschritt wird ein “schwachgebundenes" Säure-Base-Paar
durch Diffusion gebildet. Es folgt eine Umordnung zu einem “enggebundenen"
Reaktionspaar, bevor der Protonentransfer in einem dritten Teilschritt statt-
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finden kann. Die Beobachtung des ultraschnellen bimolekularen Protonentrans-
fers (eine Größenordnung schneller als zuvor angenommen) in einem System, in
dem unter Umgebungsbedingungen die Reaktanden (oder ein signifikanter Anteil
dieser) sich nicht durch Diffusion begegnen müssen, ist in sich selbst fundamental
wichtig.
Die Untersuchung einer anderen Klasse fotoinduzierter Reaktionen stellt den
letzten Teil dieser Arbeit dar: die Ringöffnungsreaktion fotochromer Spiropy-
rane. Fotochrome Verbindungen ändern ihre Farbe nach Absorption von Licht
spezifischer Wellenlänge als Konsequenz der fotoinduzierten reversiblen Trans-
formation zwischen zwei isomeren Formen, die sich in zahlreichen Eigenschaften
unterscheiden, die Absorptionsspektren eingeschlossen. Solch eine Eigenschaft ist
von potentiellem Interesse für einen breiten Bereich von Anwendungen von opti-
scher Datenspeicherung und Displays bis hin zu optisch kontrollierten moleku-
laren Schaltern. Zwei Molekülsysteme wurden untersucht: BIPS und 6n-BIPS.
Durch Beobachtung der Spektren der reagierenden Moleküle im mittleren In-
frarotbereich wurden die relevanten Zeitskalen der Entstehung der Reaktionspro-
dukte eindeutig bestimmt und die Rolle der unterschiedlichen Merocyanin- Iso-
mere in der Reaktion aufgeklärt. Diese Untersuchungen haben wertvolle Ein-
sichten in die Reaktionswege geliefert, die zeigen, dass ein wichtiger Zerfallskanal
des angeregten Zustandes von Spiropyran die interne Konversion zum Grundzu-
stand ist mit einer Quanteneffizienz von 90% oder mehr bei BIPS, 63% und 34%
(abhängig vom Lösungsmittel) bei 6n-BIPS ist. Interne Konversion ist deshalb
ein wichtiger Zerfallskanal, der durchaus der Schlüsselfaktor zur Bestimmung der
gesamten fotochemischen Quanteneffizienz für diese Molekülklasse sein könnte.
Hinsichtlich potentieller Anwendungen fotochromer Systeme, die sich natürlich in
erster Linie durch eine hohe Reaktionsausbeute auszeichnen sollten, muss dieser
Aspekt unbedingt berücksichtigt werden.
Zusammenfassend zeigen diese experimentellen Untersuchungen das Potential
ultraschneller Infrarotspektroskopie als ein Werkzeug zur Erforschung moleku-
larer Schwingungs- und Reaktionsdynamik. Die Ergebnisse zu bimolekularen
Säure-Base Neutralisierungsreaktionen legen eine allgemeine Anwendung dieser
Methode zur Untersuchung von Reaktionen, die durch Diffusions- oder Transport-
phänomene dominiert werden, als auch von Reaktionen, in denen die Reaktanden
schon in Kontakt miteinander sind, nahe. Als natürliche Folgearbeit zu der bish-
erigen über intra- und intermolekularen Wasserstoff/Protonentransfer, kann man
den Einsatz von UV-Pump-IR-Abtastspektroskopie zur Erforschung kompliziert-
erer molekularer Systeme wie z.B. des grün fluoreszierenden Proteins (GFP),
ein wichtiger biologischer Marker, in dem ein Protonentransferprozess als erster
Schritt photoinduzierter Isomerisation vermutet wird, vorhersehen. Schließlich
motivieren die Untersuchungen zu Ringö ffnungsreaktionen von Spiropyranen
zukünftige Experimente und theoretische Anstrengungen, um die Rolle der in-
ternen Konversion in der Fotochemie fotochromer Verbindungen besser zu ver-
stehen.
