Quantitative measurement of image intensity in transmission electron microscope images by QU WENBANG
QUANTITATIVE MEASUREMENT OF IMAGE 



















NATIONAL UNIVERSITY OF SINGAPORE 
2006
QUANTITATIVE MEASUREMENT OF IMAGE 
















A THESIS SUBMITTED  
FOR THE DEGREE OF MASTER OF SCIENCE  
DEPARTMENT OF PHYSICS 




This thesis is a faithful recording of the continuous progress that I made to 
become a qualified schola r during the past two years. The scientific path is always 
a hard journey where I may pay more and harvest less. However, I am glad to find 
out that during this journey I am not alone. Lots of people gave their sincere and 
cherished help to me, which makes my journey more worth cherishing. Here, I 
want to express my full gratitude to all of them. 
First of all, I would like to extend my wholehearted thanks to my 
supervisors: Dr. Chris Boothroyd, A/P Feng Yuanping and A/P Alfred Huan, who 
are the keys to creating ladders of hope and mobility that enable a toddler like me 
to ascend and rise as far as abilities permit. Dr. Boothroyd, the greatest supervisor, 
gave me beneficial advice and help in my research and taught me to overcome 
obstacles, be definite in aim, unshaken by failure and utterly honest with people. 
A/P Feng, who is a kind and respected supervisor, supported me throughout my 
study in NUS. And A/P Alfred Huan, who is also a respected supervisor, gave me 
useful advice and help in my research. I should always remember the happy times 
we worked and enjoyed together. 
I am also deeply indebted to my colleague Mr. Anjan, who showed me the 
program for the simulations. Besides, many other people have helped me out 
when I came across difficulties during the development of this thesis. I would like 
to thank some students from NUS: Mr. Yin Jianhua, Mr. Wang Enbo, Mr. Zhaoqun, 
  II
Mr. Yang Hongming, Mr. Hao Yongliang, Mr. Liu Junfeng and Mr. Zhou Hailong 
for their friendship and daily assistance. 
Sincerely thanks are due to the Institute of Materials Research and 
Engineering and National University of Singapore for providing all the facilities 
and financial support that enabled me to complete this thesis. 
Finally, I would like to thank my family: my parents, my sister and 
brother- in-law who always support me whatever, whenever, and wherever. With 
their love and encouragement, the hard and lonely exploiting path becomes 



























Table of contents 
Acknowledgements ...................................................................................................... I 
Table of contents........................................................................................................ III 
Abstract.......................................................................................................................VI 
Nomenclature ...........................................................................................................VII 
List of Figures.............................................................................................................XI 
List of tables.............................................................................................................. XV 
 
 
Chapter 1 Introduction................................................................................................1 
1.1 Overview ......................................................................................................1 
1.2 Current status of quantitative measurements in TEM images ..........................4 
1.2.1 Quantitative convergent beam electron diffraction.................................4 
1.2.2 Quantitative HREM image analysis........................................................6 
1.3 Possible solutions for quantitative HREM image measurements ...................10 
1.4 Objective and organization of the thesis .........................................................13 
References .............................................................................................................15 
Chapter 2 Theory and image calculation techniques..............................................20 
2.1 TEM image simulation theory ........................................................................20 
2.1.1 Review of computer simulations for TEM ...........................................20 
2.1.2 Bloch wave method...............................................................................22 
2.1.3 Multislice method .................................................................................26 
2.1.4 Image formation....................................................................................28 
  IV 
2.2 Software for TEM simulations and image processing ....................................32 
2.2.1 EMS-a software package for image simulation in materials science ...32 
2.2.2 The Semper system used for digital image processing .........................34 
References .............................................................................................................35 
Chapter 3 Simulations of Si and GaAs thickness fringes.......................................37 
3.1 Introduction.....................................................................................................37 
3.2 Experiment ......................................................................................................40 
3.3 Results .............................................................................................................43 
3.3.1 The simulation of Si thickness fringes ..................................................43 
3.3.2 The simulation of GaAs thickness fringes ............................................48 
3.4 Discussion.......................................................................................................54 
3.5 Conclusion ......................................................................................................56 
References .............................................................................................................58 
Chapter 4 Quantitative measurements of lattice fringe amplitudes for GaAs.....60 
4.1 Introduction.....................................................................................................60 
4.2 Experimental Details .......................................................................................61 
4.3 Results: lattice images.....................................................................................64 
4.3.1 Measurements of lattice fringe amplitudes of energy-filtered images 
with an objective aperture ....................................................................64 
4.3.2 Measurements of lattice fringe amplitudes of unfiltered images with 
an objective aperture.............................................................................73 
4.3.3 Measurements of lattice fringe amplitudes of energy-filtered images 
  V 
without an objective aperture ...............................................................76 
4.3.4 Measurements of lattice fringe amplitudes of unfiltered images 
without an objective aperture ...............................................................78 
4.4 Using the frozen phonon approximation for simulations ...............................81 
4.5 Conclusion ......................................................................................................88 
References .............................................................................................................89 
Chapter 5 Conclusion and future work ...................................................................91 
5.1 Conclusion ......................................................................................................91 














  VI 
Abstract 
Quantitative high-resolution electron microscopy should be able to 
determine the positions and the types of the atoms at interfaces by the comparison 
of focal series of lattice images with image simulations. However, it has been 
found in the past that intensities in electron microscope images are poorly 
predicted by image simulations and in particular, high-resolution image contrast is 
often wrong by a factor of three or more. To find out why they do not match in 
HRTEM images, here focal series of images from cleaved Si and GaAs specimens 
are used to assess the degree of mismatch with image simulations, comparing 
image intensities from unfiltered and energy-filtered bright- field and dark-field 
image series at the <001> zone axis. The contrast of similar series of high-
resolution images has also been investigated, both with and without an objective 
aperture. It is interesting that some of the biggest discrepancies with simulations 
occur at the lowest sample thicknesses. The implications for quantitative electron 
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Calculated Large Angle Convergent Beam Electron 
Diffraction pattern of Si [111] at 100kV, convergence 
angle 5nm-1. 
 
The potential within a slice is projected onto the first
projection plane; this is phase grating. The amplitudes and 
phases for all the beams generated by interacting with this 
plane are calculated and then all the diffracted beams are 
propagated through free space to the next projection 
plane. The process is repeated. 
 
Simulated HREM images for tungsten niobate at 200 kV
with Cs = 0.5 mm. Assumed thickness is 3.8nm. 
Defocuses from left to right are 42nm, 65nm and 83nm 
(under-defocus). 
 
Image formation as first proposed by Abbé. The incident 
wave is diffracted by the object. The Fraunhofer pattern of 
the object wave is  brought onto the back focal plane of the 
lens. The image wave is made by the interference of the 
spherical waves emitted by point sources Si located in the 
back focal plane of the imaging lens. 
 
Ray path of bright- field, dark field and selected area
diffraction mode. 
 
(A) At the Bragg condition (s=0), the intensities of the
direct and diffracted beams oscillate in a complementary 
way. (B) For a wedge specimen, the separation of the 
fringes in the image. (C) is determined by the angle of the 
wedge and extinction distance. 
 
The zinc blende crystal structure. The structure consists of 
the interpenetrating fcc lattices, one displaced from the 
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Schematic illustration of a 90° cleaved wedge sample
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condition 
 
The specimen thickness is determined by (a) twice as the 
distance from the crystalline edge and (b) weak beam 
fringe positions. 
 
Thickness fringe intensities as a function of sample 
thickness for (a) 000, (b) 220, (c) 22 0, (d) 2 20 and (e) 
2 2 0 beams for a 90° wedge shaped Si crystal at [001]. 
Experimental measurements are shown as solid lines and 
simulations as dotted lines. 
The specimen thickness is determined by (a) twice as the 
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fringe positions. 
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a) One member of a defocus series of energy-filtered 
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axes. b) The inset enlargement shows the 2´2 unit cell of 
GaAs which is extracted from the experimental image. 
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The diagram of the focal spread caused by the electron
energy spread. It describes the standard deviation of an 
assumed Gaussian distribution of defocus values fD . 
 
perture includes more phonon scattering. Ob1 denotes the 
objective aperture used for thickness fringes and ob2 
represents the one used for lattice images. 
 
Mean intensity of the GaAs lattice fringe image at defocus 
–40nm. Solid line, experimental image; dotted line, 
simulation. 
 
Experimental and simulated lattice images from the edge 
of a GaAs crystal identical to that used for thickness 
fringes and taken with defoci (a) –40nm, (b) –64nm and 
(c) –89nm. 
 
200, 220 and 400 lattice fringe amplitudes measured from
the three experimental (solid line) and simulated (dotted 
line) images in Fig.4.7. An example of only one of the two 
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Chapter 1 Introduction 
1.1 Overview 
The transmission electron microscope (TEM) is a powerful tool for imaging 
materials at the atomic level. The images are projections through specimens with 
thicknesses ranging from 10nm to several microns. The TEM also provides diffraction 
patterns, and chemical analysis using secondary emissions such as X-rays, 
cathodoluminescence, secondary or backscattered electrons, and energy- loss spectra 
from nanoscale regions. Diffraction patterns from the smallest regions (sub-nanometer) 
are called convergent-beam electron diffraction patterns (CBED). Nowadays the 
resolution of the best high resolution electron microscopes (HREM) is about one 
angstrom (0.1nm), so that columns of atoms may be seen directly in projection. High 
resolution electron diffraction (HRED) is also a powerful method. Energy- loss spectra 
(ELS), which provide similar information to soft X-ray absorption spectra, may be 
obtained from sub-nanometer regions of thin films [1].  
The key role high-resolution transmission electron microscopy plays in the 
nano-characterization of materials arises from its capability of providing structural 
information on a local scale. Continuous progress in instrumentation, application of 
novel microscopy techniques as well as the development of new methods for 
analyzing the micrographs have brought HRTEM to a state where atomic resolution is 
realized in many materials and the positions of atomic columns may be determined 
with Angstrom accuracy. Particularly in studies on isolated crystal irregularities which 
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are not accessible by bulk diffraction techniques, real space information from 
HRTEM is most essential. A wealth of experimental data on the structure of 
dislocations  [2], boundaries [3] and interfaces [4, 5] had been obtained which shed 
light on long-standing questions in crystal-defect physics and materials science. 
Likewise, HRTEM is of great importance in the development and characterization of 
modern ceramics [6, 7] as well as advanced electronic and nano-structural materials 
[8].  
Recently, new developments in instrumentation have successfully provided the 
experimental prerequisites for advanced microscopy techniques. In the area of 
medium-voltage microscopes one of the main achievements is the field-emission gun 
with highly coherent illumination which is necessary for the extension of resolution 
by using Cs correctors or by application of focus variation or off-axis holography. 
New digital image recording devices which are superior to photographic 
negatives are available now, such as imaging plates [9] or cooled slow-scan CCD 
cameras [10, 11], the latter being indispensable for the application of the focus-
variation techniques. Increased usage of such devices will certainly improve 
experimental techniques and the accuracy of the results. 
Imaging filters are available for post-column [12] installation on any high-
resolution microscope and may help to reduce the noise in HRTEM images. 
Instruments with an in-column filter capable of high-resolution imaging have also 
been developed [13]. 
A very promising aspect for future applications is to combine instruments 
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which provide a high point resolution with off-axis holography. The problems 
involved in the correction of aberrations would be much relaxed due to the 
characteristics of the contrast transfer of such instruments. This could be achieved 
either with a Cs-corrected instrument or with a high-voltage microscope equipped 
with a field emission gun. Progress in attempts to build an instrument of the latter type 
has been reported [14]. Furthermore, a new concept of using atomic focusers to 
enhance the resolution of electron microscopes has been proposed recently [15]. 
During the characterization of the medium-voltage FEG instruments the role 
of three-fold astigmatism has been realized. This higher order aberration may be a 
limiting factor when extending the resolution beyond the Scherzer limit [16-18]. The 
effect of this aberration is still a subject carried out in order to clarify the 
characteristics from both instrumental and theoretical points of view [19, 20]. Its 
influence on quantitative HRTEM work is currently being investigated [21]. 
When comparing simulated images with experimental micrographs, a 
considerable mismatch in the magnitude of the contrast is generally observed. In the 
present state of knowledge this discrepancy cannot be attributed to a single source 
alone, but rather is thought to be a result of a combination of a number of factors [22]. 
Nevertheless, more experimental work is required to get a deeper insight into the 
characteristics of this phenomenon, to rule out certain possibilities and to establish a 
real understanding. 
Finally, there remains the most important questions to be solved: How can one 
retrieve the information on the object structure either from HRTEM micrographs or 
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from the reconstructed exit-surface wavefunction? In other words, is it possible to 
invert the scattering process mathematically? Recent activities have already provided 
promising progress [23-26] and the problem still needs further investigation. 
1.2 Current status of quantitative measurements in TEM 
images 
1.2.1 Quantitative convergent beam electron diffraction 
Crystal structure information, such as unit cell parameters, atomic positions 
and crystal charge distribution, can be obtained from experimental diffraction 
intensities using the refinement method. The refinement method works by comparing 
the experimental and theoretical intensities and obtaining the best fit by adjusting the 
parameters in the crystallographic model. There is a need for a general refinement 
method for electron diffraction. Compared to X-ray and neutron diffraction, 
convergent beam electron diffraction (CBED) is the only method capable of probing 
structures with nanometer resolution, due to the probe forming lens of the electron 
microscope and the field emission gun. This makes electron diffraction an 
indispensable tool in studying the structure of small crystals and interfaces.  
While the strong multiple scattering effects of electron diffraction make it 
difficult to use kinematical approximations for structure determination, they also 
make electron diffraction very sensitive to the crystal potential and the related charge 
distribution [27]. Thus, electron diffraction is a powerful method for accurate 
measurement of structure factors and for the study of crystal charge distribution. The 
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principle of structure factor measurement from CBED patterns was outlined in a study 
of bonding in GaAs for structure factor amplitudes and CdS for the structure factor 
phases [28, 29]. There are two advantages in using CBED rather than the 
conventional selected area diffraction for the measurement of experimental intensities. 
One is the parallel recording of diffracted intensities of different incident beam 
directions, which not only results in shorter experimental recording time but also 
allows accurate determination of beam directions from the CBED patterns. The other 
advantage is the small probe, which allows the selection of a region of the crystal with 
no defects and almost uniform thickness. An algorithm for automatic refinement of 
structure factor amplitudes and phases has been developed [30]. More recently 
researchers have developed an algorithm for general structure refinement to take 
advantage of two dimensional data from digital detectors such as slow scan CCDs and 
imaging plates collected through an imaging energy filter. Progress has also been 
made in the measurement of structure factor amplitudes from zone-axis diffraction 
patterns, in which reflections not on a systematic row can be measured [31]. Other 
algorithms for electron diffraction have also developed in various other groups [32, 
33]. 
Developments in quantitative electron diffraction have shown that it is 
possible to extract quantitative structure information from CBED patterns. The 
success relies on the quantitative analysis of experimental and theoretical intensities. 
Theoretical intensity is calculated taking the full account of dynamic effects.  
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      We use dynamic theory here since crystalline materials diffract electrons many 
times to angles of up to a few degrees. The kinematic theory does not consider 
multiple scattering and does not take account of interactions between diffracted 
electrons. It can only be applied to very thin samples that scatter electrons only once. 
Dynamic theory is more reasonable since it takes full account of the interaction 
between diffracted beams and also the direct beam and diffracted beams. The multi-
slice method is modeled on the basis of the electron dynamic theory.  Accurate 
quantification is only possible if multiple scattering is included in calculations. But 
for light-element inorganic nanostuctures, kinematic theory is accurate enough to 
solve structures. 
1.2.2 Quantitative HREM image analysis 
The high-resolution electron microscope is nowadays capable of routinely 
providing image information on the level of atomic dimensions [34, 35]. In many 
types of inorganic materials, including semiconductors, metals and some ceramics, 
individual atomic columns can in principle be separately resolved in several low-
index zone axes projections [36]. However, because of dynamical diffraction effects 
and the non- linear transfer characteristics of the objective lens, extracting reliable 
structural information about local irregularities on the same scale from recorded 
images may not be straightforward even when critical parameters such as the 
specimen thickness and the objective lens defocus are accurately known. Much 
progress has recently been made towards quantitative high-resolution electron 
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microscopy, including computer-controlled microscope operation, utilization of digital 
recording media and pattern recognition. 
An important preliminary step in quantifying the imaging and structure 
refinement process is the determination of several key instrumental and specimen 
parameters. These include the defocus and spherical aberration coefficient of the 
objective lens and local specimen thickness. Experience shows that calculations based 
on the objective lens geometry are barely adequate for determining the first two of 
these parameters (Δf and Cs) with any degree of accuracy and it is therefore 
necessary to resort to methods that utilize experimental micrographs [35]. In practice, 
determination of focal step size is rather straightforward to achieve for small-unit-cell 
materials, simply by referring to the Fourier oscillation period of the dominant lattice 
spacing and noting the corresponding changes of the lens controls. Absolute values of 
defocus are more difficult to obtain, particularly in the absence of Fresnel fringes or 
amorphous edge regions that preclude the use of optical diffraction techniques, and 
especially in the defocus range close to optimum where the broadband of the transfer 
function is relatively insensitive to small focal variations. Matching with experimental 
focal series to determine operating parameters has traditionally been achieved visually 
[37], but this subjective method suffers somewhat from insensitivity because the 
effects of thickness variation on the image contrast also need to be considered. Cross-
correlation techniques that involve automatic comparisons of coefficients in Fourier 
space have recently been explored and appear very promising [38]. An alternative 
method, based on comparisons of experimental and simulated images, which utilizes 
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an unconstrained, non- linear, least-squares optimization process to determine defocus, 
thickness and beam tilt, has been reported to provide reasonable estimates for defoci 
close to the zero defocus setting [39]. 
Further progress towards the experimental quantification of high-resolution 
electron microscopy is being realized in several other ways, including on-line 
computer-controlled operation of the microscope [40-43] and the utilization of slow-
scan CCD cameras [41, 44-46]. With the former, key parameters such as focal setting, 
astigmatism and incident beam alignment can be adjusted to an accuracy well beyond 
that achievable by an experienced microscopist. Original autotuning procedures relied 
on assessment of image contrast as the criterion for correction [42, 43], which implied 
the availability of some amorphous material in the field of view or nearby, whereas 
the beam-induced-displacement (BID) method has been shown to work for crystalline 
materials [40]. The most recent method proposed, known as the automatic 
diffractogram analysis (ADA) method [41], again requires the presence of amorphous 
material for computation of diffractograms but it is less time-consuming than the 
variance method and less prone to errors. Subsequent attempts at structure refinement 
after autotuning has taken place should in principle be simplified because artifacts 
caused by inaccurate operator adjustment need not be accounted for with additional 
time-consuming calculations (although Cs, defocus and thickness still need to be 
determined). Finally, it is interesting to note that, despite the increasing availability of 
user- friendly computer software, autotuning does not yet appear to have been adopted 
anywhere on a routine basis for the purposes of high resolution electron microscopy 
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applications. 
Digital image recording with slow-scan CCD cameras facilitates quantitative 
comparisons with calculated images. These cameras give excellent linearity over a 
wide dynamic range of the input signal intensity, provided that bias correction and 
gain normalization procedures have been properly implemented. 
As more attention has been given to quantitative structure analysis, it has 
become increasingly obvious that there are substantial, seemingly inexplicable, 
disagreements between experimental and simulated image contrast levels as well as 
diffracted beam intensities [47, 48].  For example, in recent investigations of contrast 
loss in HRTEM images, it was found that the image contrast, defined as the standard 
deviation of intensity across an individual image, typically showed factors of 3–6 [49-
51] difference between simulated and experimental images. In comparison, it appears 
to be significant that the mean image intensity typically only fell by about 25%-40% 
over the same thickness range. Consideration of possible sources of error, such as 
beam misalignment or surface contamination, failed to account for the differences in 
contrast, while unrealistically thin specimen thicknesses could be dismissed because 
the thickness had been determined by an independent method. A subsequent study, 
[52] showed that experimental diffracted beam intensities were matched rather well 
especially in CBED patterns. Another study of cleaved InP wedges [53], of known 
cleavage angle and therefore well defined thickness profile, also showed serious 
discrepancies that could not be accounted for by such obvious factors as crystal tilt, 
surface roughness or contamination overlayers. Given the above behavior of the mean 
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image intensity reported by researchers, it could be a revealing exercise to repeat the 
above experiments with an imaging energy filter to remove most of the inelastically 
scattered electrons, while observations with the sample cooled to liquid nitrogen 
temperatures, or even close to liquid helium temperature, could establish whether 
atomic vibrations are having a greater than expected effect. 
1.3 Possible solutions for quantitative HREM image 
measurements 
Several popular computer programs [54] now exist which provide dynamical 
image simulations of HREM images for given crystal structures, thickness and 
electron optical parameters. These solve the one-electron Schroedinger equation for 
the scattering of the beam electron by a thin slab of crystal, represented by its 
Coulomb electrostatic potential. Other corrections to the potential seen by the beam 
electron can normally be neglected [55]. X-ray scattering factors for ions or atoms [56, 
57] are converted to Fourier coefficients of this potential using the Mott-Bethe 
formula [27]. The electron structure factors may also be refined using experimental 
CBED patterns [58].) 
For HREM image analysis the multislice algorithm is commonly used to solve 
the Schroedinger equation – the relationship of this theory to others (including the 
Bloch wave method, Feynman's path integrals and the Howie-Whelan equations) is 
reviewed in [59, 60].  
Some excellent matches between computed and experimental images have 
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been published over the past two decades [47, 61, 62] for crystals of known structure 
– here images were matched over a range of beam-divergence, focus, and thickness. 
As a result, the use of tungsten oxide samples became popular as a test sample, since 
the large unit cells produce many Bragg reflections which finely sample the transfer 
function, while specimen preparation (by mechanical grinding) is simple. 
The development of faster computers and the use of CCD detectors [63] have 
greatly facilitated quantitative image analysis, producing a recent flood of literature 
on this topic, and exposing many new sources of error [47, 61, 62]. It has been 
suggested that cleaved wedges of semiconductors (or MgO smoke cubes viewed 
down [110]) form the ideal test sample [10], since then the sample thickness is 
accurately known at each point in the image if the semiconductor cleavage angle is 
known. The most troublesome variable is thereby eliminated from the analysis. In the 
case of 90° cleaved wedge GaAs viewed along [001], one then has the following 
parameters to adjust for best fit: 
1. The electron optical parameters.  
2. The ionic state of atoms [58]. 
3. Absorption parameters. 
4. Alignment of optical axis, beam direction and crystal axis. 
An example of an attempt to do this can be found in [64], and the sample 
preparation for a 90° cleaved wedge specimen is very simple.  
In many of the early attempts to match dynamical calculations to images, the  
background intensity and overall contrast were adjusted as free parameters. It has 
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been proved possible to successfully calculate images that match experimental high-
resolution images qualitatively. However, quantitative agreement has proven 
surprisingly difficult. 
To improve on this it has become common to use least-squares and other 
automated optimization routines together with the multislice algorithm to fit images. 
If atomic coordinates are included as adjustable parameters, the number of parameters 
becomes very large, and the problem of local minima is encountered. It has also been 
discovered that most HREM images show a contrast level about three times less than 
the computed images. The influence of the following factors has been evaluated in a 
recent survey of the causes of systematic error in image matching [22].: 
1. Errors in parameterized scattering factors and ionicity. 
2. The contribution to the image from electrons which excite phonons in the sample. 
As the resulting energy losses are small but the scattering angles large, these 
electrons cannot be excluded from the images by energy filtering. 
3. Contributions to the images from other energy loss processes which contribute high 
resolution detail. (For the small thicknesses used for HREM work, these energy 
loss processes are weak). 
4. Contaminating surface layers of amorphous material or oxide. 
5. Fringing fields. 
6. Electron beam damage. 
7. Errors in measurement of experimental parameters. 
8. Stray scattering, such as X-rays generated beyond the film, and secondary electrons. 
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9. Detector response functions. 
It was concluded from this study that none of the above factors, acting alone, 
could account for the typical factor of three difference in contrast between computed 
and experimental images. The excellent agreement between computed and elastically-
filtered experimental CBED patterns [29] suggests that the error does not lie in the 
diffraction computations or scattering factors, but rather in the imaging process 
(calculation of the effect of the objective lens). There is an urgent need for more work 
on this problem, using a crystal of known structure, which preferably possesses both a 
large unit cell and predictable cleavage properties so that thickness is known at each 
point in the image. The possibility of reconstructing the three-dimensional potential 
within an inorganic crystal using HREM images recorded in different projections is 
demonstrated in [65]. 
1.4 Objective and organization of the thesis 
The objective of this research is to compare experimental TEM images 
quantitatively with image simulations and to find out why they don’t match. There are 
two parts to image simulation: calculation of the exit surface wavefunction from the 
specimen and simulation of the effects of the microscope lens. The error in simulating 
HREM contrast could arise from either part, and this work aims to determine which is 
incorrect. Simulating the thickness fringes requires only the first part of the 
calculation. So if we can obtain a good match to experimental thickness fringes, we 
will know that the first part of the calculation is correct. Simulating HREM images 
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requires both parts of the calculation to be correct. I will be using focal series of 
images from cleaved GaAs and Si specimens to assess the degree of mismatch with 
image simulations, comparing intensities from unfiltered and energy-filtered bright-
field and dark-field image series at the <001> zone axis, both with and without an 
objective aperture. The aim is to find the parameters which can be used in simulations 
to match the low resolution experimental thickness fringe images and to assess how 
well low resolution images match simulations. The parameters determined from the 
thickness fringes will then be used as input for simulating the contrast for a series of 
high resolution images. By determining as many parameters in the HREM simulation 
as possible independently of the experimental high resolution image series we can 
ensure that the simulation is accurate. Any mismatch between the simulated and 
experimental HREM images can be attributed to a combination of effects not yet 
taken into account in the microscope part of the image simulation. 
In this thesis, Chapter 2 discusses the basic theory of simulation programs and 
introduces the image processing and simulation programs used in this research. 
Chapter 3 reports the results of experimental Si and GaAs thickness fringes and their 
image simulations. We compare the beam intensity of each diffracted beam as a 
function of the specimen thickness. Chapter 4 analyses both the energy filtered and 
unfiltered HRTEM images of the 90° cleaved wedge GaAs with and without an 
objective aperture, so that we can work out how much the elastic and inelastic 
electrons and how much electrons scattered to angles larger than the objective 
aperture contribute to images separately. Finally, chapter 5 summarizes the major 
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results of this thesis and proposes some suggestions for future work. 
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Chapter 2 Theory and image calculation 
techniques 
2.1 TEM image simulation theory 
2.1.1 Review of computer simulations for TEM 
At high resolution, image artifacts due to instrumental or specimen limitations 
can greatly complicate image interpretation. Computers are finding an ever increasing 
role in interpreting high resolution transmission electron micrographs as well as 
extracting additional information from the recorded images. Computer technology has 
been progressing at a very rapid speed over the past several decades. In addition, the 
rate of improvement in computing is certainly much faster than the rate of 
improvement of the electron microscope. A very powerful computer is now much less 
than one percent of the cost of an electron microscope. So it is very worthwhile to try 
to exploit computers in electron microscopy in any way possible to extract more 
information about the specimen or to reduce the cost or effort required to obtain this 
information.  
Image simulation of electron micrographs has a long history. There are two 
general types of image simulation. One group of methods involves Bloch wave 
eigenstates and a matrix formulation in reciprocal space [1, 2] and the other group 
involves mathematically slicing the specimen along the beam direction (the multislice 
method). The multislice method [3-7] is usually more flexible for a computer 
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simulation of crystalline specimens with defects or interfaces as well as completely 
amorphous materials. Bloch wave solutions are more amenable to analytical 
calculations for small unit cells and can provide valuable insights into the scattering 
process.  
However, for specimens with large unit cells, the theory of image formation in 
the electron microscope does not have an analytical solution. The only resource is a 
numerical solution. Image simulation numerically computes the electron micrograph 
from first principles. Starting from a basic quantum mechanical description of the 
interaction between the imaging electrons in the microscope and the atoms in the 
specimen, the wave function of the imaging electrons may be calculated at any 
position in the microscope. If the optical properties of the lenses in the microscope are 
known, then the two dimensional intensity distributions in the final electron 
micrograph can be calculated with a relatively high precision. Image simulation can 
provide several sources of additional information about the specimen. First, it can 
reveal which features of the image are due to artifacts produced by aberrations in the 
electron microscope and which image features are due to the specimen itself. Image 
simulation is an aid in interpreting the image recorded in the electron microscope. 
Second, it is relatively simple to change instrumental parameters in the simulation that 
would be difficult if not impossible to change in practice. For example it is easy to 
change the beam energy or spherical aberration to an arbitrary value. Furthermore, it 
is much easier to use image simulation to determine what type of instrument is 
required to investigate a particular specimen than it would be to build each type of 
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electron microscope. Image simulation can be used as both an aid in image 
interpretation and a means of exploring new types of imaging in the microscope [8].  
To quantify and process HRTEM images, on- line control of the electron 
microscope has also received considerable attention in the last decade, but it is now 
becoming mainly the province of the commercial instrument manufactures. The 
original equipment manufactures are perhaps in a better position to interface directly 
with the inner working of the instrument. Many new electron microscopes now come 
equipped with a computer to record the data and possibly control the instrument. This 
can take the form of automatic alignment and focusing or simply a replacement for a 
traditional collection of knobs and switches. The related topic of remote access which 
involves accessing a microscope over a network from a computer in a location far 
away from the instrument is still a research topic. Data archiving is another problem 
for the simulation of electron microscopy. Digital storage has been developed since it 
has the advantage that the data will not degrade with time and can be readily 
transmitted electronically to any location. Also, digital storage can take up less space 
than a traditional collection of film or plates.  
Next, we will narrow down our discussions to two methods generally used in 
TEM simulations.   
2.1.2 Bloch wave method 
The Bloch wave method solves the time independent Schrodinger equation 
directly.  












                                                           (2.1) 
with: e: electronic charge, E: accelerating potential, h: Plank’s constant, m: 
relativistically correctly mass of the electron, V(rv ): crystal potential. 
The Bloch wave method makes use of the Bloch theorem that states that a 
particular solution of the electron of total energy E in a periodic potential V(r), which 
is of the form 
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Hence a particular solution of the Schrodinger equation is of the form: 
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where the general solution is a linear combination of them: 
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where: e(j) is the jth Bloch wave excitation and Ch(j) is the jth Bloch wave 
coefficient. 
In order to solve the Schrodinger equation using the approach of Bethe, one 
introduces into equation (2.1) the function U'(rv ) defined by: 







rU vv =¢                                                                          (2.6) 
U'( rv ) allows the refraction of the incident wavefront to be taken into account 
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by the mean inner potential V0 of the crystal: 
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Using U(rv ) equation (2.1) becomes: 
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where k0 is the wavevector of the wavefront propagating in a medium of potential 
E+V0 : 
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As E is much larger than V0 (of the order of 300kV compared to 10V) we can 
make the approximation known as the high energy approximation: 
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where c  represents the wavevector in vacuum. 
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Putting together terms with the same exponential, the secular equations that form an 
exact solution of the Schrodinger equation when all the planes waves defined on the 
nodes of the reciprocal space are taken into account (infinite Fourier development of 
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the crystal potential) are obtained: 















                                             (2.12) 
And the secular equations written in matrix form are: 
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This equation represents a set of equations which are the fundamental 
equations of the dynamical theory. In image calculations, the Bloch wave method 
provides a rather fast one for the calculation of Large Angle Convergent Beam 
Electron Diffraction (LACBED) patterns with dynamical high order laue zone (HOLZ) 
lines [9] (see Fig. 2.1).  
The Bloch wave approach allows a simple test to check that enough reflections  
have been introduced into the calculation: one has to repeat the calculation with one  
more reflection and check that the change induced in the largest eigenvalue is smaller 
than a given maximum. Further advantages of the Bloch wave approach are that 
HREM images of simple structures can be interpreted in terms of images of Bloch 
waves [10] and that the electron current density in the crystal can be calculated. 
  
Fig.2.1. Calculated Large Angle 
Convergent Beam Electron Diffraction 
pattern of Si [111] at 100kV, 
convergence angle 5nm-1 [9]. 
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2.1.3 Multislice method 
The multislice method is based on the physical optics approach [11]. A crystal 
of thickness z is sliced into many thin sections with thickness dz. Each section is 
projected onto a plane somewhere in the slice to obtain the projected potential for that 
slice. We then calculate the amplitudes and phases for all the beams which will be 
generated by the incident beam interacting with the first projection plane. We would 
think of this as being a many-beam image calculation for a single slice. We then allow 
all these beams to propagate down the microscope in free space until they meet the 
next plane. The scattering calculation is now repeated for all beams incident on this 
plane. This calculation produces a new set of beams which propagate through free 
space to the next plane. The process is summarized in Figure 2.2 
 
        
    
 
Fig.2.2 The potential within a slice is projected onto the first projection plane and the 
phase change calculated; this is the phase grating. The amplitudes and phases for all
the beams generated by interacting with this plane are calculated and then all the 
diffracted beams are propagated through free space to the next projection plane. The 
process is repeated [11]. 
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Essentially, the multislice method considers three components: ?  describes the 
electron wave; P is the propagator of the electron wave in free space; Q is the phase 
grating. 
The process can be described by the following equation: 
                 )()()()( 111 kQkPkk nnnn
vvvv
+++ ÄY=Y                                              (2.14) 
where ? n+1( k
v
) is the wave function in reciprocal space at the exit of the n+1 slice and 
the symbol Ä  denotes a convolution; Pn+1( k
v
) is the propagator for the n+1 slice. In 
other words, this is expressing the Fresnel diffraction phenomenon for this one slice 
because we are making a near- field calculation. Similarly, Qn+1( k
v
) is the Fourier 
transform of the phase grating function; it is a transmission function for the n+1 slice. 




) and Q( k
v
) are all functions in reciprocal space. 
Notice that the functions are all two-dimensional arrays. We can think of the different 
terms as being diffracted beams within the specimen. 
To maximize the efficiency of the computer in using fast Fourier transform 
routines, we can restate equation (2.14) 






+ Y=Y                                       (2.15) 
where F and F-1 denote the Fourier transform and inverse Fourier transform of the 
function inside the brackets. In this equation, qn+1( r
v ) is the real space form of 
Qn+1( k
v
), which is the inverse Fourier transform of Qn+1( k
v
). So q( rv ) is the real-space 
phase grating.  
The multislice method has been developed by many researchers and now it has 
become one of the most reliable and efficient methods for HRTEM image simulation 
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especially for large and complex super-cells. Figure 2.3 shows examples of simulated 
images based on the FFT multislice technique [9]. 





2.1.4 Image formation 
Figure 2.4 shows that the image formation in a High Resolution Electron 
Microscope is an interference phenomenon. Following Abbé theory the image points 
I1, I2, I3 are the result of the interference of spherical waves emitted by source points 
S-1, S0 and S1 that are in the back focal plane of the imaging lens (see Fig. 2.4). The 
amplitude distribution in the back focal plane is that of a Fraunhofer pattern. It is 
given by the Fourier transform. 
The transmission of the incident wave by the object introduces phase shifts to 
the diffracted beams. Though the phase of the diffracted beams depends on the crystal 
thickness, in ideally thin or “weak” objects— the resulting electron wave function can 
be described by a transmitted beam and low-amplitude diffracted beams  phase shifted 
Fig.2.3. Simulated HREM images for tungsten niobate at 200 kV with Cs = 0.5 mm. 
The thickness is 3.8nm; Defocuses from left to right are 42nm, 65nm and 83nm 
(under-defocus) [9]. 
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by p/2. To convert phase into amplitude information, the only form in which it can be 
registered on film or by a charge coupled device (CCD) camera, an additional phase 
shift is required. This is achieved by exploiting the phase shifts introduced by the  
spherical aberration and by the defocus aberration of the objective lens. In a 
conventional TEM the spherical aberration coefficient Cs is a fixed parameter causing 
a specific, unavoidable phase shift. Therefore, the objective lens is adjusted for a 
small deviation ? z from Gaussian focus to deliberately produce an additional phase 
shift which, together with that induced by spherical aberration, yields a value as close 
as possible to p/2 over the whole spatial- frequency spectrum required to properly 
image the atomic structure. As a result, the overall phase shifts of the diffracted beams 
are close to p, their amplitude is subtracted from that of the transmitted beam, and in 





Fig.2.4 Image formation as first proposed by Abbé. The incident wave is 
diffracted by the object. The Fraunhofer pattern of the object wave is brought onto 
the back focal plane of the lens. The image wave is made by the interference of the 
spherical waves emitted by point sources Si located in the back focal plane of the 
imaging lens [9]. 
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For the weak phase object approximation, the electron wavefunction across 
the exit face of the sample may be written in the first Born approximation as 
),(1)),(exp(),( yxiyxiyx ppe sffy -»-=                        (2.16) 
where 








p dzyxyx ff                            
is the electrostatic potential projected in the beam direction. Here s=2pme?/h2 is the 
positive interaction constant, with relativistically corrected values of the electron 
wavelength ? and mass m. The Ewald sphere has been approximated by a plane, i.e. 
all the excitation errors in the zero-order Laue Zone have been set to zero. The second 
term on the right-hand side of Eq. (2.16) is thus the phase shift introduced by the 
sample, which we treat as a pure phase object. Due to the unavoidable introduction of 
lens aberrations, the final image is convolved or blurred by a `point  spread function' 
given by the last term in Eq. (2.17). (The aberrations of the first lens, the objective 
lens, are most critical, since here the scattering angles are largest). The image 
intensity distribution recorded on the detector is then 
           )]()([sin),(21),( kPkFyxyxI p
vv
csf Ä--+»                                              (2.17) 
Here F denotes the Fourier transform, Ä denotes a convolution, and the spatial 
frequencies transferred by the lens are 1/d=| k
v
|=T/?=k, where T is the scattering 
angle (equal to twice the Bragg angle T B for crystalline samples). We assume, as is 
often the case in practice, that no objective aperture is present to limit resolution. The 
last term in Eq. (2.17) (the impulse response) is a negative, peaked function, near the 
optimum (Scherzer) focus setting, so the bright- field image consists of dark peaks in 
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regions of high projected electrostatic potential, superimposed on a constant 
background (the first term). The defocus ?f is taken negative for an underfocus, a lens 
weakened from Gaussian focus. For a simple one-dimensional phase grating of period 
d, since the scattering angles are all small, d=?/T=?/2T B. The dominant aberrations of 
the electron lens are described by an aberration function 
                2)( 432 kCkfk slplpc +D=
v
                                                                   (2.18) 
where ?f is the defocus (negative for a lens weakened from Gaussian focus) and Cs is 
the (positive) spherical aberration coefficient. Thus the effect of the lens and any 
objective aperture can be represented by a `transfer function' 
                ))(exp()()( kikPkA
vvv
c=                                                                            (2.19) 
where P( k
v
) describes the objective  aperture, being equal to unity within it and zero 
elsewhere. We may now seek the choice of focus setting ?f0 which makes the last 
term in Eq. (2.17) (the impulse response of the lens) as narrow as possible for best 
resolution. This problem was first studied by Scherzer [12], who defined focal settings 









                                                                              (2.20) 
for which the slope of ?( k
v
) is small over extended regions, called passbands. The 
case n = 0 has become known as the Scherzer focus and is used for most HREM work 
– this defines the lowest order passband which extends from k
v
=0. The Scherzer focus 
is thus 
                2/10 )(2.1 lsCf -=D                                                                                   (2.21) 
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2.2 Software for TEM simulations and image processing 
2.2.1 EMS-a software package for image simulation in materials science  
Many simulation programs used for the indexing of diffraction patterns, the 
plotting of stereograms or powder patterns and the simulation of High-Resolution 
Electron Microscopy images have already been written and published, but none of 
them includes all the functions that EMS offers in a single, structured package 
designed for small personal computers as well as for larger systems. 
The EMS [13] package has been designed to be very modular and extendable 
so that new operations can be easily created and tested. In addition, EMS has tables 
for the electron form factors and ionic radii. It is also able to generate the Regular 
Point System of the 230 space-groups of the International Tables of X-Ray 
Crystallography. The performance of the Silicon Graphic system is quite good for 
multislice calculations. For example, a Fast Fourier Transform of a 256*256 complex 
image can be done in less than 0.5s. Multislice calculations using 512*512 beams are 
possible and not limited to square sampling, so that the simulation of HRTEM images 
of interfaces is also possible. The EMS system has been organized around a file which 
contains all the crystallographic data needed for the simulation of HRTEM images or 
the calculation of diffraction patterns. Thus, in most cases the user first creates the 
crystal file for the structure of interest. A tensor notation has been used for all the 
crystallographic calculations and a space-group generator is able to generate the 
Regular Point System of any one of the 230 space-groups listed in the International 
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Tables for X-Ray Crystallography. The space-group generator has been adapted from 
an existing program. The scattering factors are predefined and have been taken from 
the papers of Doyle and Turner [14]. Other form factors can be supplied when needed. 
The normal quantum-mechanical convention of sign for the simulation of HREM 
images is used. 
The HREM image simulation program has been segmented into small tasks, 
which perform a specific calculation. The output of these tasks is in the form of 
images of real, complex or Fourier types. Tasks are available for adding, subtracting, 
printing, multiplying these images, so that a complete multislice calculation can be 
done without using tasks specifically dedicated to it. This modularity of the image 
calculation makes the EMS system simple to install and flexible for calculations. 
EMS is an extensive set of computer programs which can help the electron 
microscopist in the interpretation of experimental images. Although EMS offers 
numerous operations, it does not need an expensive computer system and is an open 
system which can be easily complemented by new operations. Crystal files for the 
structures often studied in a research laboratory can be created and kept on disk to 
form a data base which can used for the automatic identification of phases based on 
the indexing of diffraction patterns. EMS also offers two methods: the Bloch wave 
method and the multislice method for the calculation of the complex wave function at 
the exit face of a crystal. Furthermore the HREM image calculation follows the theory 
of the image formation under partially coherent illumination. In addition, the periodic 
continuation method has been included, making the calculation of crystalline 
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structures containing defects possible.  
2.2.2 The Semper system used for digital image processing 
Image processing is now regarded as indispensable in several areas of electron 
microscopy including high resolution image interpretation, such as contrast transfer 
function assessment, signal extraction from noise images of specimens, three-
dimensional reconstruction from two-dimensional projection images, and simple 
feature extraction. The Semper system [15] was developed to meet this need and 
allow simple encapsulation of established processing techniques, and flexibility in 
exploring new ones, within the framework of a single system which allows picture 
storage, display, modification, combination and analysis with extensive interactive 
facilities. 
Semper appears as an interactive or batch-mode interpreter for the Semper 
language. The intrinsic facilities of the language are much like those of other high-
level languages such as Fortran or Basic, including variable setting, algebraic 
expression evaluation, conditionals and branching. Implicit in the language are 
directory storage and access facilities for up to 999 pictures on each of several mass 
storage devices, and for a few pictures on a display screen used for output only. 
Floating-point representations are normally used for pictures, to allow for the wide 
dynamic range encountered in some of them, and to permit transforms to be handled 
as flexibly as images. There is a more compact 1 byte integer data type available, 
however, which is useful for larger pictures at some cost in terms of precision and 
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speed. Beyond these intrinsic facilities, there may be an indefinite number of 
“extension” commands sharing a common syntax, each invoking an “extension 
routine” to effect particular operations on particular pictures, much as an operating 
system might allow the user to run a particular compiler to generate machine code 
from a particular source language file. The purpose of the intrinsic facilities of the 
language is to allow these extension commands to be combined with the degree of 
flexibility necessary for serious processing. 
    We mention these two programs here since we will use Semper for the image 
processing and EMS for simulations in the subsequent work. 
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Chapter 3 Simulations of Si and GaAs 
thickness fringes 
3.1 Introduction 
As has been shown, Bragg diffraction is controlled by the crystal structure and 
orientation of the specimen, we can use this diffraction to create contrast in TEM 
images. It can be obtained by selecting specific electrons or excluding them from the 
imaging system. Therefore we can select either the direct beam or some of the 
diffracted beams in the SAD pattern to form a bright field (BF) image or dark field 
(DF) images. Figure 3.1 shows how BF and DF images form in TEM. In this figure, a 
BF image will be formed in the image plane of the lens if the objective aperture is 
selecting the direct beam while a DF image will be formed when the aperture selects 
only electrons scattered in a specific direction. Usually we tilt the inc ident beam such 
that scattered electrons remain on axis, creating a centered dark-field image, which is 
the operational mode generally used in DF imaging. In addition, in order to get good 
strong diffraction contrast in both BF and DF images we tilt the specimen to a two-
beam condition, in which only one diffracted beam is strong and the direct beam is the 
other strong spot in the pattern [1]. 
To understand the origin of thickness fringes we limit our discussion to the 
two-beam situation. From the Howie-Whelan equations, the intensity of the Bragg 
diffracted beam is then given by  
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f                                       (3.1) 
where seff is the effective excitation error 





+=                                                                            (3.2)  
and where s is the distance of the deviation from the Bragg condition and gx  is the 
extinction distance. Equation 3.1 shows that the diffracted intensity is periodic in the 
two independent quantities, the thickness t and seff. If s remains constant while t varies, 
then thickness fringes will result. It can be also seen that the intensity of both the 
direct beam and the diffracted beams oscillates as t varies. Furthermore, these 
oscillations are complementary for the DF and BF images, as shown schematically in 
Fig. 3.2. The intensity of the incident beam starts equal to unity and gradually decays, 
while the intensity of the diffracted beam gradually increases until it becomes unity; 
the process then repeats itself. When other diffracted beams are present the effective 
extinction distance is reduced. At greater thickness, absorption occurs and the contrast 
is reduced. 
A quantitative interpretation of electron diffraction patterns and the calculation 
of diffracted beam intensities requires a comparison of the recorded patterns with 
calculations [2]. To perform a computation the Fourier coefficients of the lattice 
potential must be known. In a first approximation one considers only elastic scattering. 
In practice, however, inelastic processes scatter electrons out of the Bragg reflections 
into the background causing an attenuation of the reflections. The removal of 
electrons from the Bragg reflections can be described as an absorption. This 
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absorption together with the increased background very severely affects the contrast 
in diffraction patterns, especially in the case of high-Z materials. The attenuation of 
the reflections can be incorporated into the dynamical theory by adding an imaginary 
part to the crystal potential [3]. The calculation of the diffuse background is more 
difficult [4]. Thus, if absorption is included, each Fourier coefficient Ug consists of 
two parts 
                     Ug=Vg+iV'g                                                                          (3.3)   
where Vg denotes the Fourier coefficient of the real lattice potential V( r
v ) and V'g 
represents the absorption arising from inelastic scattering. In the actual computations 
one must use certain estimates for V'g since these quantities are very difficult to 
calculate, up to now only rough approximations have been used. 
 
                  a)                                    b)                                          c) 
Fig.3.1 Ray path of a) bright- field, b) dark field and c) selected area diffraction mode 
[1].   (BFP=Back Focal Plane) 
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Fig.3.2 (A) At the Bragg condition (s=0), the intensities of the direct and diffracted 
beams oscillate in a complementary way. (B) For a wedge specimen, the separation of 
the fringes in the image. (C) is determined by the angle of the wedge and extinction 
distance [1]. 
3.2 Experiment 
Most semiconductors of interest have an underlying fcc lattice. However, they 
have two atoms per basis. The coordinates of the two basis atoms are (000) and (a/4, 
a/4, a/4) where ‘a’ denotes the lattice constant. Since each atom lies on its own fcc 
lattice, such a two atom basis structure may be thought of as two interpenetrating fcc 
lattices. One lattice is displaced from the other by a translation along a body diagonal 
direction (a/4, a/4, a/4). Figure 3.3 gives details of this important structure. If the two 
atoms of the basis are identical, the structure is called diamond. Si, Ge, C, etc fall in 
this category. If the two atoms are different the structure is called the zinc blende 
structure, GaAs, AlAs, CdS, etc fall in this category.  
The 90° cleaved wedge specimen was developed because many compound 
semiconductors such as GaAs are grown with a (001) surface and can be easily 
cleaved on the {110} planes. From Fig. 3.4, it can be seen that the thickness of the 
sample can be determined geometrically: the thickness (2t) of the observed region is 
twice that of the distance (t) from the edge of the specimen. 
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Fig.3.3. The zinc blende crystal structure. The structure consists of the 
interpenetrating fcc lattices, one displaced from the other by a distance (a/4, a/4, a/4) 
along the body diagonal. The underlying Bravais lattice is fcc with a two atom basis. 
The positions of the two atoms are (000) and (a/4, a/4, a/4) [5]. 
 
Fig.3.4 Schematic illustration of a 90° cleaved wedge sample used for TEM 
observation and the geometry of imaging condition [6].   
 
In this experiment, a Philips CM300 FEG electron microscopes operated at 
297 kV was used to record thickness fringes from Si and GaAs 90° cleaved wedge 
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specimens in the <001> orientation. Both unfiltered and energy-filtered images were 
investigated. Energy-filtered images were collected using a Gatan imaging filter with 
a slit width of 10eV, which is narrow enough to exclude all plasmon scattering, but 
will not exclude phonon scattering. The 90° angle of this specimen means that the 
crystal thickness can be easily determined as twice the distance from the edge of the 
specimen and the cleaving process minimises contamination and surface damage. 
Thickness fringes provide one way of comparing experimental and simulated 
beam intensities by measuring the intensity of each beam as a function of specimen 
thickness in the bright- field and dark-field images. In this case we used the 90° 
cleaved wedge specimen to measure the beam intensity as a function of specimen 
thickness. 
Bright- field and dark-field images of thickness fringes were taken using an 
objective aperture of radius 5.0 mrad. The dark-field images were taken by displacing 
the objective aperture to the respective beam rather than tilting the incident 
illumination. While such non-centred dark-field images suffer a slight loss of 
resolution with respect to centred dark-field images, this method does ensure that the 
orientation of the incident beam with respect to the crystal is exactly the same for all 
images. Thickness fringe profiles were simulated using the EMS Bloch wave program 
bz2. 
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3.3 Results 
3.3.1 The simulation of Si thickness fringes 
All the bright field and dark field images were (1024×1024) pixels in size. 
Sections of the experimental thickness fringes were projected over a distance of 
200nm using the Semper image processing program. The resulting one dimensional 
fringe profiles were aligned laterally and scaled to an incident intensity of unity. The 
variation in specimen thickness with distance in each profile was calibrated as 
0.4749nm/pixel. The specimen thickness can be determined both as twice the distance 
from the edge of the specimen and using weak beam thickness fringes at conditions 
insensitive to gx . From Fig. 3.5, it can be seen that the two calibration methods are 
inconsistent. Because it is difficult to cleave Si into a 90° wedge shape perfectly, this 
makes the thickness determined by the geometry unreliable, and the thickness 
calibration determined by weak beam fringe positions was used in this case. 
For simulations, the image intensity I( gv ) of the scattering wavevector gv  was 
calculated for gv  = (000) and for gv =(220)s. The calculation included absorption using 
the program ‘bz2’ of the EMS software package. Simulated thickness fringe profiles 
were matched to both bright and dark field experimental profiles by varying the 
values of the Debye-Waller factor, absorption coefficients and misorientation from the 
zone axis orientation. The best- fitting parameters are listed in Table 
3.1.
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Fig.3.5. The specimen thickness is determined by (a) twice as the distance from the 
crystalline edge and (b) weak beam fringe positions. 
 
Table 3.1 Parameters that best fit the experimental data 
Material V'g/Vg DWF(nm2) Tilt (mrad) from 
zone axis 
Silicon 0.02 0.0046 1.02 
 
We can see from Fig.3.6 that the simulations predict the fringes in roughly the 
right places, suggesting the values of the Debye-Waller factor and absorption are 
correct. However the intensities do not match very well. Possible reasons are that the 
images were not energy filtered and the specimen was becoming contaminated with 
carbon in the microscope. Carbon contamination adds a uniform background to the 
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experimental intensity. We normalize the intensity to 1 for the incident intensity. We 
can see that the intensity drops at zero thickness and we attribute this to the 
amorphous layer and carbon contamination.  
To reduce the errors from carbon contamination and ion thinning damage 
subsequent sample preparation was done using cleaved wedge samples. Si is difficult 
to cleave well, so we chose GaAs as the specimen, which is much easier to cleave 
than Si. The thickness of a 90° wedge specimen can be determined as twice as the 
distance from the  crystalline edge. Cleaved specimens mean that a more accurate 
thickness can be used in the calculations. Both unfiltered and energy-filtered thickness 
fringes were investigated. 
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Fig.3.6. Thickness fringe intensities as a function of sample thickness for (a) 000, (b) 
220, (c) 2 2 0, (d) 2 20 and (e) 2 2 0 beams for a 90° wedge shaped Si crystal at [001]. 
Experimental measurements are shown as solid lines and simulations as dotted lines. 
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3.3.2 The simulation of GaAs thickness fringes 
Bright field and dark field images of GaAs were taken from a [001] GaAs 
wafer cleaved along {110} under similar conditions as for the Si images described in 
section 3.3.1. For GaAs both unfiltered and energy filtered images (10 eV slit) were 
taken through a Gatan imaging filter. The variation in specimen thickness with 
distance in each profile was calibrated from both specimen geometry and weak beam 
thickness fringes as 0.4533nm/pixel. A high accuracy was achieved for this 
measurement by calibrating the image magnification using Si lattice fringes and in 
addition using weak beam thickness fringes. The data were consistent to 7% as shown 
in Fig. 3.7. Sections of the experimental bright- field and dark-field thickness fringes 
were projected over a distance of 150nm parallel to the edge of the crystal using 
Semper and are shown as solid lines in Fig. 3.8. All intensities were normalised so 
that the incident intensity is 1.  
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Fig.3.7. The specimen thickness is determined by (a) twice as the distance from the 
crystalline edge and (b) weak beam fringe positions.  
For simulating the thickness fringes we need to determine the Debye-Waller 
factor, absorption and crystal tilt that best match all the thickness fringe images (see 
table 3.2). The Debye-Waller factor determines the spacing of the thickness fringes, 
the absorption changes, the rate at which the intensity decays with thickness as well as 
affecting the thickness fringe spacing, while the crystal tilt affects the asymmetry 
between opposite pairs of reflections. Finding a consistent set of values requires trial 
an error starting from values reported elsewhere. Debye-Waller factors typically used 
for GaAs are 0.0062nm2 for Ga and 0.0049nm2 for As [7, 8], 0.0066nm2 for both [9, 
10] and 0.01nm2 for both [11]. Our value of 0.01nm2 is the same as that found by 
Dunin-Borkowski et al [11] for a similar thickness fringes experiment and is 
significantly larger than the values determined by other methods. A possible reason 
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may be that the observed features are related to electron beam-induced damage. It was 
stated that such effects can produce an effective increase in the “DWF” of the material 
[11, 12]. Reported values for absorption (Vg'/Vg) range from 0.05 [12, 13] to 0.07 [11] 
with our value being 0.077 for energy-filtered and 0.075 for unfiltered images. 
Absorption models the loss of electrons from the elastically scattered beams by all 
mechanisms, with phonon scattering and plasmon scattering being the most 
significant. The amount of phonon scattering present in the images will depend on the 
size of objective aperture used and this will explain some of the variation between 
reported values. It can be seen from Fig. 3.8 that the thickness fringes from each set of 
dark-field reflections are not the same, suggesting a small degree of crystal tilt, and 
the crystal tilt that best fitted the asymmetry between the beams was 0.44mrad. 
Table 3.2 Parameters that best fitted the experimental data.  
Material Filtering V'g/Vg DWF(nm2) Tilt(mrad) 
from zone axis 
GaAs unfiltered 0.075 0.01 0.44 
GaAs filtered 0.077 0.01 0.44 
The experimental and simulated thickness fringe intensities agree over most of 
the thickness range to within about 20%. The most significant discrepancies are at the 
first thickness fringe (dark in bright- field and bright in dark-field) for the (000) and 
(220) reflections and to a lesser extent at other maxima and minima. This is 
significant because it is at a thickness used for lattice imaging and is consistent with 
previous findings [5]. Even so, the greatest discrepancy is about 30% for the (2`20) 
beam at 15nm. The average level of the (200) and to a lesser extent the (400) beams is 
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experimentally higher than the simulations, most likely due to the contribution from 
the thin amorphous surface layer which adds a uniform background to the intensity. In 
addition, there is a small peak in the (200) intensity near the specimen edge that 
probably comes from the amorphous layer, as at its maximum, the (200) beam 
intensity is only about 0.005, it is more affected by the noise induced by amorphous 
layers and the phonon scattering. 
It can be seen that intensities are generally bigger in experiment than in 
simulation, since the phonon scattering cannot be removed by energy filtering. In 
addition, the source of stray scattering and the presence of an amorphous layer on the 
specimen surfaces have not been taken into account. We can also see that energy 
filtered images fit simulations better than unfiltered ones, since for unfiltered images, 
plasmon and core loss inelastic scattering electrons contribute to the image and 
provide the background to make intensities greater than that of energy-filtered images 
where most inelastic scattering electrons were removed. They can be seen in the (200) 
reflections where the intensity scale is significantly magnified.  
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Fig.3.8. 90° wedge shaped GaAs thickness fringe intensities as a function of sample 
thickness for BF and 200s, 220s and 400s at [001] axis. Experimental measurements 
are shown as solid lines and simulations as dotted lines. Both unfiltered and energy-
filtered data are presented. 
3.4 Discussion 
A knowledge of accurate absorption parameters in electron diffraction is 
particularly important in the use of techniques such as quantitative convergent beam 
electron diffraction for the characterization of electron densities. Some theoretical 
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predictions of contributions to absorption parameters have been determined [14], but 
experimental effects such as inelastic scattering and specimen damage are known to 
affect absorption parameters dramatically, as a function of the material examined and 
both the time for which the specimen is irradiated in the microscope and the objective 
aperture size used. In our case, absorption coefficients vary with both specimen 
preparation methods used and experimental conditions. The removal of electrons from 
the Bragg reflections can be described as an absorption. Some experimental effects 
such as inelastic scattering and specimen damage are known to affect absorption 
parameters dramatically. So it is difficult to calculate absorption accurately. Up to 
now only rough approximations have been used. We use the absorption coefficient 
values from elsewhere as a starting point, then adjust them as free parameters to fit the 
data. It is thought to be a major error in the experimental intensity measurement from 
sample to sample. In addition, the presence of stray scattering and the amorphous 
layer on the specimen surfaces has not been considered here. This may require normal 
absorption to be modeled using two exponential decays rather than one [15] and this 
would phenomenologically allow a better contrast fit for the first thickness fringe. 
The Debye-Waller factor smears out the atoms by convoluting the atomic 
potential with a Gaussian represent ing the average thermal vibration amplitude. Thus 
all the atoms in the calculation remain centered on their equilibrium positions but 
appear broader. The Debye-Waller factor thus reduces the scattering to the higher 
order beams. Given that no diffuse intensity is produced between the diffracted beams 
and no electrons are lost in the calculation, the net effect is to increase the relative 
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number of electrons in the (000) and low order beams. In this respect, the Debye-
Waller factor models experimental beam intensities well, but it does not model the 
diffuse intensity between the beams. Diffuse scattering is confined to the low order 
beams. To make simulations match experiment the absorption parameters have to be 
adjusted for the objective aperture to allow fo r the effect of the diffuse scattering 
between the beams.  
In this investigation the Debye-Waller factor is used to model phonon 
scattering as in most conventional lattice image simulations. In our case, the Debye-
Waller factor is 0.0046 nm2 for Si, consis tent with the value from the literature. 
However, it is 0.01 nm2  for GaAs, apparently much larger than that which is typically 
quoted. It should be noted that the DWF is the only major parameter, apart from 
specimen tilt and absorption, which controls the fringe spacing. We can see that the 
spacing of fringes is not perfectly consistent with simulations as the thickness 
increases. The change in the spacing of fringes with thickness suggests that there is a 
change in the Debye-Waller factor associated with specimen damage as a function of 
thickness and temperature. This might be explained by the effect of variations in the 
interstitial depletion depth and the dependence of the form of knock-on damage. The 
knock-on damage for the sample is time dependent to the electron beam. 
3.5 Conclusion 
When it comes to the comparison between the experimental data with 
simulations, it is difficult to quantify some experimental parameters. Especially,  
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carbon contamination and electron beam damages are impossible to be measured 
quantitatively, but they do exist and affect the experimental images. We can see the 
amorphous lay in experimental images and it causes the reduction of the intensity at 
the zero thickness of the sample. Measurements can be taken to avoid or reduce this 
undesirable effect. 
It has been established that simulation of the thickness fringes match 
experimental results with the largest error being about 20% for the first bright fringe 
in dark field images. This agrees with results obtained by others from quant itative 
matching of CBED patterns. It should be noted that quantitative CBED is possible 
only on comparatively thick crystals (about 100nm). The thickness fringe results 
presented here have shown that simulations of the exit surface wavefunction match 
experimental images at all thickness below 100nm, although the match for thin 
crystals is not as good as thick crystals. Results for thickness fringes from thin crystal 
have shown that the{220} intensity is about 20% less than that of simulation, which is 
consistent with the low contrast in lattice images for thin samples, but nowhere near 
the factor of three needed to explain the low contrast in high-resolution images. The 
thickness fringe simulations show that it is possible to simulate all the diffracted beam 
intensities with an error no larger than 20%. This shows that diffracted beam 
intensities are being simulated correctly and are not the source of poor match of 
HREM image simulations to experimental images. We will thus use the parameters 
determined from thickness fringes as input to HREM simulations to ascertain whether 
they can predict the beam intensities well over a wide range of thicknesses. The 
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experiments reported in this chapter suggest it should be possible to match lattice 
images to simulations to better than 20%. Any larger errors can only be due to the 
objective lens part of the calculation and not the beam intensity part investigated here. 
We will discuss this topic in detail in the next chapter.  
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Chapter 4 Quantitative measurements of 
lattice fringe amplitudes for GaAs 
4.1 Introduction 
Computer simulations have been used to understand experimental high-
resolution electron microscope images in a qualitative fashion for many years, and 
usually the information on the structure of a specimen can be quickly extracted from a 
HRTEM micrograph by mere visual inspection. However, regarding a lot of 
information contained in HRTEM micrographs, it is desirable to extract as much as 
possible. This should be done in a quantitative manner. When comparing simulated 
images with experimental micrographs, a considerable mismatch in the magnitude of 
the contrast is generally observed. That is to say, the contrast in the experimental 
images is much less than is predicted by simulations, typically by a factor of around 
three [1-3]. This problem is under active investigation and possible causes of this 
discrepancy have been discussed [4]. However, researchers have shown that diffracted 
beam intensities as measured either on convergent beam patterns or thickness fringes, 
can be predicted well at high thicknesses [5]. This suggests that the discrepancy lies 
either in the calculation of diffracted beam intensities at low thicknesses, or in the 
high-resolution imaging part of the calculation of lattice images where the effects of 
the objective lens are included [6-8].  
It has also been shown in chapter 3 that diffracted beam intensities as 
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measured from thickness fringes agree with simulations to better than 20% over a 
wide range of thicknesses including the thin samples used for HREM imaging. The 
results in chapter 3 thus rule out an error in the calculation of the diffracted beam 
intensities at low thickness and suggest that the problem lies with calculating the 
effects of the objective lens. 
In this chapter, a comparison will be made of experimental and simulated 
lattice images of GaAs using the parameters determined from thickness fringes in 
chapter 3. This will ensure that the beam intensities used in thickness fringe 
simulations are correct to better than 20%, and discrepancy in the lattice fringe 
contrast can thus be attributed to the objective lens part of the calculation. 
4.2 Experimental Details 
In this experiment Philips CM300 FEG electron microscopes operated at 297 
kV in Cambridge was used to record lattice images from GaAs 90° cleaved wedge 
specimens in the <001> orientation. Unfiltered and energy-filtered images were 
investigated, both with and without an objective aperture. Energy-filtered images 
were taken using a Gatan imaging filter with a slit width of 10eV, which is narrow 
enough to exclude all plasmon scattering, but will not exc lude phonon scattering. The 
90° angle of this specimen means that the crystal thickness can be easily determined 
as twice the distance from the edge of the specimen and the cleaving process 
minimises contamination and surface damage. 
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Fig.4.1. The objective aperture used for the subsequent experiment is shown on the 
diffraction pattern at <001> zone axes of GaAs. 
A focal series of 10 energy-filtered high-resolution images was taken at the 
<001> zone axis with an objective aperture of radius 17.6mrad (8.9nm-1 radius, 
includes 420 but excludes 440) used to provide a known maximum scattering angle 
(see Fig. 4.1). The contrast of a similar series of HRTEM images without the objective 
aperture has also been investigated. The defocus and astigmatism of each image was 
determined from the amorphous surface layer by the phase correlation and focal series 
reconstruction method of Meyer et al. [9]. Images were simulated using the EMS [10] 
multislice program ms1 for thickness steps of 0.565nm assuming parallel surfaces and 
image processing carried out using Semper [11], with both programs running on a 
Silicon Graphics workstation. The power spectrum was calculated for 2´ 2 unit cell 
areas cut from the experimental and simulated images [12]. Lattice fringe amplitudes 
were determined from the following formula: 
22 NAF ´=                                                                                       (4.1) 
where F was the value of the beam intensity corresponding to the lattice fringe in the 
power spectrum, A the lattice fringe amplitude and  N the total number of pixels in the 
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image. 
All images were scaled so that the incident intensity when no specimen was 
present was unity. The words intensity and contrast have been used differently in 
different papers. Here, to avoid confusion, intensity means the average value in an 
image, while contrast means some measure of the local variation in intensity, which is 
defined here as the ratio of lattice fringe amplitude to the mean intensity (see Fig 4.2), 
and pattern refers to the qualitative distribution of bright and dark dots in a lattice 
image. 
 
Fig.4.2. Diagram showing the definition of the lattice fringe contrast. 
In the following discussion, we will compare lattice fringe amplitudes with 
simulations for four different conditions: energy-filtered with an objective aperture; 
unfiltered with an objective aperture; energy-filtered without an objective aperture; 
and unfiltered without an objective aperture. This will work out how much scattering 
is elastic and inelastic as a function of thickness, and how many electrons are 
scattered to angles outside the objective aperture. 
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4.3 Results: lattice images 
4.3.1 Measurements of lattice fringe amplitudes of energy-filtered 
images with an objective aperture 
Energy-filtered defocus series of high-resolution electron images were 
acquired at an accelerating voltage of 297kV from a 90° cleaved wedge GaAs. A 
defocus series of lattice images, of which representative examples are shown in Fig. 
4.3, were acquired from a small area of GaAs specimen that had been taken at the 
[001] orientation. An objective aperture of semi-angle 17.6 mrad (8.9nm-1) was used 
to limit stray scattering. A Digital Micrograph script allowed the automated 
acquisition of an unfiltered image close to Gaussian focus (with the energy-selecting 
slit of the imaging filter removed), followed by a defocus series of ten energy-filtered 
images (using a 10eV energy-selecting slit) from near Gaussian defocus towards 
underfocus in steps of approximately 10nm, and finally an energy-filtered image at 
the starting defocus. The absolute value of the defocus of each image was determined 
by using the phase correlation and focal series reconstruction method of Meyer et al 
[9]. This method is based on analyzing phases in the Fourier domain, which makes the 
influence of each Fourier component independent of its magnitude. The focus 
differences and the displacements of images taken at different nominal foci are 
determined by maximizing the peak height of the phase compensated PCF (phase 
correlation function) between them. This allows an image wave to be restored, from 
which the absolute value of defocus and two-fold astigmatism can be determined. 
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This method works reliably and can be fully automated even for largely crystalline 
materials with little amorphous contamination, where conventional diffractogram 
based methods usually fail. It is also unaffected by specimen drift between exposures. 
 
                                                                 Chapter 4 Quantitative measurement of lattice fringe amplitudes for GaAs 
 66
 
                                                                 Chapter 4 Quantitative measurement of lattice fringe amplitudes for GaAs 
 67
Fig.4.3. a) One member of a defocus series of energy-filtered electron images of a 
GaAs crystal oriented at a [001] zone axes. b) The inset enlargement shows the 2´2 
unit cell of GaAs which is extracted from the experimental image. c) Fourier 
transform of b). Another two members of the defocus series analyzed subsequently 
are shown in d) and e) 
 
For simulating lattice images there are many more parameters that need to be 
determined than for diffracted beam intensities. If we calculate all possible images by 
varying microscope parameters in turn, even with the fastest computer this task will 
take several years and produce such a large number of images that sorting them will 
not be possible. Therefore, as far as possible these parameters need to be determined 
independently of the images being simulated.  
 
Fig.4.4. The diagram of the focal spread caused by the electron energy spread. It 
describes the standard deviation of an assumed Gaussian distribution of defocus 
values fD . 
Instability of the high tension leads to the electron energy spread which 
                                                                 Chapter 4 Quantitative measurement of lattice fringe amplitudes for GaAs 
 68
changes the effective defocus. In this work, a focal spread of D (5nm) was used  being 
described by the standard deviation of an assumed Gaussian distribution of defocus 
values fD , which was determined from the energy width of the zero loss peak in an 








where Cc is the chromatic aberration constant and )( 0Vs  is the standard deviation of 
the microscope voltage.  
The beam divergence (0.6mrad) was a typical value determined from other 
sets of images taken under the same conditions. Although this is rather large for a 
field-emission gun microscope, beam divergence has only a small effect on images 
close to focus. The Debye-Waller factor used (0.01nm2 for both Ga and As) was 
determined from the best fit to the thickness fringe intensities in section 3.3.2 of 
chapter 4. Beam tilt was assumed to be zero because the microscope was aligned to 
the coma-free axis before the lattice images were taken. The defocus value needs to be 
considered carefully with the absolute value of the defocus determined at the crystal 
edge. It is noted that the sample is a 90° wedge and an additional underfocus needs to 
be added according to the increased specimen thickness caused by the exit surface of 
the cleaved crystal being 45° to the electron beam direction. 
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Fig.4.5 Absorption varies with the size of the objective aperture. A big objective 
aperture includes more phonon scattering. Ob1 denotes the objective aperture used for 
thickness fringes and ob2 represents the one used for lattice images. 
 
 
   
Fig.4.6. Mean intensity of the 
GaAs lattice fringe image at 
defocus –40nm. Solid line, 
experimental image; dotted line, 
simulation. 
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Fig.4.7. Experimental and simulated lattice images from the edge of a GaAs crystal 
identical to that used for thickness fringes and taken with defoci (a) –40nm, (b) –
64nm and (c) –89nm. 
Some parameters could not be established independently and had to be 
determined from the experimental images. Phonon scattering occurs between the 
beams in the diffraction pattern. Thus absorption will be lower than the value 
determined for the thickness fringes (0.077) because with a larger objective aperture 
(17.6mrad) more phonon scattering is included, as compared to the objective aperture 
(5.0mard) used for thickness fringes (see Fig. 4.5). As a result, the absorption value 
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used (0.055) was determined to match a plot of the mean intensity of the lattice 
images vs thickness (Fig. 4.6). It can be seen that the match is imperfect, which is 
probably due to the scattering from amorphous contamination. The lattice images 
were taken in a different session and on a different microscope to the thickness fringe 
images, so the crystal tilt needed to be re-determined. It was found by trial and error 
based on a comparison of the pattern of the lattice images and the plots of lattice 
fringe amplitude vs thickness (particularly the minima in these plots) with simulations 
at all defocus values. Vibration is generally the most difficult parameter to determine 
independently. It covers any effect that removes high-frequency information from the 
final images such as sample vibration and imperfections in the imaging system. The 
effect on diffractograms of amorphous material is very similar to that of focal spread 
and is often masked by beam convergence. The approach used here was to assume all 
aspects of vibration, including the point-spread function of the detector, could be 
modelled as a Gaussian damping of the high frequencies in the image. Thus, vibration 
will affect the amplitude of the 400 fringes much more than that of the 220 or 200 
fringes. We thus chose a value of vibration (0.02nm) that gave a similar ratio of 
simulated to experimental fringe amplitudes for the 200, 220 and 400 fringes for all 
defoci. By doing this, it is assumed that the vibration will reduce the simulated 400 
fringe amplitudes to a value nearer to the experimental 400 fringe amplitudes. 
Lattice images and selected simulations for three of the defoci (with the 
change of exit surface defocus with thickness allowed for) are shown in Fig. 4.7. It 
can be seen that qualitatively the pattern of the simulations matches the experimental 
                                                                 Chapter 4 Quantitative measurement of lattice fringe amplitudes for GaAs 
 72
images over the full range of thickness and defocus rather well. For most defoci the 
220 fringes are strong near the specimen edge and the 400 fringes strong at about 
15nm thickness where the 000 beam is at a minimum. The effects of crystal tilt 
become more obvious in the thicker regions and are reflected in the simulations (eg –
40nm defocus at 20nm thick and –89nm defocus and 20nm thick). 
The 200, 220 and 400 lattice fringe amplitudes as a function of thickness for both 
the experimental and simulated lattice images are shown in Fig. 4.8. The positions of 
the minima agree well, although they are less well defined due to noise. Likewise the 
relative amplitudes of the 220 and 400 fringes agree well. The experimental 200 
fringe amplitudes show very poorly defined minima and appear as a gradual rise in 
amplitude, which is different from the oscillations in the simulated 200 fringe 
amplitude. 
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Fig.4.8. 200, 220 and 400 lattice fringe amplitudes measured from the three 
experimental (solid line) and simulated (dotted line) images in Fig.4.7. An example of 
only one of the two perpendicular lattice fringes is shown for each beam. 
4.3.2 Measurements of lattice fringe amplitudes of unfiltered 
images with an objective aperture 
Unfiltered experimental images were taken with the same microscope and 
specimen just before recording the filtered images. An objective aperture of semi-
angle 17.6 mrad (8.9nm-1) was used to limit stray scattering. A Digital Micrograph 
script allowed the automated acquisition of an unfiltered image close to Gaussian 
focus (with the energy-selecting slit of the imaging filter removed). Similar image 
processing and simulations were carried out. 
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The absorption coefficient (0.01) is much less than that of the energy-filtered 
images since most inelastically scattering electrons (e.g. plasmon and core loss) were 
included. Because it was not possible to determine the absolute defocus in the 
unfiltered image by using the phase correlation and focal series reconstruction method 
of Meyer et al, it was assumed that images were taken approximately 10nm apart and 
the defocus measured here is +10nm (overfocus), and the additional underfocus was 
added according to the increased specimen thickness 
From Fig. 4.9 we can see that the mean intensity matches the experiment very 
well up to 23nm, suggesting the correct value of absorption. However, the magnitude 
of the contrast in the experiment is generally bigger than simulations for 220 and 400 
lattice fringes (Fig. 4.9). The simulation close to Gaussian focus produces very low 
lattice fringe amplitudes. This discrepancy possibly results from a poor estimate of the 
defocus value. It should be noted that Meyer’s method for determining defocus will 
work only if the sample is thin and does not change between exposures. It is found 
that this method does not work with all images. Possible reasons are that carbon 
contamination and electron beam damage may lead to invalid phase correlation with 
other images. Another feature is that the amplitudes are comparable between 
unfiltered and energy-filtered for 200, 220 and 400 lattice fringes within the thickness 
of 20nm, but the mean intensity is lower in the filtered than the unfiltered images (Fig. 
4.10). This proves that inelastic scattering electrons (primarily plasmon image) just 
cause a reduction in the image intensity without loss of fringe amplitudes for energy-
filtered images, but for unfiltered images such scattering, and with associated angular 
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scattering, makes much more contribution to the image as a uniform background than 
the lattice fringe amplitudes [13-15].  
 
Fig.4.9. 000, 200, 220 and 400 lattice fringe amplitudes measured from the unfiltered 
experimental (solid line) and simulated (dotted line) images. Simulated defocus value 
is 10nm. The images were taken with an objective aperture of the semi-angle being 
17.6 mrad.  
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Fig.4.10. 000, 200, 220 and 400 lattice fringe amplitudes measured from the 
unfiltered experimental (solid line) and one of energy-filtered experimental (dotted 
line) images. Both images were taken with an objective aperture of the semi-angle 
being 17.6 mrad.  
4.3.3 Measurements of lattice fringe amplitudes of energy-filtered 
images without an objective aperture 
A series of images was taken as before without an objective aperture and with 
most parameters already determined since images were taken in the same session. The 
defocus is unique to a particular image and the absorption will change with the size of 
objective aperture, so they need to be re-determined. 
Selected lattice images and their simulations are shown in Fig. 4.11. It can be 
seen that qualitatively the pattern of the simulations matches the experimental images. 
At greater thicknesses, the experimental image is indistinct compared with simulation, 
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which suggests the low contrast in the experimental image. On the other hand, the 
quantitative match with the mean intensity (Fig. 4.12-a) means that correct value of 
absorption was used. It was found that the absorption coefficient (0.055) is the same 
as the one used for lattice images taken with an objective aperture. Considering the 
images were both energy-filtered and the only difference was whether or not an 
objective aperture was used, it can be said that the objective aperture used was large 
enough that the phonon scattering is unaffected 
The 200, 220 and 400 lattice fringe amplitudes are compared as a function of 
thickness for both the experimental and simulated lattice images in Fig. 4.12. The 
result is similar to that of images taken with an objective aperture. The fringe 
amplitudes are about two times greater in the simulation than in the experimental 
image, proving that the stray scattering outside the objective aperture does not have a 
significant effect on the energy-filtered images. 
 
Fig.4.11. Experimental and simulated lattice images from the edge of a GaAs crystal 
with the defocus of -67nm. The experimental image was taken without an objective 
aperture and it was energy filtered. 
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Fig.4.12. 000, 200, 220 and 400 lattice fringe amplitudes measured from the 
experimental (solid line) and simulated (dotted line) image in Fig.4.11. An example of 
only one of the two perpendicular lattice fringes is shown for each beam. 
 
 
4.3.4 Measurements of lattice fringe amplitudes of unfiltered 
images without an objective aperture 
When comparing 000, 200, 220 and 400 lattice fringe amplitudes between the 
experimental and simulated image (Fig. 4.13), it can be seen that the results are 
similar to those of the unfiltered image with an objective aperture. The lower contrast 
near Gaussian defocus of the simulation with respect to the experiment suggests the 
defocus value (10nm) is incorrectly. If the unfiltered experimental lattice fringe 
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amplitudes with and without an objective aperture (Fig. 4.14) are compared, it is 
found that the mean intensity and most lattice fringe amplitudes are comparable 
except for the 400 fringe amplitude which is lower in the image without an objective 
aperture. This is probably due to the different defocus between these two images, and 
is consistent with the energy-filtered images. So, although the objective aperture 
should exclude stray scattering which may lead to the addition of a constant 
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Fig.4.13. 000, 200, 220 and 400 lattice fringe amplitudes measured from the 
experimental (solid line) and simulated (dotted line) image. The experimental image 
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Fig.4.14. 000, 200, 220 and 400 lattice fringe amplitudes measured from the 
unfiltered image without an objective aperture (solid line) and unfiltered with an 
objective aperture (dotted line).  
4.4 Using the frozen phonon approximation for simulations 
Phonon (thermal diffuse) scattering is caused by atoms vibrating due to 
thermal motion. For high energy electrons, the time taken for each electron to pass 
through the crystal is much smaller than the vibration period of the atoms but the 
interval between incident electrons is much longer than the vibration period. Thus to a 
simple electron the atoms appear frozen in one configuration, but the next electron 
sees a different configuration of frozen atoms. There are three ways of dealing with 
phonon scattering in image simulations-the Debye-Waller factor, the frozen phonon 
approximation and the Debye phonon model. 
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The Debye-Waller factor smears out the atoms by convoluting the atomic 
potential with a Gaussian representing the average thermal vibration amplitude. Thus 
all the atoms in the calculation remain centered on their equilibrium positions but 
become a little broader. The Debye-Waller factor thus reduces the scattering to the 
higher order beams. Given that no diffuse intensity is produced between the diffracted 
beams and no electrons are lost in the calculation, the net effect is to increase the  
relative number of electrons in the 000 and low order beams. In this respect, the 
Debye-Waller factor does not model the diffuse intensity between the beams. 
Electrons that would be scattered diffusely remain in the low order beams. To make 
simulations match experiment the absorption parameters have to be adjusted for the 
size of objective aperture used to allow for the effect on the image of the diffuse 
scattering between the beams. 
In the frozen phonon approximation, atoms are considered to be vibrating 
independently of each other. In an image simulation, no Debye-Waller factor is used 
but instead the atoms are displaced randomly from their equilibrium sites. The 
calculation must be repeated for many different configurations of random 
displacements and averaged. 
The program autoslic uses the frozen phonon technique which is introduced as 
a means of including the effects of thermal vibrations in multislice calculations. This 
technique produces a thermal diffuse background which is neglected in the standard 
multislice calculation. In this section, we simulate lattice images using the program 
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autoslic and compare these with simulations using the conventional Debye-waller 
factors. For simulating lattice images, the slice dimensions were 256×256 pixels and 
5×5 unit cells. The gallium r.m.s atomic displacement was 0.075Å and the arsenic 
displacement was 0.085Å. All other parameters used are as the same as those used for 
the EMS program. The lattice fringe amplitudes were calculated for several 
thicknesses, defoci and the contrast differences between the two simulation models.   
It can be seen from Fig.4.15 that the mean intensity is larger from the frozen 
phonon simulation than in the experiment, since no absorption was used in this 
approximation and the r.m.s atomic displacement takes limited effect to make the 
mean intensity fit well. It can be seen that the image patterns are similar between two 
simulations and match the experiment images rather well (see Fig.4.16) although they 
look slightly different for thick crystals. Fig.4.17 shows the contrast differences 
between experiment and the two different simulations. For most thicknesses and 
defoci lattice fringe amplitudes from the frozen phonon approximation are generally 
larger than those obtained from EMS. This partly arises from the absence of 
absorption in the frozen phonon model.  
The most significant discrepancy is the mean intensity. In order to eliminate 
the effects of the mean intensity, the overall contrast is defined as the average ratio of 
the lattice fringe amplitude to the respective mean intensity over three defoci. The 
ratio of the overall simulated lattice fringe contrast to experimental lattice fringe 
contrast is plotted in Fig.4.18. It is called the “Stobbs factor”. It can be seen that it is 
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about two times greater in the simulations than in the experimental images. The 
“Stobbs factor” is similar for the 200, 220 and 400 lattice fringes.  
Fig.4.15. Mean intensity of the GaAs lattice fringe image at defocus –40nm. Sim1 
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Fig.4.16. Experimental and simulated lattice images from the edge of a GaAs crystal 
identical to that used for thickness fringes and taken with defoci (a) –40nm, (b) –
64nm and (c) –89nm. Sim1 was based on the conventional Debye-Waller factor model 
(EMS) and sim2 uses the frozen phonon approximation. 
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Fig.4.17. 200, 220 and 400 lattice fringe amplitudes measured from the three 
experimental and simulated images in Fig.4.16. Sim1 was based on the conventional 
Debye-Waller factor model and sim2 uses the frozen phonon approximation. 
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Fig.4.18. Ratio of overall simulated lattice fringe contrast to experimental lattice 
fringe contrast. The overall lattice fringe contrast is defined as the ave rage ratio of the 
lattice fringe amplitudes to the respective mean intensities over the three defoci in 
Fig.4.17. a)conventional Debye-Waller factor model, b)frozen phonon approximation 
model. 
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4.5 Conclusion 
The simulated lattice fringe amplitudes have been compared for four different 
conditions: energy-filtered with an objective aperture, unfiltered with an objective 
aperture, energy-filtered without an objective aperture and unfiltered without an 
objective aperture. It has been found that the simulations predict the lattice fringe 
amplitudes qualitatively as a function of the thickness. However the overall fringe 
contrast is about two times greater in the simulations than in the experimental images 
for energy-filtered images. This can be seen clearly in Fig. 4.18, which plots the 
“Stobbs factor”, the ratio of the simulated to experimental fringe contrast as a function 
of sample thickness averaged over all defoci. It can be seen that the Stobbs factor is 
similar for the 200, 220 and 400 lattice fringes. This is a consequence of the method 
used to determine vibration and is consistent with the observation that the Stobbs 
factor is the same for different spatial frequencies as found by Boothroyd for 
amorphous carbon [16]. 
It has been seen that the pattern of the lattice image and the lattice fringe 
amplitudes versus thickness are similar between images with an objective aperture 
and the corresponding ones without. Parameters used in the simulation are also 
similar (Table. 4.1). In other words, the presence of an objective aperture does not 
have a significant effect on lattice images. This shows that the proportion of the 
scattering that is outside the objective aperture is small, and means there is little stray 
scattering in the microscope. 
 
                                                                 Chapter 4 Quantitative measurement of lattice fringe amplitudes for GaAs 
 89
 
Table 4.1. Parameters that are used for lattice image simulations. 
Material              GaAs 
Objective Aperture Yes Yes No No 
Energy-Filtered Yes No Yes No 
V'g/Vg 0.055 0.01 0.055 0.01 
Defocus value at the zero 
thickness(nm) 
-40,-64,-89 10 -67 10 
DWF(nm2) 0.01 for both Ga and As 
Crystal Tilt (mrad) from 
zone axis 
1.5 
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Chapter 5 Conclusion and future work 
5.1 Conclusion 
Quantitative high-resolution electron microscopy can be used to determine 
the positions and the types of the atoms in a crystal structure by comparison of a 
focal series of lattice images with image simulations. However, it has been found 
in the past that intensities in electron microscope images are poorly predicted by 
image simulations. In this thesis, the thickness fringes from cleaved GaAs and Si 
specimens were used to assess the degree of mismatch between experimental 
images and simulated images. by comparing image intensities from unfiltered and 
energy-filtered bright- field and dark-field image series at the <001> zone axis of 
these samples. The contrast of the focal series of high-resolution images was also 
investigated with and without an objective aperture. 
It is noted that there are two parts to the image simulation: calculation of 
the exit surface wavefunction from the specimen and simulations of the effects of 
the microscope lenses. The error in simulating HREM contrast could arise from 
either part while simulating the thickness fringes requires only the first part of the 
calculation. After careful comparison, it is found that lattice fringe amplitudes are 
larger than experimental lattice fringe amplitudes. The overall contrast is about 2-
3 times greater in simulations than in experiment. This is so even though all of the 
beams contributing to the image intensity were measured via thickness fringes and 
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found to be predicted correctly to within about 10%. It is concluded that the error 
lies in the calculation of the effects of the objective lens or the addition of stray 
scattering, not in the calculation of the beam intensities. It is found that the ratio of 
the simulated to experimental lattice fringe amplitude increases with sample 
thickness. This suggests that surface effects are not responsible for the discrepancy.  
When comparing lattice fringe amplitudes between images with and 
without an objective aperture, the results are found to be similar. It can be 
concluded that stray scattering, which would lead to the addition of a constant 
background and a reduction in image contrast, is not significant in our case. 
After comparing the energy-filtered images with the unfiltered images, 
inelastic scattering is shown only to add a constant background to images. Thus it 
changes the mean intensities but does not change the fringe amplitudes. 
Phonon scattering is a significant problem requiring attention, and two 
different simulation programs using different phonon scattering models are used 
to simulate lattice images. The Debye-Waller model only takes account of the 
blurring effect of atomic vibrations, while the frozen phonon model also models 
the scattering by phonons. The Stobbs factor was found to be similar between 
these two simulations. However, no absorption was used in the frozen phonon 
calculations and hence the mean intensities are generally large while the Stobbs 
factor is small (especially for 400 lattice fringes). It is concluded that phonon 
scattering modeled by the frozen phonon method makes only a small reduction to 
the lattice fringe contrast. It is not the cause of the Stobbs factor discrepancy. 
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5.2 Future work  
The simulations correctly predict the positions of the thickness fringes. 
However, the match of intensities is imperfect at low thicknesses, even for energy-
filtered images. It could be a revealing exercise to repeat the above experiments 
for thickness fringes where the sample is cooled to liquid nitrogen temperatures or 
close to liquid helium temperature as this would remove or reduce the effect of 
phonon scattering from experimental images. 
To get a better understanding of the low cont rast in experimental lattice 
images, it would be valuable to use a sample with a large unit cell such as 
sapphire or complex oxides to enable a comparison of the transfer of many spatial 
frequencies. On the other hand, phonon scattering, in most simulations which has 
been modeled by the Debye-Waller factor and absorption, is not realistic, which 
may lead to the wrong experimental measurements. A more realistic model is that 
the diffuse scattering is peaked at the diffraction maxima which is in agreement 
with the observation [1, 2]. This is maybe one way to improve image matching. 
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