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Sequential-multi-agent強化学習による非明示的な下位概念の習得 










This paper proposes a new learning method using 
multi-agents in reinforcement learning for dynamic 
environments. Previous method shows the model 
accuracy can be improved by using deep neural networks 
at learning the reward value Q of reinforcement learning. 
On the other hand, it takes several million steps before 
learning convergence, and it is not easy to adjust to 
appropriate hyperparameters. To remedy this problem, 
we propose a Sequential-multi-agent reinforcement 
learning model consisting of multiple Internal Agents and 
Core Agent to solve the task. Internal agents have 
independent parameter settings and durable values to 
assist the learning of the Core Agent. For the evaluation 
data, we have used a Pong game from the Atari video 
games that is used in the reinforcement learning 
algorithm evaluation. In the experiment, we conduct 
comparative evaluation the game score and the number 
of game frames for the proposed method and Deep-Q 
Network (DQN) Single Agent. The experimental results 
show the potential of the proposed method can learn a 
subordinate concept effective for game scoring without 




























スクを解く Core agentと Core agentの学習を補助する異な
るパラメータ設定がされた複数の耐久値付き Internal 












環境の状態，Agent の行動，報酬を Experience として
Replay Memoryに保存し，Replay Memoryからランダムに
サンプルされた Experience を DQN に学習させる
Experience Replay や Agent が取るべき最適な Action の選
択のために𝜀-greedy法が用いられている． 
また，Q 学習における過大評価を防ぐための先行研究
[4]ではDouble Deep-Q Networks (DDQN)と呼ばれるモデル














し，タスク環境と Agentを Core Environmentと Core Agent，
Core Agentの学習を補助する𝑛個の Internal Agentと Internal 
Environment で構成する Sequential-multi-agent モデルを提
案する．先行研究 [3][4]は，Q 値推定を Deep-Neural 








が 0番目から𝑛番目まで学習し，Best Internal Agentを選択
する．Core Agent におけるタスク知識を多様とするため
Best Internal Agentに選ばれた Internal Agentが得た Action，
State，Reward を組とするタスク知識を Core Agent の





を持つ複数の Internal Agent が存在するため，Core Agent
の学習に影響を与えないよう耐久値を設定する．耐久値
は Internal Agentから Best Internal Agentを選択する際使用
し，選択されなければその Internal Agent減少する．また，
Best Internal Agentに選択された Internal Agentの耐久値は
Internal Agent の総数が 1 になるまでの間，選択されたタ
イミングで Hyperparameter によって指定した値だけ回復








3.2モデルの学習と Internal Agentの選択方法 
図 1 に提案する耐久値付きマルチエージェントモデル
を示す．図 1 においてメインの学習ループは Internal 
Agent の学習，Best Internal Agent を選択，Core Agent の
Replay Memory にタスク知識を Push，Core Agent 学習の
順で行われる．このアルゴリズムフローをここではシー
ケンシャルと呼ぶこととする．学習タスクは Open-AI 
Gym に含まれる ATARI の Pong[5]の実装バリエーション
である PongNoFrameSkip-v4を用いる．Pongは 2人のプレ
イヤーが上下に動く棒を使用しボールを打ち合うゲーム
である．PongNoFrameSkip-v4 は Open AI Gym における
Pong実装のうち，Frameの Skip が生じない環境である．






は選択されやすくなる．本モデルでは Best Internal Agent
に選択された回数に基づきルーレットテーブルを作成す
る．Best Internal Agent となる回数が多ければ多いほど
Best Internal Agentとして選択されやすくなる．0ステップ





Internal Agent ではない Internal Agent の Action，State，














ける Best Internal Agent選択手法の変更や異なる学習率を
与えることで Core Agent に対しどのような影響を与える
か比較する．本比較実験は合わせて 7 つ行う．実験 1 は
DQN，DDQNを内部に持つ Internal Agentをそれぞれ 2つ
ずつ用意し，それぞれの学習率を1𝑒 − 3と1𝑒 − 4，Core 
Agent の学習率を 1𝑒 − 4  とする．実験 1 における Core 
Agent のニューラルネットワークは先行研究[3]と同一の
ネットワーク構成とするため，バッチ正規化処理層が含
まれていない DQN を用いる．実験 2 は実験 1 の Core 
Agentのみを用いて学習する．実験 3はルーレット選択に
おけるルーレットテーブルを Internal Agentが各 Stepで獲
得したトータル報酬値に基づいて作成し，実験 1 と同様
の条件で学習する．実験 4 は Core Agent のニューラルネ
ットワークを DDQNに変更し，実験 1と同様の条件で学
習する．実験 5 は実験 4の Core Agent のみを用いる．実
験 6は実験 1と同様の条件だが，全Agentの学習率が1𝑒 −
4として行う．実験 7 は実験 6 と同様の条件とし，Core 
Agent のニューラルネットワークを DDQN に変更し学習
する．Core Agent と Internal Agent への Reward の付与は
PongにおいてAgentが得点を取れば 1.0，得点を取られれ
ば-1.0，得点に関係しない動作中は 0.0 として学習ループ





表 3に実験 1から実験 7における 400 Episodes実行した
ときの Game frame数と Rewardを示す．また，図 2，図 3
に提案モデルと先行研究[3]である Single Agent モデル，
トータル報酬値に基づくルーレットテーブルによるルー
レット選択法を適応した提案モデルの実験結果を示す．
加えて，図 4，図 5に DDQNを Core Agentのニューラル
ネットワークとする Sequential-multi-agent とその Single 
Agent モデル実験結果を示す．図 6，図 7 に全 Internal 
Agent及び Core Agentの学習率を1𝑒 − 4とする Sequential-
multi-agentと，学習率を1𝑒 − 4とし，DDQNを Core Agent
のニューラルネットワークとしたときの実験結果を示す．
最後に図 8 に Sequential-multi-agent モデルにおける各
Internal Agentの耐久値遷移を示す．図 2，図 4，図 6は各
Episodeにおける Game frame数の関係である．図 3，図 5，
図 7は各条件下において Core Agentが Episode毎で獲得し
た Reward の推移を示している．図 8 は Sequential-multi-
agent モデルにおいて Step 毎の Internal Agent 耐久値遷移
を示している． 
まず Game Framesと Episodes の関係について，図 2の
Sequential-multi-agent モデルは，序盤 Frame 数が 3500 か
ら 4000 付近で推移しており，Episode が進むに連れ振動
しつつ 100 Episode付近より Single Agentを除き上昇して
いることを示している．Single Agent モデルは指定した
400 Episode中 Sequential-multi-agentモデルと同様の Frame
数上昇は見られなかった．図 4 では Core Agent のニュー
ラルネットワークを DDQN に変更した場合でも，
Sequential-multi-agent モデルが図 2 と同様に振動しつつ上
昇し，Single Agentモデルは 3500 Frames付近で推移して
いることを示している．図 7 は DDQN，バッチ正規化処
理層を含まないDQNをCore Agentのニューラルネットワ
ークとする各モデルにおいても 70 Episode 付近から上昇
していることが示されている． 




が示されている．一方，Single agent の結果は-21 から-18
で推移している．図 5 は図 3 と同様に Sequential-multi-






されている．また，図 7 に示されている 2 つの実験では
他の実験と比較し，獲得できる Rewardの振動幅が大きい
ことも示されている． 
最後に図 8 は Sequential-multi-agent モデルにおける各






図 2，図 3 より，Pong ゲームタスクにおける勝負には
先行研究モデル，提案モデルいずれも負けているが， 先
行研究のモデルと比較して学習後半における各Episodeの














おける複数の Internal Agentの取った Action, State, Reward
を学習初期に Core Agentの Replay Memory に追加するこ








図 4，図 5 より Core Agent におけるニューラルネット
ワークを DDQN に変更した場合でも，提案手法である
Sequential-multi-agentでは Game Framesの増加が確認でき
た．図 2と同様に実験 4でも複数の Internal Agentからタ
スク知識が提供されることで，下位概念を非明示的に獲
得していると考える．また，Single Agent の獲得 Reward
幅は図 2 示した先行研究[3]と比較し拡大している箇所が
見られる．これは先行研究で提案されているバッチ非正
規化処理層を含まない DQN から先行研究 [4]で提案され
ている DDQN へニューラルネットワークを変更したこと
で生じたと考える． 
図 6，図 7より，全 Agentの学習率を一律1𝑒 − 4にした
場合，及びその Core Agent ニューラルネットワークを
DDQN にした場合でも振動しつつ Frame 数の増加が確認








数増加の Episode が 100 Episode 以前である事がわかる．
これは本実験のベンチマークゲームが動的問題であり，
各 Internal Environmentにおける環境 Stateが異なることか
ら，同一パラメータを持つ複数の Internal Agentによりパ
ラメータ依存のタスク知識を多く獲得できたためと考え
られる．よって，実験 2 と実験 6 を比較したとき i) 多様
なパラメータを持つ複数の Internal Agentでは学習終盤で
の最終的な Frame 数の下限は高いが，学習序盤の増加タ





間で 4 つの Internal Agent のうち学習率1𝑒 − 4に設定した































し，タスクを解く Core Agent と異なるハイパーパラメー
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図 2 Sequential-multi-agentと Single Agent，トータル報酬値に基づくルーレットテーブル条件下での
Game frames と Episodes の関係 
図 3  Sequential-multi-agentと Single Agent，トータル報酬値に基づくルーレットテーブル条件下での
Rewards と Episodes の関係 
図 4 DDQNを Core Agentのニューラルネットワークとする 
Sequential-multi-agentと Single Agentモデルにおける Game Framesと Episodesの関係 
表 3  400 Episode実行した時の Game frame数と Reward値 
 
表 2 デフォルトハイパーパラメータ 
Batch size 32
Initial agent durability 1000
The number of episodes 400
Initial replay memory 10000
表 1 実験環境 
OS Ubuntu 18.04.3
CPU Intel(R) Core(TM) i9-9960X CPU @ 3.10GHz






図 5  DDQNを Core Agentのニューラルネットワークとする 
Sequential-multi-agentと Single Agentモデルにおける Rewardsと Episodesの関係 
図 6  全 Agentの学習率を𝟏𝒆 − 𝟒としたときの Sequential-multi-agentと Core Agentの 
ニューラルネットワークを DDQNにしたときの Game Frames と Episodes 関係 
図 7 全 Agentの学習率を𝟏𝒆 − 𝟒としたときの Sequential-multi-agentと Core Agentの 
ニューラルネットワークを DDQNにしたときの Rewards と Episodes 関係 
図 8 Sequential-multi-agentにおける各 Internal Agent耐久値の遷移 
