ABSTRACT Deep learning achieves substantial improvements in face detection. However, the existing methods need to input fixed-size images for image processing and most methods use a single network for feature extraction, which makes the model generalization ability weak. In response to the above problems, our framework leverages a cascaded architecture with three stages of deep convolutional networks to improve detection performance. The network can predict face in a coarse-to-fine manner. We replace the standard convolution with a combination of separable convolution and residual structure in the network. Extensive experiments on the challenging FDDB and WIDER FACE benchmarks demonstrate that our method achieves competitive accuracy to the state-of-the-art techniques while keeps real-time performance.
I. INTRODUCTION
Face detection is a basic research problem in the field of computer vision and pattern recognition, as well as a fundamental step of face-related research, such as face verification [1] , [2] , face recognition [3] and face tracking [4] . The purpose of face detection is to detect human face from video images and provide a basis for subsequent research on face recognition. After decades of development and research, face detection has become a research hotspot in the field of video images, more and more attention has been paid by researchers.
The most classic method of face detection is the VJ face detection method proposed by Viola and Jones in 2001 [5] , which uses simple Haar features and cascade AdaBoost classifier for face detection to achieve the efficient and realtime performance of face detection. Since then many scholars have used more features to improve detection accuracy, such as Local Binary Pattern (LBP) [6] , Scale-Invariant Feature Transform (SIFT) [7] , Histogram of Oriented Gradient (HOG) [8] . However, the performance of this kind of face detector will significantly decrease with the change of face visual diversity in practical applications. In addition to cascade structure, Felzenszwalb proposed HOG based
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Deformable Part Model (DPM) detection method in 2008 [9] , using SVM as a classifier, which can achieve remarkable performance when using a small number of incompletely labeled samples. However, the calculation is too complicated, mostly relying on artificially designed features, lack of stability. ACF [10] uses aggregate channel features for multi-view face detection and achieved great progress in the field of nondepth learning.
In recent years, the face detection method based on convolutional neural network (CNN) has made a breakthrough and become the mainstream of face detection method, which has been applied in various fields of life [11] , [12] . Zhang et al. proposed to use deep convolutional neural network for face alignment [13] . Yang et al. conducted face attribute recognition through deep convolutional neural network [14] . However, the research on face detection in recent years has mainly focused on the uncontrollable part of the face area, such as exaggerated expressions, posture changes, facial occlusion. In the face of so many problems, it is difficult to generate good generalization ability by only relying on a single structure model for detection, which makes the model less robust in practical application. In order to overcome this shortcoming, a series of improved deep learning method has emerged in recent years. Cascade CNN [15] effectively solves the above problems by using a cascade structure, which can capture various complicated and variable situations in the face region during the process of training a large number of samples. The Faceness network proposed by Yang et al. [16] performs face detection by sharing multiple local networks. The MTCNN proposed by Zhang et al. [17] uses multi-level network cascading and multi-task training for face detection. HyperFace [18] completed multiple face detection tasks using iterative region selection, key point-based NMS postprocessing methods and multi-task learning. Conv3D [19] integrates CNN with 3D face model in an end-to-end multitask learning framework. UnitBox [20] proposed a new loss function, which treats the four regression values as a whole, which not only improves the accuracy but also accelerates the convergence. FaceBoxes [21] use RDCL, MSCL and anchor densification strategy to achieve real-time face detection in CPU. ICC-CNN [22] uses different layers of the same CNN for cascade.
In practical applications, most of them detect faces in video and require real-time stable detection of faces with large angle changes and large occlusion areas. Although cascading convolutional neural networks have excellent performance in the field of face detection, with the improvement of people's requirements for detection accuracy, the layers of the convolutional neural networks become deeper, the number of parameters increases sharply, training networks and Running the network is extremely time consuming. In this paper, we propose to combine the separable convolution in Mobilenet [23] and the residual structure in Resnet [24] into a separable residual module instead of the standard convolution in the cascade network, our method achieves competitive accuracy while keeps real-time performance.
This paper is divided into five chapters. The first chapter introduces the development status and related background of face detection. The second chapter briefly introduces the related technologies involved in this paper. The third chapter gives a detailed introduction to the separable residual modules and networks we designed. The fourth chapter verifies the superiority of the network we designed through multiple sets of experiments. The fifth chapter summarizes the research content of this paper and looks forward to the next research.
II. RELATED WORK
Depthwise separable convolution is a way of miniaturizing the network model, its essence is to decompose standard convolution into two steps. The first step is the channelby-channel convolution, one convolution filter corresponds to one channel and one channel is extracted by only one convolution filter. The second step is Pointwise, using 1 × 1 convolution filters to concatenate the feature maps obtained in the first step to maintain the integrity of the features. This structure can achieve cross-channel information integration while reducing the number of output channels and keep the performance of the method while reducing the amount of computation. The ratio of the amount of computation of depthwise separable convolution and standard convolution is:
where D k is the convolution filter size, M is the input channel and N is the output channel. According to formula (1), the amount of computation required to use a depthwise separable convolution instead of a standard convolution in the network is greatly reduced. In theory, the increase of network layer can improve the performance of neural network, but in the actual test, the accuracy decreases with the deepening of network layer. This is mainly due to the gradient degradation problem with the deepening of network layers. The introduction of the residual structure solves this problem very well. Compared with the traditional neural network, the residual structure adds a shortcut connection to make the network easier to train and converge.
For the deep network, Resnet optimizes the residual structure by replacing the two convolution layers of 3 * 3 with the convolution layer of 1 * 1+3 * 3+1 * 1. The purpose of the first 1 * 1 convolutional layer is to reduce the number of input channels to 1/4 of the original number. The purpose of the second 1 * 1 convolutional layer is to restore the number of output channels to the original dimension. In this way, the accuracy is maintained and the computation is reduced. The structure is shown in FIGURE 2.
III. FACE DETECTION FRAMEWORK A. SEPARABLE RESIDUAL MODULE
In order to maintain the advantages of the residual structure accuracy and reduce the computation amount, a new residual module called the separable residual module is designed based on the separable convolution and residual structure. The separable residual module directly adds the shortcut connection to the separable convolution model. The input channel is first reduced to 1/4 of the original input channel through convolution of 1 * 1, then extracts features through the 3 * 3 channel-by-channel convolution. Finally, the convolution of 1 * 1 connects the features and restores them to the original number of channels. The essence of separable convolution is to extract features from each channel and then connect the features. If the residual structure and the separable convolution are directly combined, the input channel has become the original a quarter when performing channel-by-channel convolution, the feature extracted in this way will also be 1/4 of the original feature, which will reduce the detection accuracy of the network. We changed the effect of the first 1 * 1 convolution from shrinking the channel to 1/4 to expanding the channel to 4 times. The separable residual module ensures that the network can still maintain a low amount of computation when the number of layers is deep. The separable residual structure is shown in FIGURE 3.
B. FACE DETECTION NETWORK
We proposed the convolutional neural network is a face detection network based on regression theory. The network replaces the standard convolution in MTCNN with the separable residual module and deletes the task of facial landmarks position. Therefore, only two tasks of face classification and bounding box regression are carried out in the detection stage. The detection accuracy of the network is improved by using the cascading convolutional neural network and the method of expanding the channel in the separable residual module. The depthwise separable convolution is used to reduce the amount of network computation to maintain a fast detection speed. The network structure is shown in FIGURE 4.
The purpose of the first stage network is to obtain the region proposal and confidence. First, the fully convolution network [25] is used to extract the features of the input image, FCN can be trained with fixed-size images and tested with images of arbitrary size. Then the face region proposal of the input image is obtained through reverse calculation.
where (x, y) is the coordinate position of the pixel in the feature map, (x i , y i ) is the corresponding region proposal coordinate, stride is the step size of the pooled layer, cellsize is the size of the region proposal and scale is the scaling ratio of the current input image and the original image. After a series of region proposals generated by the firststage network, the bounding box regression is performed [26] . Finally, the remaining face region proposal is subjected to Non-Maximum Suppression (NMS) to merge the highly overlapping face region proposal, as shown in TABEL I:
The second stage network aims to further screen the region proposal of misjudged face region. First, the face region proposal obtained in the first stage network is input and then the wrong face region proposal is filtered by the bounding box regression and the Non-Maximum Suppression. Compared with the first stage network, the second stage network adds a layer of fully connected layer to achieve better filtering effect, so as to obtain more accurate face region proposal. The third stage network adds a layer of convolution layer more than the second stage network, so the result of the screening will be more refined. The third-stage network output final face detection results.
The loss function of this paper is divided into two parts, which are for face classification, bounding box regression. Face classification is a binary classification problem. We adopt the cross-entropy loss:
where p i is obtained through the network, which means that sample x i is the probability of a face. The notation y det i (y det i ∈ {0, 1}) denotes the ground truth label.
For bounding box regression, we use the Euclidean distance loss. Predicting the deviation of each candidate win- During the training, in order to achieve better detection effect of the method, in each mini-batch, we sorted all samples according to the value of loss function, set the first 70% of samples as effective samples and calculated the gradient only with the effective samples. It reduces the time required for training and improves the network detection effect. Neglected samples have smaller loss function values, indicating that the network has been able to make better predictions for these samples, so these samples have little meaning to the network during the current training process.
C. FACE DETECTION PROCESS
The overall pipeline of our approach consists of two processes: the training process and the testing process. The training process inputs the training image, we initially resize it to different scales to build an image pyramid [27] , which is the input of the convolutional neural network and iteratively trains to obtain the final convolutional neural network. The testing process is to input the testing images into the convolutional neural network completed by training to obtain the face detection results. The face detection process is shown in FIGURE 5:
Default parameters: T 1 , T 2 , T 3 are the face region proposal confidence thresholds for each stage of network. B = {B 1 , B 2 , · · · B i } is the output face region proposal set, where B i is the coordinate vector of the face candidate window, including the upper left coordinate (x 1 , y 1 ) and the lower right coordinate (x 2 , y 2 ). Our specific method steps are as follows: Step1: Input image I 0 (x, y), perform image pyramid [23] preprocessing to obtain set I ={I 1 , I 2 · · · I n }. Step2: The set I is input into the first-stage network to generate face region proposal and the b i in the face region proposal with a higher confidence than the threshold T 1 is outputted to form the set B.
Step3: The face region proposal in the set B is subjected to bounding box regression and the highly overlapping face region proposal is filtered by the NMS method. Step4: Map the filtered face region proposal to the original image I 0 and then resize to a 24×24 size window as the input to the second stage network. Step5: Output b i in the face region proposal with a confidence higher than the threshold T 2 and update the set B. Step6: The face region proposal in the updated set B is subjected to bounding box regression and the highly overlapping face region proposal is filtered by the NMS method. Step7: The filtered face region proposal is mapped to the original image I 0 and then resize to a 48 * 48 window as the input to the third stage network. Step8: Filtering the face region proposal with b i confidence lower than the threshold T 3 and performing the bounding box regression on the retained face region proposal and removing the highly overlapping face region proposal by using the NMS method, the network output final face detection results.
To much clearer about the effect of the proposed framework, we show some examples for the progressive process of face detection in FIGURE 6.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
A. EXPERIMENTAL DATA AND ENVIRONMENT Dataset adopted for model training is WIDER FACE dataset [28] . WIDER FACE dataset contains 393, 703 annotated faces with large variations in scale, pose and occlusion in total 32, 203 images. For each of the 60 event classes, 40%, 10%, 50% images of the database are randomly selected as training, validation and testing sets. The network uses three different kinds of data in training process: (1) Negatives: images whose the Intersection-over-Union (IoU) with any ground truth face was less than 0.3; (2) Positives: image with IoU greater than 0.65 compared with ground truth face; (3) Part faces: IoU between 0.4 and 0.65 to a ground truth face. As different annotation styles will lead to facial differences, data with IoU between 0.3∼0.4 are discarded. Negatives and positives are used for face classification tasks, positives and part faces are used for bounding box regression.
Experimental test dataset used the WIDER FACE dataset [28] and the FDDB dataset [29] . The WIDER FACE was classified into Easy, Medium and Hard levels according to the degree of Angle and occlusion. FDDB dataset is one of the most authoritative face detection and evaluation platforms in the world, with 2,845 images and a total of 5,171 faces as test sets. These images are taken from natural human faces, which have great diversity in attitude, expression, illumination, sharpness, resolution and shielding degree and are close to the real application scenes.
The experimental software environment is the operating system Ubuntu 16.04, The deep learning framework is Tensorflow. The experimental hardware environment is Intel Core i7 8700 processor GPU for NVIDIA GTX 1080.
B. ANALYSIS ON BOUNDING BOX REGRESSION
According to our experimental results, the binary classification is easier to converge than other nonlinear regressions, which leads to over-fitting in model training. Bounding box regression can be used as a regularization factor for face classification and overfitting can be avoided by inhibiting the convergence rate of face classification. In order to better understand bounding box regression, we retrained a model without bounding box regression to compare with the original model. The results are shown in TABLE 2. The gap between training and testing narrows with bounding box regression, which means that the generalization ability of the model is enhanced, the window after regression is closer to ground truth and the confidence of the window is also got an improvement.
C. COMPARSION ON BENCHMARKS
To evaluate the performance of our method, we compare our method against the state-of-the-art methods in FDDB. The evaluation indicators include: recall rate is used to evaluate the proportion of the detected face to the total face of the sample mark; false positive is the number of errors in the detected face. These two indicators are expressed by the ROC VOLUME 7, 2019 (Receiver Operating Characteristic) curve. The results are shown in FIGURE. 7(a) and FIGURE.7(b).
The ROC curve detection results show that the traditional face detection method VJ recall rate is only 66.6%, the detection method based on deep learning has been greatly improved. Our method achieves state-of-the-art performance in terms of both the discrete ROC curve and continuous ROC curve. Our discrete ROC curve is superior to the MTCNN. We also obtain the best true positive rate of the discrete ROC curve at 2000 false positives (96.1%). In addition, the possible influencing factor is that our method is not very effective in detecting the side face. It is easy to miss the side face and the face blocked by the object in the detection. FIGURE 8. shows some qualitative results on the FDDB.
The ROC curve does not clearly indicate which method is better, so another indicator AUC is used to illustrate the pros and cons of the method. AUC represents the area proportion under the ROC curve and the value is between 0 and 1. The higher the AUC value is, the better the method performance will be.
Then test on the WIDER FACE dataset, WIDER FACE is a more challenging benchmark than FDDB in face detection. The test results are shown in TABLE 4. It is very encouraging to see that our model consistently achieves the competitive performance across the three subsets. It has higher robustness for faces with large occlusion and Angle change, which is basically consistent with the evaluation results in the FDDB dataset. FIGURE 9. shows more examples to demonstrate the effects of our method on handling faces with various variations. The experimental results show that the proposed method has good robustness in the real environment.
D. RUNTIME EFFICIENCY
To verify the real-time performance of our method, we compared with face detection methods such as Faceness, ICC-CNN, MTCNN and FaceBoxes. Experimental results are all based on the FDDB dataset. The detection time is the average detection time of all the pictures in the FDDB database. As can be seen from TABLE 5, the detection speed of our method reaches 28FPS, which is slightly lower than MTCNN, such computation speed is quite fast among the state-of-the-art, meeting the real-time requirements of video detection.
Then compare the network model we proposed with the parameters of MTCNN. It can be seen from the data in TABLE 6 that the number of parameters of our model is slightly higher than that of MTCNN, but the detection accuracy is greatly improved. It can be seen from the comparative experiment that the reasonable use of depthwise separable convolution can effectively reduce the computational burden.
V. CONCLUSION
In order to solve the problems of weak generalization ability of single structure and large network parameters, we propose a cascade convolutional neural network based on separable residual convolution with superior performance on both speed and accuracy. The network uses a cascade structure to generate face candidate windows, multi-layer network screening can effectively improve the accuracy of candidate window positioning. The expansion of input channel for residual structure improves the accuracy of face detection, the separable convolution enables network to achieve realtime speed. The experimental results show that the proposed method has some advantages compared with other methods, which can improve the accuracy of face detection and ensure real-time performance. 
