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Objektorientierte Modeliierung am Beispiel 
eines Mikrosystems zur Messung von Beschleunigungen 
Zusammenfassung 
In den letzten Jahren hat sich aus dem Zusammengehen von Mikromechanik und Mikroelek-
tronik die Mikrosystemtechnik entwickelt. Bislang fehlt eine genaue Definition des Begriffs 
Mikrosystem. Dennoch geht der Trend hin zu miniaturisierten Systemen, die so komplex sind, 
daß sie ohne eine geeignete Rechnerunterstützung nicht wirtschaftlich entworfen werden kön-
nen. Insbesondere muß dabei die Zusammenarbeit von Fachleuten aus ganz unterschiedlichen 
Disziplinen unterstützt werden. 
Die Unterstützung des Entwurfs wird erreicht durch die rechnergestützte Modeliierung des zu 
entwickelnden Systems. Bereits in der Anfangsphase des Entwurfs werden wesentliche stati-
sche und dynamische Eigenschaften des Gesamtsystems durch die Beschreibung von verein-
fachten Modellen der Komponenten des Systems abgebildet. Verschiedene methodische 
Ansätze werden diskutiert und auf ihre Anwendbarkeit untersucht. 
Die gewählte Methodik der Modellierung besteht in einer Beschreibung mit einer objektorien-
tierten Wissensrepräsentation. Die Vorteile dieses Ansatzes bei der Modeliierung von 
tv1ikrosystemen werden dabei herausgearbeitet.!'-leben anderen sind hier die Modeliierung von 
statischen und dynamischen Eigenschaften innerhalb einer Methode, die Unterstützung bei der 
Zerlegung des Systems in seine Komponenten und die Verfügbarkeit von kommerziellen 
Werkzeugen zu nennen. Für die Durchführung der Modeliierung wird, aufbauend auf einer 
Expertensystemshell, ein Werkzeug entwickelt, welches die Erstellung eines objektorientier-
ten Modells unterstützt. 
Anhand einer prototypischen Implementierung eines Mikrosystems zur Messung von Be-
schleunigungen, welches am Forschungszentrum Karlsruhe realisiert wurde, wird die prinzi-
pielle Realisierbarkeit gezeigt. Dabei können die wesentlichen Eigenschaften des realen 
Systems in der Modeliierung abgebildet werden. Die Datenverarbeitung als wesentliche Sy-
stemkomponente kann durch die Integration der Software des realen Systems, welche eben-
falls im Rahmen dieser Arbeit entwickelt wurde, modelliert werden. 
Einige mögliche Modifikationen an Komponenten- und Systemdesign des Systems werden be-
schrieben und die Auswirkungen auf die bestehende Modellierung diskutiert, um zu zeigen, 
wie das Modell als Grundlage bei einer Weiterentwicklung des Systems dienen kann. 
Ein Ausblick zeigt, daß sich die in dieser Arbeit beschriebene Vergehensweise mit einem be-
reits vorher beschriebenen Entwurfsablauf für Mikrosysteme vereinbaren läßt. Abschließend 
werden einige Erweiterungen des Modellierungstools und seine Integration mit anderen Ar-
beiten aufgezeigt. 
Abstract 
Object-oriented modelling demonstrated for 
a microsystem for acceleration measurement 
During the last years, microsystem technology emerged from the combination of both the 
fields of micromechanis and microelectronis. Although a precise definition of the term micro 
system has not yet been agreed upon, there is a trend towards miniaturized systems, which, due 
to their complexity, cannot be designed economically without computer based tools. Especial-
ly the cooperation of specialists of different disciplines must be supported. 
Support of the design process is achieved by implementing a computer based model of the sy-
stem under development. Starting in the early stages of the design process, the static and dy-
namic properties of the entire system are described by means of simplified models of the 
system components. Several methods are examined and their applicability is discussed. 
One way of modelling the system is to use a object oriented knowledge representation. The 
advantages of this approach are shown. Especially the modelling of static and dynamic proper-
ties within one method, the support of decomposing the system in its components and the avai-
lability of commercial tools are worth mentioning. To carry out the modelling, a tool is 
deve!oped ,~;hich is based on an expert S)'Stem shell. 
A microsystem for acceleration measurement, which has been developed at the Forschungs-
zentrum Karlsruhe, is being modelled to show the feasibility of this approach. The essential 
properties of the real system can be found in the model. The data processing as a vital compo-
nent is brought into the model by including the software of the real system, which also has been 
developed as part of this thesis. 
Possible modifications of components and the system design are described and their influence 
on the model is discussed to demonstrate how the model can serve as a base for further de-
velopment of the system. 
In a short outlook it is shown that the approach described in this thesis can be combined with 
a design scheme for micro systems which has developed earlier. Finally a few possible impro-
vements of the modelling tool and its relation to other works is shown. 
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1 Einleitung 
1.1 Motivation 
Unübersehbar hat die Mikroelektronik mit ihrer Durchdringung weiter Bereiche der Technik 
das tägliche Leben der Menschen verändert. Fragt man nach den Ursachen für ihren Erfolg, 
so sind folgende Punkte zu nennen: 
" Die Realisierung von Funktionalität auf engstem Raum bei geringem Energiever-
brauch durch miniaturisierte Bauelemente. 
" Niedrige Kosten der Endproduktetrotz hoher Entwicklungsaufwendungen durch 
- parallele Fertigung (batch-processing) mittels Photolithographie und dadurch 
mögliche Massenproduktion. 
- rechnerunterstützten Entwurf und Fertigung. 
.. Neue, vorher nicht oder nur schwer realisierbare Produkte wie Taschenrechner, 
Computer, Unterhaltungselektronik etc. 
In den letzten Jahren hat man erfolgreich damit begonnen, diese Vorteile der Mikroelektronik 
auf andere Gebiete zu übertragen, wobei primär die Mechanik, Optik, Sensorik und Aktorik 
zu nennen sind. Vorwiegend wird als Basismaterial Silizium eingesetzt (Si-Technik), weil 
hier das gesammelte Wissen, Bearbeitungstechniken und Fertigungsanlagen der Mikroelek-
tronik verwendet werden können. Außerdem besitzt Silizium eine Reihe von interessanten 
mechanischen Eigenschaften, wie ein mit Stahl vergleichbares Elastizitätsmodul bei wesent~ 
lieh geringerer Dichte [Petersen82]. Als ein Beispiel für Mikromechanik und Mikrosensorik 
seien hier in Silizium-Technik hergestellte Beschleunigungssensoren genannt [Roylance79]. 
Die Si-Technik verwendet eine Reihe von Strukturierungstechniken, u.a. das naßchemische 
anisotrope Ätzen und die Oberflächenmikromechanik Neben der Si-Technik hat sich das im 
Kernforschungszentrum Karlsruhe entwickelte LIGA-Verfahren [Becker85][Menz91] in der 
Mikromechanik und -optik etabliert, weil es der Mikrostrukturierung neue Materialien, freie 
Formgebung in der Ebene und große Strukturhöhen bei kleinen lateralen Abmessungen er-
schließt. Beispiele für in LIGA-Technik hergestellte Bauteile sind Beschleunigungssensor 
[Burbaum91] oder Mikromotor [Wallrabe92]. 
Aus der Kombination der verschiedenen Mikrotechniken hat sich seit Ende des letzten Jahr-
zehnts die Mikrosystemtechnik entwickelt, welche Komponenten der Mikroelektronik, Mi-
kromechanik und/oder Mikrooptik monolithisch oder mit Hilfe von Aufbau- und Verbin-
dungstechniken integriert. Abbildung 1 zeigt den schematischen Aufbau eines vollständigen 
Mikrosystems mit den wesentlichen Bestandteilen Sensorfeld, Aktorfeld, Datenverarbeitung 
und Schnittstelle nach außen. Dabei ist zu betonen, daß eine bloße Kombination von mikro-
technisch hergestellten Komponenten nicht hinreichend ist, um ein Mikrosystem zu bilden. 
Wesentlich ist die intelligente Verknüpfung von einzelnen Funktionen zu einer Gesamtsy-
stemfunktion. So kann durch ein Einsatz von Sensorarrays gleicher Sensoren mit einer intelli-
genten Datenauswertung durch Redundanz eine Zuverlässigkeit und Genauigkeit erzielt wer-
den, die einzelnen Sensoren überlegen ist. Die bei der Herstellung eingesetzten 
Mikrotechniken sind die Voraussetzung dafür, daß trotz einer hohen Zahl von Einzelkompo-
nenten Mikrosysteme potentiell billiger sind als herkömmliche Sensoren. 
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Aktorfeld Sensorfeld 
Aktor 
V erst. 
DAC 
Schnittstelle 
Sensor 
Vorverst. 
ADC 
interner 
Bus 
externer 
Bus 
Abb. 1 Schematische Darstellung eines vollständigen Mikrosystems nach [Menz93a], 
leicht modifiziert. (!lP: Mikroprozessor, VO: Ein-/Ausgabe) 
Mikrosysteme haben noch keine Marktreife erlangt, sind allerdings Gegenstand intensiver 
Forschungstätigkeit Beispiele zu Vorstufen von Mikrosystemen und in der Entwicklung be-
findlichen Mikrosystemen sind: 
.. 
.. 
Ein Chip, bei dem 7 verschiedene Sensorfunktionen, u.a. Druck-, Beschleuni-
gungs- und Infrarot-Messung, auf einer Fläche von 8 X 9 mm2 untergebracht 
sind [Polla86]. Allerdings werden die Sensorfunktionen nicht dazu verwendet, 
eine Systemfunktion zu realisieren. Eine Datenverarbeitung fehlt ebenfalls. 
Ein Herzkatheter [Manoli91], der mehrere Blutparameterwerte mißt. Mehrere 
Chips, die jeweils eine Sensorfunktion zusammen mit einem Verstärker realisie-
ren, werden auf ein Polyimid-Tape gebondet und bilden so ein Multi-Chip-Mo-
dul. Die Meßwerte werden im System digitalisiert, eine Verarbeitung erfolgt je-
doch erst extern. 
Ein Mikrosystem zur Messung von Beschleunigungen [Strohrmann93a], welches 
Beschleunigungen in 2 Raumrichtungen mißt, Offsets und Nichtlinearitäten der 
Sensoren korrigiert, eine Datenverarbeitung im System durchführt und die verar-
beiteten Daten über eine serielle Schnittstelle an einen externen Rechner weiter-
geben kann. 
Die Entwicklung der Mikrosystemtechnik ist noch in ihrer Anfangsphase; die technologi-
schen Grundlagen werden ständig erweitert, wodurch neue Mikrosystemkomponenten reali-
sierbar sind. Daher sind die möglichen Anwendungsgebiete noch nicht voll zu überblicken. 
Gebiete mit einem wachsenden Bedarf an billiger Sensorik wie die Umweltüberwachung 
oder die Automobiltechnik werden von der Mikrosystemtechnik ebenso profitieren, wie An-
wendungen in der Medizintechnik, bei denen komplexe Meß- und Regelungsaufgaben auf 
engstem Raum gelöst werden müssen (z.B. künstliche Bauchspeicheldrüse). 
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Die Definition eines systematischen Vorgehens beim Entwurf und der Entwicklung von 
Mikrosystemen ist bis jetzt noch nicht abschließend erfolgt. Ein erster Ansatz für einen Ent-
wurfsablauf für Mikrosysteme findet sich in [BMFT93]. Die einzelnen Phasen des Entwurfs-
ablaufs erfordern eine Unterstützung durch rechnergestützte Werkzeuge. Dabei ist zu unter-
scheiden zwischen dem Entwurf von Mikrosystemkomponenten auf der einen und gesamten 
Mikrosystemen auf der anderen Seite. Während bei den Komponenten im Bereich der Mikro-
elektronik aufgrundlangjähriger Entwicklung entsprechende Werkzeuge zur Verfügung ste-
hen, ist dies in den anderen Teilgebieten nur eingeschränkt der Fall. Die Entwicklung solcher 
Werkzeuge erfordert einen erheblichen Aufwand. Ein Beispiel aus dem Bereich der Mikro-
mechanik ist MEMCAD [Senturia92], welches aus einer Fertigungsprozeßbeschreibung ein 
dreidimensionales Modell der mikromechanischen Struktur erstellt, dessen mechanische Ei-
genschaften dann mit FEM berechnet werden; ebenso können elektrische Eigenschaften (La-
dungsverteilung auf Oberfläche und Kapazität) bestimmt werden. Das System ist sehr um-
fangreich, es werden, wo möglich, für Teilaufgaben kommerzielle Programmpakete 
(mechanisches CAD, FEM-Paket, relationales Datenbanksystem) eingesetzt. Trotzdem deckt 
es nur einen Teilbereich der Entwicklung von mikromechanischen Strukturen ab, z.B. wird 
die Reibung von sich gegeneinander bewegenden Strukturen nicht berechnet. 
Eine umfassende Entwurfsumgebung zur Entwicklung von Mikrosystemen wurde bisher 
nicht verwirklicht. Sie müßte sowohl die Entwicklung der Komponenten als auch des Sy-
stems als Ganzes unterstützen, und dies über alle Entwicklungsphasen (Spezifikation, Design, 
Simulation, Test) hinweg. Da die Realisierung eines derart komplexen Werkzeugs nicht 
machbar erscheint, wird in [BMFT92] eine Strategie vorgeschlagen, bei der zwischen Werk-
zeugen für den Komponentenentwurf und dem Systementwurf unterschieden wird, wobei 
beim Systementwurf von komponentenspezifischen Problemen abstrahiert wird. Ein Vor-
schlag für eine Spezifikations- und Systementwurfsumgebung für Mikrosysteme findet sich 
in [Bortolazzi93a]. Um den Entwurf von Komponenten mit einzubeziehen, ist ein Kopplung 
zwischen einer Systementwurfsumgebung und Komponentenentwurfswerkzeugen erforder-
lich. Dieses Vorgehen wird auch als "Meet in the Middle" -Strategie bezeichnet. Aktuelle For-
schungsvorhaben, die sich mit der Realisierung von Entwurfswerkzeugen und Fragen der 
Entwurfsproblematik im Bereich der Mikrosystemtechnik beschäftigen, sind u.a. die beiden 
BMFT-Verbundvorhaben "Untersuchung zum Entwurf von Mikrosystemen" und "Methoden-
und Werkzeugentwicklung für den Mikrosystementwurf'. 
Die Realisierung von Werkzeugen für den System- und Komponentenentwurf ist nur langfri-
stig möglich. Allerdings ist auch danach damit zu rechnen, daß Teilbereiche der Entwicklung 
von Mikrosystemen ohne ihre Unterstützung durchgeführt werden müssen, weil die Anpas-
sung der Entwurfsumgehungen an die ständige Weiterentwicklung der technologischen 
Grundlagen der Mikrosystemtechnik nur mit zeitlicher Verzögerung geschehen kann. 
Man muß daher davon ausgehen, daß der Entwurf von Mikrosystemen jetzt und in Zukunft 
nicht nur von einzelnen oder wenigen Personen durchgeführt wird, die allein mit Hilfe eines 
Entwurfswerkzeugs die komplexen Probleme des Entwurfs von Mikrosystemen lösen kön-
nen. Vielmehr wird dies die aktive Zusammenarbeit von Experten aus sehr verschiedenen 
Fachrichtungen (Fertigungstechnik, Maschinenbau, Elektronik, Informatik, Chemie, Optik, 
Systemtechnik etc.) erfordern. Rechnerunterstützung des Entwurfs hat dabei auch die Aufga-
be, die Kommunikation zwischen den Fachgebieten zu ermöglichen, damit die gegenseitigen 
Abhängigkeiten von Komponentenentwurf und Systementwurf für alle an der Entwicklung 
des Systems Beteiligten deutlich werden. 
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Dies ist deswegen nicht von vomherein gegeben, weil die an der Entwicklung Beteiligten, ge-
prägt durch ihr Wissen auf dem jeweiligen Fachgebiet, tendenziell ihre eigene Sicht des Sy-
stems haben und daher unterschiedliche Lösungsansätze zur Realisierung der Systemfunktio-
n(en) verfolgen werden. Alle an der Entwicklung eines Mikrosystems Beteiligten sind aber 
gezwungen, in Systemen zu denken [Rauch89]. Die Unterstützung dieses Systemdenkens ist 
daher eine wichtige Aufgabe, die eine rechnergestützte Entwurfshilfe erfüllen muß. 
1.2 Zielsetzung 
Diese Entwurfshilfe soll darin bestehen, daß bereits in einer frühen Phase des Entwurfs mit 
einer Modeliierung des geplanten Systems begonnen wird. Unter Modeliierung wird dabei 
die Erstellung eines rechnerbasierten Modells verstanden, welches alle zum Verständnis des 
geplanten Systems notwendigen Informationen enthält. Das Modell kann in einen statischen 
und einen dynamischen Teil aufgeteilt werden. 
Der statische Teil umfaßt alle das System und seine Komponenten charakterisierenden Para-
meter, welche Auswirkungen auf das Design des Gesamtsystems haben. Solche Merkmale 
sind z.B. Informationen über die Geometrie von Komponenten oder Eigenschaften der ver-
wendeten Materialien. Dabei sind nicht nur die für ein geplantes System spezifizierten Para-
meterwefte von Bedeutung. Ebenso wichtig ist es, auch weitergehende Informationen zu er-
fassen, z.B. in welchen Grenzen ein bestimmter Parameter variiert werden darf und welche 
Randbedingungen dieses Intervall festlegen. Dieser Teil des Modells hat also auch den Cha-
ral<ter einer Spezifikation vor der Umsetzung in ein reales System und Dokumentation nach 
dessen Fertigstellung. 
Im dynamischen Teil wird das Verhalten des Systems unter Einwirkung externer Einflüsse 
und seine Interaktion mit der Umwelt modelliert. Dieser Teil des Modells hat den Charakter 
einer ausführbaren Spezifikation bzw. Simulation, wobei das Verhalten des realen System an-
genähert wiedergegeben wird. Wichtig ist hierbei, daß das System nicht nur im Sinne einer 
"black box" modelliert wird, bei der das Zustandekommen des Verhaltens unklar bleibt. Viel-
mehr muß sich das Verhalten des gesamten Systems aus dem Zusammenwirken seiner Kom-
ponenten ergeben. 
In einer frühen Entwurfsphase kann die Modeliierung auf einer abstrakten Ebene beginnen. 
Wenn der Systementwurf konkretisiert oder aufgrundvon Anforderungsänderungen modifi-
ziert wird, wird das Modell ebenfalls geändert. Am Ende eines Entwurfs soll man im Idealfall 
in der Lage sein, einem Unbeteiligten das Funktionieren des Systems und wesentliche 
Designentscheidungen anband des Modells zu erläutern. Nach der Realisierung des Systems 
kann es als Ausgangspunkt für die Entwicklung von Varianten verwendet werden. 
Ziel der vorliegenden Arbeit ist es, an einem konkreten Beispiel zu zeigen, wie eine rechner-
gestützte Modeliierung von Mikrosystemen auf der Systemebene durchgeführt werden kann, 
da es hierzu bis jetzt noch keine etablierten Ansätze gibt. Dazu wird eine geeignete Methode 
entwickelt bzw. ausgewählt und ein Werkzeug auf der Basis dieser Methode zur Durchfüh-
rung der Modeliierung konzipiert und implementiert. Anschließend wird mit diesem Werk-
zeug die Modeliierung eines Mikrosystems durchgeführt und das Modell mit dem realen Sys-
tem verglichen. Dies geschieht in mehreren Schritten. 
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1.3 Durchführung 
Da die Mikrosystemtechnik noch eine sehr junge Disziplin ist, ist es nicht möglich, anband 
von Erfahrungen mit bereits realisierten Prototypen abzuleiten, welche konkrete Anforderun-
gen an das Modell zu stellen sind. Es werden daher in Kapitel 2 Kriterien angegeben, an de-
nen Mikrosysteme gemessen werden können, um eine Abschätzung zu ermöglichen, mit wel-
chen Problemen man typischerweise bei der Modeliierung konfrontiert werden wird. Auf der 
Grundlage dieser Bewertung von Mikrosystemen werden danach Forderungen aufgestellt, 
welche die zur Modeliierung eingesetzten Methoden und das Werkzeug erfüllen müssen. We-
sentliche Gesichtspunkte dabei sind die Einbeziehung des statischen und des dynamischen 
Teils des Modells und die Integration des Modellierungswerkzeugs mit anderen im Rahmen 
des Mikrosystementwurfs verwendeten Werkzeugen. Verschiedene Methoden werden darauf-
hin untersucht, inwieweit sie den aufgestellten Anforderungen genügen. 
In Kapitel 3 werden die Methoden erläutert, welche für eine Modeliierung geeignet sind. Da-
bei wird gezeigt, daß ein objektorientierter Ansatz die aufgestellten Forderungen erfüllt. Da-
nach wird ein Werkzeug prototypisch implementiert, mit dem die Modeliierung des Mikrosy-
stems praktisch durchgeführt wird. 
Danach wird in Kapitel 4 beispielhaft durch die Modellierung eines Mikrosystems gezeigt, 
wie eine Umsetzung der Methode und eine Anwendung des Werkzeugs erfolgen kann. Dabei 
harrdelt es sich bei dem betrachteten System um das oben genannte 1\1ilaosystem zur Mes-
sung von Beschleunigungen, welches parallel zu dem Modell im Kernforschungszentrum 
Karlsruhe entwickelt wurde. Die parallele Entwicklung eines realen Systems erlaubt es, 
Aspekte der Modeliierung aus mehreren Phasen der Mikrosystementwicklung zu behandeln. 
Dazu ist es notwendig, die Datenverarbeitung des realen Systems im Rahmen dieser Arbeit zu 
implementieren. 
Um die Flexibilität bei der Erweiterung eines Modells zu zeigen, werden danach in Kapitel 5 
einige mögliche Erweiterungen des Mikrosystems betrachtet und die notwendigen Änderun-
gen am Modell diskutiert. 
Eine Zusammenfassung der durchgeführten Tätigkeiten und eine Diskussion der erreichten 
Ziele sowie der möglichen Weiterentwicklungen beschließen die Arbeit. 
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2 Voraussetzungen für die Modeliierung von Mikrosystemen 
Im folgenden soll untersucht werden, mit welchen Methoden eine Modeliierung von 
Mikrosystemen auf Systemebene durchgeführt werden kann. Dazu wird zunächst der Begriff 
Mikrosystem untersucht und Kriterien angegeben, an denen potentielle Mikrosysteme gemes-
sen werden können. Daraus werden Anforderungen an die Modellierungsmethoden abgelei-
tet. Anforderungen an ein Modellierungswerkzeug ergeben sich durch eine Diskussion, wel-
che Hilfsmittel einem Anwender zur Verfügung gestellt werden müssen. Anschließend 
werden einige bekannte Methoden auf ihre Eignung zur Modeliierung hin überprüft. 
2.1 Kriterien für die Bewertung von Mikrosystemen 
Um die Durchführung einer Modeliierung von Mikrosystemen zu untersuchen, muß geklärt 
sein, was Mikrosysteme sind und wodurch sie sich definieren. Zur Zeit fehlt noch eine allge-
mein verbindliche Definition des Begriffs. Einerseits finden sich in der Literatur Begriffe wie 
intelligenter Mikrosensor oder Mikroroboter, die teilweise anstelle von Mikrosystem verwen-
det werden, andererseits bezeichnet das Schlagwort "Systems on Chips" [Wieder92] keine 
Mikrosysteme, sondern den Trend in der Mikroelektronik, Speicher- und Logikfunktionen in 
einem Baustein zu vereinen. Mikrosysteme lassen sich an folgenden Kriterien messen: 
.. Basistechnologie 
• Art und Zahl der Komponenten 
" Systemcharakter 
• fertigungstechnischer Integrationsgrad 
• Größe 
Diese Kriterien werden jetzt kurz diskutiert. 
Basistechnologie 
Bei der Herstellung von Mikrosystemen und ihren Komponenten werden eine Reihe von 
Technologien eingesetzt, wie die Si-Technologie oder die LIGA-Technik, die ihrerseits wie-
der aus einer Vielzahl von Verfahren bestehen, wie Lithographieverfahren, Ätztechniken, 
Dünnschichttechnik, etc. Wichtiger als die verwendete Technologie ist die dahinterstehende 
Philosophie, daß bei der Fertigung Bearbeitungsschritte auf einer großen Zahl von miniaturi-
sierten Systemen oder zumindest Komponenten gleichzeitig ausgeführt werden, was erst eine 
wirtschaftliche Fertigung in größeren Stückzahlen ermöglicht. 
Auf die Modeliierung des Systems hat die Basistechnologie nur indirekt Auswirkungen durch 
die Randbedingungen (wie kleinste realisierbare Strukturbreiten etc.), die sie für die Herstel-
lung der Komponenten setzt. 
Komponenten von Mikrosystemen 
Abbildung 1 zeigte bereits eine schematische Darstellung eines vollständigen Mikrosystems. 
Man erkennt eine Vielzahl von in ihren Eigenschaften sehr unterschiedlichen Komponenten: 
Sensoren, Aktoren und verschiedene elektronische Bauteile (analog und digital). Der Mikro-
prozessor führt die Software aus, welche die Datenverarbeitung realisiert und über die 
Schnittstelle mit anderen Systemen kommuniziert. 
- 7-
Die Aufteilung der Funktionalitäten auf die im System vorhandenen Komponenten kann al-
lerdings zwischen Mikrosystemen stark variieren, oftmals werden einige Komponenten ganz 
fehlen. Die Funktionen von ROM, J.LP, I/0 können in einem Mikrocontroller zusammengefaßt 
werden, der Multiplexer kann direkt hinter den Verstärkern plaziert sein. Aktoren, besonders 
diejenigen, welche nicht nur auf systeminterne Komponenten, sondern auf einen externen 
physikalischen oder chemischen Prozeß einwirken, befinden sich größtenteils noch im For-
schungsstadium, und sind folglich in vielen Mikrosystemen noch nicht vorhanden. Für viele 
Anwendungen sind Aktaren nicht erforderlich; man kann hier von Mikro-Meßsystemen spre-
chen. Je nach Zahl und Art der Sensoren sowie der vom System zu erfüllenden Aufgabe kann 
ein Mikroprozessor für die Datenverarbeitung überdimensioniert sein und wird z.B. durch ei-
nen programmierbaren Logikbaustein ersetzt. Bei der Integration eines Prozessors in das Sys-
tem muß auch die Software als Komponente entwickelt werden. Dies hat direkte Auswirkun-
gen auf den Entwurf auf Systemebene, da die Systemfunktion nach außen im wesentlichen 
durch die Software bestimmt wird. 
Eine hohe Zahl von Einzelkomponenten bedingt auch eine hohe Komplexität des gesamten 
Systems und motiviert damit die Notwendigkeit einer Modellierung auf Systemebene. Die 
Heterogenität der Komponenten stellt eine große Herausforderung für die Modeliierung dar, 
welche ihre sehr unterschiedlichen Eigenschaften und Funktionen geeignet darstellen muß. 
Dieser Aspekt unterscheidet die Mikrosystemtechnik von Teilgebieten wie der Mikromecha-
nik oder MikJoelektronik. Erschwerend kommt hinzu, daß durch die Weiterentwicklung der 
Basistechnologien ständig neue Arten von Komponenten herstellbar sind, welche auch mo-
delliert werden müssen. 
Systemcharakter von Mikrosystemen 
Nach [Rauch89] wird bei einem Mikrosystem primär die Gesamtfunktion optimiert, weniger 
die Teilfunktionen für sich. Dahinter steht der Gedanke, daß eine Optimierung der Teilkom-
ponenten für sich in der Summe aufwendiger ist als die Optimierung der Systemfunktion. 
Komponenten- und Systementwurf können daher nicht unabhängig voneinander erfolgen. Al-
lerdings sind viele kommerziell verfügbare mikroelektronische Komponenten bereits auf eine 
bestimmte Funktion hin optimiert, so daß ihr Einsatz in einem Mikrosystem keinen Mehrauf-
wand bei der Entwicklung verursacht. Eine starke Kopplung zwischen Komponentenentwurf 
und Gesamtsystementwurf bedeutet auch einen Verlust an Modularität, was sich negativ bei 
einer Weiterentwicklung auf der Basis eines bestehenden Systems auswirkt. 
Noch enger faßt [Kroy89] den Begriff Mikrosystem. Danach kann erst dann von Mikrosyste-
men gesprochen werden, wenn die Gesamtfunktion nur über das Zusammenwirken aller Teile 
optimiert wird, d.h. durch erhöhten Aufwand bei der Verbesserung von einzelnen Komponen-
ten kann die Gesamtfunktion prinzipiell nicht optimiert werden. 
Ein anderer Aspekt ist die Systemfähigkeit Mikrosysteme werden in vielen Bereichen (z.B. 
Automatisierungstechnik) im Verbund mit anderen Systemen zur Anwendung kommen. Da-
für müssen sie nach außen eine klar definierte oder sogar genormte Schnittstelle zur Verfü-
gung stellen. Die in [Brignell89] für intelligente Sensoren aufgestellte Forderung, daß die 
Komplexität des Systems nach außen hin nicht sichtbar werden darf, gilt ebenso für Mikrosy-
steme. Dies bedeutet, daß Funktionen wie Fehlerkorrektur der Sensoren oder Überwachung 
des Systems im System selber realisiert werden müssen. 
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Auch der Systemcharakter trägt dazu bei, daß sich die Komplexität von Mikrosystemen er-
höht und macht eine Modeliierung in der Entwurfsphase erforderlich. 
Fertigungstechnischer Integrationsgrad 
Auf den ersten Blick scheint eine monolithische Integration aller Komponenten in einem 
Chip wünschenswert zu sein. Sie würde erlauben, den Vorteil einer parallelen Fertigung opti-
mal auszunutzen, den Einsatz von Aufbau- und Verbindungstechniken zu beschränken und 
die Größe des Systems zu minimieren (zu den Möglichkeiten und Vorteilen siehe auch 
[Riethmüller89]). Andererseits hat eine derart weitgehende Integration auch Nachteile: 
" Bei der Herstellung müssen die für die Sensorfertigung und die Elektronikferti-
gung verwendeten Prozeßschritte miteinander verträglich sein; dies schränkt die 
Arten der realisierbaren Sensoren ein. 
" Zusätzliche Prozeßschritte für Sensoren werden die Ausbeute bei der Produktion 
verringern. 
" Eine monolithische Integration wird in aller Regel Silizium als Grundmaterial 
verwenden, dies schränkt die Zahl der möglichen Sensoren ebenfalls ein. 
" Von außen kommende Signale, die von den Sensoren gemessen werden sollen, 
können Störungen in der Elektronik verursachen. Eine hohe Integrationsdichte 
erschwert eine Vermeidung der Störungen durch Abschirmung der Elektronik. 
• Einige Sensortypen ( chen1ische, biologische) haben nur eine begrenzte Lebens-
dauer und müssen auswechselbar sein, was bei fester Integration nicht möglich 
ist. 
" Der für die hohe Integration erforderliche Aufwand bei Design und Herstellung 
wird erst bei höheren Stückzahlen kompensiert, was Anwendungen mit geringer 
Stückzahl ausschließt. 
" Einzelne Komponenten können nur bedingt unabhängig voneinander entworfen 
werden. 
In [Senturia86] wird geraten, den zusammen mit den Sensoren realisierten Teil der Elektronik 
zu minimieren. Auch im Bereich der Mikroelektronik findet eine monolithische Integration 
von digitalen und analogen Funktionen eher selten statt. Eine Alternative zu einer monolithi-
schen Integration ist eine Integration von einzelnen Chips in Multichip-Module [Schuch92] 
oder ganz allgemein die hybride Integration von mikromechanischen und mikroelektroni-
schen Komponenten auf einem Substrat mit Aufbau- und Verbindungstechniken [Reichl89]. 
Aus diesen Gründen ist die Höhe des fertigungstechnischen Integrationsgrads nur bedingt ein 
Kriterium für Mikrosysteme. Die in dieser Arbeit durchgeführte Modeliierung geht nicht von 
der Voraussetzung aus, daß Mikrosysteme weitgehend monolithisch hergestellt werden. Al-
lerdings müssen die durch die Fertigungstechnik gegebenen Randbedingungen, was z.B. 
Formgebung und kleinste realisierbare Strukturen angeht, in ihren Auswirkungen auf das Sy-
stemdesign in der Modeliierung berücksichtigt werden. 
Größe von Mikrosystemen 
Größe kann sich auf verschiedene Eigenschaften beziehen: geometrische Abmessungen, Ge-
wicht, Leistungsaufnahme. Es gibt Anwendungen, z.B. in der Medizintechnik, wo die geome-
trischen Abmessungen des Systems eine wichtige Rolle spielen (spektakulärstes Beispiel ist 
sicher die Idee des sich durch Adern im menschlichen Körper bewegenden Mikroroboters), 
oder in der Raumfahrttechnik, wo eine Reduzierung des Gewicht merkliche Kosten einspart. 
- 9-
Miniaturisierung und geringe Leistungsaufnahme sind auch generell Vorteile der Mikroelek-
tronik. Dennoch haben moderne Prozessoren eine erhebliche Leistungsaufnahme (> 10 Watt) 
und gehäust einen Flächenbedarf von einigen Quadratzentimetern. Daher können ohne All-
wendungsbezug auch für Mikrosysteme Grenzwerte für die Größe, bei deren Überschreitung 
ein System nicht mehr als Mikrosystem bezeichnet werden kann, nicht angegeben werden. 
Allerdings wird man erwarten, daß die kleinsten Komponenten bzw. funktionstragenden Ein-
heiten Abmessungen im Bereich von wenigen 11m haben werden. 
Auf die Modeliierung hat die Größe des geplanten Systems, ähnlich wie die eingesetzte Ba-
sistechnologie, nur mittelbar Einfluß. 
Fazit 
Die genannten Kriterien sind nicht unabhängig voneinander, teilweise bedingen sie sich ge-
genseitig, teilweise schließen sie einander aus. Ihre Anwendung bei der Bewertung von kon-
kreten Systemen unterliegt einem Ermessensspielraum. Manchmal wird auf eine hohe Inte-
gration Wert gelegt, manchmal steht die Funktionalität im Vordergrund. Dies hängt von dem 
geplanten Einsatzgebiet und den daraus folgenden Anforderungen ab. Wenn die Integration 
einer digitalen Datenverarbeitung als eine notwendige Bedingung für Mikrosysteme betrach-
tet wird, so ist der in der Einleitung erwähnte Herzkatheter kein Mikrosystem. 
Der technologische Fortschritt macht auch eine ständige Neubewertung der Kriterien nötig. 
Daher fällt es schwer, Mindestanforderungen an Mikrosysteme zu foimUlieren. :Manche Defi-
nitionen des Begriffs Mikrosystem fallen oft nur vage aus. Nach [Rauch89] sind Mikrosyste-
me Systeme, die mehrere integrierte Baugruppen umfassen, von denen mindestens zwei un-
terschiedliche Funktionen aufweisen, und mindestens eine dieser Funktionen durch 
nichtelektrische Parameter gekennzeichnet ist. 
Es bleibt festzustellen, daß der Begriff Mikrosystem nicht endgültig definiert ist, und daß sich 
seine Bedeutung mit der Weiterentwicklung der Technologien noch wandeln bzw. präzisieren 
wird. Trotzdem soll hier schon eine Definition des Begriffs erfolgen: "Mikrosysteme sind un-
ter Anwendung von Mikrotechniken hergestellte Systeme mit Sensoren und/oder Aktoren, 
die ihre Funktion durch eine intelligente Verknüpfung von nicht notwendigerweise teilopti-
mierten Komponenten erzielen." 
Mikrosysteme sind, etwa im Vergleich zu einzelnen Sensoren, durch eine hohe Komplexität 
gekennzeichnet. Beim Entwurf auf der Systemebene sind es vor allem die Zahl und Verschie-
denartigkeit der Komponenten und der Systemcharakter, die diese Komplexität verursachen. 
Diese Komplexität stellt eine Hauptschwierigkeit beim Entwurf von Mikrosystemen dar; sie 
wird in Zukunft noch weiter zunehmen. Daneben ist es die enge Kopplung zur Fertigung, die 
den Entwurf bestimmt. 
2.2 Anforderung an die Modellierungsunterstützung 
Aus dieser Analyse von Mikrosystemen lassen sich Anforderungen an die Modellierungsun-
terstützung ableiten. Diese lassen sich aufteilen in 
" Anforderungen an die der Modeliierung zugrundeliegende Methode bzw. Metho-
den. 
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• Anforderungen an das Werkzeug, mit dem die Modeliierung durchgeführt wer-
den soll. 
Für eine praktisch durchzuführende Modellierung müssen beide Arten von Anforderungen er-
füllt werden, da auch die Anwendung einer geeigneten Methode nur in dem Maß geschehen 
kann, wie sie durch das Werkzeug unterstützt wird. Die einzelnen Forderungen werden je-
weils erst begründet und dann formuliert. Dabei wird zunächst nicht auf Widerspruchsfreiheit 
geachtet oder darauf, ob und wie die Forderungen in der Praxis umgesetzt werden können. 
2.2.1 Anforderungen an die Methoden 
Im Unterkapitel 2.1 wurde Komplexität als eine wesentliche Eigenschaft von Mikrosystemen 
identifiziert. Für das Verständnis komplexer Systeme gibt es bewährte Techniken: Zerlegung, 
Abstraktion und Hierarchiebildung [Booch91]. 
Komplexe Systeme können in Teilsysteme oder Komponenten zerlegt werden, die miteinan-
der in Beziehung stehen. Durch Analyse der Komponenten und ihrer Beziehungen kann ein 
besseres Verständnis des Systems in seiner Gesamtheit gewonnen werden. 
Abstraktion bedeutet, von einer komplexen Sache nur die Eigenschaften zu betrachten, die in 
einem bestimmten Kontext von Interesse sind, und die anderen zu ignorieren. Abstraktion er-
laubt es, auch sehr unterschiedliche Dinge miteinander zu vergleichen, indem sie auf einem 
Abstraktionsniveau beschrieben werden, bei welchem unterschiedliche Eigenschaften ausge-
klammert bleiben. 1 
Beide Techniken können rekursiv angewendet werden. Man erhält dann Zerlegungs- und Ab-
straktionshierarchien. Die Zerlegungshierarchie endet mit Komponenten, die so einfach sind, 
daß eine weitere Zerlegung keine Verständnisvorteile mehr bringt. Abstraktionshierarchien 
beginnen mit einer allgemeinen Beschreibung und enden mit einer konkreten Beschreibung 
von Dingen. Abbildung 2 zeigt je ein einfaches Beispiel für eine Zerlegungs- und Abstrak-
tionshierarchie. 
Mikrosystem Sensor 
/I~ /I~ 
Aktorfeld Sensorfeld Datenverarbeitung Drucksensor Beschleunigungssensor Temperatursensor 
/1~ /I~ 
Sensor Verstärker ADC piezoelektrisch kapazitiv piezoresisti v 
Abb. 2 links: Beispiel für Zerlegungshierarchie, rechts: Beispiel für Abstraktionshierarchie. 
Abbildung 1 zeigte bereits implizit die Zerlegung eines Mikrosystems auf verschiedenen Stu-
fen, nämlich als ganzes Mikrosystem, als Bauteilgruppen und als Bauteile. Dies wird in Ab-
bildung 3 veranschaulicht. 
1. So lassen sich auch Äpfel mit Birnen vergleichen, etwa indem man sie abstrakt als Nahrungsmittel 
betrachtet, die auf ihren Vitamingehalt hin verglichen werden. 
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A II 
I t 
-
~ Aktor 
Aktorfeld Sensorfeld V erst. 
DAC 
.... II 
• 
Datenverarbeitung 
.... 1r 
Schnittstelle 
Abb. 3 links: Mikrosystem, zerlegt nach Bauteilgruppen, 
rechts: Mikrosystem, zerlegt nach Bauteilen. 
Sensor 
Vorverst. 
ADC 
interner 
Bus 
externer 
Bus 
Zerlegung und Abstraktion sind nicht eindeutig, sondern hängen vom beabsichtigten Zweck 
ab. Meist gibt es mehrere mögliche sinnvolle Zerlegungs- und Abstraktionshierarchien. Eine 
Zerlegung kann sich z.B. an physikalischen Komponenten oder an den realisierten Funktio-
nen orientieren. 
Im Bereich der digitalen Mikroelektronik gibt es aufgrund der gesammelten Erfahrungen 
schon relativ fest definierte Abstraktionsstufen, auf welchen Systeme beschrieben werden 
können (Transistorebene, Gatterebene, Registerebene etc.). Für Mikrosysteme existiert eine 
solche feste Einteilung in Hierarchiestufen nicht, da einerseits die Technik noch zu jung ist 
und andererseits schon bei Komponenten wie den Sensoren die Funktionsmechanismen zu 
unterschiedlich sind, als daß eine schematische Abstraktion für alle Fälle möglich wäre. 
1. Forderung: Die Modellierungsmethode soll die Techniken der hierarchischen Zerlegung 
und hierarchischen Abstraktion unterstützen. 
In der Einleitung wurde dargelegt, daß das Modell statische Merkmale des Mikrosystems ab-
bilden muß. Diese Merkmale variieren sehr stark zwischen den Komponenten des Mikrosys-
tems. Einige Merkmale haben fast alle Komponenten des Mikrosystems gemeinsam (Kosten, 
Position innerhalb des Systems, Flächenbedarf), andere Merkmale können zwar für viele 
Komponenten angegeben werden, sind aber nicht für alle sinnvoll (Materialeigenschaften, 
elektrische Kenngrößen). Wieder andere Merkmale treffen nur für einzelne Komponenten zu 
(Speicherkapazität, Übertragungsrate). Zwischen verschiedenen Mikrosystemen variieren die 
beschreibenden Merkmale mit Zahl und Art der verwendeten Komponenten ebenfalls. 
2. Forderung: Merkmale eines Systems und seiner Komponenten sollen durch Attribute be-
schrieben werden können, die in Zahl und Typ variabel sind. 
Das dynamische Verhalten des Systems soll ebenfalls modelliert werden können. Dies bezieht 
sich nicht nur auf das System als Ganzes, sondern auch auf das Verhalten von Komponenten. 
Eine genaue Komponentensimulation, wie sie beim Komponentenentwurf notwendig ist, soll 
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nicht in das Modell integriert werden, da sie in vielen Fällen zu aufwendig ist. Vielmehr müs-
sen zur Beschreibung des Komponentenverhaltens vereinfachte Modelle entwickelt werden, 
welche ausreichend schnell und genau genug sind, um in einer Systemmodeliierung einge-
setzt zu werden. Solche einfachen Komponentenmodelle werden manchmal auch als Makro-
modelle bezeichnet [Reichl93]. Die Methode muß die Integration dieser Komponentenmodel-
le erlauben. 
3. Forderung: Das dynamische Verhalten des Systems muß durch die Integration von verein-
fachten Komponentenmodellen beschrieben werden können. 
Eine weitere Aufgabe des Modells besteht darin, Entwurfsentscheidungen der Entwickler zu 
beschreiben. Dies ist deswegen notwendig, weil die Gründe für manche Designentscheidung 
oft nur mit Hintergrundwissen aus einem speziellen Teilgebiet erklärbar sind und daher nicht 
von allen an der Systementwicklung Beteiligten verstanden werden können. In jedem 
Mikrosystem wird es auch Parameter geben, die das Gesamtsystem überdurchschnittlich stark 
beeinflussen, und deren genaue Auswirkungen daher auch für den Entwurf auf Systemebene 
beschrieben oder erklärt werden müssen. Es ist also wichtig, auch Erfahrungen und Erklärun-
gen in das Modell einbringen zu können. 
4. Forderung: Erläuternde Beschreibungen und Eifahrungen der Entwickler des Systems 
müssen innerhalb des Modells formuliert werden können. 
Die Methode sollte von einem potentiellen Anwender leicht erlernt werden können, wenn er 
sie noch nicht kennt. Der Maßstab dafür, was einfach ist, ist natürlich subjektiv und hängt von 
der Vorbildung des Modellierers sowie von dem Werkzeug ab, in dem die Methode imple-
mentiert ist. Die Erfüllung dieser Forderung soll helfen, Akzeptanzprobleme bei potentiellen 
Anwendern zu vermindern. 
Weiterhin sollte die Methode auch so verständlich sein, daß die mit ihrer Hilfe abgelegten In-
formationen auch von Anwendern verstanden werden, welche die Methode nur wenig beherr-
schen. Diese Forderung erscheint nicht zwingend, denn man könnte auch einwenden, daß das 
Modellierungswerkzeug die abgelegten Informationen auch so präsentieren kann, daß die 
darunterliegende Methode verdeckt wird und daher keine Rolle mehr spielt. Hier wird aber 
die Auffassung vertreten, daß die Kommunikation zwischen den an der Entwicklung des Sys-
tems Beteiligten durch die völlige Trennung zwischen Methode und Darstellung der Informa-
tionen eher erschwert wird. 
5. Forderung: Die Methoden sollten einfach und verständlich sein. 
Auch die beste Methode besitzt nur theoretischen Wert, wenn sie nicht im Rahmen eines 
Werkzeugs implementiert ist, mit dem die Modeliierung durchgeführt wird. Dabei ist es hilf-
reich, wenn man bei der Implementierung auf kommerzielle Werkzeuge zurückgreifen kann, 
welche die Methode unterstützen. Noch besser ist es, wenn die Methode allgemein akzeptiert 
und verbreitet ist, so daß mehrere kommerzielle Implementierungen zur Verfügung stehen. 
Dies verringert Zeit und Aufwand für die Realisierung eines Modellierungswerkzeugs. Bei 
einer noch jungen Technik wie der Mikrosystemtechnik ist dies wichtig, da der Markt noch 
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nicht das Volumen hat, umfangreiche Eigenentwicklungen zu tragen. In diesem Zusammen-
hang sei nochmals auf die Verwendung kommerzieller Programmpakete in MEMCAD hinge-
wiesen (siehe Seite 3). 
Bei der Implementierung ist auch zu bedenken, daß ein Modellierungswerkzeug nur einen 
Teilbereich bei der Entwicklung von Mikrosystemen abdeckt. Die Frage nach einer Integrati-
on mit anderen Werkzeugen (z.B. für die Entwicklung von Komponenten) muß daher schon 
bei der Wahl der Methode mit berücksichtigt werden. Je stärker die Unterstützung der Metho-
de durch kommerzielle Werkzeuge ist, desto wahrscheinlicher ist es, daß auch Lösungen für 
die Integration mit anderen Werkzeugen existieren. 
6. Forderung: Die Methode sollte bewährt sein und von kommerziellen Programmen unter-
stützt werden. 
Generell ist zu erwarten, daß für einige Teilbereiche der Modeliierung spezielle Methoden be-
sonders gut geeignet sind. Es ist daher zu überlegen, ob eine Modeliierung mit vielen, auch 
speziellen Methoden durchgeführt werden soll, oder nur mit möglichst wenigen, im Idealfall 
nur mit einer. Die Verwendung mehrerer Methoden hat, besonders im praktischen Einsatz, 
Nachteile: 
• Mehrere Methoden bedeuten einen Mehraufwand bei der Implementierung des 
Modellierungswerkzeugs. 
" Die richtige Integration mehrerer Methoden ist sowohl konzeptionell als auch in 
der praktischen Umsetzung schwierig. 
• Der Lernaufwand steigt stark an. Selbst wenn mehrere Methoden vom Werkzeug 
unterstützt werden, wird in vielen Fällen der Modellierende nur eine Teilmenge 
von ihnen sicher beherrschen und für die Modeliierung verwenden. Dies führt vor 
allem dann zu Problemen, wenn mehrere Personen die Modeliierung durchfüh-
ren, die nicht die gleichen Methoden beherrschen. 
7. Forderung: Der Modeliierung soll eine möglichst kleine Zahl von Methoden zugrundelie-
gen. 
Falls jedoch mit einer Methode allein eine Modeliierung nicht erfolgreich durchgeführt wer-
den kann, müssen die eben genannten Nachteile in Kauf genommen werden, und mehrere 
Methoden verwendet werden. Dann ist wenigstens darauf zu achten, daß diese sich möglichst 
gut ergänzen und konzeptionell zueinander passen. 
8. Forderung: Falls mehrere Methoden verwendet werden, müssen sie integrierbar sein. 
2.2.2 Anforderung an das Modellierungswerkzeug 
Nachdem oben die Anforderungen an die der Modeliierung zugrundeliegenden Methoden 
aufgestellt wurden, werden jetzt einige Fähigkeiten diskutiert, die das Modellierungswerk-
zeug selber aufweisen muß. Einige, für praktisch alle Programme geltenden notwendigen Ei-
genschaften, wie Benutzerfreundlichkeit, Schnelligkeit, Fehlerfreiheit etc. werden nicht im 
einzelnen aufgeführt. Ebenso ist selbstverständlich, daß das Werkzeug die gewählte Methode 
ausreichend gut unterstützt. 
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Eine wichtige Forderung ist die nach geeigneter Darstellung von Informationen. In dem Mo-
dell sind viele Daten verschiedener Art abgelegt, die durch eine geeignete Aufbereitung bes-
ser zu interpretieren sind. Ein einfaches Beispiel sind Informationen, welche die Plazierung 
von Bauelementen im System beschreiben, oder Informationen über mikromechanische 
Strukturen liefern. So könnten Strukturen durch Polygone angenähert sein, deren Daten in 
dem Modell abgelegt sind. Abbildung 4 zeigt zwei Darstellungsformen derselben Polygonda-
ten und demonstriert den Nutzen einer Visualisierung von Geometriedaten. 
(14,14) 
(12,16) 
(22,16) 
(20,14) 
"'(..____/ 
Abb. 4 Polygon, repräsentiert durch (x,y)-Eckpunktdaten und durch grafische Skizze. Die Form des 
Polygons ist der grafischen Darstellung wesentlich leichter zu entnehmen. 
Der Umfang der Unterstützung in der Darstellung von Daten kann nicht allgemein angegeben 
werden. Für Mikrosysteme mit umfangreichen mikromechanischen Komponenten, deren 
Funktionalität auch durch ihren dreidimensionalen Charakter bestimmt wird, kann die Visua-
lisierung von Geometriedaten durch die Kopplung zu einem kommerziellen CAD-System an-
gemessen sein. Für andere Systeme, bei denen Geometrieinformationen auf der Systemebene 
kaum relevant sind, reicht möglicherweise eine knappe zweidimensionale Skizze aus, so daß 
eine einfache Eigenentwicklung vorzuziehen ist. Nichtgeometrische Daten müssen ebenfalls 
angemessen dargestellt werden können. 
Eng mit der Darstellung ist die Aufbereitung von Daten verknüpft. Wenn z.B. in dem Modell 
Kosten von Komponenten abgelegt sind, sollte es dem Anwender möglich sein, eine nach den 
Kosten geordnete Aufstellung der Komponenten zu erhalten. 
9. Forderung: Die Darstellung und Aufbereitung von Informationen muß in einer der Kom-
munikation zwischen Entwicklern und Anwendern förderlichen Weise eifolgen. 
Falls die im Modell vorhandenen Informationen sehr umfangreich sind, sind Hilfsmittel not-
wendig, um durch diese Informationen zu "navigieren". Solche Hilfsmittel werden allgemein 
als Browser bezeichnet; sie beruhen oft auf dem Prinzip, dem Benutzer eine grafische Reprä-
sentation von Informationsstrukturen zu bieten, die leicht zu interpretieren ist. Manchmal 
werden Informationen auch in einer bestimmten Reihenfolge angezeigt (alphabetisch, chro-
nologisch etc.), um so einen Zugriff auf interessierende Daten zu erleichtern. Die spezielle 
Auslegung dieser Browser ist von der zur Modeliierung verwendeten Methode abhängig. 
Ebenso muß ein Benutzer in die Lage versetzt werden, gezielt einzelne Daten im Modell zu 
verändern. Hierfür sollten spezielle Hilfsmittel zur Verfügung stehen, die aber, wie die Brow-
ser, nicht ohne Kenntnis der Methode zu spezifizieren sind. 
10. Forderung: Der Benutzer muß beim Zugriff auf das Modell unterstützt werden. 
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Die Notwendigkeit, für eine dynamische Modeliierung vereinfachte Komponentenmodelle zu 
entwickeln, wurde schon auf Seite 12 (Forderung 3) angesprochen. Die Entwicklung dieser 
Komponentenmodelle geschieht idealerweise durch den Entwickler der Komponente, da die-
ser am besten beurteilen kann, wie ein Komponentenverhalten durch eine einfache Modell-
vorstellung angenähert werden kann. Die Anhindung dieser Komponentenmodelle an das 
Modell muß möglich sein und auch vom Werkzeug unterstützt werden. 
11. Forderung: Komponentenmodelle müssen eingebunden werden können. 
Eine Komponente, nämlich die Datenverarbeitung, verdient eine besondere Beachtung bei 
der Modellierung. Sie wird in vielen Fällen als Software, die auf einem im Mikrosystem vor-
handenen Prozessor abläuft, realisiert werden. Diese bestimmt wesentlich das Verhalten und 
die Fähigkeiten des Mikrosystems und seine Schnittstelle zur Außenwelt. In einem gewissen 
Sinn bildet sie sogar, ähnliche wie das Modell, eine Abbildung von Eigenschaften des Sys-
tems, wenn sie z.B. die Aufgabe hat, eine Korrektur von Sensorfehlern durchzuführen und 
daher diese Fehler innerhalb der Software "bekannt" sein müssen. Ihre Einbindung als Kom-
ponente in das Modell kann als vereinfachte Version erfolgen (analog den anderen Kompo-
nentenmodellen). Es kann sich aber auch als zweckmäßig erweisen, die gesamte, für das reale 
Mikrosystem bestimmte Software, fast unverändert in die Modeliierung aufzunehmen. Dies 
kann auf verschiedene Weisen geschehen; die Diskussion darüber findet sich auf Seite 57. 
12. Forderung: Die Software des Systems muß in das Modell einbezogen werden können. 
Die Unterstützung der Zusammenarbeit der an der Systementwicklung beteiligten Personen 
ist eine wichtige Motivation für das Anfertigen eines Modells. Demzufolge muß sie diesen 
Personen auch zugänglich sein. Da im allgemeinen die Entwicklung nicht an einem Ort erfol-
gen wird, muß auch das Modell dezentral verfügbar gemacht werden. Dies kann durch ver-
teilte Rechner geschehen, die innerhalb eines Netzwerks verbunden sind. Das Modellierungs-
werkzeug muß dann in einer solchen verteilten Umgebung ablauffähig sein. Diese 
Anforderung kann nur durch ein Zusammenwirken von Hardware und Software erfüllt wer-
den. 
13. Forderung: Das Modellierungswerkzeug muß dezentral veifügbar sein. 
Die Durchführung der Modeliierung wird sich über einen längeren Zeitraum, teilweise paral-
lel zur Realisierung des Mikrosystems, erstrecken. Dabei sollen verschiedene Modellvarian-
ten durchgespielt werden können. Auch nach dem Abschluß einer Modeliierung kann nie aus-
geschlossen werden, daß das Modell nicht für eine Weiterentwicklung des Systems wieder 
verändert werden muß. Varianten und Weiterentwicklungen müssen so durchgeführt werden 
können, daß ein einmal erreichter Stand nicht verloren geht. Das Werkzeug muß also auch 
eine Versionsverwaltung der Modelle durchführen können. 
14. Forderung: Von einem Modell müssen mehrere Varianten parallel gehalten werden kön-
nen, ältere Versionen müssen ebenfalls wieder aktiviert werden können. 
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Das Modellierungswerkzeug ist nur eines von mehreren Hilfsmitteln für den Entwurf. Kom-
ponentenentwurfswerkzeuge, Testumgebungen, Qualitätssicherungssysteme, Systeme zur 
Unterstützung der Fertigung von Mikrostrukturen [Brauch92] sowie Datenbanksysteme wer-
den in den verschiedenen Stadien des Entwurfs und der Herstellung zum Einsatz kommen. 
Eine Kopplung dieser Werkzeuge ist für eine gemeinsame Benutzung notwendig. Das Model-
lierungswerkzeug muß sich daher mit anderen Werkzeugen in eine umfassendere Entwick-
lungsumgebung integrieren lassen. Dies schließt auch die Einbeziehung vorhandener Grafik-
und Sprachmittel zur Unterstützung der Kommunikation der beteiligten Entwickler mit ein. 
15. Forderung: Das Modellierungswerkzeug muß mit anderen im Rahmen des Entwuifs ver-
wendeten Werkzeugen integrierbar sein. 
Über die Implementierung der Methode hinaus gibt es also eine Reihe von wichtigen Anfor-
derungen an das Modellierungswerkzeug. Eine vollständige Implementierung übersteigt bei 
weitem das im Rahmen dieser Arbeit Mögliche. Einige dieser Forderungen werden durch 
prototypische Implementierungen im Rahmen der Modeliierung des realen Systems erfüllt, 
für andere wird ein Weg zur Realisierung aufgezeigt. 
2.3 Bewertung von Modellierungsmethoden 
Nachfolgend werden einige Methoden zur Modellierung von Systemen vorgestellt und disku-
tiert. Dabei werden zunächst die Verfahren vorgestellt, die nicht oder nur teilweise geeignet 
erscheinen, die gestellten Anforderungen zu erfüllen. Dabei ist es im Rahmen dieser Arbeit 
nicht möglich, jede Methode detailliert darzustellen und ihre Vor- und Nachteile zu erläutern; 
hier muß auf die einschlägige Fachliteratur verwiesen werden. Es werden die wichtigsten 
Vorteile genannt, vor allem aber die Nachteile, aufgrundderer die Verfahren verworfen wer-
den. Das ausgewählte Verfahren der objektorientierten Modeliierung bedarf natürlich einer 
eingehenden Darstellung und Bewertung; dies bleibt dem nächsten Kapitel vorbehalten. 
Da im Modell Wissen über das zu realisierende Mikrosystem abgelegt ist, stammen einige der 
betrachteten Methoden aus dem Bereich der KI (Künstliche Intelligenz), der sich mit der Or-
ganisation und Darstellung von Wissen 1 beschäftigt. Die dabei entwickelten Verfahren sollen 
Wissen nicht nur vollständig darstellen, sondern es auch so kodieren, daß aus dem vorhande-
nen Wissen durch Inferenz (Schlußfolgerung) neues Wissen erzeugt werden kann. 
Logik 
Mathematische Logik in ihren verschiedenen Ausprägungen (Aussagenlogik, Prädikatenlo-
gik) ist im Bereich der KI sehr weit verbreitet, da altbekannte Methoden zur logischen Infe-
renz verwendet werden können, neues Wissen zu gewinnen. Für die Modeliierung von 
Mikrosystemen ist sie aber nicht geeignet, weil sie, speziell für Laien, sehr unanschaulich ist 
(Forderung 5). Dies verdeutlicht ein Beispiel aus [Shapiro87]: 
1. V x Rad(x) ~ [3y Reifen(y) 1\ umgibt(y,x)] 
1. Nach [Tanimoto90] kann Wissen als Menge von Informationen aufgefaßt werden, die so aufgebaut 
sind, daß sie zum Problemlösen eingesetzt werden können. Wissen besteht aus einer Menge verwandter 
Fakten, Prozeduren, Modelle und Heuristiken. Es kann sowohl vom Inhalt als auch vom Erscheinungs-
bild her sehr unterschiedlich sein. 
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2. Vx,y,z [umgibt(x,y) 1\ umgibt(x,z)] --7 y = z 
3. V x,y,z [Rad(y) 1\ Rad(z) 1\ Reifen(x) 1\ umgibt(x,y) 1\ umgibt(x,z)] --7 y = z 
Diese logischen Formeln machen Aussagen über Räder (z.B. von Kraftfahrzeugen) und Rei-
fen. Formel 1 besagt, daß alle Räder von Reifen umgeben sind; Formel 2 stellt fest, daß ein 
Objekt nur genau ein anderes Objekt umgeben kann; Formel3 (ableitbar aus Formell und 2) 
trifft die Feststellung, daß kein Reifen auf mehr als einem Rad sitzen kann. 
Neben der Unanschaulichkeit ist die fehlende Möglichkeit der Wissensorganisation ein weite-
rer Nachteil der Logik. Sollen viele Sachverhalte dargestellt werden, so wird die Wissensba-
sis schnell unübersichtlich. 
Regeln 
Regeln bestehen aus Bedingungen und Aktionen. Die meisten Expertensysteme verwenden 
sie als wesentliche Methode, um Wissen zu repräsentieren. Folgendes Beispiel zeigt eine Re-
gel, die Wissen über Fehlerursachen in Kraftfahrzeugen repräsentiert: 
Wenn der Motor nicht anspringt 
der Anlasser sich nicht bewegt 
die Batterie in gutem Zustand ist 
Dann Anlasser ist defekt 
Anlasser muß ausgetauscht werden 
Regeln alleine bilden noch nicht das vollständige Wissen, sie arbeiten zusammen mit einer 
Faktenbasis. Falls die im Wenn-Teil der Regel aufgestellten Bedingungen in der Faktenbasis 
vorhanden sind, können die Aktionen im Dann-Teil ausgelöst werden. Man sagt auch, die Re-
gel "feuert". Die Aktionen können auch die Faktenbasis verändern und dadurch das Feuern 
anderer Regeln bewirken. 
Regeln besitzen den Vorteil, daß sie meist eine einfache umgangssprachliche Entsprechung 
haben (siehe Beispiel). Wissen kann in kleinen Einheiten in die Wissensbasis eingegeben 
werden; je mehr Regeln dort abgelegt sind, desto mächtiger wird das System. Sie können 
nicht nur kausale Zusammenhänge, sondern auch heuristisches Wissen, also Erfahrungen, ab-
bilden (Forderung 4). Sie werden durch kommerzielle Werkzeuge, z.B. Expertensystem-
shells, relativ gut unterstützt. 
Neben diesen Vorteilen haben Regeln als Wissensrepräsentationsform auch schwerwiegende 
Nachteile. Größere Datenmengen lassen sich nur sehr schlecht in ihnen speichern. In [Li91] 
werden regelbasierte Systeme als unwartbar, untestbar und unzuverlässig bezeichnet. Als we-
sentliche Ursache dafür werden mangelnde Modularität und fehlende Abstraktionsmöglich-
keiten genannt. Für die Beschreibung von komplexen Mikrosystemen sind sie daher nicht ge-
eignet (Forderung 1). 
Semantische Netzwerke 
Semantische Netzwerke repräsentieren Wissen als durch Relationen verbundene Knoten. Die 
Knoten entsprechen Gegenständen, Zuständen, Ereignissen etc. in der Realität. Ursprünglich 
dazu gemacht, den Inhalt natürlichsprachiger Sätze abzubilden, werden sie auch dazu einge-
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setzt, um andere Sachverhalte zu modellieren. In [Specht91] werden semantische Netze ein-
gesetzt, um technische Gegenstände in der Konzeptphase des Konstruierens zu beschreiben, 
noch ehe die geometrischen Dimensionen festgelegt sind. 
Schaltring 
rotiert nicht mit 
sitzt in 
Abb. 5 Semantische Modeliierung eines mechanischen Betätigungskomple-
xes einer mechanischen Reibkupplung [Specht91). 
Semantische Netze sind grafisch leicht darzustellen (siehe Abbildung 5) und können Wissen 
relativ gut strukturieren. 
Allerdings gibt es für semantische Netzwerke keinen Standard. Je nach Anwendungsfall und 
Implementierung unterscheiden sie sich daher in ihren Fähigkeiten. Dynamisches Verhalten 
kann mit ihnen nicht abgebildet werden (Forderung 3). Wegen des fehlenden Standards ist die 
Unterstützung durch kommerzielle Werkzeuge schlecht (Forderung 6). 
Frames 
Frames bieten eine Möglichkeit Wissen, das für ein Objekt oder in einer Situation von Bedeu-
tung ist, zusammenzustellen. Meistens geschieht dies durch eine Liste von Slots (Attributen) 
und Füllern (Werten). Frames entsprechen somit etwa dem Datentyp "struct" in der Program-
miersprache C (bzw. "record" in Pascal). Als Beispiel zeigt Abbildung 6 einen (nicht voll-
ständigen) Frame für ein Mikrosystem. 
Attribute Werte 
Aufgabe Beschleunigungsmessung 
Zahl Sensoren 6 
Zahl der Aktoren 0 
Leistungsaufnahme(Watt) 1.5 
Hersteller KfK 
Abb. 6 Beispiel eines Frames für die Beschreibung von Mikrosystemen. 
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Frames sind gut geeignet, eine Menge gleichartiger Gegenstände oder Situationen zu be-
schreiben. So kann der Frame im Beispiel ohne Werte als allgemeingültiger Frame verwendet 
werden, von dem Instanzen gebildet werden, deren Attribute dann mit Werten belegt werden. 
So können nicht nur ein Student, sondern viele Studenten beschrieben werden. Sie sind rela-
tiv leicht zu verstehen und anzuwenden. 
Das Framekonzept in seiner einfachen Form ist nicht mächtig genug für die Beschreibung 
von Mikrosystemen. Es fehlen Möglichkeiten zur Beschreibung von dynamischem Verhalten 
und zur Hierarchiebildung. In der Praxis findet man oft eine Verbindung zwischen Frames 
und semantischen Netzen, bei denen Frames an den Knoten des Netzes sitzen. Oft werden 
Frames auch in Vererbungshierarchien 1 eingebunden und mit prozeduralen Erweiterungen 
versehen. Der Unterschied zwischen framebasierten Sprachen und objektorientierten Spra-
chen ist dann nur noch sehr gering [Shapiro87]. 
Informelle Beschreibungen (Texte, Grafiken, Datenblätter etc.) 
Natürlichsprachliche Beschreibungen in textueHer Form, ergänzt durch Abbildungen, sind ein 
geeignetes Mittel, auch komplexe Wissensinhalte auszudrücken2. Auf die Entsprechung zwi-
schen Regeln und natürlicher Sprache wurde bereits hingewiesen, auch das gezeigte Beispiel 
eines semantischen Netzwerks hat einen hohen Anteil von sprachlichen Ausdrücken. Es gibt 
verschiedene spezielle Ausprägungsformen dieser Darstellungsart, z.B. Datenblätter, mit de-
nen technische Geräte beschrieben werden. Dynamisches Verhalten kann durch die grafische 
Darstellung funktionaler Zusammenhänge verdeutlicht werden. 
Sprache ist eine natürliche Kommunikationsform zwischen Menschen, daher entfällt eine 
Einarbeitungszeit in die Methode. Weitere Vorteile ergeben sich durch eine geeignete Rech-
nerunterstützung, hierbei ist die Ablage von Dokumenten in Verwaltungssystemen denkbar, 
oder eine Aufbereitung der Information im Rahmen eines Hypertextsystems [Kuhlen91], wel-
ches die physische Struktur von Texten von der logischen trennt, und die Verbindung konzep-
tionell zusammenhängender Teile ermöglicht. 
Nachteilig bei Verwendung von Sprache in einem rechnergestützten Modell ist, daß das in ihr 
enthaltene Wissen im wesentlichen nur in der Form angezeigt werden kann, in der es eingege-
ben wurde. Eine maschinelle Weiterverarbeitung, in Form von Konsistenzüberprüfungen, 
Test auf Widerspruchsfreiheit, oder Transformation in eine andere Darstellungsform, ist kaum 
möglich. 
Relationen 
Eine bewährte Methode für die Modeliierung umfangreicher, regelmäßig strukturierter Infor-
mationsmengen sind n-stellige Relationen. Sie ist deswegen interessant, weil sie die Grundla-
ge für viele kommerzielle Datenbanksysteme ist und daher wichtige Implementierungsanfor-
derungen (Forderungen 6,13,15) erfüllt sind. Relationen werden meist in Tabellenform 
dargestellt, Abbildung 7 zeigt eine 4-stellige Relation, die Daten von Mikrosystemkomponen-
ten enthält. 
Nachteile von Relationen sind, daß komplexe, hierarchische Strukturen nicht oder nur um-
ständlich dargestellt werden können. Ebenso kann dynamisches Verhalten nicht modelliert 
werden. Bezeichnenderweise findet im Bereich der relationalen Datenbanksysteme beim Da-
1. Der Begriff der Vererbung wird im nächsten Kapitel erklärt. 
2. Die vorliegende Arbeit verwendet gerade diese Methode der Wissensdarstellung. 
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KOMPONENTE 
Kategorie Prinzip Funktion ext. Spannung (Volt) 
Sensor mechanisch Beschleunigungsmesser 0 
Sensor chemisch Bestimmung ph-Wert 5 
Aktor fluidisch Schalter 0 
Aktor elektrisch Motor 70 
Abb. 7 4-stellige Relation KOMPONENTE, dargestellt als Tabelle 
tenbankentwurf oft erst eine Modeliierung der Daten mit dem Entity-Relationship-Modell 
(spezielle Art eines semantischen Netzes) statt. Erst danach werden die Daten in Relationen-
form abgebildet. 
Insgesamt erscheinen Relationen als zu eingeschränkt, um die Komplexität eines Mikrosys-
tems zu modellieren. Selbst in einer Komponentenentwurfsumgebung für mikromechanische 
Strukturen wie MEMCAD wird aus diesen Gründen für die Speicherung von Materialdaten 
nicht direkt eine relationale Datenbank, sondern das System GESTALT [Heytens89] verwen-
det, welches dem Anwender objektorientierte Modellierungstechniken zur Verfügung stellt. 
Endliche Automaten 
Während die meisten bisher besprochenen Verfahren hauptsächlich den statischen Teil einer 
Modeliierung abdecken, sind endliche Automaten (engl. Finite State Machines) dafür geeig-
net, das Verhalten von Systemen zu beschreiben. Sie sind charakterisiert durch eine Zahl von 
internen Zuständen, zwischen denen sie aufgrund von Ereignissen wechseln. Automaten las-
sen sich durch Zustandsdiagramme darstellen (siehe Abbildung 8). Komplexere Geräte wie 
s 
g 
Abb. 8 Zustandsdiagramm eines endlichen Automaten, der einen Teil einer Mikrosystemsteuerung 
beschreibt. Der Automat ist in einem der Zustände K (keine Daten vorhanden), D (Daten-
aufzeichnung läuft), P (Datenpuffer belegt), A (Ausgabe läuft) und wechselt zwischen ihnen 
bei den Ereignissen s (Messung starten), b (Messung beendet), a (Daten ausgeben), g (Da-
tenpuffer geleert). 
Computer sind durch eine hohe Zahl von möglichen Zuständen gekennzeichnet. Geht man 
davon aus, daß der Speicherinhalt den Zustand eines Computers definiert, so erhält man bei 
einer Speichergröße von 512 KByte ca. 101300000 mögliche interne Zustände [Rembold87]. 
- 21-
Es kommt also bei der Modeliierung mit endlichen Automaten entscheidend darauf an, Zu-
stände geeignet zu definieren, damit ihre Zahl sich in beherrschbaren Grenzen hält. Unter-
stützt wird dies durch eine Erweiterung der einfachen Zustandsdiagramme zu Statecharts, 
welche die Definition von hierarchischen und parallelen Zuständen erlauben [Harel87]. 
Vorteilhaft erscheint bei Automaten, daß sie mit Zustandsdiagrammen oder Statecharts eine 
Darstellungsform haben, welche es erlaubt, das mit ihnen modellierte dynamische Verhalten 
grafisch wiederzugeben. Dies erhöht die Verständlichkeit. 
Während endliche Automaten geeignet erscheinen, die Steuerung von Mikrosystemen zu be-
schreiben, sind sie zur Beschreibung von statischen Eigenschaften nicht geeignet. Ebenso 
werden physikalische Vorgänge, die durch eine zeitkontinuierliche Veränderung von Größen 
gekennzeichnet sind, von ihnen nicht adäquat dargestellt. 
Prozedurale Programmiersprachen 
Viele physikalische Vorgänge in Mikrosystemkomponenten lassen sich durch Differential-
gleichungen und ihre Lösungen geeignet beschreiben. Allerdings kann diese Methode sehr re-
chenintensiv sein, da für komplexe Systeme die Zahl der Gleichungen hoch ist und ihre Lö-
sungen meist nur auf numerischem Weg zu erhalten sind. Für eine Beschreibung auf 
Systemebene wird man daher versuchen, Differentialgleichungen für idealisierte Komponen-
ten aufzustellen, die nur die Abhängigkeiten weniger, charakteristischer Größen beschreiben, 
und eine geschlossene analytische Lösung haben. Diese Lösung läßt sich dann durch Darstel-
lung in einer Programmiersprache wie C, Pascal oder Fortran in eine rechnertaugliche Form 
überführen. 
Nachteilig ist, daß in dieser Form das der Differentialgleichung zugrundeliegende idealisierte 
Modell der Komponente oder des physikalischen Vorgangs nicht mehr explizit vorhanden ist. 
Ebenso sind Überlegungen des Entwicklers, welche Aspekte der Wirklichkeit im idealisierten 
Modell nicht wiedergegeben werden und warum sie vernachlässigt werden können, nicht 
mehr nachzuvollziehen. 
Fazit 
In den vorangehenden Abschnitten wurden verschiedene Methoden zur Wissensrepräsentati-
on mit spezifischen Vor- und Nachteilen präsentiert. Oftmals wird eine Kombination von 
mehreren Methoden eingesetzt in der Hoffnung, die Vorteile der einzelnen Verfahren zu kom-
binieren. Eine übliche Kombination in Expertensystemsheils ist die aus Frames und Regeln, 
wobei mit Frames der statische Teil eines Wissensgebiets modelliert wird und mit Regeln das 
prozedurale und heuristische Wissen abgebildet wird. Die Probleme, die sich aus einer sol-
chen Kombination mehrerer Methoden ergeben können, wurden bei Begründung von Forde-
rung 7 genannt. 
Die bisher genannten Methoden erfüllen die gestellten Forderungen jeweils nur zum Teil. Im 
nächsten Kapitel wird deshalb eine weitere Methode ausführlich vorgestellt, welche die mei-
sten Forderungen erfüllt. 
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3 Methode und Implementierung 
Nachdem verschiedene Modellierungsverfahren diskutiert und als unzureichend erkannt wur-
den, soll jetzt die Methode der objektorientierten Modellierung beschrieben und bewertet 
werden. Danach wird dieser Ansatz anband der im letzten Kapitel aufgestellten Forderungen-
überprüft und Defizite durch die Integration von informellen Beschreibungen ausgeglichen. 
Für die prototypische Implementierung eines Modellierungswerkzeugs wird ein kommerziel-
les Werkzeug ausgewählt und durch Eigenentwicklungen geeignet ergänzt. 
3.1 Methode der objektorientierten Modeliierung 
3.1.1 Grundkonzepte des objektorientierten Paradigmas 
Objektorientierung (00) ist eines, wenn nicht das bestimmende Paradigma in der Informatik 
zu Beginn der 90er Jahre. Programmiersprachen, CASE, Datenbanken, Betriebssysteme, KI, 
vernetzte Systeme sind Bereiche, in denen Neuentwicklungen oder Erweiterungen auf der 
Grundlage der Objektorientierung stattfinden. Historisch lassen sich im wesentlichen 3 Berei-
che ausmachen, die Beiträge zu diesem Gebiet geleistet haben: Programmiersprachen, Daten-
banksysteme und KI. 
Im Bereich der Programmiersprachen gilt das Ende der 60er Jahre entwickelte SIMULA als 
erste Sprache, die wesentliche objektorientierte Elemente einsetzt1. Dennoch dauerte es unge-
fähr 20 Jahre, bis mit C++ (als Erweiterung der Sprache C) eine 00-Sprache entwickelt ~Nur­
de, die sich auch im kommerziellen Bereich behaupten kann. Inzwischen gibt es eine Reihe 
von GO-Sprachen, die entweder Neuentwicklungen darstellen wie Smalltalk und Eiffel, oder 
aus älteren Sprachen durch die Hinzunahme von GO-Elementen entstanden sind. Neben C++ 
sind hier Object Pascal, CLOS (Common Lisp Object System) oder Objective-C zu nennen, 
eine objektorientierte Variante von Ada ist in Vorbereitung. Obwohl die Verbreitung von GO-
Sprachen nur abgeschätzt werden kann, ist unstrittig, daß C ++ die bei weitem am meisten 
verwendete 00-Sprache ist. Dies bewirkt auch, daß Implementierungen und Werkzeuge für 
die Programmentwicklung in C++ auf den Rechnern vieler Hersteller verfügbar sind. 
Im Bereich der Datenbanksysteme haben die Beschränkungen von relationalen Systemen in 
der Datenmodeliierung zur Entwicklung von semantischen Datenmodellen geführt, welche 
die Zuordnung von Attributwerten zu Objekten und die Darstellung von Beziehungen zwi-
schen verschiedenen Objekten ermöglichen [Heuer92]. Das bekannteste von ihnen ist das so-
genannte Entity-Relationship-Modell (ER-Modell) [Chen76]. Sie werden aber meist nur als 
Entwurfswerkzeuge für relationale Datenbanken eingesetzt. Auf diesen aufbauend wurden 
dann objektorientierte Datenmodelle entwickelt, die als Grundlage für objektorientierte Da-
tenbanksysteme (OODBS) dienen. Inzwischen sind eine Reihe von OODBS kommerziell er-
hältlich. 
Im Bereich der KI sind es im wesentlichen die in Kapitel 2 erwähnten semantischen Netze 
und Frames, die als Vorstufen einer objektorientierten Wissensrepräsentation gesehen werden 
können. Der Übergang dabei ist fließend, eine fortgeschrittene framebasierte Sprache ist einer 
1. Das bedeutet nicht, daß die Sprache heute gänzlich veraltet ist; in [Meyer90] wird sogar die Auffas-
sung vertreten, daß SIMULA eine Verbesserung gegenüber den meisten ihrer Nachfolger ist, da die mei-
sten Konzepte schon in ihr richtig eingeführt werden. 
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objektorientierten Sprache sehr ähnlich [Shapiro87] (wobei eine objektorientierte Sprache 
mehr als praktisch einzusetzende Programmiersprache angesehen wird, eine framebasierte 
Sprache eher ein Hilfsmittel der KJ ist). Als eine Gruppe von Werkzeugen, die diese Konzep-
te unterstützen, sind Expertensystemsheils zu nennen. 
Obwohl die eingangs dieses Unterkapitels genannten Bereiche, in denen 00-Techniken ein-
gesetzt werden, recht heterogen sind, lassen sich im wesentlichen doch zwei Punkte nennen, 
die diesen Bereichen gemein sind und mit denen der Einsatz von 00-Techniken motiviert 
wird. Zum einen ist es der Wunsch, Problernlösungen auf dem Rechner nicht auf einer niedri-
gen rechnernahen Ebene, sondern in Begriffen der Anwendung zu formulieren. Zum anderen 
versucht man, die bei der Bearbeitung größerer Probleme auftretende Komplexität durch ge-
eignete Beschreibungsverfahren zu beherrschen 1. 
Bevor jetzt die Methode der objektorientierten Modellierung näher erläutert wird, muß darauf 
hingewiesen werden, daß im Bereich der Objektorientierung eine Vielzahl von Begriffen 
nicht eindeutig definiert ist, und daß sogar sich widersprechende Definitionen existieren. Ne-
ben der unbestimmten Terminologie gibt es miteinander konkurrierende Konzepte und Me-
thoden. Dies hat mehrere Ursachen: 
• 
.. 
.. 
Die bereits erwähnte Breite der Anwendungsbereiche (CASE, Datenbanken, Be-
triebssysteme etc.) macht eine für alle Bereiche gültige Definition von Begriffen 
beinahe unmöglich. 
Ebenso hat die historische Entwicklung von 00 in den drei Teilgebieten Spra-
chen, Datenbanksysteme und KI Begriffe unterschiedlich geprägt. 
00 ist ein sehr aktuelles Forschungs gebiet, so daß permanent neue Konzepte und 
Denkansätze entwickelt werden, Standards dagegen nur ansatzweise existieren. 
Im Bereich der 00-Prograrnmierung weisen die verschiedenen Sprachen teilwei-
se sehr unterschiedliche Eigenschaften auf, die kontrovers diskutiert werden. Bei 
den Datenbanksystemen gibt es das sogenannte Manifesto [Atkinson89], welches 
notwendige Eigenschaften von 00-Datenbanksystemen beschreibt, welches aber 
nicht als endgültig und verbindlich angesehen wird. 2 
Die folgenden Ausführungen beschränken sich daher auf Konzepte, die vielen (aber nicht al-
len) GO-Ansätzen zugrunde liegen. Strittige Konzepte können im Rahmen dieser Arbeit nur 
sehr eingeschränkt diskutiert werden. Viele Überlegungen und Definitionen sind an 
[Booch91] angelehnt, der seinerseits aus einer umfangreichen Literatur zitiert. 
Der zentrale Begriff der 00-Modellierung ist der des Objekts. Ein Objekt modelliert einen 
Teil der Wirklichkeit. Dabei kann es sich um physikalische Gegenstände handeln oder imma-
terielle Dinge wie Prozesse oder Ereignisse. Objekte sind gekennzeichnet durch Zustand, 
Verhalten und Identität. 
1. Im Bereich der Programmiersprachen gibt es noch die zusätzliche Motivation, durch den Einsatz ob-
jektorientierter Methoden und Sprachen wiederverwendbare Software zu schreiben. 
2. Mit C ++ scheint sich ein de-facto Standard bei den Programmiersprachen zu etablieren, welcher auch 
GO-Datenbanksysteme maßgeblich beeinflußt. 
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Zustand bezeichnet die Gesamtheit der statischen Eigenschaften des Objekts (diese Eigen-
schaften werden als Attribute bezeichnet) und der (meist veränderbaren) Werte der Attribute. 
Komplexere Objekte werden nicht nur durch Attribute beschrieben, sie können vielmehr ih-
rerseits Unterobjekte enthalten. 
Verhalten ist gekennzeichnet durch die Art, wie ein Objekt agiert und reagiert, d.h. welche 
Aktionen es veranlaßt oder selbst ausführen kann. Diese Aktionen sind oft mit einer Ände-
rung seines Zustands verbunden; sie werden auch als Methoden des Objekts bezeichnet, die 
dann ausgeführt werden, wenn das Objekt eine entsprechende Botschaft eines anderen Ob-
jekts 1 erhält. Diese Methoden werden in aller Regel in einer prozeduralen Programmierspra-
che implementiert. 2 
Die Identität eines Objekts unterscheidet es von allen anderen Objekten, d.h. selbst Objekte, 
welche in Zustand und Verhalten gleich sind, können mittels ihrer Identität unterschieden 
werden. 
Durch die Definition eines Objekts wird das Modell geteilt in einen Bereich, der außerhalb 
des Objekts liegt, und einen Bereich, der innerhalb des Objekts liegt. Je nach Grad der Ein-
kapselung ist der im Innern liegende Bereich des Objekts gegenüber Eingriffen von außen ge-
schützt. Dieses Konzept wird sehr uneinheitlich gehandhabt: manchmal fehlt eine Einkapse-
lung völlig, manchmal sind die Attribute des Objekts gekapselt, die Methoden aber nicht, und 
manchmal kann der Grad der Kapselung wie in C++ individuell ftir Attribute und Methoden 
eingestellt werden. 
Eng mit dem Begriff Objekt verbunden ist der der Klasse. Eine Klasse beschreibt eine Menge 
von Objekten, welche eine gemeinsame Struktur und ein gemeinsames Verhalten aufweisen. 
Struktur bedeutet in diesem Zusammenhang, daß eine Klasse die gleichen Attribute aufweist 
wie die von ihr beschriebenen Objekte, diesen Attributen aber nicht in jedem Fall Werte zuge-
ordnet sind. Ein einzelnes Objekt wird auch als Instanz einer Klasse bezeichnet. Während 
Objekte einen konkreten Teil der Realität modellieren, repräsentieren Klassen eine bestimmte 
Abstraktion. 3 
Ein weiteres wichtiges Konzept ist die Technik der Vererbung von Attributen und Methoden. 
Sie ermöglicht es, Klassen als Erben anderer Klassen festzulegen. Diese abgeleiteten Klassen 
oder Unterklassen übernehmen ganz oder teilweise die Struktur und die Aktionen der Ober-
klasse und definieren zusätzlich noch eigene Attribute und Methoden. Hat eine Klasse mehre-
re Oberklassen, so spricht man von mehifacher Vererbung. In diesem Fall übernimmt die Un-
terklasse die Strukturen und Aktionen aller Oberklassen. Vererbung kann auch in mehreren 
Stufen geschehen, d.h. von einer Unterklasse können wiederum andere Klassen abgeleitet 
werden. Auf diese Weise entstehen Vererbungshierarchien. 
1. Das Austauschen von Botschaften zwischen Objekten scheint zu implizieren, daß beide Objekte ei-
genständig sind und parallel arbeiten können. Dies ist in den vorhandenen Implementierungen meist 
nicht der Fall; die Semantik des Sendens einer Botschaft ist dort vergleichbar mit der des Aufruf eines 
Unterprogramms in einer prozeduralen Programmiersprache wie C oder Fortran. 
2. Eine Alternative wird in der Diskussion am Ende des Kapitels beschrieben. 
3. Manchmal werden Klassen auch als "Objektfabriken", die Objekte gleichen Typs "produzieren" kön-
nen, betrachtet [Atkinson89]. 
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Zwischen Objekten und Klassen bestehen verschiedene Arten von Beziehungen, die schon 
angedeutet wurden. Zwischen einem Objekt und der Klasse, von der es abgeleitet ist, besteht 
eine Instanz-von Beziehung. Falls ein Objekt selbst wieder Objekte enthält, so besteht zwi-
schen ihm und seinen Unterobjekten eine hat-ein (engl. has-a) Beziehung. Zwischen einer 
Klasse und ihrer Oberklasse besteht eine ist-ein ( engl. is-a oder ISA) Beziehung, durch die in 
vielen Fällen eine Spezialisierung ausgedrückt wird. 
An einem einfachen Beispiel sollen einige dieser Begriffe veranschaulicht werden. Abbil-
dung 9 zeigt eine einfache Klassenhierarchie für Komponenten, wie sie in Mikrosystemen 
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Abb. 9 Einfache Klassen- und Objekthierarchie für Komponenten eines Mikrosystems (nicht 
vollständig). Bei den Klassen werden nur die jeweils neu hinzukommenden Attribute auf-
geführt. Methoden sind durch <> gekennzeichnet. 
vorkommen. Jede Komponente hat einen Hersteller, daher wird auf der obersten Abstraktion-
sstufe eine Klasse KOMPONENTE mit diesem Attribut eingeführt. Von dieser Klasse werden 
die drei Unterklassen SENSOR, VERSTAERKER und AKTOR abgeleitet, die jeweils eigene 
Attribute einführen. 
Von diesen Klassen sind einige Instanzen abgeleitet, die konkrete Bauteile beschreiben. Die 
Klasse KOMPONENTE hat keine Objekte, da sie ein Abstraktionsniveau beschreibt, auf dem 
die Bildung von konkreten Instanzen nicht sinnvoll ist. Alle anderen Klassen haben Objekte, 
welche alle Attribute der jeweiligen Klassen aufweisen, von denen sie direkt oder indirekt ab-
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geleitet sind. Diese Attribute haben bei den Objekten Werte (hier Zahlen oder Strings). Zwi-
schen Sensor_2 und Jmb~3 0 besteht eine hat-ein Beziehung. Sie zeigt hier an, welcher 
konkrete Verstärker an den Sensor angeschlossen ist. 
Der dynamische Aspekt einer Modellierung, der sich in den den Klassen bzw. Objekten zuge-
ordneten Methoden ausdrückt, läßt sich nicht direkt veranschaulichen. In dem Beispiel hat die 
Klasse VERSTAERKER eine Methode <Ausgang>, welche für Instanzen dieser Klasse die 
jeweilige Ausgangsspannung berechnet (dabei wird der aktuelle Wert von Faktor verwen-
det). Hinter einer solchen Methode verbirgt sich in der Regel ein Algorithmus, welcher in ei-
ner Programmiersprache wie C ++ implementiert ist. 
3.1.2 Bewertung des objektorientierten Ansatzes 
Im folgenden soll der objektorientierte Ansatz anhand der im letzten Kapitel auf Seite 11 ff. 
aufgestellten Forderungen an die Modellierungsmethoden auf seine Eignung überprüft wer-
den. 
Forderung 1 nach hierarchischer Zerlegung und Abstraktion ist erfüllt. Das erstere läßt sich 
mit Objekten und Unterobjekten darstellen, das letztere wird durch Klassenhierarchien reali-
siert. Allerdings zeigt schon Abbildung 9, daß der Begriff Zerlegung die Semantik der Bezie-
hung zwischen Objekt und Unterobjekt nicht immer richtig wiedergibt bzw. die hat-ein Be-
ziehung zwischen Objekt und Unterobjekt unterschiedlich interpretiert werden kann. In der 
Aussage "Ein Mikrosystem hat ein Sensorfeld" (Abbildung 2) hat die hat-ein Beziehung eine 
andere Bedeutung als in "Ein Sensor hat einen Verstärker". Im ersten Fall wird ausgedrückt, 
daß ein Sensorfeld ein Bestandteil eines Mikrosystems ist. Im zweiten Fall ist der Verstärker 
kein Bestandteil des eigentlichen Sensors, sondern diesem nur durch eine Signalverbindung 
zugeordnet. Die Semantik der Beziehung zwischen Objekt und Unterobjekt wird auf Seite 30 
ff. genauer behandelt. 
Die variable Beschreibung von Systemmerkmalen (Forderung 2) ist erfüllt durch die Mög-
lichkeit, in Klassen Attribute zu definieren, die an die Objekte weitergegeben und dort mit 
Werten besetzt werden. Diese Attribute können einfache Zahlen oder auch komplexere Struk-
turen wie Felder oder Listen sein. 
Die Integration von vereinfachten Komponentenmodellen (Forderung 3) ist erfüllt, da Kom-
ponenten als Objekte modelliert werden können, deren Verhalten durch Methoden beschrie-
ben wird. Dies setzt natürlich voraus, daß die einfachen Komponentenmodelle auch in einer 
Form vorliegen, die eine Integration als Methode möglich macht. Dies wird dann der Fall 
sein, falls ein Komponentenmodell in einer Programmiersprache wie C++ oder C implemen-
tiert ist. Falls das Komponentenmodell selbst nur innerhalb eines anderen Werkzeugs imple-
mentiert wurde, läuft die Integration in das 00-Modell auf eine Kopplung von Werkzeugen 
hinaus. Hier sind generelle Aussagen nicht möglich (siehe dazu auch die Diskussion am Ende 
des Kapitels). 
Erläuternde Beschreibung und Erfahrungen der Entwickler (Forderung 4) können nicht adä-
quat formuliert werden. Zwar drückt sich in der Wahl der Klassenhierarchie auch Erfahrungs-
wissen des Entwicklers aus, aber wichtige Designentscheidungen und ihre Begründungen 
können so nicht wiedergegeben werden. Hier muß das Verfahren erweitert oder ergänzt wer-
den. Von den besprochenen Wissensrepräsentationsformen bieten sich informelle Beschrei-
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bungen und Regeln zur Modeliierung dieser Art von Informationen an. Die Frage einer mög-
lichen Integration eines dieser Verfahren in die 00-Modellierung wird noch diskutiert 
werden. 
Die Verständlichkeit der Methode (Forderung 5) ist von ihrer Implementierung und der Vor-
bildung des Anwenders abhängig. Die eingesetzten Techniken der Abstraktion und der Zerle-
gung sind generelle Strategien für die Lösung komplexer Probleme, dennoch ist ihre Anwen-
dung im Rahmen eines objektorientierten Modells nicht eindeutig oder trivial (siehe dazu den 
nächsten Abschnitt 3.1.3). Andererseits erleichtert die mögliche grafische Repräsentation von 
Klassen- und Objekthierarchien das intuitive Verstehen, insofern scheint sie zumindest für 
Betrachter des Modells geeignet. 
Forderung 6 nach Unterstützung durch kommerzielle Werkzeuge ist erfüllt, da in den Berei-
chen Programmiersprachen, Datenbanksystemen und KI Programmpakete zur Verfügung ste-
hen, die als Ausgangspunkt einer Modellierung dienen können. Wie allerdings im Unterkapi-
tel über die Implementierung noch zu sehen ist, können diese nicht ohne Modifikationen 
übernommen werden. Vorteilhaft ist in diesem Zusammenhang, daß 00-Techniken allgemein 
eine wichtige Rolle bei der Lösung von Problemen in vielen Bereichen eingeräumt wird, so 
daß die Unterstützung durch kommerzielle Werkzeuge auch für die absehbare Zukunft gesi-
chert scheint. Nachteilig ist in jedem Fall die schon angesprochene fehlende Standardisie-
rung, was sowohl einige Konzepte wie auch Werkzeuge betrifft. 
Forderung 7 nach geringer Zahl von zugrundeliegenden Methoden ist insofern erfüllt, als die 
objektorientierte Modeliierung die meisten Forderungen abdeckt und nur die Repräsentation 
von Erfahrungswissen und weiterführenden Erklärungen nicht möglich ist. Es ist allerdings 
noch zu prüfen, ob die Forderung nach einer möglichst kleinen Zahl von Verfahren dann auf-
gegeben werden sollte, wenn die Integration eines anderen Verfahren leicht möglich erscheint 
(Forderung 8) und so große Vorteile verspricht, daß die Nachteile (erhöhter Implementie-
rungsaufwand etc.) aufgewogen werden. 
Die Methode der objektorientierten Modeliierung erfüllt also die wesentlichen formulierten 
Forderungen. Bevor jetzt ein Weg gezeigt wird, auch Forderung 4 zu erfüllen, wird das prin-
zipielle Vorgehen bei der objektorientierten Modellierung erläutert. 
3.1.3 Vorgehen bei der Methode und kritische Aspekte 
Bei der objektorientierten Modeliierung kommt es entscheidend darauf an, Objekte richtig zu 
definieren und geeignete Abstraktionen für die Klassendefinitionen zu finden. Das Vorgehen 
kann nur prinzipiell und nicht detailliert angegeben werden, da sich Mikrosysteme dazu zu 
sehr unterscheiden und daher die Anforderungen an das Modell zu unterschiedlich sind. 
Finden von Objekten 
Objekte lassen sich auf verschiedene Arten finden. Mögliche Kandidaten sind materielle Din-
ge wie Sensoren, Aktoren, Elektronik usw. Ebenso kann es zweckmäßig sein, nicht die physi-
kalischen Bauteile, sondern die durch sie realisierten Funktionen als Objekte zu modellieren. 
Eine Methode besteht darin, die Problemstellung durch einen Text zu beschreiben und in die-
sem Text die Substantive daraufhin zu prüfen, ob sie als Objekte in Frage kommen. 
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Wichtig ist in jedem Fall, Objekte auf einer geeigneten Abstraktionsstufe zu definieren. Dies 
muß natürlich für jeden Einzelfall neu entschieden werden. Bei der Beschreibung eines Mi-
krosystems auf Systemebene ist es nicht sinnvoll, einzelne Transistoren der Elektronik als 
Objekte der Modeliierung zu wählen. 
Beim Entwurf von Mikrosystemen wird das Finden von Objekten auch durch die Art des Ent-
wurfs beeinfiußt. Falls einzelne Komponenten schon existieren, bieten sie sich als Ausgangs-
punkt der Objektsuche an. Ist hingegen nur die gewünschte Funktion des Systems bekannt, 
wird man sinnvollerweise eine funktionale Zerlegung versuchen, und Unterfunktionen als 
Objekte modellieren. 
Finden von Klassen 
Wegen der Instanzbeziehung zwischen Objekten und Klassen muß auch die Suche nach ihnen 
gemeinsam stattfinden. Das Definieren einer Klassenhierarchie ist im wesentlichen ein Klas-
sifikationsproblem: das Erkennen von Gemeinsamkeiten zwischen Objekten führt dazu, daß 
sie auf einer abstrakten Ebene gemeinsam beschrieben werden können. Leider gibt es keine 
"richtige" Klassifizierung eines Problems, sie ist vielmehr abhängig von der hinter der Klassi-
fizierung steckenden Absicht, und von demjenigen, der sie durchführt. In Abbildung 9 war 
die Klassifizierung der Komponenten Sensor_l, Sensor_2, Jmb_3 0 und P _07 03 92 
durch ihre Funktion innerhalb eines Mikrosystems gegeben. Eine andere Einteilung ergäbe 
sich, wenn die zur Herstellung der Komponente verwendete Technologie (Mikromechanik, 
Mikroelektronik etc.) als wesentliches Kriterium verwendet würde. 
Manchmal ist es auch die Ähnlichkeit mit einem Konzept oder Prototypen, die· zu einer Klas-
sifizierung führen kann. So ist es möglich, z.B. eine Klasse für Sensoren zu definieren, um sie 
von anderen Komponenten abzugrenzen, obwohl es schwer fällt, eine allen Arten von Senso-
ren gemeinsame Eigenschaft zu finden (bis auf die, daß sie eine Meßgröße in eine andere 
Größe umwandeln). 
Eine gute Klassifizierung ist auch abhängig von der in einem Gebiet vorliegenden Erfahrung. 
Leider ist diese auf dem Gebiet der Mikrosystemtechnik noch nicht sehr ausgeprägt. Ein Bei-
spiel für die Klassifizierung von Sensoren in der Mikrosystemtechnik gibt [Bortolazzi93b]; 
als Kategorien für Sensoren werden dort genannt Primärsignal, allgemeine Eigenschaften, 
Detektionsverfahren, Umsetzungsverfahren und sensitives Material. 
Definieren von Attributen 
Nach der Wahl der Objekte bzw. Klassen muß festgelegt werden, welche Eigenschaften der 
realen Gegenstände durch Attribute modelliert werden sollen. Auch hier können keine festen 
Regeln angegeben werden, die Wichtigkeit von Attributen ist stark kontextabhängig. Eine in 
der Mikrosystemtechnik sicherlich unerhebliche Eigenschaft ist die Farbe von Gegenständen, 
also wird sie im Modell nicht auftauchen. Ebenso sollten alle Eigenschaften, die nur auf der 
Komponentenentwurfsebene wichtig sind, in der Systemmodeliierung nicht vorkommen. 
Insgesamt ist zu sagen, daß sowohl die Definition von Objekten bzw. Klassen als auch die 
Festlegung von Attributen eine anspruchsvolle Aufgabe ist, für die bestenfalls Faustregeln, 
aber keine Patentrezepte angegeben werden können. Manchmal können Objekte gefunden 
werden, manchmal müssen sie erfunden werden. Jedes Modell gibt nur einen Teil der Wirk-
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lichkeit wieder; die Entscheidung darüber, was Bestandteil des Modells sein soll, ist dem An-
wender vorbehalten. Weitere Überlegungen dazu werden im nächsten Kapitel bei der Model-
Iierung des Mikrosystems zur Messung von Beschleunigungen angegeben. 
Beziehungen zwischen Klassen und Objekten 
Klassen und Objekte existieren in einem Modell nicht isoliert voneinander, sondern sind 
durch Beziehungen miteinander verbunden. Einige wesentliche Beziehungen (ist-ein, hat-ein, 
Instanz-von) wurden schon erwähnt. Die Semantik dieser Beziehungen ist aber nicht eindeu-
tig, speziell die Beziehung zwischen Unter- und Oberklasse und die Beziehung zwischen Ob-
jekt und seinen Unterobjekten kann zur Modellierung mehrerer Beziehungen in der Realität 
verwendet werden. 
Ist-ein Beziehung zwischen Klassen 
Die Beziehung zwischen Unter- und Oberklasse wird mit ist-ein bezeichnet, und drückt mei-
stens eine Spezialisierung aus. Die Unterklasse erbt alle Attribute und Methoden der Ober-
klasse, und fügt eigene hinzu. Faßt man die Oberklasse als Menge der von ihr und ihren Un-
terklassen gebildeten Instanzen auf, so können Objekte der Unterklasse als Teilmenge der 
Oberklasse angesehen werden. Diese Interpretation kann aber selbst in scheinbar einfachen 
Fällen zu Schwierigkeiten führen. 
Als Beispiel mögen einfache geometrische Figuren dienen, Rechtecke und Quadrate. In der 
Klasse für Rechtecke seien als Attribute die beiden Seitenlängen definiert und als Methoden 
die Berechnung des Flächeninhaltes sowie die Skalierung der Länge einer Seite um einen 
Faktor. Wenn man nun versucht, Quadrate als Teilmenge der Rechtecke aufzufassen, und die 
Klasse für Quadrate von Rechtecken abzuleiten, ergeben sich Probleme. Die Modeliierung 
von Quadraten ist nicht optimal, weil beide Seitenlängenattribute vorhanden sind, Quadrate 
aber durch eine Seite ausreichend beschrieben werden. Die Berechnung des Flächeninhalts 
erfolgt nach wie vor richtig, aber nicht so effizient wie möglich, weil weiterhin auf zwei Attri-
bute zugegriffen wird. Die Skalierung der Länge einer Seite dagegen ist keine erlaubte Opera-
tion mehr, weil sie aus einem Quadrat ein Rechteck machen würde. Die Annahme, Quadrate 
können als Teilmenge von Rechtecken betrachtet werden, kann also nicht aufrechterhalten 
werden, weil sie nicht alle für Rechtecke definierbaren Operationen ausführen können 1. 
Die Umkehrung der Ableitungsbeziehung, also Rechtecke als Unterklasse von Quadraten, er-
scheint dagegen möglich. Die Klasse RECHTECK müßte ein zusätzliches Attribut für die Sei-
tenlänge und die Skalierung der Seitenlänge als neue Methode einführen. Die Methode zur 
Berechnung des Flächeninhalts müßte modifiziert werden, die Semantik der Methode bliebe 
aber erhalten. Die Unterklasse ist in diesem Fall aber keine Spezialisierung, sondern eine Ge-
neralisierung der Oberklasse (was eine Umkehrung der "normalen" Verhältnisse ist). 
Noch eine weitere Möglichkeit, diese Klassenbeziehung zu definieren, läßt sich finden, näm-
lich wenn beide Klassen von einer gemeinsamen Oberklasse abgeleitet werden, die nur eine 
Methode zur Berechnung des Flächeninhalts definiert, die dann vererbt und in den Unterklas-
sen entsprechend modifiziert wird. Abbildung 10 zeigt die drei Klassenbeziehungen. 
1. Bei einigen, meist aus der KI stammenden Modellierungswerkzeugen, versucht man das Problem da-
durch zu lösen, daß die Vererbarkeit von Attributen und Methoden für jede Klasse individuell gesteuert 
werden kann (ein Vorschlag dazu findet sich in [Lee93]). Die Semantik der Ober/Unterklassebeziehung 
wird aber dadurch noch unkalkulierbarer. 
RECHTECK 
Seitenlänge 
Seitenlänge_2 
<Fläche> 
<Skalierung> 
~~~~~~:~~::::::~-. i QUADRAT I 
I ! Seitenlänge 1 
I ! Sei tenlänge_2 : 
:<Fläche> : 
!?-r--~g> I ~~------' 
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I 
: <Fläche> 
: <Skalierung> 1 
~------------------J 
r----- FiGuR------~ 
I I 
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1 I 
QUADRAT : : RECHTECK 
I I 
Seitenlänge : l seitenlänge 
::!_1_~~~-:~--------! i Seitenlänge_2 
: <Fläche> 
i <Skalierung> 
·------------------
Abb. 10 Drei mögliche Vererbungsbeziehungen zwischen den Klassen RECHTECK und QUADRAT 
Die Beziehung einer Unterklasse zu ihrer Oberklasse ist also nicht von vornherein festgelegt. 
Wenn auch versucht werden sollte, durch Vererbung eine Spezialisierung auszudrücken, so 
sind auch andere Bedeutungen möglich. Nach [Budd91] sind dies unter anderem: 
" Spezialisierung: im Sinne von "ein Hund ist ein Säugetier", "ein PKW ist ein 
Kraftfahrzeug". 
" Generalisierung: die Unterklasse besitzt eine größere Funktionalität wie die 
Oberklasse, siehe das Beispiel nüt Rechtecken und Quadraten oben. 
" Erweiterung: ähnlich Generalisierung, aber läßt die von der Oberklasse übernom-
menen Attribute und Methoden unverändert. 
" Kombination: wenn die Eigenschaften mehrerer Oberklassen kombiniert werden 
sollen, kann von ihnen eine gemeinsame Unterklasse abgeleitet werden, welche 
die Attribute und Methoden der Oberklassen übernimmt. Man hat dann den Fall 
mehrfacher Vererbung vorliegen. 
Eine genauere Untersuchung der Semantik von ist-ein Beziehungen, unabhängig vom Aspekt 
der Vererbung von Eigenschaften, findet sich in [Brachman83]. 
Hat-ein Beziehung zwischen Objekten 
In ähnlicher Weise ist die Semantik der Beziehung von Objekten zu ihren Unterobjekten nicht 
a priori festgelegt. [Heuer92] unterscheidet folgende Arten von Unterobjekten: 
• gemeinsam/privat: können Objekte nur in jeweils einem anderen Objekt als Un-
terobjekt vorkommen, so werden sie als private Unterobjekte bezeichnet. Unter-
objekte, die in mehreren anderen Objekten vorkommen, sind gemeinsame Unter-
objekte. 
• abhängig/unabhängig: wenn ein Unterobjekt von der Existenz des ihn umgeben-
den Objektes abhängt, so ist es abhängig, andernfalls unabhängig. 
" eingekapselt/nicht eingekapselt: wenn ein Unterobjekt nur auf der Ebene des ihn 
umgebenden Objekts sichtbar ist, so ist es eingekapselt. Kann man direkt auf es 
zugreifen, so ist es nicht eingekapselt. 
Auch diese Differenzierungen geben die Bedeutung einer hat-ein Beziehung nicht vollständig 
wieder. In Abbildung 9 besteht eine hat-ein Beziehung zwischen einem Sensor und einem 
Verstärker, die eine Signalverbindung ausdrückt. Dies wird mit Hilfe eines gemeinsamen, un-
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abhängigen, nicht eingekapselten Unterobjekts modelliert. Die Beziehung ist von der Seman-
tik her asymmetrisch, der Sensor hat einen Verstärker, an den er Signale weitergibt, der Ver-
stärker dagegen empfängt Signale vom Sensor. 
Während hat-ein und ist-ein Beziehungen direkt objektorientiert modelliert werden können, 
ist dies für andere Arten von Beziehungen nicht der Fall. Ein möglicher Weg besteht darin, 
die Beziehungen selber wieder mit Klassen und Objekten zu modellieren. Dies hat auch den 
Vorteil, daß man die Methode der hierarchischen Abstraktion für die Modellierung der Bezie-
hungen einsetzen kann. In [Specht91] wird ein Klassifizierungsschema für Beziehungen zwi-
schen mechanischen Maschinenteilen angegeben, Abbildung 11 zeigt einen Ausschnitt dar-
aus. 
asymmetrische 
Modellierungsrelation 
asymmetrische 
mechanische Relation 
axial verschiebbar 
Abb. 11 Ausschnitt eines Klassifizierungsschemas für Beziehungen zwischen Komponenten einer me-
chanischen Anlage [Specht91]. 
Festlegen der Methoden 
Nach der Festlegung von Klassen, Objekten und ihren Beziehungen untereinander können 
Methoden definiert werden, die das Verhalten der Objekte beschreiben. Hierbei wird es sich 
in vielen Fällen um vereinfachte Komponentenmodelle handeln. Man kann anhand der Imple-
mentierung auch testen, ob die Objekte richtig gewählt wurden: falls eine Methode zu oft auf 
Attribute anderer Objekte zugreifen muß, sollte möglicherweise die Objekteinteilung modifi-
ziert werden. 
3.1.4 Erweiterung der objektorientierten Methode 
Auf Seite 26 wurde gezeigt, daß ein objektorientierter Ansatz die meisten Forderungen an die 
Modellierungsmethoden erfüllt, und daß nur die für ein Verständnis des Systems erforderli-
chen Erklärungen und heuristisches Wissen nicht adäquat wiedergegeben werden konnte. Es 
muß also zumindest noch eine andere Wissensrepräsentation für die Modellierung verwendet 
werden, die möglichst gut in eine objektorientierte Modeliierung zu integrieren ist. Hierbei 
bieten sich, wie schon bemerkt, informelle Beschreibungen oder Regeln an. 
Die Verwendung von Regeln zusammen mit Objekten bzw. Frames zur Wissensrepräsentati-
on ist gängige Praxis in vielen aus der KI-Welt stammenden Werkzeugen (von denen eines im 
nächsten Unterkapitel vorgestellt wird). Die Integration beider Methoden ist dabei derart, daß 
auf Objekte innerhalb der Regeln zugegriffen wird, Regeln also die primäre Wissensrepräsen-
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tationsform sind. Abgesehen davon, daß für diese Art der Integration kein Standard existiert, 
bleiben die prinzipiellen Nachteile von Regeln bei der Modeliierung (siehe Seite 17) erhalten, 
daher scheidet diese Lösung aus. 
Die andere Form der Integration beider Verfahren gliedert Regeln in die Objekte ein. Im Be-
reich der objektorientierten Analyse gibt es einen Ansatz, bei dem Regeln an Objekte gebun-
den werden [Graham93]. Eine Motivation besteht darin, die Absichten beim Erstellen der 
Analyse für Anwender klar, d.h. lesbar, auszudrücken. Auch hier existiert kein Standard, und 
generell gibt es bisher auch nur wenige konkrete Ansätze in der Forschung [Eick93] auf die-
sem Gebiet, so daß auch diese Kombination von Objekten und Regeln für Modellierungs-
zwecke nicht geeignet ist. 
Die Integration von informellen Beschreibungen in Objekte ist dagegen leicht möglich. Auf 
der Ebene von Klassen, Objekten und Attributen kann den Elementen der Modeliierung eine 
informelle Beschreibung zugeordnet werden, in dem der Modellierer weiterführende Infor-
mationen und kritische Designentscheidungen beschreiben kann. Durch die Zuordnung er-
folgt eine Strukturierung der gesamten informellen Information, außerdem wird die Möglich-
keit des Zugriffs über die Objekte gegeben. Neben den bereits erwähnten Nachteilen 
informeller Beschreibungen (Seite 19) darf ein weiterer Nachteil nicht verschwiegen werden: 
die Konsistenz zwischen objektorientierter Modeliierung und den Beschreibungen muß vom 
Anwender gewährleistet werden, nach jeder Änderung am Modell müssen auch die davon be-
troffenen Texte, Grafiken etc. daraufhin überprüft werden, ob die in ihnen enthaltene Informa-
tion noch mit dem Rest des Modells übereinstimmt 
Fazit 
Eine objektorientierte Modellierung, ergänzt um informelle Beschreibungen, erfüllt die in 
Kapitel 2 aufgestellten Forderungen an die Modellierungsmethoden. Es bleibt noch zu unter-
suchen, wie ein Modeliierungswerkzeug auf der Basis dieser Methoden implementiert wer-
den kann. 
3.2 Implementierung eines Modellierungswerkzeugs 
Wie schon in Kapitel 2 bemerkt, ist eine geeignete Methode zwar notwendig, aber alleine 
nicht hinreichend, um eine Modeliierung durchzuführen. Für eine Anwendung ist es ebenso 
wichtig, wie die Methode umgesetzt wird und welche Hilfsmittel dem Benutzer dazu zur Ver-
fügung stehen. 
Die folgenden Untersuchungen gliedern sich im wesentlichen in zwei Teile. Zunächst wird 
diskutiert, welche kommerziellen Werkzeuge im Prinzip für die Durchführung einer objekt-
orientierten Modeliierung in Frage kommen. Danach wird das in dieser Arbeit verwendete 
Werkzeug dahingehend bewertet, inwieweit es die im letzten Kapitel aufgestellten Forderun-
gen bereits erfüllt und welche Ergänzungen gegebenenfalls dazu noch notwendig sind. 
3.2.1 Kategorien von Hilfsmitteln 
Bei der Auswahl eines geeigneten kommerziellen Werkzeuges sind im Bereich der Objektori-
entierung die Teilgebiete Programmiersprachen, Datenbanksysteme und KI zu untersuchen. 
Da man nicht erwarten kann, daß alle Anforderungen erfüllt werden, wird man ein Werkzeug 
derjenigen Kategorie verwenden, welche die wichtigsten Anforderungen erfüllt. 
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Im Bereich der objektorientierten Programmierung gibt es eine Vielzahl von Sprachen mit 
teilweise recht unterschiedlichen Eigenschaften. Fast allen gemeinsam sind einige fundamen-
tale Defizite, die Sprachen als einen ungeeigneten Ausgangspunkt für eine objektorientierte 
Modeliierung erscheinen lassen: 
• Fehlende Persistenz der Objekte: die in einer Sprache beschriebenen Objekte exi-
stieren nur für die Laufzeit des Programms. Da die Modeliierung im wesentlichen 
aus Objekten besteht, müßte ein Mechanismus, welcher sie bei Beendigung des 
Programms speichert, selbst implementiert werden. 
• Nicht vorhandene Schnittstelle zum Benutzer: Programmiersprachen bieten von 
sich aus keinerlei Hilfsmittel für die grafische Repräsentation von Klassen oder 
Objekten. 1 
Diese beiden Punkte reichen aus, 00-Sprachen als (alleiniges) Modellierungswerkzeug zu 
verwerfen. 
Speziell die fehlende Objektpersistenz ist auch für andere Anwendungen sehr störend. Die 
Erweiterung von Programmiersprachen um persistente Objekte war eine logische Folge die-
ses Umstands und führte zur Entwicklung von objektorientierten Datenbanksystemen 
(OODBS).2 Es existieren zur Zeit schon einige kommerzielle Implementierungen, die über-
wiegend auf der Sprache C++ aufbauen [Wieland95]. OODBS kombinieren die Vorteile einer 
00-Sprache und die Möglichkeiten konventioneller Datenbanksysteme wie Speicherung ei-
ner großen Zahl von Objekten, Verwaltung von Zugriffsrechten, Speichermedien etc. Nach-
teile sind: 
• Die Schnittstelle zum Anwender variiert sehr stark zwischen einzelnen OODBS. 
• Speziell im Anfangsstadium einer Modeliierung werden die definierten Klassen 
häufig modifiziert, teilweise entfernt und neue hinzugefügt. Klassen dienen bei 
OODBS als Grundlage des Datenbankschemas. Dieses kann bei vielen OODBS 
nur umständlich oder unter Verlust der alten Datenbestände geändert werden. 
• Die Methoden der Objekte werden meist nicht innerhalb der eigentlichen Daten-
bank verwaltet. 
Da die Entwicklung von kommerziellen OODBS erst vor wenigen Jahren begonnen hat, ist 
bei diesen Punkten noch mit einer Verbesserung zu rechnen. Für die im Rahmen dieser Arbeit 
durchzuführende Modeliierung erscheint eine OODBS einerseits als überdimensioniert, was 
die Möglichkeiten der Speicherung großer Datenmengen angeht, als auch als zu unftexibel, 
um schnell verschiedene Modellierungsvarianten durchzuspielen. 
Bessere Benutzerschnittstellen und mehr Flexibilität bei der Modeliierung bieten Werkzeuge 
aus dem Kr-Bereich, daher wird in dieser Arbeit ein solches Werkzeug verwendet. Zwischen 
einzelnen Implementierungen bestehen große Unterschiede, so daß eine pauschale Bewertung 
nicht sinnvoll erscheint. Für eine differenziertere Bewertung der für die Modeliierung ver-
wendeten Expertensystemshell Nexpert Object sei auf die folgende Darstellung verwiesen. 
1. Hier stellt Smalltalk eine Ausnahme dar, da diese Sprache eng mit einer eigenen Entwicklungsumge-
bung verbunden ist, die auch einen Klassenbrowser zur Verfügung stellt. 
2. Ein anderer Weg zu OODBS führt über die Erweiterung bestehender Datenbankkonzepte um objekt-
orientierte Ergänzungen. 
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3.2.2 Die Expertensystemshell Nexpert Object 
Nexpert Object ist eine hybride Expertensystemshell, die zur Wissensrepräsentation Regeln 
und Objekte verwendet [Nexpert91]. Eine umfassende Bewertung von Nexpert Object als Ex-
pertensystemshell findet sich in [Tumer91]. Hier sollen die Aspekte diskutiert werden, die 
eine objektorientierte Modeliierung unterstützen, also wird die Anwendung von Regeln nicht 
weiter betrachtet. 
Vorteile von Nexpert Object 
Die Objekte in Nexpert Object erlauben eine objektorientierte Modeliierung von Sachverhal-
ten. Für eine statische Beschreibung können Klassen mit Attributen definiert werden, von de-
nen dann Objekte instanziiert werden. Die beschriebenen Beziehungen zwischen Klassen und 
Objekten (ist-ein, hat-ein, Instanz-von) werden unterstützt. Für eine dynamische Modeliie-
rung werden einfache Formeln (ein Beispiel findet sich im nächsten Kapitel), welche das Ver-
halten von Komponenten beschreiben, in Nexpert Object selbst berechnet, aufwendigerere 
Algorithmen können in der Sprache C implementiert und in Nexpert Object eingebunden 
werden. 
Nexpert Object unterstützt direkt gemeinsame, unabhängige, nicht eingekapselte Unterobjek-
te. Andere Arten der Beziehungen zwischen Objekten und ihren Unterobjekten (siehe Seite 
30) können auch modelliert werden, die Semantik muß dann aber durch den Anwender si-
chergestellt werden. 
Das Erstellen von Klassen und Objekten wird durch eine grafische Oberfläche ermöglicht, die 
bereits bei der Eingabe Benutzerfehler abfängt. Ebenso steht ein Browser zur Verfügung (sie-
he Abbildung 12), mit welchem durch Klassen- und Objekthierarchien navigiert werden 
kann. Diese eingebaute Oberfläche muß je nach Anwendung bei Bedarf durch ein eigenes In-
terface ersetzt oder ergänzt werden (siehe dazu auch den nächsten Abschnitt). 
Nexpert Object hat eine Programmierschnittstelle, über die auf alle Funktionen von anderen 
Programmen aus zugegriffen werden kann. Dies ermöglicht eine Kopplung mit einer anwen-
dungsspezifischen grafischen Oberfläche und anderen Programmen. 
Nexpert Object ist auf den gängigen Rechnertypen (PC, Macintosh, mehreren Workstationty-
pen, IBM-Mainframe) und Betriebssystemen (MS-DOS, UNIX, MVS, VMS) lauffähig. Im 
Rahmen der Arbeit war es auf einem Rechner SPARCsystem 300 unter dem Betriebssystem 
SunOS installiert. 
Nicht verwendete Eigenschaften von Nexpert Object 
Nexpert Object besitzt einige Erweiterungen des objektorientierten Ansatzes, wie er im ersten 
Teil dieses Kapitels vorgestellt wurde. Diese können zwar in bestimmten Situationen eine 
Hilfe bei der Modeliierung sein, sie sind aber sehr spezifisch für Werkzeuge aus dem Kl-Ee-
reich oder Nexpert Object selbst. Diese Erweiterungen werden im folgenden identifiziert und 
bei der Modeliierung nicht verwendet, um die durchgeführte Modeliierung nicht von den 
Möglichkeiten eines speziellen Produktes abhängig zu machen. 
Nexpert Object erlaubt es, die Vererbung von Attributen individuell zu regeln. Klassenabhän-
gig können Attribute von der Vererbung an Unterklassen ausgeschlossen werden. Oberklas-
sen können von Unterklassen erben. Weiter können Objekte Attribute an ihre Unterobjekte 
vererben. Die Semantik der Beziehung zwischen Ober- und Unterklasse sowie von Objekten 
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Abb. 12 oben: Klassen- und Objektbrowser von Nexpert Object, 0 zeigt Klassen, 6.. Objekte an. 
unten: Objekteditor von Nexpert Object 
zu ihren Unterobjekten wird dadurch aber völlig unbestimmt, daher wird zur Modeliierung 
nur der schon beschriebene Vererbungsmechanismus zwischen Ober- und Unterklasse ver-
wendet. 
Es ist erlaubt, Objekte zu definieren, die keiner Klasse angehören oder die Instanzen von 
mehreren Klassen sind. Dies erspart in manchen Fällen die Definition von Klassen, bringt 
aber keine entscheidenden Vorteile. Daher wird davon kein Gebrauch gemacht. 
Mängel von Nexpert Object 
Wie jedes Werkzeug hat auch Nexpert Object Mängel, die nicht verschwiegen werden sollen, 
da hierin ein genereller, nicht zu vermeidender Nachteil beim Einsatz von kommerziellen 
Programmen deutlich wird: die Vorteile solcher Programme sind nicht ohne ihre spezifischen 
Nachteile zu erhalten. BeiNexpert Object sind hier zu nennen: 
• Idealerweise sollten alle Methoden, auch die in C geschriebenen, in Nexpert Ob-
ject selbst verwaltet werden (allerdings geschieht dies in vielen anderen Werk-
zeugen, darunter auch den meisten OODBS, ebenfalls nicht). 
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• Es fehlt die Möglichkeit, Objekte in Datenstrukturen wie Feldern, Mengen oder 
Listen zu organisieren und über diese Strukturen dann auf sie zuzugreifen. 
• Objektidentität wird über vom Anwender zu vergebende Namen hergestellt, d.h. 
zwei Objekte sind genau dann dasselbe Objekte, wenn sie den gleichen Namen 
haben. Dies erschwert es, komplexe Objekte mit Unterobjekten zu duplizieren, da 
für alle dabei neu entstehenden Objekte Namen vergeben werden müssen. 
Und (erwartungsgemäß) hat Nexpert Object Defizite in anderen Bereichen, etwa bei der Dar-
stellung von Informationen, da sich diese nur im Kontext einer konkreten Anwendung spezi-
fizieren und lösen lassen. 
Fazit 
Nexpert Object unterstützt eine objektorientierte Modeliierung ausreichend gut, um eine pro-
totypische Implementierung eines Modellierungswerkzeugs darauf aufzubauen. Die festge-
stellten Mängel im methodischen Bereich können teilweise umgangen werden oder fallen 
nicht wesentlich ins Gewicht. Der Ausgleich der anwendungsspezifischen Defizite ist Gegen-
stand des nächsten Abschnitts. 
3.2.3 Bewertung des Modellierungswerkzeugs 
Für die Implementierung des Modellierungswerkzeugs ist zwischen aktiven und passiven An-
wendern zu unterscheiden (womit bestimmte Rollen beschrieben sein sollen, keine Perso-
nen). Aktive Anwender modellieren selbst, definieren neue Klassen und neue Objekte, kop-
peln Komponentenmodelle an das Modell, haben also ein volles Zugriffsrecht auf alle Teile 
des Modells. Passive Anwender haben dagegen nur die Möglichkeit, das Modell zu inspizie-
ren und einige temporäre Veränderungen vorzunehmen. Von aktiven Anwendern wird eine 
volle Beherrschung des Werkzeugs und der 00-Methode verlangt, während für passive An-
wender dies nur zu einem geringen Umfang nötig ist. In der Praxis wird der Übergang zwi-
schen aktivem und passivem Anwender fließend sein. 
Nexpert Object unterstützt mit seiner Benutzerschnittstelle den aktiven Anwender bei der De-
finition von Klassen und Objekten, sowie dem Inspizieren des Modells auf einer sehr einfa-
chen Ebene. Diese Schnittstelle muß um zusätzliche Funktionen für einen passiven Anwender 
erweitert werden. Im Rahmen dieser Arbeit werden daher Ergänzungen für eine Benutzer-
schnittstelle für einen passiven Anwender entwickelt, die wesentliche Teile der Forderungen 
aus dem letzten Kapitel (Seite 14 ff.) erfüllt. Als Richtschnur werden die in Kapitel 2 aufge-
stellten Forderungen herangezogen. 
Erfüllung der Forderungen 
Die angemessene Darstellung von Daten (Forderung 9) ist für alle denkbaren Arten von Da-
ten in einer einzigen, allgemeingültigen Form nicht realisierbar. Exemplarisch wird als eigene 
Ergänzung für geometrische Daten eine veranschaulichende Darstellung mit einem Geome-
trieviewer (siehe Abbildung 28 auf Seite 60) implementiert. Die Position und Lage einzelner 
Komponenten des Mikrosystems kann so auf einen Blick erlaßt werden. Die Veranschauli-
chung von funktionalen Zusammenhängen zwischen Attributen geschieht durch die grafische 
Darstellung der Kennlinie (siehe Abbildung 29 auf Seite 61). 
Nexpert Object erfüllt Forderung 10 nach Hilfe beim Zugriff auf das Modell bereits durch sei-
ne eigene Oberfläche (siehe Abbildung 12). Es werden vor allem aktive Anwender unter-
stützt, da hierbei ein ungehinderter Zugriff auf das Modell möglich ist. Für passive Anwender 
- 37-
wurde eine vereinfachte Version des Klassen- und Objektbrowsers implementiert, die ein un-
beabsichtigtes Verändern des Modells ausschließt. Der Zugriff auf Klassen und Objekte er-
folgt dabei im Gegensatz zu Nexpert Object nicht über den Anfangsbuchstaben des Namens, 
sondern über eine alphabetisch geordnete Liste (siehe Abbildung 13). 
[!] Browser ~ 
(Options v) ( Clear) 
= 
0 6 
--
AKTOR p_070392 classes 
= 
6 AKTOR ~ KOMPONENTE 0 0 < sensor_1 SENSOR I KOMPONENTE SENSOR 6 IVERSTAERKER I sensor _2 ~ = 0 
--
6 
VERSTAERKER jmb_30 
= } [I[]}) D 
Abb. 13 Browser und Klassenliste der Benutzerschnittstelle für passive Anwender. 
Für die Einbindung von Komponentenmodellen (Fordenmg 11) ist keine besondere Unter-
stützung notwendig, wenn sich die Komponentenmodelle als C-Routinen formulieren lassen 
und damit als Methoden integrierbar sind (siehe Kapitel 4). In ähnlicher Weise gilt dies für 
die Anbindung der Systemsoftware (Forderung 12). Auch sie läßt sich, wenn sie in C ge-
schrieben ist, mit Nexpert Object integrieren. Einfache Algorithmen lassen sich sogar direkt 
als Methoden von Objekten einbinden. Weitere Aspekte der Einbindung von Komponenten-
modellen werden in der Diskussion am Ende des Kapitels angesprochen. 
Die Dezentralität des Modellierungswerkzeugs (Forderung 13) wird erreicht durch die Kom-
bination von geeigneter Soft- und Hardware (siehe weiter unten), mit der die Benutzerschnitt-
stelle implementiert wird. Dies ermöglicht es, auf die Modeliierung von an ein Netzwerk an-
geschlossenen Rechnern so zuzugreifen, als ob sie lokal verfügbar wäre. 
Forderung 14 nach Versionsverwaltung für das Modell wird von Nexpert Object nicht unter-
stützt. Zwar kann man mehrere Modelle gleichzeitig in einer Wissensbasis halten, aber der 
Anwender muß selbst wissen, welches Modell zu welchem Entwicklungsstand gehört. Die 
externen Routinen und auch die informellen Beschreibungen müssen ebenfalls separat ver-
waltet werden. Für die Versionsverwaltung kann entweder das Dateisystem des zur Modeliie-
rung verwendeten Rechners oder andere Hilfsmittel wie SCCS (Source Code Control Sy-
stem) verwendet werden. Wissensbasen von Nexpert Object, externe Routinen und Texte als 
Teil der informellen Beschreibungen lassen sich so gemeinsam verwalten. 
Die Integration mit anderen am Mikrosystementwurf beteiligten Werkzeugen (Forderung 15) 
wird durch die Programmierschnittstelle von Nexpert Object ermöglicht. Weitere Überlegun-
gen zur Werkzeugkopplung finden sich in der Diskussion am Ende des Kapitels. 
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Verwendete Hardware 
Als Hardwareplattform dienen Server und Workstations der Firma SUN, die innerhalb eines 
Local Area Networks (LAN) auf Ethernet-Basis miteinander vernetzt sind. Als Betriebssy-
stem wird SunOS, eine Variante von UNIX, verwendet. Sie bietet die Grundlage für einen de-
zentralen Zugriff auf das Modellierungswerkzeugs und ist erweiterungsfähig, d.h. es können 
auch PC's oder Rechner anderer Hersteller in die Umgebung eingebaut werden. Gleichzeitig 
sind damit auch die Anforderungen an die Grafikfähigkeiten der Hardware erfüllt, die sich 
aus der Notwendigkeit der geeigneten Darstellung von Daten ergeben. Es ist zu betonen, daß 
die beschriebene Hardwarekonfiguration den Stand der heute möglichen und auch bereits 
weit verbreiteten Technik repräsentiert. Die Anforderungen eines Modellierungswerkzeugs 
an die Hardware sind also ohne Schwierigkeiten zu erfüllen. 
Verwendete Software 
Für die Implementierung der Schnittstelle für passive Anwender wurde XView verwendet, 
eine Programmbibliothek zur Erstellung von grafischen Oberflächen unter dem X 11 Window-
Standard. Dabei wurden die Sprachen C++ und C eingesetzt. Daneben wurden weitere Pro-
grammpakete zur Verwaltung von Daten, zur grafischen Darstellung von Meßdaten und zur 
Entwicklung der Software für das Mikrosystem verwendet. Eine Aufstellung darüber findet 
sich im Anhang. Die meisten der eingesetzten Hilfsmittel sind für Forschungszwecke frei ver-
fügbar und liegen als Quellcode vor. Da Xll der Standard für die Implementierung von Be-
nutzeroberfiächen auf Workstations aller namhaften Hersteller ist, wird es mit Sicherheit auch 
bei einer kommerziellen Implementierung eingesetzt werden. Dies gilt auch für die Sprachen 
C und C++. 
Es ist wichtig zu betonen, daß die Implementierung des Modellierungswerkzeugs sich bei den 
verwendeten Hilfsmitteln bis auf Nexpert Object überwiegend auf Standards abstützt. 
Eine konkrete Darstellung der Benutzerinteraktion mit dem Modellierungswerkzeug wird im 
nächsten Kapitel im Zusammenhang mit der Systemmodeliierung gegeben. Dort werden auch 
die Teile der Benutzerschnittstelle erläutert, auf die bisher noch nicht eingegangen wurde. 
3.3 Diskussion 
In diesem Kapitel wurde die Methode der objektorientierten Modeliierung vorgestellt und ge-
zeigt, daß sie die in Kapitel 2 aufgestellten Forderungen erfüllt. Weiter wurde ein kommerzi-
elles Werkzeug vorgestellt, welches diese Methode unterstützt. Erwartungsgemäß erfüllt 
dieses Programm die Forderungen an die Implementierung eines zur Mikrosystemmodellie-
rung nur teilweise. Die verbleibenden Defizite werden teils durch eigene Ergänzungen beho-
ben, teils wird ein Weg dazu aufgezeigt. 
Im Folgenden wird zunächst eine mögliche Erweiterung der bisher dargestellten Modellie-
rungsmethode vorgestellt. Danach wird die Anwendbarkeit der Methode auf andere Bereiche 
der Mikrosystemtechnik diskutiert. Schließlich soll das in diesem Kapitel konzipierte Werk-
zeug in den Kontext einer umfassenden Entwicklungsumgebung für Mikrosysteme gestellt 
werden, wobei der Gesichtspunkt der Kopplung mit anderen Werkzeugen eingehender be-
leuchtet wird. 
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3.3.1 Erweiterung der Modellierungsmethode 
Die Darstellung des objektorientierten Ansatzes konnte, dem Rahmen dieser Arbeit angemes-
sen, nur die wesentlichen Konzepte erläutern. Es ist durchaus denkbar, andere Methoden zu 
integrieren. Eine mögliche Erweiterung besteht z.B. darin, das Verhalten von Objekten mit 
Zustandsautomaten zu modellieren. Ein solches Vorgehen wird teilweise im Bereich des ob-
jektorientierten Design schon praktiziert [Booch91]. Dadurch wird es möglich, das dynami-
sche Verhalten auf eine andere Art als durch Methoden zu beschreiben, die in einer konven-
tionellen Programmiersprache abgefaßt sind. Allerdings wird nicht jeder Teil eines Systems 
durch Zustandsautomaten geeignet modelliert werden können (siehe dazu die Anmerkungen 
auf Seite 21). Eine solche Erweiterung ist nur dann sinnvoll, wenn die Modellierung mit Zu-
standsautomaten dynamisch ist, d. h. die Modelle müssen ausgeführt werden können. Es gibt 
bereits Ansätze in Bereich der Mikrosystemtechnik, wo hierarchische Zustandsautomaten für 
Modellierungszwecke und ein sie unterstützendes Werkzeug eingesetzt werden [Süß93b], al-
lerdings nicht als Teil einer objektorientierten Modellierung. 
3.3.2 Objektorientierte Modeliierung in der Mikrosystemtechnik 
Die Anwendbarkeit eines objektorientierten Ansatzes bei einer Modeliierung beschränkt sich 
nicht auf die Beschreibung von gesamten Systemen. Auch die Geometrie von Mikrostruktu-
ren kann durch Klassen- und Objekthierarchien beschrieben werden [Eggert94]. In das Geo-
metriemodell werden die in einem mechanischen CAD-System konstruierten Strukturen im-
portiert, wobei gleichzeitig Informationen über zu vermessende Teile der Struktur mit 
abgespeichert werden. Aus der Geometriewissensbasis heraus werden dann Eingabedaten für 
ein elektronisches CAD-System generiert, in welchem die gesamte Geometrie nur noch als 
eine Menge von Polygonzügen repräsentiert wird. Die eigentliche Semantik des Geometrie-
wissens, also die Information über Relationen zwischen einzelnen Geometrieelementen, 
bleibt im objektorientierten Datenmodell erhalten. 
Auch bei der Modellierung des LIGA-Fertigungsprozesses [Brauch94] stellte sich bei der 
Prüfung verschiedener Wissensrepräsentationsformen der objektorientierte Ansatz als der ge-
eignetste heraus, wobei die Möglichkeiten zur Organisation komplexer Informationen als be-
sonderer Vorteil genannt werden. Die für die konkrete Modeliierung eingesetzten Werkzeuge 
entsprechen weitgehend den in dieser Arbeit verwendeten (Nexpert Object, C++, XView). 
Dabei wurde, um den Erfordernissen einer Prozeßbeschreibung besser gerecht werden zu 
können, als zusätzliches methodisches Hilfsmittel noch die Fuzzy Logik verwendet. Abbil-
dung 14 zeigt eine vereinfachte Prozeßhierarchie, wobei für ein leichteres Verständnis die in 
der vorliegenden Arbeit verwendete Notation für Objekte angewendet wird. 
Der Vorteil einer gemeinsamen Grundlage, nämlich der Objektorientierung, für die Modeliie-
rung ganz unterschiedlicher Abschnitte im Entwurfs- und Fertigungsprozeß für Mikrosyste-
me, wird deutlich, wenn man sich vor Augen führt, daß für eine durchgängige Rechnerunter-
stützung die einzelnen Entwurfswerkzeuge nicht isoliert stehen dürfen, sondern miteinander 
gekoppelt werden müssen. Diese Kopplung unterschiedlicher Werkzeuge im Rahmen von 
Entwurfsumgehungen ist nicht trivial, sie wird aber dadurch vereinfacht, wenn eine gemein-
same konzeptionelle Basis vorhanden ist. Dies wird im folgenden Abschnitt noch weiter mo-
tiviert. 
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Abb. 14 Einfache Hierarchie von Objekten, die von einer gemeinsamen Klasse PROZEfSSCHRITT 
abgeleitet sind (nicht angezeigt). 
3.3.3 Integration von Werkzeugen in eine Entwicklungsumgebung 
Die Erstellung und Anwendung von Werkzeugen für den Mikrosystementwurf ist Gegenstand 
des BMFT-Verbundvorhabens METEOR. Der multidisziplinäre Charakter der Mikrosy-
stemtechnik bedingt eine hohe Zahl von Werkzeugen. Alleine bei den Partnern des Verbund-
projektes sind über 90 verschiedene kommerzielle oder eigenentwickelte rechnergestützte 
Entwurfswerkzeuge im Einsatz [Müller-Glaser94]. Um ihre Integration nicht von vornherein 
als unlösbare Aufgabe erscheinen zu lassen, werden drei Ebenen von Entwurfsumgehungen 
definiert: 
• "Entwurfsumgebung Gesamtsystem", 
• interdisziplinäre "Entwurfsumgebung Systemintegration", 
" "dedizierte Komponenten-Entwurfsumgebungen" (z.B. für elektronische Hard-
ware, für Software, für mikromechanische und mikrooptische Komponenten 
etc.). 
Aber auch auf einer Ebene ist die Zahl der Werkzeuge so groß, daß für ihre Integration u. a. 
die Entwicklung eines allgemeinen Objektschemas und eine geeignete Strukturierung der Da-
ten auf der Basis eines CAE-Frameworks gefordert werden. Ein Modellierungswerkzeug, wie 
es in der vorliegenden Arbeit beschrieben wird, kann eng in eine "Entwurfsumgebung Ge-
samtsystem" integriert werden, da es eine strukturierte Systembeschreibung ermöglicht, die 
sich auf die objektorientierten Strukturen des Frameworks abbilden läßt. Dies gilt in ähnlicher 
Weise für die in [Brauch94] und [Eggert94] beschriebenen Ansätze. 
Eine solche enge Kopplung ist allerdings nur dann möglich, wenn die Werkzeuge auf den 
gleichen Datenstrukturen arbeiten können. Dies ist in der Praxis oft nicht möglich, da insbe-
sondere kommerzielle Werkzeuge ihre Daten in Eigenregie verwalten, ohne daß ein externer 
Zugriff möglich ist. In diesem Fall kann eine Kopplung nur über Konverterprogramme erfol-
gen, welche die Daten für einen In- und Export in eine geeignete Form überführen. Aufgrund 
der Vielzahl der bei der Entwicklung von Mikrosystemen eingesetzten Werkzeuge ist es nicht 
praktikabel, den notwendigen Datenaustausch der Werkzeuge jeweils untereinander durchzu-
führen. Es erscheint sinnvoller, eine zentrale Datenhaltung für alle bei der Entwicklung und 
Herstellung anfallenden Daten zu installieren, auf die dann die anderen Werkzeuge zugreifen. 
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Ein Datenaustausch zwischen Werkzeugen erfolgt dann immer über das zentrale Datenmo-
dell, was die Zahl der zu implementierenden Schnittstellen minimiert. Abbildung 15 zeigt 
eine Kopplung zwischen verschiedenen CAD-Systemen und einem Vermessungssystem mit 
MCAD 
Zellen 
2D Test Struktu 
Nachbarschaft 
Vermessungsaufträge 
Konstruktion 
Geometriewissensbasis 
~ Klassenrelation 
-~bjektrelation 
• Qualitätskontrolle I 
COSMOS-2D 
ECAD 
Masken 
GDS-II 
Vermessungsergebnisse 
Abb. 15 Beispiel einer Werkzeugkopplung über eine objektorientierte Wissensbasis aus 
[Eggert94]. Die kommerziellen CAD-Systeme sind über Konverterprogramme an 
die Wissensbasis angekoppelt. Von dort hat ein Vermessungssystem Zugriff auf die 
Geometriedaten. 
Hilfe einer objektorientierten Geometriewissensbasis. Prinzipiell ist für viele Bereiche eine 
solche Lösung realisierbar, wobei einige Nachteile in Kauf genommen werden müssen: 
• 
• 
• 
die Programme, welche die Datenkonvertierung durchführen, müssen oft mit er-
heblichem Aufwand selbst entwickelt werden. 
Weiterentwicklungen des kommerziellen Herstellers sind durch Modifikationen 
am Konversionsprogramm nachzuvollziehen. 
für Anwender präsentieren sich die lose gekoppelten Werkzeuge als eigenständi-
ge Programme mit eigener Benutzerführung, deren Erlernung mit oft erhebli-
chem Zeitaufwand verbunden ist. 
Daher muß man bei der Konzipierung einer Entwurfsumgebung enge Maßstäbe anlegen, was 
die Zahl der eingesetzten Werkzeuge und die Art ihrer Kopplung angeht, da sonst der Erstel-
lungsaufwand (zeitlich und finanziell) unverhältnismäßig hoch wird, während ihre Funktiona-
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lität aufgrundder Komplexheit vom Anwender nicht ausgeschöpft werden kann. Eine Umge-
bung mit wenigen, eng gekoppelte Werkzeuge ist unter diesen Gesichtspunkten vielen, lose 
gekoppelten Werkzeugen vorzuziehen. Das hier entwickelte Konzept unterstützt dieses Vor-
gehen, da die Integration in ein objektorientiertes Framewerk direkt möglich ist. 
Das Problem der Kopplung verschiedener Systeme und des Datenaustausches zwischen ihnen 
stellt sich natürlich nicht nur in der Mikrosystemtechnik, sondern überall dort, wo Produkte 
mit Rechnerunterstützung entwickelt und hergestellt werden sollen. Es gibt für Teilbereiche 
auch schon Lösungsansätze. Besonders interessant erscheint hier die Norm ISO 10303 : Pro-
duct Data Representation and Exchange, die auch als STEP (STandard for the Exchange of 
Product model data) bekannt ist. Obwohl STEP noch nicht in der Lage ist, alle bei Mikrosy-
stemen vorkommenden Arten von Daten (elektrische, mechanische, chemische, biologische, 
optische usw.) zu speichern und auszutauschen [Shaw93], sprechen langfristig eine Reihe von 
Vorzügen für seinen Einsatz auch in der Mikrosystemtechnik: 
• STEP ist ein internationaler, herstellerunabhängiger Standard. 
" STEP stellt mit EXPRESS eine strukturell objektorientierte Informationsmodel-
lierungssprache zur Verfügung [Grabowski93], die zur Beschreibung von Pro-
dukten verwendet werden kann. Für eine Untermenge des Sprachumfangs steht 
mit EXPRESS-G eine grafische Notation zur Verfügung. 
• Auf der Basis von EXPRESS definiert STEP ein Dateiformat, welches zum Spei-
chern und Austauschen von Informationen verwendet werden kann. 
• Durch die internationale Akzeptanz von STEP erscheint die Verfügbarkeit mit 
Werkzeugen, die diesen Standard unterstützen gesichert. Im CAD-Bereich sind 
Konverter von älteren Datenaustauschformaten wie z. B. IGES bereits kommer-
ziell erhältlich. 
Die Kopplung verschiedener Werkzeuge könnte dann so aussehen wie in Abbildung 16 ge-
mech. Simulation 
FEM 
Prozeßsimulation 
elektr. Simulation 
SPICE 
Datenbanksystem (objektorientiert) 
CAD 
Vermessungssystem 
Abb. 16 Kopplung von Werkzeugen in der Mikrosystemtechnik durch ein ProduktdatenmodelL 
Die verschiedenen Entwurfswerkzeuge greifen auf die im Datenmodell enthaltenen In-
fortionen zu, welches seinerseits auf einem Datenbanksystem aufsetzt. 
zeigt. Die Realisierung ist allerdings erst langfristig möglich, weil die Normung eines voll-
ständigen Produktdatenmodells in STEP noch nicht abgeschlossen ist. 
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4 Modeliierung des Mikrosystems 
In diesem Kapitel wird anhand eines existierenden Systems die Modeliierung eines Mikro-
systems mit Hilfe des entwickelten Werkzeugs durchgeführt. Dazu wird zunächst das reale 
System beschrieben, danach die Durchführung der Modeliierung beschrieben und ein Ver-
gleich zwischen realem System und Modell gezogen. 
4.1 Das Mikrosystem zur Messung von Beschleunigungen 
4.1.1 Beschreibung des Mikrosystems 
Das reale Mikrosystem zur Messung von Beschleunigungen wird in einer Zusammenarbeit 
zwischen dem Institut für Mikrostrukturtechnik (IMT), der Hauptabteilung Prozeßdatenverar-
beitung und Elektronik (HPE) und dem Institut für Angewandte Informatik (IAI) im Kernfor-
schungszentrum Karlsruhe entwickelt [Strohrmann93a][Mohr94]. Abbildung 17 zeigt das 
Blockschaltbild des Mikrosystems. Innerhalb des Systems befinden sich sechs in LIGA-Tech-
analoge 
Signalaufbereitung Datenauswertung 
t .1. 
EPROM 
RAM 
Abb. 17 Blockschaltbild des Mikrosystems zur Messung von Beschleunigungen [Strohrmann93a]. 
MUX (Multiplexer), ADC (Analog-Digitai-Converter), SER.COM (serielle Schnittstelle) 
und 11P (Mikroprozessor) sind physikalisch Teile eines Mikrocontrollers. CIU bezeichnet 
einen analogen ASIC, der die Kapazität des Sensors in eine elektrische Spannung umsetzt. 
nik gefertigte Sensoren aus Nickel, die Beschleunigungen in zwei zueinander senkrechten 
Richtungen messen. Jeweils drei Sensoren messen also Beschleunigungen in einer Richtung. 
Der prinzipielle Aufbau eines Sensors ist einfach (siehe Abbildung 18). Am Ende einer Bie-
gezunge schwingt eine seismische Masse zwischen zwei Elektroden und bildet mit diesen ei-
nen Doppelkondensator. Die Abbildung ist nicht maßstabsgetreu: für einen typischen Sensor 
beträgt die Länge der Biegezunge 185 J.Lm, die Länge der seismischen Masse 3500 J.Lm, die 
Spaltbreite eines Kondensators in Ruhelage dagegen nur 3 J.Lm [Burbaum91]. Die Kapazität 
des Sensors wird zunächst durch einen integrierten Schaltkreis in eine Spannung gewandelt 
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Lagerblock 
Elektroden 
seismische Masse 
Abb. 18 Schematische Darstellung eines Beschleunigungssensors in LIGA-Technik. 
und danach mit einem Instrumentenverstärker auf den Eingangsbereich des ADC angepaßt 
[Fromhein93]. Die Sensoren und die analoge Elektronik befinden sich in einem in Dick-
schichttechnikgefertigten Hybridmodul, welches auf ein in SMD-Technik realisiertes Mikro-
controllermodul gesteckt wird. Dieses enthält neben einem 16-Bit Mikrocontroller (SAB 
80C166 [Siemens90]) noch Speicherbausteine (RAM, EPROM) sowie einige Bausteine zur 
Takterzeugung, zur Pegelanpassung für die RS232-Schnittstelle und zur Adreßdekodierung 
(nähere Beschreibung in [Fromhein93]). Der Mikrocontroller ist aufgrund seines Eingangs-
multiplexersundeines internen 10-Bit ADC in der Lage, die als analoge Spannungen vorlie-
genden Sensorsignale zu digitalisieren. 
Im Rahmen dieser Arbeit wurde für das Mikrosystem eine Software geschrieben, welche die 
digitalisierten Sensorsignale verarbeitet und über die serielle Schnittstelle mit einem anderen 
Rechner kommunizieren kann. Dabei besteht die Software aus zwei Teilen: 
• 
• 
Ein Kernel [Süß93a], welcher grundlegende Aufgaben der Systemsteuerung 
übernimmt (Datenaufzeichnung, Speicherverwaltung, Bereitstellen von System-
zeit etc.) und unabhängig von einer speziellen Anwendung ist. Für Testzwecke 
wurde der Kernel mit einer Kommunikationsschnittstelle versehen, über die seine 
Funktionalität kommandogesteuert getestet werden kann. 
Eine Demonstrationssoftware, welche stellvertretend für eine anwendungsspezi-
fische Datenverarbeitung im Mikrosystem steht. Sie verwendet die vom Kernel 
bereitgestellten Dienste und muß daher nicht auf Hardwarekomponenten des 
Controllers direkt zugreifen. Die Demonstrationssoftware hat die Aufgabe, ver-
schiedene Aufgaben der Datenverarbeitung in Mikrosystemen zu veranschauli-
chen. Sie umfaßt u.a. eine Korrektur von Nullpunktsverschiebung und Nichtli-
nearitäten der Sensoren und als Beispiel einer Anwendung eine Fast-Fourier-
Transformation (FFT) der gemessenen Daten sowie eine programmierbare 
Schwellwertdetektion. Auch die Demonstrationssoftware besitzt eine Kommuni-
kationsschnittstelle, über die sie mit einem Rostrechner Befehle und Daten aus-
tauschen kann. 
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Beide Teile der Software im Mikrosystem wurden in der Sprache C entwickelt. Die Demon-
strationssoftware ist somit völlig unabhängig vom eingesetzten Controller und kann bei Be-
darf leicht auf eine andere Rechnerarchitektur übertragen werden. Der Kernel ist weitgehend, 
aber nicht völlig unabhängig vom Controller, da er Hardwarekomponenten des Mikrocontrol-
lers wie Timer, ADC oder serielle Schnittstelle direkt ansteuern muß. 
Um mit dem Kernel oder der Demonstrationssoftware kommunizieren zu können, wurde je-
weils ein Programm auf einem Rostrechner implementiert, welches eine grafische Benutzer-
oberfläche zur Verfügung stellt, die einem Benutzer das Senden von Befehlen an das 
Mikrosystem ermöglicht und gleichzeitig die vom Mikrosystem kommenden Daten grafisch 
darstellen kann. Gleichzeitig wurde ein Versuchsaufbau realisiert, bei dem das System mit 
Hilfe eines rechnergesteuerten Roboterarms durch Drehung im Schwerefeld der Erde defi-
niert angeregt werden kann (siehe Abbildung 19). Damit ist es möglich, einzelne Funktionen 
~:CillJ ~-·lli__j 
• • c-1., "" 
Abb. 19 Demonstrationsumgebung für Funktion des Mikrosystem [Lindemann94]. Gesteuert durch 
einen Rechner bewegt sich der Roboterarm. Die dadurch erzeugten Beschleunigungen wer-
den vom System aufgezeichnet und zur Visualisierung an eine Workstation übertragen. 
des Mikrosystems zu demonstrieren und auch Teile der Datenverarbeitung des Systems zu 
zeigen, die im Rahmen einer Anwendung verborgen bleiben, wie beispielsweise die Korrek-
tur von Sensoroffsets und Nichtlineritäten von Kennlinien. Da hierbei auch das Funktionieren 
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einzelner Sensoren des Systems getestet werden kann (siehe Abbildung 20), ist hiermit die 
Unkorrigierte Beschleunigungen 
0 20 t[sec] 40 60 
10 
~5 
c:--:1 
* 
* u ~ 0 
~ 
-5 
-10 
Gemittelte Beschleunigungen 
0 20 t[sec] 40 60 
Abb. 20 Gemessene Beschleunigung bei Drehung des Mikrosystems im Schwerefeld der Erde. Links 
werden die unkorrigierten Daten der 6 Sensoren gezeigt, wie sie innerhalb des Systems in 
Form von digitalisierten Spannungen erfaßt werden. Deutlich ist zu erkennen, daß ein Sensor 
nicht angeschlossen ist und kein Signal liefert. Rechts werden die korrigierten und gemittel-
ten Beschleunigungen gezeigt. Die systeminterne Datenverarbeitung blendet den nicht ange-
schlossenen Sensor aus der Weiterverarbeitung aus, so daß das System korrekte 
Meßergebnisse liefert. 
Vorstufe zu einem Testsystem gegeben. Wie für das Modellierungswerkzeug wurde als Hard-
wareplattform eine Workstation der Firma Sun unter dem Betriebssystem UNIX eingesetzt. 
Diese Wahl ist aber nicht zwingend, da die Anforderungen an die Plattform, im Gegensatz zur 
Modellierung, hier wesentlich geringer sind. Als Rostrechner könnte also ebenso z.B. ein PC 
unter MS-DOS und Windows eingesetzt werden. 
4.1.2 Bewertung des Mikrosystems 
Da die Modeliierung anhand eines konkreten Systems durchgeführt wird, erscheint es sinn-
voll zu prüfen, welche mikrosystemtypischen Eigenschaften es aufweist. Bei der Untersu-
chung kommen die auf Seite 6 ff. aufgeführten Kriterien für Mikrosysteme zur Anwendung, 
wobei Zahl und Art der Komponenten und der Systemcharakter hier die entscheidenden 
Merkmale sind. 
Die meisten wesentlichen Komponenten eines vollständigen Mikrosystems sind in dem be-
trachteten System vorhanden (man vergleiche dazu die Abbildungen 1 und 17). Zwar findet 
man nur einen einzigen Sensortyp, nämlich den Beschleunigungssensor, aber durch den vek-
torieilen Charakter der Beschleunigung und die geeignete Anordnung der Sensoren werden 
dennoch zwei voneinander unabhängige Meßgrößen durch das System erfaßt und ausgewer-
tet. Mikrosystemtypisch ist auch das LIGA-Verfahren zur Herstellung der Beschleunigungs-
sensoren. Durch "batch-processing" ist eine kostengünstige Fertigung von Sensoren möglich; 
dies ermöglicht den Einsatz von mehreren Sensoren (hier drei) für die gleiche Meßgröße, was 
eine Selbstüberwachung des Systems ermöglicht und durch die Redundanz eine erhöhte Aus-
fallsicherheit bewirkt. Als wesentliche Mikrosystemkomponenten fehlen lediglich die Akto-
ren. Es wurde aber schon bei der Diskussion von Komponenten von Mikrosystemen darauf 
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hingewiesen, daß sich die Entwicklung von Aktoren noch hauptsächlich im Forschungsstadi-
um befindet. Insofern erscheint vertretbar, wenn sie im Rahmen einer Systemmodeliierung 
noch nicht vorkommen. 
Der Systemcharakter läßt sich an einer Reihe von Punkten nachweisen. Die Systemfunktion 
"Messung von Beschleunigungen" kann erfüllt werden, auch wenn einige Sensoren ausgefal-
len sind. Erreicht wird dies durch redundante Sensoren und durch die Datenverarbeitung, 
welche nur funktionsfähige Sensoren auswertet. Das Identifizieren defekter Sensoren kann 
auf verschiedene Weise erfolgen. Da mehrere Sensoren die gleiche Meßgröße erfassen, kann 
die Datenverarbeitung defekte Sensoren durch einen Vergleich von Sensoren untereinander 
erkennen. Falls dies nicht möglich ist (beispielsweise weil nur zwei Sensoren für die Messung 
eines Signals zur Verfügung stehen), kann die Funktion der Sensoren auch zu geeigneten 
Zeitpunkten durch einen externen Test überprüft werden. Die Fehlfunktion eines Sensors 
kann dem System dann per Kommando übermittelt werden. Die Korrektur von Offsets und 
Nichtlinearitäteil der Sensoren geschieht sowohl durch eine geeignete analoge Auswertung 
der Kapazitäten (die Auswertung der Doppelkapazität nach Formel 6 (Seite 54) bewirkt eine 
lineare Abhängigkeit zwischen Auslenkung der seismischen Masse und der Ausgangsspan-
nung) als auch durch die Datenverarbeitung; sie ist somit eine echte Systemfunktion und 
nicht nur an eine einzelne Komponente gebunden. Die Schnittstelle nach außen ist ldar defi-
niert; physikalisch durch die serielle RS-232 Verbindung, logisch durch eine Reihe von Kom-
mandos, auf die das Mikrosystem mit entsprechenden Aktionen reagiert. Die Komplexität des 
Systems, verursacht u.a. durch die Sensoren, von denen jeder fertigungsbedingt seine eigene 
Charakteristik aufweist, ist nach erfolgter Sensorkorrektur nach außen nicht sichtbar. 
Auf der Grundlage des vorliegenden Systems kann also eine Modeliierung sinnvoll durchge-
führt werden, da wesentliche mikrosystemspezifische Merkmale im vorliegenden System 
identifiziert werden können. 
Einige Eigenschaften des Systems sind nicht charakteristisch für Mikrosysteme im allgemei-
nen. Zum einen kann die Rate, mit der Daten aufgezeichnet werden müssen, anwendungsbe-
dingt sehr hoch sein (wenn schnelle Schwingungen aufgezeichnet werden müssen); sie kann 
über 1000 Messungenlsec betragen. Im Vergleich zu Systemen mit chemischen Sensoren, bei 
denen die Ansprechzeiten der Sensoren im Bereich von Sekunden oder Minuten liegen 
[Hoffmann93], ist das einige Zehnerpotenzen höher. Natürlich kann diese Datenrate im Mo-
dell nicht in Echtzeit simuliert werden. Allerdings stellt dies auch einen Extremfall dar, bei 
der Messung von quasi-statischen Beschleunigungen ist die Datenrate im realen System sehr 
viel niedriger, so daß auch das Modell hier vergleichbare Zeiten zur Simulation benötigt. 
Zum anderen ist die Mikro-Makro-Schnittstelle oder auch !ES-Kopplung (Information, Ener-
gie, Substanz [Menz93b]) des Systems zur Außenwelt relativ einfach. Der Austausch von In-
formationen geschieht über eine serielle Zweidraht-Verbindung, die Versorgung mit Energie 
erfolgt konventionell über einen elektrischen Leiter, ein Austausch von Substanzen findet 
nicht statt. Die Sensoren benötigen kein "Fenster" zum physikalischen Prozeß, da Beschleu-
nigungskräfte unmittelbar übertragen werden. Durch eine geeignete Kapselung können sie 
daher gut gegen mögliche Störeinflüssen (Feuchtigkeit, chemische Verbindungen, elektrische 
Felder etc.) geschützt werden. Neben der zu messenden Größe Beschleunigung (oder Gravita-
tion) ist dann die Temperatur die einzige Störgröße, die Auswirkungen auf das Systemverhal-
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ten hat. Die !ES-Kopplung des Systems mit seiner Außenwelt ist also vergleichsweise un-
kompliziert. Wie Aktoren befinden sich komplexere IES-Kopplungen vorwiegend 1m 
Stadium der Erforschung, so daß eine Modeliierung noch nicht gut möglich ist. 
4.2 Modeliierung des Mikrosystems 
Im folgenden wird die Modeliierung des Mikrosystems durchgeführt. Dabei soll nicht nur 
diskutiert werden, welche Aspekte des realen Systems in die Modeliierung einfließen, son-
dern auch, welche Alternativen bei der Durchführung der Modeliierung gegeneinander abzu-
wägen sind. 
4.2.1 Beschleunigungssensor 
Es ist naheliegend, die sechs im System befindlichen Sensoren als Objekte für eine Modeliie-
rung zu identifizieren. Die genaue Festlegung der Klasse oder Klassen, von denen diese Ob-
jekte instanziiert werden, die Bestimmung der Attribute, die sie beschreiben und der Metho-
den, die ihr Verhalten beschreiben, bedarf aber einer genauen Abwägung. 
Statische Modeliierung 
Dabei ist die Analyse eines älteren Modells (siehe Abbildung 21) für Beschleunigungssenso-
r---------~--------------------------~ 
iBESCHLEUNIGUNGSSENSORENi 
' ' 
: dichte : 
i elastizitaetsrnodul ! ~--------~U~~~--~~;~~~~N-------~ 
: ernpfindlichkeit ~ . i . -i kapazitaet_links ! ~ zungenbre~te 
: kapazitaet_rechts : , zungenhoehe i material : : zungenlaenge 
: resonanzfrequenz : : zungenlaenge_effektiv 
' ' [_:;: :~~_:: ::~::~~:,- ..... -.-- . -. -- j ;':: ::-- :::::: l::::: :.::: ::::::::: 
i ZUNGE_MASSE_SENSOREN 
i massenbreite 
: massenhoehe 
: massenlaenge i massenlaenge_effektiv 
' 
'-------------------------------------
Abb. 21 Eine Klassenhierarchie für Beschleunigungssensoren aus [Lindemann91]. Dargestellt 
werden drei Klassen mit ihren jeweiligen Attributen. 
ren hilfreich, die sich im wesentlichen auf die Beschreibung in [Burbaum91] stützt. Die abge-
bildete Klassenhierarchie modelliert ZUNGE_MASSE_SENSOREN (Sensoren mit seismischer 
Masse an einer beweglichen Biegezunge, siehe Abbildung 18) als Spezialisierung von 
ZUNGE_SENSOREN (Sensoren ohne seismische Masse, die Biegezunge bildet in diesem Fall 
mit den Elektroden die Kapazität). ZUNGE_SENSOREN wiederum ist von der Klasse 
BESCHLEUNIGUNGSENSOREN abgeleitet. Diese Klasse beschreibt Beschleunigungssenso-
ren mit für sie typischen Eigenschaften wie Resonanzfrequenz oder Empfindlichkeit, ohne 
eine bestimmte Ausprägung festzulegen. Daher werden von BESCHLEUNIGUNGSSENSO-
REN auch keine Objekte gebildet, im Gegensatz zu den abgeleiteten Klassen, welche auch At-
tribute enthalten (z.B. zungenlaenge), die eine konkrete Implementierung beschreiben. 
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Im Kontext einer Systemmodeliierung muß diese Klassenhierarchie überprüft werden. Wenn 
von vornherein ausgeschlossen werden kann, daß Sensoren der Klasse ZUNGE_SENSOREN 
im System eingesetzt werden (z.B. weil sie gewünschte Eigenschaften aus fertigungstechni-
schen Gründen nicht besitzen), ist diese Klasse nicht nötig und sehr wahrscheinlich sogar 
kontraproduktiv, weil sie die Modellierung komplexer macht, ohne einen Verständnisvorteil 
zu bringen. Der Name ZUNGE_MASSE_SENSOREN, der die Spezialisierung auch durch die 
Benennung deutlich machte, hat diese Funktion verloren und kann durch das kürzere 
LIGA_SENSOR ersetzt werden. 
Ebenso sind die verwendeten Attribute darauf zu testen, ob sie nur die Komponente Sensor 
beschreiben, ob sie einen Einfluß auf das Systemverhalten als Ganzes haben oder ob ihr Vor-
handensein zumindest zum Systemverständnis beiträgt. Falls ersteres der Fall ist, sollten die-
se Attribute gelöscht werden, da sie die Modeliierung unnötig komplex machen. Im behan-
delten Beispiel verwendet LIGA_SENSOR zur Beschreibung der Länge der seismischen 
Masse zwei Attribute, massenlaenge (die geometrische Länge der seismischen Masse) 
und massenlaenge_effekti v (berücksichtigt, daß nicht die gesamte geometrische Län-
ge zum Kondensatorspalt beiträgt). Diese Unterscheidung ist auf der Systemebene nicht mehr 
sinnvoll. 
Betrachtet man die Attribute von LIGA_SENSOR, so bemerkt man, daß einige von ihnen in-
haltliche Beziehungen haben. Dies sind z.B. dichte, elastizi taetsmodul und 
material, welche die Werkstoffeigenschaften beschreiben. Diese Zusammengehörigkeit 
kann man bei der Modeliierung dadurch ausdrücken, daß eine Klasse MATERIAL_PARAMS 
eingeführt wird, die diese Attribute enthält. LIGA_SENSOR erhält diese Attribute nicht mehr 
durch Vererbung von ZUNGE_SENSOREN, sondern erbt sie von MATERIAL_PARAMS (unter 
Verwendung von mehrfacher Vererbung). Alternativ dazu ist es auch denkbar, die Werkstoff-
eigenschaften nicht als Attribute des Sensors, sondern im Rahmen eines Unterobjektes zu 
modellieren (siehe Abbildung 22), wobei dieses Unterobjekt dann nicht einem physikalischen 
Gegenstand entspricht, sondern nur der Strukturierung des Modells dient 1, um es verständli-
cher zu machen. Dieser Weg wurde in der Modeliierung des Mikrosystems beschritten. Geo-
metrische Eigenschaften wie die Fläche, die ein Bauteil einnimmt, werden auf eine analoge 
Weise modelliert. 
Noch ein weiterer Aspekt läßt sich diskutieren: je genauer eine Modeliierung wird und je 
komplexer die beschriebenen Komponenten sind, desto mehr Attribute werden zu ihrer Be-
schreibung benötigt. Im vorliegenden Beispiel hatte ZUNGE_MASSE_SENSOREN 17 Attri-
bute, was bereits nicht mehr übersichtlich ist. In diesem Fall bietet es sich an, ein Objekt in 
weitere Unterobjekte aufzuspalten, und die Attribute in diesen anzuordnen. Im betrachteten 
Beispiel ist dies einfach: für den Sensor lassen sich sehr leicht die Komponenten seismische 
Masse und Biegezunge ausmachen (siehe Abbildung 18) und als Unterobjekte modellieren. 
Die Attribute zungenhoehe, zungenbreite etc. und massenhoehe, massenbrei-
te etc. des Sensors fallen dann weg, dafür erhalten die neuen Unterobjekte jeweils Attribute 
hoehe, breite etc. 
1. Objekte können also nicht nur gefunden, sondern bis zu einem gewissen Grad auch erfunden werden. 
i--------------------------------~ 
~ESCHLEUNIGUNGSSENSOR: 
' ' 
' ' 
' ' 
·---- ---------------------------J 
' 
' : MATERIAL_PARAMS 
' 
' 
' -----~~~~~~~~~~~~~~-~-~~-::_~---------
: LIGA_SENSOR : 
' ' 
' ' 
' ' 
'-------------------------------- _, 
sensor_l 
,----------, Instanz-von 
ist-ein 
--~)lill>- hat-ein 
: : Klasse ·-~--------' 
Objekt 
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~~~~~~~~~~~~~~~~~~~~ 
' ' 
'--_ : __ -:-_-:::1_-:::: ___ :_: ---~. 
LIGA_SENSOR i 
' 
sensor_l 
Abb. 22 Zwei Wege, die Materialparameter eines Sensors zu modellieren. Links: durch mehr-
fache Vererbung, rechts: durch Unterobjekt Die .l\.ttribute der Klassen \verden nicht 
aufgeführt. 
Das Modell eines LIGA-Beschleunigungssensors auf Systemebene hat dann das in Abbil-
dung 23 gezeigte Aussehen. Die im System vorhandenen sechs Beschleunigungssensoren un-
terscheiden sich (im Prinzip) nicht voneinander, die Modeliierung der fünf nicht gezeigten 
Sensoren geschieht daher analog. 
Modellierungsalternativen 
Bei Betrachtung von Abbildung 23 fällt auf, daß die ist-ein Beziehung nur zwischen 
BESCHLEUNIGUNGSSENSOR und LIGA_SENSOR besteht. Es gibt also nur zwei Stufen der 
Abstraktion für die Sensoren. Teilweise ist dies dadurch zu erklären, daß ein konkretes Sy-
stem modelliert wird, bei dem die Sensorparameter zu Beginn der Modeliierung schon fest-
standen. Dies wäre anders, falls Sensoren zu modellieren wären, bei denen die genaue Aus-
prägung noch nicht feststeht. Die Klassenhierarchie für die Sensoren des Systems könnte 
auch über drei Stufen gehen, wie in Abbildung 24 gezeigt. Die mittlere Abstraktionsstufe be-
schreibt dabei Sensoren, die zwar Beschleunigungen durch eine Änderung ihrer Doppelkapa-
zität messen, bei denen aber das genaue Design noch nicht feststeht. Auch ein solcher Sensor 
kann leicht in das Modell einbezogen werden. Die Kapazitätsänderungen als Folge von simu-
lierten Beschleunigungen müssen dabei durch den Anwender festgelegt werden. Er hat dabei 
mehr Freiheiten als bei dem konkreten LIGA_SENSOR, allerdings auch weniger Hilfen 
durch das Modell, unrealistische Parameterwerte zu erkennen. 
Das Modell aus Abbildung 23 ist noch in zweifacher Hinsicht unvollständig: 
• Bis jetzt fehlt noch dynamisches Verhalten, im Falle des Sensors ist dies eine Än-
derung der Kapazität bei anliegender Beschleunigung. 
• Allgemeines Wissen oder zusätzliche erklärende Informationen über den Sensor 
sind ebenfalls noch nicht vorhanden. 
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Instanz-von 
r------~---------------------••••••••• i BESCHLEUNIGUNGSSENSOR i 
: : ,-------------------------------------, 
1 beschleunigung 1 : LIGA SENSOR : 
ist-ein 
i empfindlichkei t :N1 h h - i 
I I I 08 € I !_~:'-~~~~~~:~-:~:-~~--------------__! : kapazitaet_l i --...-3)~ hat-ein 
;------------------ ... ----------------- -, 
: BIEGEZUNGE : 
I I 
1 I 
: breite : 
: laenge : 
I I 
'-------------------------------------' 
breite 
laenge 
;-------------------------------------, i GEOMETRIE_PARAMS i 
I I 
winkel : 
: xdim : 
I I 
: xpos : 
J ydim ! 
: ypos : 
'-------------------·-----------------' 
;----------, 
: kapazitaet_2 : : : Klasse ~-------- .. 1 I I : spaltbreite_l : 
: spaltbreite_2 : 
~------------------------------------! Objekt 
sensor_l 
beschleunigung 
spaltbreite_2 
breite 
laenge 
;------------------------------------, 
: SEISM_MASSE : 
I 
: breite 
l laenge 
~------------------------------------! 
r------------------------------------, 
: MATERIAL_PARAMS : 
I 
: dichte 
: elastizitaetsmodul 
I 
: material 
~------------------------------------~ 
s_geometrie_l 
winkel 
sensor_material 
dichte 
elastizitaetsmodul 
material 
xdim 
xpos 
ydim 
ypos 
Abb. 23 Klassen- und Objekthierarchie des Modells des LIGA-Beschleunigungssensors. Bei der Auf-
listung der Attribute werden nur die jeweils neu in einer Klasse hinzukommenden angezeigt. 
r-----------------------------------, ~---------------------------- ·---------------------------, ~ BESCHLEUNIGUNGSSENSOR ~ ~ KAP2_SENSOR 1 1 LIGA_SENSOR ~ 
i beschleunigung ~:.. ... ....,"""l~~: kapazitaet_l -".1 --~~~~ hoehe : 
empfindlichkeit i : kapazitaet_2 
1 
: spaltbreite_l 
resonanz frequenz : :----------------------------1 i spal tbrei te_2 1 
l-----------------------------------~ ~--------------------------! 
--.....;;)~!> ist-ein 
Abb. 24 Alternative Klassenhierarchie für Beschleunigungssensoren. 
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Dynamische Modeliierung 
Grundlage der dynamischen Modeliierung ist die in [Burbaum91] vorgestellte Beschreibung 
des Sensorverhaltens, welchem im wesentlichen die Biegung elastischer Balken zugrunde 
liegt. Die Kapazitätsänderung errechnet sich dabei aus der Auslenkung der seismischen Mas-
se, welche an einem Punkt x auf der seismischen Masse gegeben ist durch: 
dm (x) = dz (lz) +x · sin (o: (lz)) 
wobei 0 :::; x:::; Im 
mit 
dm : Auslenkung seism. Masse 
dz : Auslenkung Ende Biegezunge 
lz: Länge Biegezunge 
Im : Länge seism. Masse 
o:: Winkel Ende Biegezunge 
x: Koordinate auf seism. Masse 
(1) 
Die Auslenkung am Ende der Biegezunge unter dem Einfluß einer Beschleunigung wird be-
rechnet durch: 
mit 
a: Beschleunigung 
p: Dichte Material 
E0 : Elastizitätsmodul Material 
bm: Breite seism. Masse 
bz: Breite Biegezunge 
und der Winkel der seismischen Massen am Ende der Biegezunge durch: 
(2) 
(3) 
Die Kapazität des von der seismischen Masse und einer Gegenelektrode gebildeten Platten-
kondensators läßt sich dann angenähert durch eine Summe berechnen, bei der die seismische 
Masse in N Teile geteilt wird: 
N I h 
C=""E m Li 0N(s -dm (x)) 
n = 1 
wobei 
Im 
x=n-
N 
mit 
C: Kapazität des Kondensators 
E0: Influenzkonstante 
h: Höhe seism. Masse 
s: Kondensatorspalt ohne Beschleunigung 
(4) 
Diese Formeln lassen sich leicht als Programme in der Sprache C implementieren und als 
Methoden an das objektorientierte Modell in Nexpert Object anbinden. Wesentlich ist, daß 
die Kapazität des Kondensators schnell berechnet werden kann 1, und daß das Sensorverhal-
ten trotzdem hinreichend genau wiedergegeben wird. 
Auf die gleiche einfache Weise lassen sich auch Resonanzfrequenz und Empfindlichkeit bei 
gegebenen Sensorparametern berechnen: 
1. Wobei schnell hier im Vergleich zu sehen ist mit rechenzeitintensiven Methoden wie FEM, mit denen 
eine genauere Abschätzung des Sensorverhaltens möglich ist, bei denen aber eine einzige Rechnung Zeit 
in der Größenordnung von Sekunden oder Minuten (abhängig von der Leistung des verwendeten Rech-
ners und von der gewünschten Genauigkeit) benötigen kann. 
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mit 
Informelle Beschreibung 
C0 : Kapazität bei a = 0 
C g: Kapazität bei a = g 
Eg: Empfindlichkeit bei a = g 
ro0: Resonanzfrequenz 
lm 
f: 2/z 
(5) 
Obwohl jetzt der Sensor objektorientiert modelliert ist, ist die im Modell vorhandene Infor-
mation nicht ausreichend, um ein volles Verständnis der Komponente Sensor zu ermöglichen. 
Diese zusätzliche Information, welche objektorientiert nicht oder nur schlecht vermittelt wer-
den kann, soll einem Anwender in Form einer informellen Beschreibung zur Verfügung ge-
stellt werden. Generell bieten sich mehrere Möglichkeiten an: 
" Die Formeln, die das vereinfachte Komponentenmodell beschreiben und die im 
Modell nur als ausführbare Methoden enthalten sind, können explizit angegeben 
werden. Falls sie aus einem komplexen Komponentenmodell abgeleitet wurden, 
kann auch der Herleitungsweg skizziert werden. Dies kann dem Systementwick-
ler helfen, die Grenzen des vereinfachten Modells besser abzuschätzen. 
• Schematische oder photographische Darstellungen der Komponenten vermitteln 
schnell einen Überblick. 
" Kritische Designparameter (im Falle des Beschleunigungssensors ist das vor al-
lem die Spaltbreite des Kondensators) können explizit angesprochen und erläu-
tert werden. 
Beispiele dazu folgen in einem späteren Abschnitt dieses Kapitels. Die Entscheidung über Art 
und Menge dieser Informationen bleibt dem Modellierenden überlassen. Da sie bei einer Mo-
difizierung der objektorientierten Modeliierung ebenfalls immer geändert werden muß, wird 
sie zweckmäßigerweise umso umfangreicher ausfallen, je mehr sich eine Modeliierung dem 
Abschluß nähert, weil dann die auftretenden Modifikationen mit hoher Wahrscheinlichkeit 
nicht mehr grundlegend sein werden, d. h. die Struktur der Klassenhierarchie ändert sich nicht 
mehr wesentlich. 
4.2.2 Elektronik 
Die wesentlichen elektronischen Bauteile sind der integrierte Schaltkreis zur Kapazitätsaus-
wertung, der Instrumentenverstärker zur Pegelanpassung, der Mikrocontroller und die Spei-
cherhausteine (RAM, EPROM). Diese Komponenten wurden nicht speziell für das Mikrosy-
stem entwickelt, sondern entweder kommerziell erworben oder von Kooperationspartnern zur 
Verfügung gestellt. 
Statische Modeliierung 
Wie im Fall der Sensoren ist es auch hier naheliegend, die Bausteine als Objekte zu modellie-
ren. Im Falle des Mikrocontrollers ist ein Objekt aber nicht ausreichend, da er mehrere sehr 
unterschiedliche Funktionen wahrnimmt (Wandlung analoger Spannungen in digitale Werte, 
Abarbeiten der Software). Es erscheint daher richtiger, diese als getrennte Objekte zu model-
lieren, wie auch in Abbildung 17 die Funktion MU:X/ ADC als eigenständige Einheit gezeigt 
wird. Andererseits können Eigenschaften wie Flächenbedarf oder elektrische Leistungsauf-
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nahme nur dem Mikrocontroller als Ganzes zugeordnet werden. Die Lösung besteht darin, 
den Controller als Objekt mit Unterobjekten zu modellieren, wobei die wesentlichen Eigen-
schaften des Controllers in seinen Unterobjekten enthalten sind. 
Die Tatsache, daß die elektronischen Bauteile fertig entwickelt im System eingesetzt werden, 
hat auch Auswirkungen auf die Modellierung. Während es bei den Sensoren noch sinnvoll 
war, sie durch viele Attribute zu beschreiben, deren Werte man relativ frei variieren kann, ist 
dies bei nicht veränderbaren Bausteinen nur noch bedingt sinnvoll, da eine Veränderung eines 
Parameters in der Realität sehr oft mit dem Auswechseln des gesamten Bausteins verbunden 
ist. Eine große Anzahl von Attributen erfüllt dann überwiegend den Zweck der Dokumentati-
on, dafür ist aber die informelle Beschreibung oftmals eine bessere Ausdrucksform (siehe un-
ten). Daher sind für die Modellierung der Elektronik weniger Attribute als für die Modeliie-
rung der mikromechanischen Sensoren erforderlich, obwohl die elektronischen Bausteine 
selbst komplexere Komponenten sind 1. 
Abbildung 25 zeigt die Klassen und Objekte des Modells des analogen Teils der Elektronik. 
Der digitale Teil besteht im wesentlichen aus dem Mikrocontroller und den Speicherbaustei-
nen. Noch mehr als im analogen Teil hat hier das Modell im wesentlichen einen dokumentie-
renden Charakter, da hier gar keine Parameter im realen System mehr verändert werden kön-
nen. Daher wird sie hier nicht explizit aufgeführt. 
Dynamische Modeliierung 
Die Funktionalität von Bauteilen wie Operationsverstärker oder ADC kann durch einfache 
Funktionen beschrieben werden, die ein Eingangsspannungsintervall auf ein Ausgangsspan-
nungsintervall oder (im Fall des ADC) auf ein Intervall von natürlichen Zahlen abbilden. Die-
se Methoden sind so einfach, daß sie mit den internen Hilfsmitteln von Nexpert Object for-
muliert werden können, d.h. es sind keine externen, in C geschriebenen Routinen dazu 
notwendig. 
Die Auswertung der Doppelkapazität des Beschleunigungssensors durch den integrierten 
Schaltkreis geschieht nach folgender Formel [Leuthold90]: 
V: Spannung am Ausgang 
C1 (x) - C2 (x) Vo: Referenzspannung (6) V(x) V mit C1 (x) + C2 (x) 0 CI> C2 : Kapazitäten des Doppelkondensators 
x: Auslenkung der seismischen Masse 
Auch sie ist so einfach, daß sie innerhalb von Nexpert Object berechnet werden kann. 
Wie bei den statischen Eigenschaften zeigt sich auch hier, daß das Verhalten von komplexen 
Komponenten wie dem integrierte Schaltkreis auf Systemebene nicht notwendigerweise mit 
einem erhöhten Aufwand bei der Modeliierung einhergeht. Oft ist es vielmeiD: so, daß bei 
Komponenten ein erhöhter Aufwand mit zusätzlicher Komplexität im Innern zu dem Zweck 
betrieben wird, daß die Komponente von außen durch eine einfache Modellvorstellung richtig 
beschrieben wird2. 
1. Speziell der Mikrocontroller ist als Komponente komplexer als das Mikrosystem selbst und besteht 
aus einer Vielzahl von Einzelkomponenten, die überwiegend nicht modelliert werden. 
2. Wie dies beim Mikrosystem als Ganzes auch geschieht, die Komplexität im Innern ist von außen nicht 
sichtbar (Seite 7). 
VERSTAERKER 
spannung_input 
spannung_output 
spannung_referenz 
vfaktor 
verstaerker_l 
spannung_input 
spannung_output 
spannung_referenz 
vfaktor 
winkel 
xdim 
I xpos ydim 
ypos 
v_geometrie_l 
winkel 
xdim 
xpos 
ydim 
ypos 
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HYBRIDMODUL 
hybridmodul_l 
KAPAZITAET_SPANNUNG_IC 
kapazitaet_l 
kapazitaet_2 
spannung_output 
spannung_referenz 
ks ic 1 
kapa z i tae't_l 
kapazitaet_2 
spannung_output 
spannung_referenz 
hl_elektronik 
leistung 
I spannung . strom 
------------------------------------. 
' ELEKTRONIK_PARAMS ' ' 
' 
leistung 
spannung 
' ' 
' 
' 
' 
' 
strom : 
------------------------------------~ 
-----------~-----~-------~----------, 
GEOMETRIE_PARAMS i 
' winkel : 
xdim : 
xpos : 
' ydim : 
' ypos • 
------------------------------------! 
k_geometrie_l 
winkel 
xdim 
xpos 
ydim 
ypos 
Abb. 25 Klassen- und Objekthierarchie des Modells des analogen Teils der Elektronik, wobei nur jeweils 
ein Objekt vonjeder Klasse gezeigt wird. Sensoren als Unterobjekte von hybridmodul_l werden 
ebenfalls nicht gezeigt. 
Man hat beim Einsatz kommerzieller Elektronik nicht den Fall vorliegen, daß bei der Model-
Iierung Komponentenmodelle eingesetzt werden, die das Verhalten eines idealen Bausteins 
annähern. Vielmehr sind diese Komponenten oft daraufhin optimiert, eine einfache Modell-
vorstellung (z.B. idealer Verstärker, ideale Kapazitäts-Spannungswandlung) möglichst genau 
in der Realität wiederzugeben. Dies widerspricht zwar dem Systemgedanken, daß die Teil-
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komponenten wegen des erhöhten Aufwands nicht einzeln optimiert werden sollen (siehe 
dazu die Anmerkungen zum Systemcharakter von Mikrosystemen auf Seite 7). Da dieser 
Aufwand aber bei kommerziellen Komponenten schon vor Beginn der Systementwicklung 
geleistet, kann er in Kauf genommen werden 1. 
Dem Prozessor, den Speicherbausteinen und weitgehend auch der seriellen Schnittstelle kann 
man im Rahmen der dynamischen Modeliierung nicht ohne weiteres Methoden zuordnen, die 
ihr Verhalten bestimmen, da die auf dem Prozessor ablaufende Software die eigentliche Kom-
ponente ist, welche Funktionalität und Verhalten bestimmt. Diese Thematik wird unten bei 
der Modeliierung von Datenverarbeitung und Kommunikation aufgegriffen. 
Informelle Beschreibung 
Wie oben bei der statischen Modeliierung schon erwähnt, kommt der informellen Beschrei-
bung bei fertigen Bauteilen verstärkt die Aufgabe zu, die jeweilige Komponente zu dokumen-
tieren. Bei kommerziellen Bausteinen kann das im Extremfall darauf hinauslaufen, das jewei-
lige Datenblatt oder zumindest Teile davon in die Beschreibung aufzunehmen. Dies wird aber 
die Ausnahme bleiben, da ein Datenblatt oft viele Informationen enthält, die auf der System-
ebene keine Rolle spielen. Weiter kann dokumentiert werden, welche Überlegungen zur Aus-
wahl der Komponente geführt haben und welche Nachteile in Kauf genommen werden muß-
ten. Ebenso kann erläutert werden, welche Alternativen aus welchen Gründen verworfen 
wurden oder ob gleichwertige andere Lösungen existieren. 
4.2.3 Datenverarbeitung und Kommunikation 
Die auf dem Prozessor ablaufende Software implementiert die Datenverarbeitung im System 
und die Kommunikation mit seiner Umwelt. Sie bestimmt primär das Verhalten des Systems 
als Ganzes, gleichzeitig ist sie die Komponente, welche am leichtesten während der Entwick-
lung des Systems geändert werden kann. Schon durch ihren immateriellen Charakter unter-
scheidet sie sich deutlich von anderen Komponenten. 
Statische Modeliierung 
Trotzdem ist es möglich, die Software als Objekt in das Modell aufzunehmen. Wegen ihres 
immateriellen Charakters gibt es allerdings nur wenige statische Eigenschaften, die mit Attri-
buten modelliert werden können. Denkbar sind benötigter Speicher (RAM, EPROM) oder die 
maximale Geschwindigkeit, mit der Daten verarbeitet werden können. Diese Angaben dienen 
primär der Dokumentation, wobei der Hauptteil der Dokumentation in informeller Form vor-
liegen wird, und die Modeliierung als Objekt hier vor allem den Zweck hat, den Zugriff auf 
diese Dokumentation zu ermöglichen. 
Dynamische Modeliierung 
Bis jetzt wurde die dynamische Modellierung mit Hilfe von Komponentenmodellen durchge-
führt, die als Methoden von Objekten implementiert wurden. Im Fall der Software ist diese 
Vergehensweise aus folgenden Gründen zu überdenken: 
• Es ist nicht immer eindeutig, wie ein vereinfachtes Modell der Software aussehen 
kann. Soll es wichtige Algorithmen der richtigen Software enthalten, sollen die 
richtigen Routinen durch weitgehend funktionslose Dummyversionen ersetzt 
1. Allerdings können auch selbstentwickelte Komponenten optimiert werden, wenn dies fertigungstech-
nisch keinen zusätzlichen Aufwand bedeutet (siehe dazu im nächsten Kapitel alternatives Sensordesign). 
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werden? Dies kann nicht allgemein beantwortet werden, es hängt u.a. davon ab, 
wo der Schwerpunkt der Datenverarbeitung liegt. Werden Daten hauptsächlich 
verwaltet, oder sind aufwendige Rechenverfahren zur Signalverarbeitung imple-
mentiert? 
• Der Nutzen eines vereinfachten Modells ist ungewiß. Bei den Sensoren und Tei-
len der Elektronik diente das vereinfachte Modell dazu, eine prinzipielle Funkti-
on verständlich zu machen und rechenzeitintensive Berechnungen zu vermeiden. 
Beides trifft bei der Software so nicht zu. 
Dagegen kann ein möglicher Weg zur dynamischen Modeliierung auch darin bestehen, die 
tatsächlich im Mikrosystem eingesetzte Software mit der Modeliierung des Systems zu kop-
peln, und dadurch das Verhalten des Systems weitgehend zu simulieren (Forderung 12 auf 
Seite 15). 
Um diese Kopplung durchführen zu können ist es notwendig, die Software des Mikrosystems 
zusammen mit dem Modell ablaufen zu lassen. Der Controller des Mikrosystems wird aber in 
der Regel nicht mit dem Prozessor des Rechners, auf dem das Modell abläuft, identisch sein. 
Folgende Wege zur Lösung dieses Problems sind möglich: 
" Die Software kann auf einem per Software simulierten Controller ausgeführt wer-
den (Emulation). Vorteile dieses Verfahrens sind: 
- Die Software des Mikrosystems kann unverändert eingesetzt werden; unab-
hängig davon, in welcher Form sie vorliegt oder in welcher Sprache sie ge-
schrieben wurde. 
- Das durch die Software bestimmte Verhalten des Mikrosystems kann optimal 
simuliert werden, da auch Hardwarekomponenten des Controllers (z.B. Ti-
mer) simuliert werden. 
Als Nachteile dieses Ansatzes sind zu nennen: 
- Er ist nur durchführbar, wenn tatsächlich eine Simulation des Controllers vor-
handen ist (es wird praktisch unmöglich sein, eine solche Simulation selbst zu 
erstellen, sie muß kommerziell verfügbar sein). 
- Der Typ des Controllers im Mikrosystem wird festgelegt. 
" Die Software des Mikrosystems wird auf den Rechner portiert, auf dem das Mo-
dell abläuft, und dort ausgeführt. Das hat folgende Vorteile: 
- Eine Prozessorsimulation des Controllers wird nicht benötigt. 
- Die Modeliierung legt den Typ des Controllers nicht fest. 
Dem stehen die folgenden Nachteile gegenüber: 
- Die Portierung wird nur dann mit vertretbarem Aufwand zu bewältigen sein, 
wenn die Software in einer maschinenunabhängigen Sprache geschrieben 
worden ist. In der Regel wird dies die Sprache C sein. 
- Die Funktionalität von Hardwarekomponenten des Controllers kann nicht 
oder nur ansatzweise nachempfunden werden. Dadurch wird das Ablaufver-
halten der Software verändert, insbesondere alle Aktionen, die unmittelbar mit 
Hardwarekomponenten des Controllers in Verbindung stehen, wie z.B. die 
Reaktion auf Interrupts. 
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Im Rahmen dieser Arbeit wird letztere Möglichkeit realisiert, da ein geeigneter Simulator auf 
dem Modellierungsrechner nicht zur Verfügung steht. Von der für das System verfügbaren 
Software wird zur Demonstration der Machbarkeit der Kernel an das Modell angebunden. 
Dies erlaubt es, mit dem modellierten System auf die gleiche Art zu kommunizieren wie mit 
dem realen Mikrosystem. Diese Art der Einbindung von Software in das Modell geht über 
den objektorientierten Ansatz hinaus, und es muß betont werden, daß die demonstrierte An-
bindung der Software nur einen Weg darstellt, die Datenverarbeitung im Rahmen einer Mo-
dellierung zu realisieren. 
Eine weitere Möglichkeit besteht darin, Teile der Datenverarbeitung als Methoden in das Mo-
dell zu integrieren, was exemplarisch für Routinen zur Sensorkalibrierung durchgeführt wird, 
die der Demonstrationssoftware entnommen sind. Speziell in einer frühen Phase der Model-
lierung, in der große Teile der Software des realen Systems noch nicht vorliegen, ist dieser 
Ansatz sinnvoll. 
Weitere Überlegungen zur Modellierung von Datenverarbeitung finden sich in der Diskussion 
am Ende dieses Kapitels. 
Informelle Beschreibung 
Die informelle Beschreibung der Datenverarbeitung kann, je nach Art ihrer Einbindung in das 
Modell, verschieden aussehen. Wenn nur einzelne Algorithmen als Methoden modelliert wer-
den, kann die Arbeitsweise des Algorithmus erläutert werden. Wenn große Teile des Software 
des realen Systems in das Modell eingebunden werden, kann eine Aufiistung einzelner Routi-
nen und ihrer Funktion sinnvoll sein. 
4.3 Arbeiten mit dem Modellierungswerkzeug 
Die Implementierung der Klassen und Objekte geschieht mit den von Nexpert Object zur Ver-
fügung gestellten Editoren. Nach erfolgter Modeliierung durch einen aktiven Anwender kann 
ein passiver Anwender mittels der implementierten Schnittstelle auf das Modell zugreifen. 
Abbildung 26 zeigt die Schnittstelle in einer Übersicht. Sie erlaubt es dem Benutzer, Klassen 
und Objekte des Modells aufzulisten und ihre Attribute sowie deren Werte zu inspizieren. Die 
Beziehungen zwischen Klassen und Objekten (ist-ein, hat-ein, Instanz-von) können mit ei-
nem Browser veranschaulicht werden (siehe letztes Kapitel, Abbildung 13). 
Die Werte der Attribute können für die Dauer des Aufrufs der Modellierungswerkzeugs durch 
Überschreiben in der Attributliste modifiziert werden. Beispielsweise kann die Spaltbreite ei-
nes Sensors auf diese Weise modifiziert werden, worauf sich auch von ihr abhängige Parame-
ter wie die Kapazität des Sensors ändern. 
Für Werte, die sehr häufig oder quasi kontinuierlich geändert werden sollen, können soge-
nannte "Signalquellen" interaktiv definiert werden. Sie erlauben es, Werte von beliebigen At-
tributen mit Hilfe von Schiebereglern in einem vom Anwender vorgegebenen Bereich zu ver-
ändern. Dies kann dazu verwendet werden, eine externe Anregung von Sensoren zu 
simulieren. Abbildung 27 zeigt einen solchen Schieberegler. 
Eine zusätzliche Hilfe beim Identifizieren von Objekten des Modells gibt der Geometrievie-
wer. Mit ihm kann die Größe und relative Lage von Objekten angezeigt werden, von denen 
Geometrieinformationen im Modell abgelegt sind. Abbildung 28 zeigt das Hybridmodul des 
Objekt- und 
Klassenliste 
Anzeige 
informeller 
Information 
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(Model v) ( Interface) ( start simu) ( s how classes) 
Objects ( update objects) 
t::l 
mikrosystem_1 I show object @) mkerneLout ~ mprozessor ms_elektronlk 
ms_geometrie I ram L geometrle 
t::l 
Pro perties for: sensor 1 (§I)~ 
( select) beschleunigung ~ ( geom) 
aufgabe wandelt Beschleuni IIl 
beschleunlgung +4.80000e+OO 
empfindlichkeit +1.63749e-02 
hoehe +1.00000e-04 
id sensor ~1 
kapazitaet_l +9.48104e-13 
kapazitaet_2 +8.32450e-13 
resonanzfrequenz +6.95328e+02 
spalthreite_l +3.00000e-06 
spaltbreite_2 +3.00000e-06 
Abb. 26 Schnittstelle für passive Benutzer 
Erzeugen neuer 
S. I ll -fE.addsignaiJ (rmvsignal) 1gna que en · 
Anzeige des 
aktuellen Wertes 
Label: Beschleunigung: Bereich: .::.20::..:..0:....__ Offset: ..:..:O.~Q __ 
1> o------------------~~J=========~o 
Besch le un ig u ng: 4.8332e+OO ( connect) ( show) 
Aufrufvon 
Geometrieviewer 
Attributliste 
Schieberegler 
Abb. 27 "Signalquelle" zum Verändern von Attributwerten im Modell. Der gezeigte Regler kann 
dazu verwendet werden, Sensoren mit Beschleunigungen anzuregen. 
Mikrosystems im Geometrieviewer. Über die angezeigten Objekte kann der Benutzer weitere 
Informationen durch "Anklicken" mit der Maus erhalten. Die Geometrieinformationen geben 
nicht notwendigerweise die exakte Größe der realen Elemente an, aber man erhält einen Grö-
ßenvergleich verschiedener Komponenten auf einen Blick. Weiter ermöglicht der Geometrie-
viewer neben dem Klassen- und Objektbrowser eine weitere Art des Zugriffs auf Elemente 
des Modells. 
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D D D integrierter Schaltkreis 
D D D Verstärker 
Abb. 28 Schematische Darstellung des Hybridmoduls mit Geometrieviewer. Angezeigt werden Grö-
ße und relative Lage der Sensoren, integrierten Schaltkreise und Instrumentenerstärker. 
Rechts ist zum Vergleich das reale Hybridmodul abgebildet [Gemmeke93]. 
Die grafische Visualisierung einer funktionalen Abhängigkeit zwischen Attributen des Mo-
dells wird ebenfalls zur Verfügung gestellt. Wie bei den "Signalquellen" sind dabei die Attri-
bute nicht vorgegeben, sondern können vom Anwender frei gewählt werden. Abbildung 29 
zeigt dies an einem Beispiel. 
Diese beiden Hilfsmittel stehen stellvertretend für eine ganze Klasse von Werkzeugen, wel-
che die im Modell enthaltenen Informationen in einer anwendergerechten Form aufbereitet 
darstellen. Die Anforderungen an solche Werkzeuge hängt auch von den zu modellierenden 
Mikrosystemen ab. Auf dem Gebiet der Mikrosystemtechnik muß noch mehr Erfahrung ge-
sammelt werden, bevor weitere Werkzeuge dieser Art sinnvoll spezifiziert werden können. 
Eine weitergehende informelle Beschreibung ist, falls vorhanden, an die Attribute von Klas-
sen oder Objekten gekoppelt und kann von der Benutzeroberfläche aus aufgerufen werden. 
Der Inhalt dieser Information hängt von der jeweiligen Modeliierung ab. Als Beispiel zeigt 
Abbildung 30 ergänzende Informationen zum verwendeten Mikrocontroller und eine Foto-
grafie des verwendeten LIGA-Beschleunigungssensors zusammen mit einem integrierten 
Schaltkreis. An dieser Stelle soll noch einmal auf das schon auf Seite 32 erwähnte Konsis-
tenzproblem hingewiesen werden: das Modellierungswerkzeug kann nur in begrenztem Um-
fang dazu beitragen, daß der objektorientierte Teil des Modells und die informellen Beschrei-
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Abb. 29 Funktionaler Zusammenhang zwischen Beschleunigung und einer Kapazität 
eines Sensors. 
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- 1G Bit CPU 
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- 5 Timer 
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- 200 mA Stromaufnahme 
- 16 Inter ruptebenen 
Quelle: Mi crocontroll er SAB 80C166 
".Siemens AG 
Abb. 30 Informelle Beschreibung in Form eines Datenblattes für den Mikrocontroller und in Form ei-
ner Fotografie vom BeschleunigungssensoL 
bungen keine widersprüchlichen oder falschen Angaben machen. Da diese Aufgabe vom 
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Anwender übernommen werden muß, sollten die informellen Beschreibungen sich auf das 
wirklich Notwendige beschränken, d.h. der Modellierende sollte der Versuchung widerstehen, 
zu viele Detailinformationen darin unterzubringen. 
Bereits bei der Diskussion über die Anhindung der Software an das Modell wurde erwähnt, 
daß das Modell zusammen mit der Kernel-Software ablaufen kann. Der Anwender kann so 
mit der Modeliierung in vergleichbarer Weise kommunizieren wie mit dem realen System. Im 
Rahmen dieser Arbeit wurde ein Steuerungsprogramm erstellt, welches auf einer SUN-Work-
station abläuft und die Kommunikation mit der Kernel-Software ermöglicht. Im Falle des rea-
len Systems geschieht der bidirektionale Datentransfer über eine serielle RS232-Schnittstelle, 
beim modellierten System werden die Daten über einen rechnerinternen Kommunikationsme-
chanismus ausgetauscht. Abbildung 31 zeigt die Benutzeroberfläche des Programms. Mit ih-
Fenster zur Visualisierung von gemessenen Daten 
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Befehlsgruppen 
Anzeige von 
Systemparametern 
Abb. 31 Benutzeroberfläche des Steuerungsprogramms für das Mikrosystem. Angezeigt werden die 
"gemessenen" Daten von drei m9dellierten Sensoren, die der gleichen simulierten Beschleu-
nigung unterworfen sind, aber aufgrundvon Variationen der Spaltbreiten der Kondensatoren 
unterschiedliche Signale liefern. 
rer Hilfe können Befehle an das System (real oder modelliert) gesendet werden, gleichzeitig 
werden vom System kommende Daten in einem Fenster des Programms grafisch dargestellt. 
- 63-
Natürlich bestehen einige prinzipielle Unterschiede zwischen realem und modellierten Sy-
stem: das reale System kann über 1000 Meßwerte pro Sekunde aufzeichnen und verarbeiten, 
während das Modell um Größenordnungen langsamer ist (einige Meßwerte pro Sekunde oder 
mehr, abhängig vom eingesetzten Rechner). Eine eingehender Vergleich folgt in der Diskussi-
on. Dennoch kann die prinzipielle Arbeitsweise des realen System gut veranschaulicht wer-
den. 
4.4 Diskussion 
4.4.1 Vergleich zwischen realem und modelliertem System 
Die Qualität einer Modeliierung kann in der Regel nicht daran gemessen werden, wie genau 
ein Modell das reale System wiedergibt. Die Modeliierung eines Mikrosystems beginnt ja 
schon in der Konzeptionsphase und endet zu einem Zeitpunkt, an dem das reale System noch 
nicht vorliegt. Das primäre Ziel der Modeliierung in dieser Phase ist es, die prinzipielle Ar-
beitsweise und den Aufbau des Systems zu einem frühen Zeitpunkt zu veranschaulichen 
("Rapid Prototyping"), wobei Abstriche an der Genauigkeit in Kauf genommen werden kön-
nen. 
Im vorliegenden Fall kann ein Vergleich zwischen modelliertem und realem System stattfin-
den, da beide annähernd zeitgleich erstellt wurden. Zu diesem Vergleich kann man die stati-
schen und dynamischen Eigenschaften des Gesamtsystems heranziehen. 
Vergleich der statischen Eigenschaften 
Ein Vergleich ergibt, daß die wesentlichen Komponenten des realen Systems im Modell ent-
halten sind. Allerdings fällt auf, daß die Modeliierung in ihrer Genauigkeit von Komponente 
zu Komponente stark variiert. Dies ist im Sinn einer Systembeschreibung: von den im System 
enthaltenen Komponenten werden nur die Eigenschaften modelliert, welche die Gesamtsy-
stemfunktion positiv oder negativ beeinflussen. Daher werden die Beschleunigungssensoren 
relativ detailliert beschrieben (siehe Abbildung 23), weil hier viele prozeßabhängige Parame-
ter wie Materialkonstanten oder Geometriegrößen direkt in das Meßergebnis eingehen. Durch 
das Verändern verschiedener Parameter können sowohl verschiedene Varianten modelliert 
werden, etwa Sensoren mit einer anderen Strukturhöhe, als auch bestimmte, in der Realität 
vorkommende Fehler simuliert werden. Im Gegensatz dazu kann die Beschreibung der Elek-
tronik auf einem abstrakteren Niveau erfolgen, weil vor allem bei kommerziellen Bauteilen 
die funktionsbestimmenden Größen durch das Datenblatt vorgegeben sind, etwa bei einem 
Verstärker der Verstärkungsfaktor. Weitere Angaben machen die Modeliierung umfangrei-
cher, ohne für das Gesamtsystem relevant zu sein, daher können und sollten sie unterbleiben. 
Die Angaben über Platzbedarf und Plazierung sind für Sensoren und elektronische Bauele-
mente gleichermaßen relevant und vermitteln, grafisch aufbereitet, einen Eindruck vom Sy-
stemaufbau und der Sensoranordnung (Abbildung 28). 
Ein Vergleich zwischen den Eigenschaften realer Bauelemente und ihrer notwendigerweise 
abstrakten und unvollständigen Modeliierung muß auch an den Absichten gemessen werden, 
welche beim Entwurf verfolgt werden. Im Kontext einer kommerziellen Produktion von 
Mikrosystemen könnten beispielsweise die Kosten für einzelne Komponenten und daraus ab-
geleitet die Kosten für das Gesamtsystem so entscheidende Merkmale sein, daß sie in einer 
Systemmodeliierung nicht fehlen dürfen. 
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Vergleich der dynamischen Eigenschaften 
Beim Vergleich der dynamischen Eigenschaften muß man zwischen dem Verhalten von Kom-
ponenten und dem des Gesamtsystems unterscheiden. Den einzelnen Komponenten liegen, 
wie bereits ausgeführt, idealisierte und vereinfachte Modellbeschreibungen zugrunde. So 
wird das Verhalten des Beschleunigungssensor durch die Lösung einer Differentialgleichung 
für ein Feder-Masse-System beschrieben. Die Genauigkeit einer solchen vereinfachten Be-
schreibung reicht natürlich nicht an die anderer Verfahren wie FEM heran (für einen Ver-
gleich zwischen theoretischen Berechnungen und experimentellen Messungen siehe 
[Burbaum91]. Dafür läßt sie sich wesentlich schneller auf einem Rechner implementieren 
und auswerten, was für die Erstellung einer Systemmodeliierung unbedingt notwendig ist 
([Müller-Glaser94] gibt für die FEM-Simulation eines Beschleunigungssensors Rechenzeiten 
von mehreren Stunden auf Hochleistungsworkstations an). 
Aus der Kopplung der Verhaltensmodelle der einzelnen Komponenten ergibt sich dann das 
Verhalten des gesamten Modells, welches wiederum das Verhalten des gesamten realen Sys-
tems modelliert. Die Genauigkeit der simulierten Meßergebnisse ist notwendigerweise durch 
die Verwendung vereinfachter Komponentenmodelle beschränkt. Die Modellierung kann 
dann aber als erfolgreich durchgeführt angesehen werden, wenn sie es ermöglicht, die funk-
tionalen Eigenschaften des Gesamtsystems möglichst früh noch in der Entwurfsphase beur-
teilen zu können. Dazu gehört vor allem die Interaktion des System mit seiner Umwelt (An-
wender; externe Rechner). 
Im vorliegenden Fall kommuniziert das reale System über eine RS232-Schnittstelle unter 
Verwendung eines definierten Protokolls mit einem anderen Rechner. Abbildung 32 zeigt ei-
nen Ausschnitt der Kommunikation zwischen realem System und externem Rechner auf der 
einen Seite, und Modellierung und externem Rechner auf der anderen Seite. Es zeigt sich, daß 
die Modeliierung in vergleichbarer Weise auf die Kommandos des externen Rechners reagiert 
(Einstellen von Parametern, Start der Messung, Übertragung von Daten etc.). Insoweit erfüllt 
sie die an sie gestellten Forderungen. 
Es wurde bereits darauf hingewiesen, daß die Geschwindigkeit des dynamischen Teils des 
Modells die des realen System nicht annähernd erreichen kann. Zwar sind Verbesserungen 
möglich, da ein großer Teil der Geschwindigkeitseinbußen durch Nexpert Object verursacht 
wird. Hier kann man davon ausgehen, daß durch Verwendung eines anderen Werkzeugs Ver-
besserungen zu erreichen sind. Auch der Einsatz schnellerer Rechner ist denkbar. Das 
Mikrosystem zur Messung von Beschleunigungen ist, wie schon erläutert wurde, nicht reprä-
sentativ im Hinblick auf die in Mikrosystemen pro Zeiteinheit anfallende Datenmenge. Bei 
Systemen mit langsam ansprechenden Sensoren, etwa ChemFET's, ist das Datenaufkommen 
sehr viel geringer, so daß ein Modell hier die Geschwindigkeit eines realen Systems sogar 
übertreffen kann. Daher wird in dieser Arbeit darauf verzichtet, besonderen Aufwand für eine 
Steigerung der Modellgeschwindigkeit zu treiben. Die prinzipielle Funktionsweise des Sy-
stems kann auch bei geringem Datendurchsatz durch das Modell gezeigt werden. Negativ 
macht sich die kleine Datenrate erst dann bemerkbar, wenn die Verarbeitung großer Daten-
mengen simuliert werden soll. 
Im Modell nur unvollkommen wiedergegeben wird das zeitliche Verhalten des Systems. Das 
Meßsignal des Beschleunigungssensors als schwingendes System hängt bei nichtstatischen 
Beschleunigungen davon ab, ob diese in der Nähe seiner eigenen Resonanzfrequenz liegen. 
Auch die elektronischen Schaltkreise haben jeweils eine charakteristische Übertragungsfunk-
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Abb. 32 Kommunikation eines externen Rechners a) mit dem realen System, b) mit der Modellierung. 
Die Modeliierung führt die gleichen Kommandos aus und simuliert so das Verhalten des Ge-
samtsystems, allerdings nicht in Realzeit 
tion, die von der Frequenz der Eingangssignale abhängt. Eine genauere Modeliierung des 
Sensorverhaltens ist durch eine Zeitintegration seiner Bewegungsgleichung zu erreichen. 
Dies würde aber einen erheblichen Aufwand bei der Berechnung erfordern. Ein einfacherer 
Ansatz wird im nächsten Kapitel besprochen. 
Das Modell gibt nur mittelbar wieder, daß innerhalb des realen Mikrosystems ein hohes Maß 
an Parallelität vorhanden ist, d.h. viele Komponenten sind gleichzeitig aktiv. Im Modell wer-
den Beschleunigungen datentechnisch so behandelt, als ob sie sequentiell die einzelnen Kom-
ponenten Sensor, integrierter Schaltkreis und Verstärker durchlaufen, während in Wirklich-
keit diese Komponenten parallel jeweils für sich ihr Eingangssignal in ein Ausgangssignal 
transformieren. Ebenso können mehrere Komponenten des Mikrocontrollers gleichzeitig ak-
tiv sein, der ADC kann neue Werte digitalisieren, während der Prozessor noch die alten Daten 
bearbeitet. Auch auf der Ebene der Datenverarbeitung findet sich Parallelität: obwohl sie auf 
nur einem Prozessor abläuft, werden Aufgaben wie Auslesen des ADC, Bereitstellen einer 
-66-
Systemzeit, Datenaufzeichnung und Datenübertragung an ein externes System interruptge-
steuert quasiparallel durchgeführt. Das dynamische Modell verrichtet diese Aufgaben se-
quentiell. 
4.4.2 Allgemeine Aspekte einer Modeliierung 
Das Ergebnis einer Modeliierung kann nur mit Einschränkungen dazu verwendet werden, die 
Auswirkungen eines möglichen Fehlverhaltens des Systems vor seiner Realisierung aufzuzei-
gen. Dies hat mehrere Ursachen: 
" Die vereinfachten Komponentenmodelle im Modell sind nur Näherungen des 
Verhaltens der realen Komponenten sein. 
" Fehler beim Fertigungsprozeß können nicht in jedem Fall in der Entwurfsphase 
vorausgesagt und in ihren Auswirkungen abgeschätzt werden. 
" Bei kommerziellen Komponenten ist man für die Modeliierung auf Informatio-
nen der mitgelieferten Datenblätter angewiesen, die sich als unzutreffend erwei-
sen können. 
" Die Auswirkungen von Defekten in Komponenten können nicht in jedem Fall 
vorhergesagt werden. 
Die Modeliierung der Datenverarbeitung wird hauptsächlich durch eine Anhindung der Soft-
ware des realen Systems an das Modell realisiert. Diese Vergehensweise ist in mehrfacher 
Hinsicht ein Spezialfall: 
" Die durchgeführte Art der Anhindung ist nur dann einfach möglich, wenn die 
Software so hardwareunabhängig geschrieben ist, daß sie auf Mikrosystem und 
Modellierungsrechner gleichermaßen ablauffähig ist. 
" Konventionelle Software, die auf einem Prozessor abläuft, ist nur einer von meh-
reren möglichen Wegen, die Datenverarbeitung in einem Mikrosystem zu reali-
sieren. Einfache Formen der Datenverarbeitung lassen sich auch mit program-
mierbaren logischen Bausteinen realisieren. 
Die Beschreibung der Modeliierung des Systems ist damit beendet. Im folgenden Kapitel sol-
len jetzt Modifikationen am System und ihre Auswirkungen auf die Modeliierung unter ver-
schiedenen Gesichtspunkten untersucht werden. 
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5 Erweiterung des Modells 
Eine Veränderung am Modell eines Mikrosystems kann aus unterschiedlichen Gründen erfol-
gen: 
" Wichtige Faktoren, die das Systemverhalten beeinflussen, sind bisher nicht mo-
delliert worden. Dazu gehört auch die Beeinflussung von Komponenten unterein-
ander. 
" Die Komponentenentwicklung führt zu einer Verbesserung von vereinfachten 
Komponentenmodellen, die in das Modell einzubinden sind. 
• Eine Änderung der Spezifikationen oder Anforderungen an das zu entwickelnde 
System macht es notwendig, neue Aspekte bei der Modeliierung zu berücksich-
tigen. 
" In der Konzeptionsphase sollen mehrere Varianten eines zu entwickelnden Sy-
stems modelliert werden. 
• Eine abgeschlossene Modellierung eines realisierten System soll als Ausgangs-
punkt der Modeliierung einer Erweiterung oder Neukonstruktion des Systems 
dienen. 
• Parallel zur Realisierung des Systems kann das Modell detaillierter ausgearbeitet 
werden. 
Je nach Art der Änderungen sind die Auswirkungen auf das Modell unterschiedlicher Art: 
• Es können neue Attribute in Klassen definiert werden. 
" Neue Objekte von bestehenden Klassen werden erzeugt. 
" Es werden von bestehenden Klassen neue Klassen abgeleitet. 
• In bestehenden Klassen werden neue Methoden definiert. 
" Bisher bestehende Klassen und Objekte werden gelöscht. 
Anhand von Erweiterungen des Mikrosystems zur Messung von Beschleunigungen sollen 
jetzt einige mögliche Modifikationen des Modells vorgestellt werden. 
5.1 Modeliierung von Störgrößen 
Jeder reale Sensor reagiert nicht nur auf seine eigentliche Meßgröße, sondern auch auf stören-
de Einflüsse, die sein Ergebnis verfälschen. Ob sie in eine Modeliierung einzubeziehen sind, 
hängt auch vom Anwendungsbereich ab, d.h. wenn sichergestellt ist, daß bestimmte Störgrö-
ßen in der Anwendung nicht auftreten, müssen sie nicht modelliert werden. Ebenso können 
störende externe Einflüsse durch eine geeignete Kapselung des gesamten Systems oder von 
einzelnen Sensoren neutralisiert werden. Falls abgeschätzt werden kann, daß die durch eine 
Störgröße verursachten Meßfehler das eigentliche Ergebnis so wenig beeinflussen, daß die 
Genauigkeit der Messung nur unwesentlich beeinträchtigt wird, kann eine Modeliierung 
ebenfalls unterbleiben. 
Für die im Mikrosystem eingesetzten Sensoren lassen sich zwei verschiedene Störgrößen 
identifizieren: Querbeschleunigungen und Temperaturschwankungen. 
In [Burbaum91] wird die durch eine Querbeschleunigung verursachte Signaländerung abge-
schätzt, sie ist für "vernünftige" Sensorgeametrien vernachlässigbar klein. Demnach ist eine 
Modeliierung nicht erforderlich. 
-68-
Der Einfluß einer Temperaturänderung auf LIGA-Sensoren wird in [Strohrmann92] unter-
sucht. Dabei sind es primär zwei Effekte, welche das Meßergebnis verfälschen. Zum einen 
ändert sich der Elastizitätsmodul des Sensormaterials mit der Temperatur, zum anderen ändert 
sich die Sensorgeometrie durch unterschiedliche Ausdehnung der verschiedenen Materialien 
bei Erwärmung. Da Temperaturschwankungen in vielen Anwendungsbereichen nicht ver-
meidbar sind, eine Kapselung durch passive Wärmedämmung oder aktive Temperaturregulie-
rung zu aufwendig ist und das Ergebnis des Sensors maßgeblich beeinflußt wird, muß dieser 
Effekt in das Modell aufgenommen werden. 
Zunächst wird die Klasse LIGA_SENSOR um ein Attribut erweitert, welches die aktuelle 
Temperatur des Sensors beschreibt. Es wird nicht in der Klasse BESCHLEUNIGUNGSSEN-
SOR eingeführt, da die Temperaturabhängigkeit keine Eigenschaft ist, die für Beschleuni-
gungssensoren allgemein relevant ist. Der Elastizitätsmodul in MATERIAL_PARAMS ist jetzt 
keine Konstante mehr, sondern wird bei einer Temperaturänderung nach folgender Formel 
modifiziert: 
T0 : Raumtemperatur 
a 6 : Temperaturkoeffizient des 
m Elastizitätsmoduls ( -0.002 %/K) 
E0 : Elastizitätsmodul von Nickel 
mit 
(7) 
( 2.06 · 1011 Pa) 
was sich ohne Aufwand in Nexpert Object implementieren läßt. Da der Elastizitätsmodul in 
die Resonanzfrequenz und Empfindlichkeit eingeht, müssen diese auch neu berechnet wer-
den. 
Die Verformung von seismischer Masse und Gegenelektrode bei Temperaturänderung be-
wirkt eine Veränderung der Spaltbreite, wobei die Änderung der Massenbreite den größeren 
Anteil hat. Dies führt zu einer Kapazitätsänderung. Ebenso führt eine Ausdehnung der ge-
samten Struktur senkrecht zur Substratebene zu einer Kapazitätsänderung, dieser Effekt ist 
aber klein gegebenüber der Änderung des Kondensatorspalts. Die Spaltverkleinerung kann 
im wesentlichen durch die Anwendung folgender Formeln [Strohrmann93b] abgeschätzt wer-
den: 
~ d1 = -dMa11 (T- T0) 
~ dz = -dG aeff (T- To) 
mit 
dM: Breite seismische Masse 
dG: Breite Gegenelektrode 
a 11 : Differenz Ausdehnung_skoeffizienten von 
seismischer Masse una Substrat 
aeff: effektiver Ausdehnungskoeffizient 
Auch sie sind einfach in ein Modell einzubauen. 
(8) 
Nicht nur die Sensoren, auch die Elektronik ist der Temperaturänderung unterworfen. Die 
Auswirkungen sind aber vernachlässigbar gegenüber Temperaturempfindlichkeit der Senso-
ren. 
In diesem Zusammenhang läßt sich ein mikrosystemtypischer Effekt diskutieren: störende 
Einflüsse wirken nicht nur von außen auf das System, die Komponenten beeinflussen sich, 
bedingt durch die kleinen geometrischen Abmessungen, auch gegenseitig. In diesem Fall 
werden die Sensoren nicht nur durch eine Änderung der Außentemperatur, sondern auch 
durch die nicht zu vernachlässigende Wärmeentwicklung in der Elektronik gestört. Die resul-
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tierende Temperatur ergibt sich dann aus einer komplexen Überlagerung verschiedener Effek-
te, zu denen bei einer genauen Betrachtung auch die Geschwindigkeit gehört, mit der die um-
gebende Luft das System umströmt. Eine genaue mathematische Beschreibung dieses 
physikalischen Sachverhalts ist viel zu komplex und rechenintensiv, um in eine Systemmo-
deliierung eingebaut zu werden. Hier bietet es sich an, die resultierende Temperatur als exter-
ne Signalquelle (analog zu den Beschleunigungen) zu modellieren, welche auf die Kondensa-
torspaltbreiten und das Elastizitätsmodul des Sensormaterials wirkt. 
Die Temperaturabhängigkeit der Sensoren sollte natürlich im Sinne eines Systemgedankens 
nach außen hin nicht sichtbar werden. Ein Weg, der dies ermöglicht, ist die Messung der 
Temperatur und anschließende Korrektur der Sensorsignale mit Hilfe der Datenverarbeitung. 
Dazu muß das Modell um einen Temperatursensor erweitert werden. In der Realität könnte 
dies ein Sensor sein, der eine Temperatur als analoge Spannung ausgibt, die dann wieder ver-
stärkt und digitalisiert werden kann. Da zunächst die genaue Ausprägung nicht bekannt ist, 
kann er im Modell als einfaches Objekt erscheinen mit einem Eingang für die Temperatur und 
einem Ausgang, welcher den gemessenen Wert direkt in einer geeigneten Form an die Daten-
verarbeitung weitergibt. Dies ist ein Beispiel dafür, wie verschiedene Komponenten eines 
Systems in einem Modell auf verschiedenen Abstraktionsniveaus beschrieben werden. 
5.2 Alternatives Sensordesign 
In [Strohrmann93b] wird ein neues Sensordesign (siehe Abbildung 33) vorgestellt, welches 
das Prinzip des Differentialkondensators beibehält, die freie Formgebung des LIGA-Verfah-
rens aber zusätzlich ausnutzt, um einige Schwächen der bisher verwendeten Sensoren zu ver-
Lagerblock ~ Elektrode C 1 c::::::J Elektrode C2 
Biegezunge -- seismische Masse §I Anschlag 
Abb. 33 links: altes Sensordesign, rechts: neues Sensordesign (Zeichnungen nicht maßstabsge-
recht). CP: Kondensator mit positivem Temperaturkoeffizienten, C0 : Kondensator mit ne-
gativem Temperaturkoeffizienten. 
meiden. Die neuen Sensoren haben u.a. einen wesentlich kleineren Temperaturgang als das 
alte Design. Für das Modell bedeutet das eine Vereinfachung, da jetzt die Modeliierung der 
Störgröße Temperatur entfällt. 
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Andererseits ändert sich natürlich die Modeliierung des Sensors selber. Die bisherige Modell 
beinhaltet alle wichtigen geometrischen Größen des Sensors, so daß ein Anwender eine volle 
Freiheit bei der Wahl der Sensorparameter hat. Dies erscheint bei dem neuen Design nicht 
mehr sinnvoll zu sein, da hier 16 Kondensatorspalte zu modellieren wären. Deswegen soll die 
Modeliierung so erfolgen, daß sie nur die charakteristischen Größen des neuen Designs ent-
hält. 
Dabei ist hilfreich, daß das neue Design eine hohe Symmetrie aufweist. Diese macht es mög-
lich, durch Angabe der Länge von nur zwei Elektroden alle 16 Elektroden zu beschreiben. 
Alle Kondensatorspalte haben die gleiche Spaltbreite, daher kann die Modeliierung durch ein 
Attribut erfolgen. Während beim alten Design alle geometrischen Größen unabhängig von-
einander variiert werden konnten, darf dies jetzt nicht mehr geschehen, da sonst das Design 
die Eigenschaft der Temperaturkompensation einbüßt oder schlechtere Linearitätseigenschaf-
tell aufweist. Das Längenverhältnis der Kondensatoren CP und Cn muß konstant bleiben. Ab-
bildung 34 zeigt die Klasse T_KOMP _LIGA_SENSOR für einen Sensors mit neuem Design, 
:--~~sc~~-~~~i-~u~~~-8~~8~~--: ~----;~;;~~~~~-iz;~=s~~~~R----; 
I ! I i beschleunigung ~ hoehe 
i ernpfindlichkeit ~ kapazitaet_l 
: resonanzfrequenz : kapazitaet_2 
~--- --------------------------------- ~ i laenge_cl 
; laenge_c2 i lagefehler 
: lin_rnassendichte i spaltbreite 
~------------------------------------
Abb. 34 Klasse T_KOMP _LIGA_SENSOR für das neue Sensordesign. 
ist-ein 
abgeleitet von der Klasse BESCHLEUNIGUNGSSENSOR Die geometrischen Abmessungen 
der seismischen Massen werden jetzt nicht mehr modelliert. Um trotzdem die für das Sensor-
verhalten wichtige Masse zu beschreiben, wird eine lineare Massendichte eingeführt, welche 
die Masse des Sensors pro Strukturhöheneinheit wiedergibt. 
Allerdings ist dieses Modell von seinen Möglichkeiten her beschränkt. So kann z.B. nicht die 
Spaltbreite eines der 16 Kondensatoren oder die Breite von nur einer Biegezunge separat ge-
ändert werden, um einen Fehler im Fertigungsprozeß zu simulieren. Ob dies nötig ist, kann 
nicht generell entschieden werden, sondern hängt von den jeweiligen Gegebenheiten der Fer-
tigung ab. Eine genauere Modeliierung der Sensorgeometrie würde es auch gestatten, die ver-
bliebene Temperaturabhängigkeit mit in das Modell aufzunehmen. Dies wird nur dann not-
wendig, wenn die Genauigkeitsanforderungen an das zu realisierende System hoch sind. 
5.3 Alternative Sensorkonfiguration 
5.3.1 Änderung der zweidimensionalen Sensorkonfiguration 
Das reale Mikrosystem mißt die Beschleunigungen zweier senkrecht zueinander stehender 
Raumrichtungen. Es sind aber auch andere räumliche Konfigurationen der Sensoren denkbar. 
In [Menz93a] wird in Zusammenhang mit einer Sensordatenverarbeitung durch neuronale 
Netze die in Abbildung 35 gezeigte Sensorkonfiguration vorgeschlagen. 
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Abb. 35 Beschleunigungssensoren, angeordnet in Form einer Rosette. 
Bei der Auswertung von simulierten Beschleunigungen wird die Lage der Sensoren bisher 
nicht berücksichtigt. Da jeder Sensor durch eine eigene "Signalquelle" angeregt werden kann, 
ist theoretisch auch die oben gezeigte Sensorkonfiguration sirnulierbar. Dies läßt einem An-
wender zwar mehr Freiheiten, andererseits kann dies auch als Schwäche des Modells inter-
pretiert werden, weil: 
• die Beaufschlagung von Sensoren mit unterschiedlichen Signalen eine Sensor-
konfiguration simuliert; die den Daten über die geometrische Anordnung der 
Sensoren widerspricht, d.h. man hat eine Inkonsistenz innerhalb der Modells. 
" falls (in der bisherigen Modell) alle Sensoren mit der gleichen Beschleunigung 
angeregt werden sollen, muß dies der Anwender sicherstellen. Er erhält dabei Un-
terstützung vorn Modellierungswerkzeug, aber nicht durch das Modell selbst. 
Hier liegt eine mögliche Quelle von Bedienungsfehlern. 
• die Sensorkonfiguration als eine grundlegende Systemeigenschaft sehr wahr-
scheinlich schon zu einem frühen Zeitpunkt der Systementwicklung festgelegt 
wird, und deshalb eine Flexibilität im Modell keine deutlichen V orteile bringt. 
Diese Nachteile kann man vermeiden, wenn Beschleunigungen so modelliert werden, daß sie 
auf das ganze Mikrosystem wirken. 
Man kann dazu eine Klasse BESCHLEUNIGUNG einführen, welche zwei Attribute enthält, 
mit welchen der Anwender eine gerichtete Beschleunigung in der Ebene simulieren kann (die 
dritte Raumrichtung muß bei einem zweidimensional messenden System nicht modelliert 
werden). Man nimmt damit eine auf das Mikrosystem einwirkende Größe explizit in das Mo-
dell auf. Von dieser Klasse wird ein Objekt gebildet, welches die im System befindlichen Sen-
soren als Unterobjekte enthält (siehe Abbildung 36). Damit wird modelliert, daß die Sensoren 
BESCHLEUNIGUNG i 
' beschleunigung : 
' winkel : 
-----------------------~ 
beschleunigung_l 
beschleunigung 
winkel 
sensor_l 
sensor_6 
Instanz-von 
--~)~ hat-ein 
Abb. 36 Modeliierung der externen Beschleunigung durch eigene Klasse mit 
Objekt. 
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durch die externe Größe Beschleunigung beeinflußt werden. Da die Modeliierung der Senso-
ren schon die Information über ihre Orientierung in der Ebene enthält, kann die resultierende, 
auf den einzelnen Sensor wirkende Beschleunigung berechnet werden. 
An diesem Beispiel kann noch einmal die Freiheit in der Wahl der Modeliierung im Zusam-
menhang mit der unbestimmten Semantik der hat-ein Beziehung diskutiert werden. Die Sen-
soren sind Unterobjekte zu beschleunigung_l, aber das Verhältnis zwischen externer 
Beschleunigung und den Sensoren, auf die sie wirkt, könnte auch dadurch modelliert werden, 
daß beschleunigung_l gemeinsames Unterobjekt der Sensoren sensor_l ... sen-
sor_6 ist. 
Ebenfalls modifiziert werden muß die Datenverarbeitung des Systems. Hierzu können zwei 
Wege eingeschlagen werden: 
" Man behält die Vergehensweise bei, Software des realen bzw. des zu realisieren-
den Systems in das Modell einzubinden, wie das bisher der Fall ist. Nachteilig ist, 
daß diese Software erst neu geschrieben bzw. aus der alten Software heraus ent-
wickelt werden muß. Dies ist zeitaufwendig. 
" Man verzichtet auf den vollen Funktionsumfang der Software innerhalb des Mo-
dells, sondern implementiert nur einige ausgewählte Algorithmen der Datenver-
arbeitung als Methoden der Modellierung. 
Die Entscheidung darüber hängt vom Umfang der Änderungen ab, die an der alten Software 
vorgenommen werden müssen. 
5.3.2 Erweiterung auf dreidimensionale Messungen 
Die Erweiterung des zweidimensional messenden Mikrosystems um Sensoren, die in der drit-
ten Raumrichtung sensitiv sind, kann auf einfache Weise durchgeführt werden, wenn man 
wieder davon ausgeht, daß die modellierten Sensoren die Richtung der Beschleunigung nicht 
"kennen". Die Modeliierung kann dann einfach um drei zusätzliche Sensoren mit der dazuge-
hörigen Elektronik erweitert werden, die zusätzlichen Sensoren können bei der Simulation 
durch eine weitere vom Anwender zu definierende "Signalquelle" angeregt werden. 
Allerdings ist die Lage der Sensoren in dem Unterobjekt der Klasse GEOMETRIE_PARAMS 
modelliert, welches jedes Sensor-Objekt enthält. Die Angabe eines Winkels und einer zweidi-
mensionalen Positionsangabe reicht jetzt nicht mehr aus, um die Orientierung der Sensoren 
richtig widerzugeben. Hier kann durch die Ergänzung von Attributen, welche einen zweiten 
Winkel und eine dritte Raumkoordinate angeben, die Klasse GEOMETRIE_PARAMS entspre-
chend erweitert werden. Ebenso muß jetzt die Ausdehnung der Objekte in der dritten Dimen-
sion angegeben werden. Allerdings ist zu überlegen, ob man die zusätzlichen Attribute in 
GEOMETRIE_PARAMS einführt. Das bewirkt, daß die Geometrie aller anderen Gegenstände 
auch dreidimensional beschrieben wird. Eine Alternative ist, eine neue Klasse GEOME-
TRIE_3_PARAMS zu definieren, welche von GEOMETRIE_PARAMS abgeleitet ist und von 
dieser die Objekte zu instanziieren, welche die Geometrie der Sensoren beschreiben (siehe 
Abbildung 37). 
Dies führt zu einem weiteren Problem. Der im letzten Kapitel gezeigte Geometrieviewer zur 
Visualisierung der geometrischen Parameter ist jetzt nicht mehr ausreichend, weil er nur 
zweidimensionale Geometrien darstellen kann. Es ist also nicht nur das Modell selbst, das er-
GEOMETRIE_PARAMS 
winkel 
winkel2 
xdim 
xpos 
ydim 
ypos 
zdim 
~}(~~---------------------
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GEOMETRIE_PARAMS 
winkel 
xdim 
xpos 
ydim 
ypos 
, ___________________________ _ 
lGEOMETRIE_3_PARAMS 
I 
1 winkel2 
: zdim 
I 
: zpos 
~-----------------~~--~~====-~ 
Abb. 37 Links: Erweiterung der Klasse GEOMETRIE_PARAMS. Rechts: Ableitung einerneuen 
Klasse GEOMETRIE_3_PARAMS. 
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weitert werden muß, sondern auch das Modellierungswerkzeug. Im Rahmen dieser Arbeit ist 
eine Implementierung eines dreidimensionalen Geometrieviewers nicht möglich. Es zeigt 
sich an diesem konkreten Beispiel auch, daß Mikrosysteme manchmal sehr spezielle Hilfs-
mittel bei der Modeliierung erfordern. Dies macht es schwierig, ein umfassendes Modellie-
rungswerkzeug ohne die Kenntnis des zu modellierenden Mikrosystems zu spezifizieren. 
Auch hier erfordert die Änderung in der Sensorkonfiguration (Übergang von 2D zu 3D) eine 
Modifikation der Datenverarbeitung. Die verschiedenen Wege dazu wurden schon im letzten 
Abschnitt aufgezählt und brauchen daher hier nicht mehr diskutiert zu werden. Wenn die 
Software stark anwendungsspezifisch geprägt ist, wird man sie unter Umständen weitgehend 
neu entwickeln müssen, da ein dreidimensional messendes System einen anderen Einsatzbe-
reich haben wird. 
5.4 Modeliierung von frequenter Anregung und Dämpfung 
Das bisherige Modell behandelt nur das Verhalten des Systems bei quasistatischen Beschleu-
nigungen. Bei Anregungen, deren Frequenz in der Nähe der Resonanzfrequenz des Beschleu-
nigungssensors liegt, gibt das Modell die Auslenkung der seismischen Massen und die daraus 
resultierenden Kapazitätsänderungen nicht mehr richtig wieder. Abgesehen davon können 
frequente Signale gar nicht dargestellt werden, weil die Zeit bisher gar nicht mitmodelliert 
wurde (das wurde bereits in der Diskussion im letzten Kapitel angesprochen). 
Dennoch gibt es verschiedene Möglichkeiten, das Frequenzverhalten der Sensoren zu model-
lieren: 
• Durch einen erläuternden Text kann darauf hingewiesen werden, daß das Signal 
des realen Sensors von der Frequenz abhängt, wobei eine grafische Darstellung 
des Ausgangssignals über der Frequenz eine qualitative Abschätzung ermöglicht. 
• Die Übertragungsfunktion kann selbst im Modell berechnet werden, wobei die 
Frequenz dann als Attribut (z.B. der Beschleunigungssensoren) modelliert wird, 
die ein Benutzer vorgeben kann, worauf die Kapazitätsänderungen bei anliegen-
der Beschleunigung entsprechend größer oder kleiner ausfallen. 
Analog kann auch die Frequenzabhängigkeit anderer Komponenten behandelt werden, falls 
dies notwendig wird (dies ist auch abhängig vom geplanten Verwendungsgebiet der Senso-
ren). 
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Auf ähnliche Weise kann man die Sensordämpfung behandeln. Eine numerische Berechnung 
der Dämpfung des Sensors durch das ihn umgebende Medium (hier Luft) ist, wenn überhaupt 
mit ausreichender Genauigkeit möglich, nur mit großem zeitlichem Aufwand durchführbar. 
Hier muß entweder ein einfaches Modell entwickelt werden [Eberle93], welches eine Ab-
schätzung ermöglicht, oder die Dämpfungskonstante des Sensors als schwingendes System 
kann aus Messungen bestimmt und dann als Zahlenwert in das Modell eingebracht werden. 
Das geht natürlich nur, wenn der Sensor als Komponente bereits vorhanden ist, was nicht not-
wendigerweise der Fall ist. 
5.5 Diskussion 
In diesem Kapitel wurden verschiedene mögliche Erweiterungen und Modifikationen des bis-
her realisierten Mikrosystems ihre Auswirkungen auf das Modell behandelt. 
Die Änderungen am Modell sind dabei unterschiedlicher Art. Das Einführen von neuen Attri-
buten oder das Erzeugen von neuen Klassen, oft durch Ableitung von bestehenden Klassen, 
ist ohne größere Probleme möglich, da das bisher bestehende Modell davon unberührt bleibt. 
Schwieriger ist das Entfernen bereits existierender Klassen und/oder Objekte, da hiervon 
auch andere Teile des Modells betroffen sein können. Dies gilt auch für die Einführung neuer 
Klassen im oberen Teil der Vererbungshierarchie. Es ist dabei hilfreich, wenn das Modellie-
rungswerkzeug den Anwender unterstützt, d.h. wenn es z.B. beim Löschen eines Attributs 
zeigt, welche Teile des Modells betroffen sind. Generell wird eine Erweiterung eines beste-
henden Modells um so schwieriger sein, je umfangreicher und detaillierter sie ausgearbeitet 
wurde. Für eine Erweiterung kann es deshalb sinnvoll sein, nicht die letzte Version eines exi-
stierenden Modells als Ausgangspunkt zu nehmen, sondern eine frühere Version zu verwen-
den (die Notwendigkeit einer Unterstützung der Verwaltung von Versionen wurde schon 
durch Forderung 14 (Seite 15) begründet). 
Eine Erweiterung des Modells, die aus verschiedenen Gründen notwendig werden kann, soll-
te bereits bei der Ersterstellung eingeplant und bei der Wahl von Klassen bzw. Objekten mit 
berücksichtigt werden, damit spätere umfangreiche Modifikationen an Klassen- und Ob-
jekthierarchien vermieden werden. Die Qualität einer Modeliierung und eines Modellierungs-
werkzeugs muß auch daran gemessen werden, wie leicht Erweiterungen möglich sind. Dies 
gilt besonders unter dem Gesichtspunkt, daß die Ersterstellung und die Weiterentwicklung 
des Modells möglicherweise nicht von der gleichen Person durchgeführt werden. 
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6 Zusammenfassung und Ausblick 
6.1 Zusammenfassung 
In dieser Arbeit wurde gezeigt, wie eine Modeliierung von Mikrosystemen durchgeführt wer-
den kann. Dazu wurde eine Methode entwickelt, die statischen und dynamischen Eigenschaf-
ten von Mikrosystemen während der Entwicklung auf der Systemebene rechnergestützt zu 
beschreiben. Damit ist sowohl eine Dokumentation des Systems verbunden als auch eine Si-
mulation des Verhaltens des Gesamtsystems zu einem möglichst frühen Zeitpunkt. Auf der 
Grundlage dieser Methode wurde ein Modellierungswerkzeug implementiert. Methode und 
Werkzeug wurden dabei für die Modeliierung von Mikrosystemen allgemein ausgelegt. Die 
Anwendbarkeit von Methode und Werkzeug wurden durch die Modeliierung eines konkreten 
Mikrosystems nachgewiesen. Dabei wurde für das reale System die Datenverarbeitung imple-
mentiert und eine Demonstrationsumgebung erstellt. 
Da sich Mikrosysteme aus sehr unterschiedlichen Komponenten zusammensetzen (Sensoren, 
Aktoren, analoge Elektronik, digitale Elektronik, Software), war es notwendig, für ihre Mo-
dellierung eine Methode zu wählen, die nicht schon aufgrund inhärenter Beschränkungen nur 
für die Beschreibung von Teilbereichen verwendbar ist. Die Methode muß für die Beschrei-
bung statischer und dynamischer Aspekte von Mikrosystemen geeignet sein. Gleichzeitig 
muß sie von komm.erziell erhältlichen Tools unterstützt werden. Es wurde gezeigt, daß die 
Methode der objektorientierten Modellierung, ergänzt um die Integration von informellen Be-
schreibungen, diese Anforderungen erfüllt. 
Um eine Modeliierung praktisch durchführen zu können, war es notwendig, ein rechnerge-
stütztes Werkzeug zu spezifizieren und wichtige Teile davon prototypisch zu implementieren. 
Als Ausgangspunkt wurde dazu die Expertensystemshell Nexpert Object ausgewählt, da sie 
die Methode der objektorientierten Modeliierung unterstützt und bereits über eine grafische 
Oberfläche zum Erstellen des Modells verfügt. Die für eine geeignete grafische Darstellung 
von Daten und für einen Zugriff auf das Modell erforderlichen Ergänzungen wurden auf der 
Basis von Standardsoftware implementiert. 
Danach wurde anhand der Modeliierung eines Mikrosystems zur Messung von Beschleuni-
gungen, dessen Software ebenfalls im Rahmen dieser Arbeit entwickelt wurde, die Praxis-
tauglichkeit der Methode nachgewiesen. Gemäß der Methode der objektorientierten Be-
schreibung wurde für die statische Beschreibung eine Klassenhierarchie für das Mikrosystem 
aufgestellt, so daß einzelne Komponenten des Systems als Objekte modelliert werden konn-
ten. Die dynamische Beschreibung geschieht mit vereinfachten Komponentenmodellen, die 
teilweise in der Sprache C implementiert wurden. Sie wurden als Methoden in das Modell 
eingebunden und ermöglichen eine Simulation des Verhaltens der realen Komponenten. 
Für die Modeliierung der Datenverarbeitung wurden verschiedene Vergehensweisen disku-
tiert. Umgesetzt wurde die Einbindung der Software des realen Systems in das Modell. Auf 
diese Weise kann das Modell einen großen Teil des Verhaltens des realen Systems simulieren, 
insbesondere die Kommunikation mit einem externen Rechner, die ebenfalls im Rahmen die-
ser Arbeit implementiert wurde. Daneben wurde ein Algorithmus zur Sensorkorrektur als 
Methode in das Modell eingebunden. 
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Das Modell wurde durch einen Vergleich mit dem realen System validiert. Es zeigt sich, daß 
wichtige Aspekte des Verhaltens des realen Systems durch das Modell wiedergegeben wer-
den. Dies umfaßt sowohl das korrekte Verhalten, wie es aus dem Design zu erwarten ist, als 
auch bei einem realen System typischerweise auftretende Fehler, die ein nicht korrektes Ver-
halten des Systems bewirken (siehe Abbildung 31). 
Weiterhin wurde durch eine Modifikation in verschiedenen Teilbereichen (Störgrößen, alter-
natives Sensordesign, andere Sensorkonfiguration) die Flexibilität beim Erstellen einer Mo-
dellierung nachgewiesen. Dies ist wichtig, weil zu erwarten ist, daß in der Praxis oft vom De-
sign her ähnliche Mikrosysteme zu entwickeln sind, welche dann in weiten Teilen gleich 
modelliert werden können. 
Damit wurde die in der Einleitung formulierte Aufgabenstellung gelöst. 
6.2 Ausblick 
Das Erstellen einer Modeliierung ist in die Gesamtthematik Unterstützung des Entwurfs von 
Mikrosystemen eingebettet. Betrachtet man das in [BMFT93] angegebene Schema zum Ent-
wurfsablauf für Mikrosysteme (siehe Abbildung 38), so kann ein Modell von der Spezifikati-
onsphase bis zur Systemrealisierung kontinuierlich weiterentwickelt werden. Dies wird durch 
die in den Klassenhierarchien manifestierte Abstraktion auf verschiedenen Ebenen erleich-
tert. Das Modellierungswerkzeug kann und soll allerdings nicht die Aufgaben der in den ein-
zelnen Entwurfsphasen notwendigen speziellen Werkzeuge ersetzen. So bietet es keine Un-
terstützung bei der Systempartitionierung (d.h. der Aufteilung der verschiedenen 
Systemfunktionen auf die Komponenten) an, es kann nur helfen, diese Aufteilung zu be-
schreiben. 
Eine Hauptschwierigkeit bei der Erstellung einer Entwurfsunterstützung für Mikrosysteme ist 
die große Heterogenität der Probleme, denen sich ein Entwickler gegenübersieht Praktisch 
bei jedem neu zu entwickelnden System werden, zumindest im jetzigen frühen Stadium der 
Mikrosystemtechnik, Problemstellungen auftauchen, die vorher in dieser Weise so noch nicht 
dagewesen sind, und daher auch von keinem existierenden Werkzeug abgedeckt werden. Dies 
betrifft zwar in erster Linie die Komponenten, hat aber auch Auswirkungen auf das System 
als Ganzes. Die in dieser Arbeit durchgeführte Modeliierung hat aber gezeigt, daß auch sehr 
heterogene Komponenten durch den objektorientierten Ansatz beschrieben werden können. 
Daher darf man hoffen, daß er auch bei der Modeliierung neuentwickelter Komponenten er-
folgreich angewendet werden kann. 
Bei einer Modeliierung sind wichtige Kriterien die Geschwindigkeit und Leichtigkeit, mit der 
das Modell erstellt werden kann 1. Diese wiederum sind stark abhängig von der Qualität und 
Benutzerfreundlichkeit des Modellierungswerkzeugs. Bei Bewertung der Benutzerfreund-
lichkeit können zwei Aspekte unterschieden werden: 
• Die Erstellung des Modells selber muß leicht möglich sein. Dies kann dadurch 
geschehen, daß für gewisse Kategorien von Mikrosystemen entsprechende Klas-
sen für die Modeliierung schon bereitgestellt werden, z.B. Klassen für verschie-
dene Arten von Sensoren. Das Zusammensetzen von Objekten dieser Klassen 
1. Schließlich soll die Modeliierung bei der Lösung von Problemen helfen, nicht selbst eines sein. 
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Spezifikationsphase 
• Systemstudie 
(Systemstruktur, Partitionierung, 
Komponentenfunktionen, Blackboxsimulation) 
• Komponentenvorauswahl 
Systemimplementierungen 
• Systemverhaltenssimulation 
J 
Konkretisierung des 
Systementwurfs 
• Gesamtsystemsimulation I-analyse 
incl. paras. Kopplungen 
• Systemrealisierung 
und Test 
Abb. 38 Entwurfsablauf für Mikrosysteme aus [BMFT93]. 
sollte dann möglichst interaktiv erfolgen. Ebenso sollte das Definieren von Me-
thoden, welche die Dynamik des Systems beschreiben, vom Modellierungswerk-
zeug unterstützt werden. 
• Die Benutzung des Modells muß erleichtert werden. Dem Dokumentationsaspekt 
des Modells kann dadurch Rechnung getragen werden, daß das in ihm enthaltene 
Wissen über das System in geeigneter Weise dem Benutzer präsentiert wird, bei-
spielsweise durch die Darstellung von funktionalen Zusammenhängen in Form 
von Graphen. Die Simulation kann durch eine geeignete Auswahl von Signal-
quellen, mit denen Parameter des Modells variiert werden können, erleichtert 
werden. 
Im Rahmen dieser Arbeit war hier nur eine ansatzweise Lösung möglich, da die Erstellung 
von grafischen Oberflächen zwar keine prinzipiellen Probleme aufwirft, aber sehr zeitintensiv 
ist. 
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Eine Erleichterung beim Modellieren ist dann zu erwarten, wenn auf bereits existierenden Ar-
beiten aufgebaut werden kann. Dies können alte Modelle oder auch nur die Definition von 
Klassenhierarchien sein, deren Entwurf übernommen werden kann. Allerdings wird auch hier 
die dynamische Entwicklung der Mikrosystemtechnik dazu führen, daß neu entwickelte 
Komponenten beschrieben werden müssen und daher oft eine Modeliierung von Grund auf 
durchgeführt werden muß. 
In dieser Arbeit wurde ein starkes Gewicht auf die für eine Anwendung wichtigen Gesichts-
punkte eines Modellierungswerkzeugs gelegt. Insbesondere die Notwendigkeit der Integrati-
on mit anderen Werkzeugen wurde dabei betont. Generell ist die Integration verschiedener 
Werkzeuge ein noch nicht befriedigend gelöstes Problem. Ansätze zur Lösung sind unter dem 
Schlagwort "Frameworks" bekannt. In [Gröning93][CFI92] wird eine solche Framework-
Software vorgestellt, die eine objektorientierte Datenbasis als Grundlage der zu integrieren-
den Werkzeuge verwendet. Man kann daher erwarten, daß sich ein objektorientiertes Model-
lierungswerkzeug in ein solches Framework leicht integrieren läßt. Neben der Integration mit 
anderen Werkzeugen hätte dies den Vorteil, daß Teile der Benutzerschnittstelle des Frame-
works auch für die Modellierung verwendet werden können. 
Aufbauend auf den Erfahrungen, die in dieser Arbeit gemacht wurden, ergeben sich folgende 
Möglichkeiten der Weiterentwicklung: 
" Die Eignung von :Methode und ·werkzeug zur Modeliierung sollte an einem wei-
teren Mikrosystem nachgewiesen werden. Vorzugsweise sollte dies dahingehend 
ausgesucht werden, daß es andere Komponenten (z.B. Aktoren) enthält als das 
Mikrosystem zur Messung von Beschleunigungen und auch eine höhere Komp-
lexität aufweist, was Art und Zahl der Komponenten angeht. Damit kann die Fle-
xibilität der Methode getestet und weitere Anregungen zur Ergänzung des Werk-
zeugs erhalten werden. 
• Die Integration mit anderen Werkzeugen im Rahmen eines Frameworks muß 
konkret untersucht werden. 
• Die als Grundlage des Werkzeugs verwendete Version von Nexpert Object ist vor 
einigen Monaten durch eine neue Version abgelöst worden. Diese muß daraufhin 
überprüft werden, ob sie Schwächen und Defizite des bisherigen Version vermei-
det. 
• Unter Berücksichtigung aktueller Entwicklungen im Bereich der OODBS und 
Frameworks ist zu prüfen, ob statt Nexpert Object ein anderes kommerzielles 
Programm als Grundlage eines Modellierungswerkzeuges verwendet werden 
sollte. Prinzipiell ist dies möglich, da spezielle Eigenschaften von Nexpert Object 
nicht verwendet wurden. 
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Anhang 
Die Mikrosystemtechnik ist durch eine enge Zusammenarbeit mehrerer Disziplinen gekenn-
zeichnet, und so ist es nicht zu vermeiden, daß Fachbegriffe und gebräuchliche Abkürzungen 
aus den verschiedenen Gebieten in dieser Arbeit verwendet werden. In einem Glossar werden 
sie zusammengestellt. 
Mehrfach wurde in der Arbeit darauf hingewiesen, daß ein Modellierungswerkzeug für eine 
schnelle Realisierung auf die Verwendung kommerzieller Komponenten angewiesen ist. 
Auch die im Rahmen dieser Arbeit entstandene Modeliierung und die im Mikrosystem und 
auf dem Rostrechner ablaufende Software wäre ohne die Verwendung von bereits bestehen-
den Programmpaketen und -bibliotheken nicht realisierbar gewesen; sie sollen daher in einer 
Zusammenstellung genannt werden. Die Liste umfaßt nicht Basissoftware wie Betriebssyste-
me oder gewöhnliche Hilfsprogramme wie Compiler, Editoren oder Debugger. Programme, 
die frei verfügbar sind oder die für Forschungszwecke unentgeltlich eingesetzt werden dür-
fen, sind durch jeweils durch ein (*) gekennzeichnet. 
Abschließend wird die Funktionweise der im Mikrosystem ablaufenden Software und die 
Kommandos, mit der sie gesteuert werden kann, erklärt. 
- 85-
A Glossar 
J..LP, J..LC Mikroprozessor bzw. Mikrocontroller. 
ADC Analog-Digital-Converter, ein elektronischer Baustein, welcher analo-
ge Spannungen in binäre Zahlenwerten konvertieren kann. Die Auflö-
sung wird durch die Zahl der dabei verwendeten Bits festgelegt. 
Aktor Gerät, welches eine elektrische Größe in eine andere physikalische 
Größe umwandelt. 
Browser 
c 
C++ 
ChemFET 
EPROM 
ER-Modell 
Expertensystemshell 
FEM 
Frame 
Hypertext 
Instanziierung 
Inferenz 
Interrupt 
KfK 
Werkzeug, mit dem eine größere Datenmenge so dargestellt werden 
kann, daß das Auffinden einer gewünschten Information erleichtert 
wird. 
weitverbreitete prozedurale Programmiersprache. 
eine um objektorientierte Elemente erweiterte Variante von C, die am 
weitesten verbreitete objektorientierte Sprache. 
Chemisch sensitiver Feldeffekt-Transistor 
Erasable Pro!!rammable ROM (siehe dort). 
--v ' .. 
Entity-Relationship-Modell, ein semantisches Datenmodell, welches 
oft beim Entwurf von relationalen Datenbanken eingesetzt wird. 
Begriff für eine Klasse von Werkzeugen aus dem Bereich der KI, wel-
che verschiedene Verfahren zur Wissensrepräsentation bereitstellen, 
um menschliches Wissen so zu formulieren, daß es geeignet weiterver-
arbeitet werden kann. 
Finite-Elemente Methoden, ein Näherungsverfahren zur Berechnung 
kontinuierlicher physikalischer Systeme. 
Struktur, der eine Menge von Eigenschaften in Form von Attributen 
und Werten zugeordnet ist. 
eine Technik, bei dem Teile eines Textes nicht in linearer Folge zusam-
menhängen, sondern als Knoten eines Graphen angeordnet sind, die 
durch Links verbunden sind. 
Bildung eines Objektes als Teil einer Klasse unter Übernahme der 
Klasseneigenschaften. 
Erschließen von neuem Wissen aus vorhandenem Wissen. Ist sehr 
stark von der verwendeten Wissensrepräsentationsform (Regeln, Lo-
gik, Frames etc.) abhängig. 
Unterbrechung eines laufenden Programms durch ein externes oder in-
ternes Ereignis. 
Kernforschungszentrum Karlsruhe. 
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KI Künstliche Intelligenz, ein Teilgebiet der Informatik. 
Komponentenmodell bezeichnet in dieser Arbeit ein Verhaltensmodell einer Mikrosystem-
komponente, das bei ausreichender Genauigkeit mit so wenig Auf-
wand berechnet werden kann, daß es im Rahmen eines 
Systementwurfs eingesetzt werden kann. Oft verbirgt sich dahinter die 
idealisierte Beschreibung eines physikalischen Vorgangs durch Diffe-
rentialgleichungen, deren Lösung als Unterprogramme einer Program-
miersprache formuliert werden können. 
LAN Local Area Network, dient zur Vemetzung von Rechnem in einem Be-
reich von wenigen km. 
LIGA Akronym für Lithografie, Galvanoformung und Abformung, ein 
Mikrostrukturierungsverfahren. 
Mikrosystemtechnik Technik, die sich mit dem Entwurf und der Fertigung von Mikrosyste-
men beschäftigt. 
Modell bezeichnet in dieser Arbeit die rechnerbasierte Abbildung von system-
relevanten Merkmalen von Mikrosystemen auf der Grundlage einer 
objektorientierten Modellierung. 
Modeliierung Tätigkeit des Entwickelns eines Modells oder einer modellhaften Vor-
stellung. 
MUX Multiplexer, ein Baustein, welcher mehrere Eingänge zeitlich versetzt 
auf einen Ausgang schaltet. 
00 Objektorientiert, Objektorientierung. 
OODBS Objektorientiertes Datenbanksystem, speichert Daten auf der Basis ei-
nes objektorientierten Datenmodells. 
Paradigma die Menge aller Erfahrungen, Theorien und Axiome innerhalb eines 
Bereichs einer wissenschaftlichen Disziplin. 
RAM Random Acess Memory, schneller Speicher für Schreib- und Lesezu-
griffe. 
ROM Read Only Memory, schneller Speicher, der nur gelesen werden kann. 
RS-232 verbreitete serielle Verbindung zur digitalen Übertragung von Daten. 
SCCS Source Code Control System, ein unter UNIX weit verbreitetes Werk-
zeug zur Versionsverwaltung von Textdateien, die es gestattet, ältere 
Versionen eines Dokuments wieder zu restaurieren. 
Semantik Bedeutung, Inhalt. 
Sensor Gerät, welches eine physikalische Größe in eine elektrische Größe um-
wandelt. 
SMD 
Tim er 
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Surface Mounted Device, eine Technik zur Bestückung von Leiterplat-
ten. 
elektronischer Baustein, welcher Zeitmessungen durchführen kann. 
verbreitetes Betriebssystem mit Multiuser- und Multitaskingeigen-
schaften. 
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B Liste der verwendeten Software 
(die mit(*) gekennzeichneten Programme sind für Forschungszwecke frei verfügbar) 
LEDA(*) ist eine C++-Klassenbibliothek, die häufig verwendete Datentypen wie Felder, Li-
sten und Bäume zur Verfügung stellt. LEDA wurde am Fachbereich Informatik der Universi-
tät des Saarlandes von Kurt Mehlhorn und Stefan Näher entwickelt. 
PLPLOT(*) ist eine Bibliothek mit Routinen zur grafischen Darstellung von Meßdaten in x,y-
Koordinatensystemen. Die verwendete Version 4.0 wurde hauptsächlich von Maurice LeBrun 
und GeoffFurnish an der University ofTexas entwickelt. 
Xll (*) oder das X Window System, Version 11 ist eine Software zur Implementierung von gra-
fischen netzwerktransparenten Oberflächen nach dem Client-Server-Prinzip. Sie wurde am 
MIT (Massachusetts Institute of Technology) entwickelt und ist Grundlage der Implementie-
rung von Benutzeroberflächen auf den Workstations aller namhaften Hersteller. 
XView(*) ist ein Toolkit von Sun Microsystems, Inc., welches die Erstellung von grafischen 
Benutzeroberflächen unter Xll erleichtert, indem es vordefinierte Elemente wie Buttons, Me-
nus und Scrollbars zur Verfügung stellt. 
SlingShot(*) ist eine Erweiterung von XView und wurde von Brian Warkentine bei SunSoft, 
Inc. entwickelt. 
xloadimage(*) von Jim Frost ist ein Programm, um Bilder, die in verschiedenen Formaten ge-
speichert sind, unter X 11 anzuzeigen. 
OpenWindows Developer's Guide wurde von Sun Microsystems, Inc. entwickelt. Es ist ein 
grafischer Editor zum Erstellen von Benutzeroberflächen. 
80Cl66 Compiler Package und Cross View HLL-Debugger für 80Cl66 der Firma TASKING 
SOFTWARE DEUTSCHLAND GmbH gestatten die Programmentwicklung für den SAB 
80C166 Mikrocontroller auf einer Sun-Workstation und ein Austesten von Software im Ziel-
system unter Verwendung eines Monitorprogramms. 
Das Cl66 Professional Developers-Kit der Firma KEIL ELEKTRONIK GmbH umfaßt Com-
piler, Assembler, Linker, Locator und einen Simulator zum Austesten von Programmen. Es 
gestattet eine Softwareentwicklung für den SAB 80Cl66 Mikrocontroller auf einem PC. 
Nexpert Object ist eine Expertensystemshell der Firma Neuron Data, Inc. Eine Beschreibung 
findet sich in Kapitel 3 der Arbeit. 
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C Beschreibung des im Mikrosystem eingesetzten Kernels1 
Für die Sensorsignalverarbeitung und Steuerung der Systemkomponenten des in Kapitel4 be-
schriebenen Mikrosystems wurde ein Kemel entwickelt, welcher wesentliche Systemfunktio-
nen interruptgesteuert zur Verfügung stellt. Die Funktion dieses Kerneis ähnelt der eines 
Speicheroszilloskops. 
Der Kernel wurde auf einem Mikrocontroller (SAB 80C 166) implementiert. Seine wichtigsten 
Merkmale sind: 
20 MHz maximaler Prozessortakt 
256 KByte Adreßraum 
5 16-bit-Zähler 
2 serielle Schnittstellen 
10-Bit Analog/Digital-Wandler (Wandlungszeit 10 !lS) mit 10 Analogeingängen und 
Eingangsmultiplexer 
ein 10-bit Port (Input) 
vier 16-bit Ports (Input/Output) 
Interruptcontroller mit 16 Prioritätsebenen und 19 externen Interrupteingängen 
Peripheral Event Controller 
4-stufige Befehls-Pipeline (parallele Abarbeitung von bis zu vier Befehlen) 
Die Anhindung übergeordneter Systeme geschieht über zwei serielle Schnittstellen, die im Mi-
krocontroller integriert sind. Über eine Schnittstelle findet der normale Datenaustausch statt, 
während die zweite für andere Zwecke, etwa Debugging, Diagnose oder Tests verwendet wer-
den kann. 
Über das Kernprogramm können eine Anwendungsebene und eine Kommunikationsebene ge-
setzt werden (siehe Abbildung). Beide sind in ihrer Realisierung anwendungsspezifisch. Die 
Anwendungs- Kommunikations-
ebene ebene 
Kernel 
Kommunikationsebene stellt den Kontakt zur Außenwelt über eine RS232-Schnittstelle bereit. 
Über die Kommunikationsebene werden Programme der Anwendungsebene initialisiert. All-
wendungsprogramme können die Routinen des Kerneis benutzen. 
1. Anhang C und D sind nicht Bestandteil der an der Universität eingereichten Dissertation 
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Der Kerne! ist in "C" erstellt und kann vom Konzept her auf andere Mikrocontroller übertragen 
werden. Ein CPU-unabhängiger Datentransfer Controller als Bestandteil eines Mikrocontrol-
lers ist dabei wie im vorliegenden Falle des 80C 166 vorteilhaft, aber nicht notwendig. 
Der Kerne! ist nur bei Bedarf aktiv. Seine Aktivität wird über Interrupts angefordert. Die Kom-
ponenten des Mikrocontrollers, die eine Aktivität des Kerneis anfordern können, sind diese-
rielle Einheit, der Analog/Digitalwandler (ADC) über den Datentransfercontroller (PEC) 
sowie diverse Timer. 
Ein Timer des Controllers generiert die Zeitbasis für die Abtastrate. Ein Interrupt dieser Ein-
heit veranlaßt die CPU, den ADC zu starten. 
Konvertierte ADC-Werte werden zunächst ohne CPU-Aktivität in einen Zwischenspeicher 
transferiert. Sind so die Meßwerte aller gewünschten Sensoren registriert, übernimmt die CPU 
des Mikrocontrollers angeregt durch einen Interrupt die weitere Bearbeitung und Speicherung 
der Daten. 
Ein weiterer Timer fungiert als interne Systemuhr. Eine damit korrelierte, interruptfähige Ein-
heit kann den Beginn der Datenaufzeichnung zu einer bestimmten Zeit auslösen. Ebenfalls in 
Kombination mit diesem Timer kann ein externes Triggerereignis die CPU aktivieren, der Ti-
mer hält hierbei den Triggerzeitpunkt fest. 
Schließlich erfordert die serielle Einheit der Terminalschnittstelle des Kerneis die Aktivität des 
Datentransferkontrollers PEC sowie der CPU selbst. 
Im Rahmen der Software-Entwicklung wurde im wesentlichen die Methode der Software-Si-
mulation des gesamten Controllers auf einem PC angewandt. Da hierzu - im Gegensatz zur 
Emulation des Controllers - kein Zielsystem notwendig ist, konnte die Entwicklung des Pro-
grammpaketsparallel zur Hardware-Entwicklung stattfinden. 
C.l Beschreibung einzelner Funktionen 
Der Kerne! führt folgende hardwarenahe Funktionen im Mikrosystem aus: 
• Aufnahme der Sensordaten in verschiedene Modi, einfache Vorverarbeitung der Daten, 
Korrektur von Nullpunktabweichungen der Sensoren, primitive Selbsttestfunktion für 
die Sensoren, 
• Systemzeit mit langer Laufdauer und hoher Auflösung, 
• RS232-Schnittstelle zur Systemwartung mit einfacher Kommandosprache. 
Datenaufnahme 
Das Konzept der Datenaufnahme ähnelt dem eines digitalen Speicheroszilloskopes. Für die 
Aufzeichnung der Daten in einem Pufferspeicher sind mehrere Modi vorgesehen: 
• Aufzeichnung ohne Vorbedingung (trigger free running) 
• Aufzeichnung nach Erreichen eines SchweBwertes (trigger level) 
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" Aufzeichnung ab einem bestimmten Zeitpunkt (trigger time) 
• Aufzeichnung wird durch ein externes Ereignis gestartet (trigger extern) 
Jeder dieser Aufnahmemodi kann einmalig (single shot mode) oder wiederholt (continuous 
mode) erfolgen. Dabei können die Daten nur eines einzelnen Sensors (single channel mode), 
aller sechs Sensoren (multi channel mode) oder der Mittelwert von je drei Sensoren registriert 
werden (average channel mode). Weiterhin kann die Triggervorgeschichte aufgezeichnet wer-
den (trigger history) und der Trigger verzögert werden (trigger delay). 
Zur Datenspeicherung stehen je nach gewählter Speichertiefe ein oder zwei getrennte Puffer 
zur Verfügung. Bei zwei Datenspeichern besteht so die Möglichkeit, die Daten eines Puffers 
zu bearbeiten (übergeordnetes Anwendungsprogramm, Übertragung der Daten über die seriel-
le Verbindung) und parallel dazu erneut Daten im zweiten Puffer aufzuzeichnen. 
Systemzeit 
Ein Timer des Mikrocontrollers bildet eine Echtzeit-Uhr mit hoher Auflösung und langer Lauf-
dauer (etwa 41,4 Monate bei 400ns Auflösung). Damit lassen sich sowohl Kurzzeitereignisse 
als auch Langzeitmessung mit einer hohen zeitlichen Präzision erfassen. 
Schnittstellen 
Unabhängig von einer übergeordneten Kommunikationsebene verfügt der Kernel über eine ei-
gene "Monitor"-Schnittstelle (RS232C, Vollduplex, XON/XOFF, 9600 baud). An diese 
Schnittstelle kann ein Terminal oder ein Leitrechner angeschlossen werden. Mit einer einfa-
chen Kommandosprache besteht Zugriff auf alle Funktionen des Kernels. 
Zu jedem Befehl paßt eine zugehörige C-Funktion, die von einem Anwendungsprogramm aus 
aufgerufen werden kann und der gleichen Syntax unterliegt wie das entsprechende Kommando 
der Terminalschnittstelle. 
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D Beschreibung der Kommandos des Kerneis 
Die Kommandos, mit denen der Kerne! gesteuert wird, lassen sich nach ihrer Funktionalität 
in 4 Gruppen einteilen: 
• Steuerbefehle 
• Systemparameter definieren 
• Datenanforderung 
• Modus der Datenaufnahme definieren 
Diese Kommandos können sowohl von einer Anwendungsebene als auch direkt durch einen 
Anwender über die serielle Schnittstelle aufgerufen werden. 
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D.l Steuerbefehle 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
PON Poweron 
keine 
startet eine Datenaufzeichnung. Zur Vorbereitung muß der gewünschte Mo-
dus eingestellt werden (siehe TEX, TFR, TLV,TTM). Die Datenaufzeich-
nung wird entweder nach einer einmaligen Messung beendet (siehe TSM) 
oder automatisch immer wieder neu gestartet (siehe TCM). In diesem Fall 
wird PON zum Beenden der Datenaufzeichnung verwendet. 
POF Power Off 
keine 
stoppt eine laufende Datenaufzeichnung. 
EON Echo On 
keine 
bewirkt, daß jedes über die serielle Schnittstelle empfangene Zeichen zur 
Bestätigung wieder zurückgeschickt wird. 
EOF Echo Off 
keine 
bewirkt, daß über die serielle Schnittstelle empfangene Zeichen nicht zu-
rückgeschickt werden. 
SRE System Reset 
keine 
bewirkt einen Reset des gesamten Systems. Gespeicherte Daten gehen ver-
loren, eine laufende Datenaufzeichnung wird gestoppt. Die Systemzeit wird 
auf 0 zurückgesetzt. Einstellungen des Datenaufzeichnungsmodus werden 
auf ihre Defaultwerte zurückgesetzt. 
SON Selftesting On 
keine 
bewirkt, daß die Meßwerte von jeweils in einer Raumrichtung messenden 
Sensoren untereinander auf Übereinstimmung geprüft werden. Zu stark von 
anderen Sensoren abweichende Messungen führen dazu, daß ein Sensor als 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
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fehlerhaft markiert wird. Ein solcher Sensor wird nicht mehr bei der Trig-
gerlevelüberwachung eingesetzt und im Average Channel Modus nicht für 
die Berechnung des Mittelwerte verwendet. 
SOF Selftesting Off 
keine 
die Überprüfung von Sensoren untereinander wird ausgeschaltet, es findet 
kein Selbsttest mehr statt. 
MON Sensor Masking On 
unsigned int Nummer (0-5) eines Sensors 
ein Sensor wird als fehlerhaft markiert. Markierte Sensoren werden nicht 
zur Triggerlevelüberwachung herangezogen, und im Average Channel 
Mode nicht zur Berechnung des Mittelwertes verwendet. Im SCM oder 
MCM Datenaufzeichnungsmodus kann aber trotzdem auf die von ihnen 
stammmenden Meßergebnisse zugegriffen werden. 
MOF Sensor Masking Off 
unsigned int Nummer (0-5) eines Sensors 
hebt die Maskierung eines Sensors auf, der als fehlerhaft markiert war. Der 
Sensor wird wieder zur Triggerlevelüberwachung eingesetzt, und im 
Average Channel Mode zur Mittelwertbildung verwendet. 
QERs Quit Error Flag 
unsigned int Nummer (0-5) eines Sensors 
hebt die Maskierung eines Sensors auf, der durch die Selbstüberwachung 
als fehlerhaft erkannt worden war. Der Sensor wird wieder zur Triggerle-
velüberwachung eingesetzt, und im Average Channel Mode zur Mittelwert-
bildung verwendet. 
SCM 
unsigned int 
Single Channel Mode 
Nummer (0-5) eines Sensors 
es werden nur Daten eines Sensors aufgezeichnet. Ist sinnvoll bei einer Da-
tenaufzeichnung mit einer sehr hohen Geschwindigkeit oder einem sehr ho-
hen Speicherbedarf oder zur gezielten Überprüfung eines einzelnen Sen-
sors. 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
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ACM Average Channel Mode 
keine 
es werden alle Sensoren, die nicht als fehlerhaft markiert sind, für die Mes-
sung verwendet, aber nur der Mittelwert der in einer Raumrichtung messen-
den Sensoren wird aufgezeichnet. 
MCM Multiple Channel Mode 
keine 
für die Messung werden alle Sensoren verwendet und die Daten der einzel-
nen Sensoren werden aufgezeichnet. Sinnvoll, um das System zu testen, er-
fordert den meisten Speicherplatz aller Datenaufzeichnungsmodi. 
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D.2 Systemparameter definieren 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
CTM 
unsigned lang 
Calibrate Time 
Systemzeit in 1/40 sec 
die Systemzeit wird auf den angegebenen Wert gesetzt. Kann verwendet 
werden, um die Systemzeit mit einer externen Uhr zu synchronisieren. 
COF Calibrate Offset 
keine 
die Daten der letzten Messung werden dazu verwendet, einen Offset der 
einzelnen Sensoren zu korrigieren. Damit dieses Kommando korrekt ausge-
führt werden kann, muß die letzte Messung im Multiple Channel Mode aus-
geführt worden sein, damit für alle Sensoren auch tatsächlich Meßdaten 
vorliegen. 
cso 
unsigned int 
int 
Change Sensor Offset 
Nummer (0-5) eines Sensors 
Offsetwert des Sensors (-512- 511) 
ändert den Offsetwert des Sensors auf den angegebenen Wert. Kann dazu 
verwendet werden, bekannte Offsets der Sensoren schon beim Systemstart 
zu korrigieren. 
CUL Calibrate Upper Level 
unsigned int Schwellwert (0 - 1023) 
setzt einen oberen Schwellwert für gespeicherte Meßwerte. Bei Überschrei-
ten dieser Schwelle wird der betreffene Sensor als fehlerhaft markiert, falls 
die Selbstüberwachung aktiviert ist. 
CLL 
unsigned int 
Calibrate Lower Level 
SchweiZwert (0 - 1023) 
setzt einen unteren Schwellwert für gespeicherte Meßwerte. Bei Unter-
schreiten dieser Schwelle wird der betreffene Sensor als fehlerhaft markiert, 
falls die Selbstüberwachung aktiviert ist. 
Kommando: 
Parameter: 
Funktion: 
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ccs Change Channel Size 
unsigned int Größe des Datenspeichers 
setzt die Größe des für eine Messung zur Verfügung stehenden Datenspei-
chers fest. Falls ein zu großer Wert angegeben wird, wird der maximal mög-
liche Wert gesetzt. Der zur Verfügung stehende Speicher kann mit RCS er-
fragt werden. 
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D.3 Datenanforderung 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
RSC Request Single Channel 
unsigned int Nummer (0-5) eines Sensors 
die gemessenen Daten eines einzelnen Sensors werden über die serielle 
Schnittstelle ausgegeben. Falls für diesen Sensor keine Messdaten vorhan-
den sind, werden zwei Newline ausgegeben. Falls eine aktuelle Messung 
läuft, werden zuerst die bis dahin angefallenden Daten und dann die noch 
zu messenden Daten ausgegeben, sobald sie vorliegen. Die Übertragung 
kann durch eine weitere Datenanforderung jederzeit unterbrochen werden. 
RMC Request Multiple Channel 
keine 
gleiche Funktion wie RSC, nur werden die Daten aller Sensoren über die 
serielle Schnittstelle ausgegeben, falls vorhanden. Ansonsten werden zwei 
Newline ausgegeben. Daher kann dieser Befehl nur sinnvoll eingesetzt wer-. 
den, wenn Daten im Multiple Channel Modus aufgezeichnet wurden. 
RTM Request Time 
keine 
die aktuelle Systemzeit wird ausgegeben. Das Format entspricht den Einga-
beparametern von CTM. 
ROF Request Offset Data 
keine 
die aktuellen Werte zur Korrektur von Sensoroffsets aller Sensoren werden 
ausgegeben. 
RTB Request Time Base 
keine 
die für eine Messung verwendete Abtastrate der Sensoren wird ausgegeben. 
Das Format entspricht den Eingabeparametern von TBA. 
RTE Request Trigger Event 
keine 
es werden die Messwerte ausgegeben, die bei der Auslösung eines Triggers 
gemessen wurden. 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
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RSS Request System Status 
keine 
es wird der aktuelle Systemstatus ausgegeben. 
RCT Request Conversion Time 
keine 
es wird die Zeit ausgegeben, bei der mit der Aufzeichnung des aktuellsten 
Datensatzes begonnen wurde. Das Format entspricht den Eingabeparame-
tern von CTM. 
RMS Request Memory Size 
keine 
es wird die maximale für Meßdaten zur Verfügung stehende Speichergröße 
ausgegeben. 
RCS Request Channel Size 
keine 
es wird die aktuell für eine Messung zur Verfügung stehende Speichergröße 
ausgegeben. 
RDA Request Data Acknowledge 
keine 
hiermit quittiert der Benutzer dem Empfang von Meßdaten. Der durch diese 
Daten bisher belegte Speicher wird für eine neue Messung freigemacht. 
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D.4 Modus der Datenaufnahme definieren 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
Kommando: 
Parameter: 
Funktion: 
TBA TimeBase 
unsigned int Prescale(0-7) 
unsigned int Basis (0- 65535, in 200 nsec) 
gibt an, in welchem zeitlichen Abstand Daten während einer Messung auf-
gezeichnet werden. Die durch die Basis vorgegebene Zeit kann durch Set-
zen des Precales verlängert werden: Zeit = Basis * 2Prescale. Die minimal 
mögliche Zeitbasis hängt davon ab, von wievielen Sensoren Meßwerte auf-
genommen werden sollen. 
TSM Trigger Single Shot Mode 
keine 
der aktuell für Messdaten zur Verfügung stehende Speicher wird nach dem 
Beginn der Messung aufgefüllt, danach finden keine weiteren Messungen 
mehr statt. 
TCM Trigger Continuous Mode 
keine 
der aktuell für Messdaten zur Verfügung stehende Speicher wird nach dem 
Beginn der Messung aufgefüllt, danach wird auf den nächsten freien Spei-
cher umgeschaltet und eine erneute Messung gestartet. 
TDL Trigger Delay 
unsigned long Zeit in 1!40 sec 
unsigned int Zeit (0- 50000, in 400 nsec) 
nach dem Eintreffen eines Triggerereignisses wird noch die angegebene 
Zeitspanne gewartet, bis mit einer Messung begonnen wird. 
TPO Trigger Position 
unsigned int Triggerposition 
falls die Triggerposition von 0 verschieden ist, gibt sie an, wieviele Meß-
werte vor dem Eintreffen eines Triggerereignisses durch das System gespei-
chert werden sollen. Dadurch kann eine Triggervorgeschichte aufgenom-
men werden. Eine eventuell mit TDL eingeschaltete Triggerverzögerung 
wird abgeschaltet. 
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TEX Trigger Extern 
keine 
ermöglicht die Reaktion auf ein externes Triggerereignis, nach dessen Ein-
treten mit der Datenaufzeichnung begonnen wird. 
TFR Trigger Free Running 
keine 
schaltet eine freilaufende Datenaufzeichnung ohne Überwachung von Trig-
gerereignissen ein. 
TTM Trigger Time 
unsigned long Systemzeit in 1/40 sec 
unsigned int Systemzeit (0- 50000) in 400 nsec 
setzt einen Zeitpunkt, zu dem mit einer Datenaufzeichnung begonnen wer-
den soll. 
TL V Trigger Level 
unsigned int Schwellwert (0- 1023) 
setzt einen Schwellwert, ab dessen Überschreitung Daten aufgezeichnet 
werden. 
TRG Trigger 
keine 
simuliert einen externen Trigger. Falls das System gerade im TEX-Modus 
arbeitet, wird mit der Datenaufzeichnung begonnen, ansonsten wird das 
Kommando ignoriert. 
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