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Abstract-Contrary to the popular conventional wisdom that 
the best transport protocol for the streaming media is UDP, 
many findings found that most of the transport protocols used 
nowadays are TCP.  Two main reasons that UDP is not being 
used widely are it is not friendly to other flows and some 
organizations are blocking this protocol.  In the meantime, 
TCP is naturally reliable and friendly to other flows.  But with 
so many controls inbuilt in the protocol; such as congestion 
control, flow control, and others with the heavy 
acknowledgement mechanism, resulting delays and jitters. 
Thus it’s naturally not friendly to the streaming media.  But 
with all the inherited weaknesses, we have seen explosive 
growth of streaming media in the Internet.  With these 
contrasting premises, it is very interesting to study and 
investigate the streaming media via TCP transport protocol, 
specifically on buffer and rate adaptation optimization. 
I. INTRODUCTION 
Recent years have witnessed explosive growth of the 
Internet and increasing demand for multimedia information 
services.  Streaming media via the Internet has received 
tremendous attention.  The old way of accessing multimedia 
information via the Internet is by downloading mode, in 
which the users download the entire video or audio file.  
Now, with the streaming mode, there will be a very short 
buffering-downloaded period, and then the remainder of the 
media is obtained across the network as the media is played-
out.  Therefore the users don’t have to wait long to obtain 
the services.   
To gain good quality streaming media, several 
weaknesses need to be addressed.  In term of transport 
protocol, the inherited problems are lacking of throughput 
guarantees, variabilities in bit rates, delays or jitters, and 
packet loss [1, 2].  Those characteristics are not “friendly” to 
the streaming media.  Streaming media is favor timeliness to 
reliability.  That means, streaming media is able to 
compromise packet losses but sensitive to packet delays. 
Conventional wisdom holds that UDP is a better transport 
protocol than TCP for the streaming media [3, 4].  This 
wisdom is easy to be understood because UDP is a best-
effort delivery service. Theoretically, there will be less delay 
and provides better bit rates (throughput).  Unfortunately, 
this best-effort transport protocol potentially impedes the 
performance of other applications that employ TCP, or 
worse, endanger the stability of the Internet [5].  In addition 
to that, some organizations are blocking these types of 
application [1, 6].   
On the other hand, TCP is complex and dynamic; 
employs congestion control schemes that adapt dynamically 
to network conditions, retransmit loss or time-out packet, 
thus it often yields variable transmission rates and packet 
delays [7].  Its reliability is inherently unsuitable for 
streaming media, which is a time-sensitive application [2]. 
Although the above-mentioned premises seems to indicate 
that the present transport protocol, namely TCP and UDP, 
are not suitable for streaming media, several studies found 
that media streaming is significantly growing in the Internet 
traffic [8-10].  Many studies also found that TCP is a more 
popular transport protocol than UDP [6, 11]. 
Several authors have stated their arguments on high 
promising potential of running streaming media over TCP 
transport protocol [3, 6, 11-13]. The researchers have found 
that the bandwidth are adequate to access multimedia 
streaming for many broadband users by using direct TCP 
[11].  Direct TCP means without further improvement to the 
application technology or the protocols and can be run 
smoothly.  For example, the study by [3] reveals that TCP 
may not be as delay-unfriendly as is conventionally believed.  
The authors have justified their finding by giving a reason 
on congestion control mechanism used by TCP regulates 
rate as a function of the number of packets sent by the 
application.  Consequently it biases towards flows with 
small packet sizes.  Since streaming application uses 
constant and small packet sizes [14],  it gives more 
advantage than application with longer packet sizes. 
In addition to that, the studies by [11] also found that 
direct TCP streaming generally provides good performance 
when the available bandwidth (achievable TCP throughput) 
is roughly twice the video bitrates.  The other studies have 
found that streaming video clips on the Internet today are 
encoded at bit rates 89-300 Kbps [8, 15].  We are witnessing 
the rapid deployment of broadband connectivity which 
support download rates of 750 Kbps – 1 Mbps [11].  These 
studies also have been supported by [4].  They reveal that 
streaming application is able to be transported via present 
TCP with good performance in a wide variety of scenarios, 
especially when the available bandwidth is more than the 
video bitrates. 
The other interesting studies by [16] also found that TCP 
retransmission or lost packet recovery mechanism in TCP 
protocols is not too severe for streaming application (with 
appropriate buffer size).  They found that 94% of 
“recoverable” lost packets returned to the client before their 
decoding deadlines and almost 95%  of all recovered 
packets were recovered in a first retransmission attempt. 
The researchers are looking at many angles to improve 
further the streaming media over TCP.  As stated previously, 
the problem of TCP for streaming media are delays, jitters, 
data losses and bandwidth throughput fluctuation.  Almost 
all of the previous mentioned problems can be solved by 
using appropriate buffer size at the client [2, 17] and 
variable transmission rate media [4, 18, 19].  The 
appropriate buffer at the client is able to store some level of 
media data, thus it can absorb the delays, jitters and 
bandwidth throughput fluctuation, should they occur.  
Therefore streaming applications can gain more tolerance 
towards unpredictable changes of network conditions.  
Whereas the variable media bit rates mean the media is 
encoded into several quality levels.  Should the bandwidth 
degrade, the server will switch to the lower quality 
transmission rate.  Therefore, the users still be able to enjoy 
a smooth streaming media. 
The rest of the paper is organized as follows.  Section 2 
discusses the development in the usage of buffer at client in 
order to absorb the TCP bandwidth fluctuation.  In section 3 
we will elaborate at what researchers are doing in 
implementing adaptive bit rates.   In Section 4 we will 
discuss roadmap for the ongoing and future studies for 
streaming media.  On the last section we will conclude our 
paper. 
 
II. TCP WITH BUFFER OPTIMIZATION  
In streaming media, the data has to be continuously 
available at the client to prevent any lapses in the network 
bandwidth or any playback disruption.  As stated in the 
introduction section, by using appropriate buffer size, the 
delays or network throughput fluctuation, can be absorbed.  
Thus, it will allow the client to continue playing back the 
content during lapses in network bandwidth and compensate 
for short-term variations in packet transmission delay [14].   
The buffer level will increase or decrease depending on 
the ratio between the arrival rate of media data (transmission 
rate) and the coding rate for playback purpose (refer fig.1).  
Therefore, in the case of the arrival rate greater than the 
coding rate, the buffer level will increase, and vice versa.  
Should there is lapse in network bandwidth (the Internet) for 
some duration (the arrival rate throughput will decrease), the 
buffer level will decrease as well.  It may leads to buffer 
level drain-out and the playback may be halted. 
 
Figure 1.  Buffer level increasing or decreasing mechanism. 
The issue is what is the appropriate buffer size [20] and 
how to ensure enough media is filled into the buffer, 
consistently?  If it is too big, there will be delay in the 
playback start but contribute towards robustness as well as 
high and nearly constant media streaming quality.  If it is 
too small, it will easily drain-out, unable to sustain 
uninterrupted playback and rebuffering will be repeated 
many times.  For “thin-clients”, such as mobile devices, they 
have very limited buffer space.  Consequently, they may be 
unable to store enough media to be able to compromise 
network throughput fluctuations or delays.  Others, for 
example interactive streaming applications are very time 
sensitive applications.  Furthermore, the Internet is highly 
dynamic and throughput fluctuation will occur regularly, 
thus consistent buffer-filling is almost impossible. 
 
Buffer Optimization with Faster Trasmission Bit Rate 
Popular commercial streaming media products nowadays 
(utilize more than 90% of streaming media traffic [15]), 
namely Windows media services and RealNetworks media 
services, are using a creative method to solve this problem.  
They are using faster transmission bit rate than media 
encoding rate, if the available bandwidth permits.  By 
introducing this technique, they allow clients to use big 
buffer size without the need to wait for a relatively long 
period for the media to be played-out.   
The authors in [6] argue on the effectiveness of using 
faster transmission bit rate than encoding rate, specifically 
in Windows media service’s Fast Streaming.  The 
weaknesses of faster transmission rate is over-utilizing of 
bandwidth and CPU resources.   According to them, Fast 
Streaming over supplies of media data to the client is up to 
54.8%.  This is due to clients’ early terminations.  Some of 
them will find that the clip is not interested after a few 
seconds viewing, therefore they will abort the connection as 
well.  The finding in [15] also reveals that 20% of the 
downloading traffic comes from aborted connections, in 
which they conclude that it wastes a significant amount of 
the Internet bandwidth.  They also stated that 44% of 
streaming sessions are terminated before 10% of the object 
is played.  There are only 11% of the users play the entire 
objects. 
 
Buffer Optimization with Other Methods 
The other way of optimizing playback quality that relates 
to buffer is done by [21].  They propose a scheme that 
dynamically allocates more bandwidth to streaming media 
session in which the client buffer level is lower compared to 
others that share the same bottleneck link.  They call their 
scheme as Playback-Buffer Equalization (PBE).  They 
utilize QoS in the network to classify the packets from many 
clients based on the label contained in a packet.  The label is 
inserted in each packet corresponding to the buffer level of 
the streaming session the packet belongs to.  By 
implementing this scheme, the low playback buffer will get 
higher priority than others, especially the one with excess 
buffered data. 
The researchers in [22] have introduced Dynamic Buffer 
Active Tuning (DBAT).  DBAT is a send buffer (at server 
side) and it will provide feedback (to the server application) 
before the send buffer overflows.  By introducing this 











overflow is able to be reduced and it will improves overall 
throughput. 
 
III. TCP WITH ADAPTIVE BIT RATES TRANSMISSION 
Perhaps the most major technical challenges in streaming 
media is to adapt to changing network conditions.  
Unfortunately, in the best effort network, there is no way to 
select unique target rate ahead of time.  Should the 
bandwidth transmission rate degrade continuously, the 
media bit rate could not afford the same media quality, and 
will leads to stall in media display.  In term of user 
satisfaction, they prefer continuous lower quality display 
than good quality display with intermittent pause.  The 
strategy of adaptive streaming is to adjust the media rate 
according to network conditions [23].  Therefore, many 
commercial streaming media nowadays rely on multiple bit 
rates or adaptive bit rates to adapt to the changing network 
conditions. 
In practice, the range of adaptation should be discrete 
rather than continuous.  The user perceives quality will 
suffer if there is frequent changes.  Thus, another aspect to 
be considered is to maximize the range of supported rates 
and quality levels, and to provide the finest granularity of 
realizable points within that range.  The greater the range 
and the finer the granularity, the more the freedom in the 
media rate-matching with the network bandwidth [23]. 
One of the methods of utilizing adaptive bit rates in 
response to changing network conditions is to use media 
scaling or content adaptation [1].  Media scaling is a method 
to reduce or increase the quality of media; for example by 
changing the video frame rate, video resolution, different 
encoding layers etc.  Typical media scaling techniques are 
temporal scaling, quality scaling, and spatial scaling.  
Therefore by changing the quality of media, we can change 
the transmission bit rates as well, to accommodate the 
changing network conditions. 
One of the scalable adaptive encoding scheme is called 
Fine Granularity Scalability (FGS) [24].  In this scheme, a 
movie is encoded into base picture and extra quality picture; 
such as adding resolution either temporal or spatial.  As the 
scheme is called (fine granularity scalability), the video can 
be scalabled to the nearest bandwidth availablity (than 
having only a few static quality media) [17].  Thus, it will 
utilizes optimal bandwidth or sends the best quality image 
as permitted by bandwidth availability.  One of the recent 
video codec standard is ISO/IEC14496-10 or H.264/AVC. 
 
Adaptive Transmission with the Assistance of RED/ECN 
Some of the researchers are applying ECN (Explicit 
Congestion Notification) [25] in order to gain better rate 
adaptation decision for streaming application. ECN will use 
active participation of the router to detect the incipient of 
congestion before the queue overflows, and provide an 
indication of this congestion to the TCP end nodes (refer fig. 
2a and fig. 2b). Thus, it can reduce unnecessary queuing 
delay for all traffic sharing that queue.  The original TCP’s 
congestion control and avoidance algorithms are based on 
the notion that the network is a black-box. The network’s 
state of congestion or otherwise is determined by end-
systems probing for the network state, by gradually 
increasing the packets on the network.  The TCP source 
detects dropped packets either from the receipt of three 
duplicate acknowledgments or after the time-out of a 
retransmit timer.   
One of the studies that utilizes ECN in order to improve 
rate adaptation decision is done by [26].  They adopted “a 
network-aware approach” phrase to express the notion that 
the active involvement of network routers to give feed-back 
on the network status.  Thus, they will gain better network 
status information compare to the other studies in which 
infer network status based on end-to-end black-box 
constrain information. 
By inferring network status based on end-to-end black-
box only information, the status may not be correct.  When 
there are many duplicate acknowledgements or spurious 
timeout are observed, that does not mean congestion has 
occurred [27].  It may happen as a result of packet 
reordering, packet duplication, or a sudden delay increase in 
the data or the ACK path.  In their report,  Raghuveer, A. et. 
al. [26] wrote that the transmission rate will be increased 
when network fluctuation is detected (specifically when the 
client experiences a low arrival rate for considerable amount 
of time) but there is no incipient congestion in the network.  
There is no arbitrary increase the transmission rate, but there 
will be “bandwidth probing” prior step in which to check if 
there is enough available bandwidth to support higher 
quality video.  Therefore, they will not add unnecessary 
congestion to the path. 
Other novel effort by [26] is to introduces target arrival 
rate calculation for the client, which will avoid the buffer 
underflow.  Then they will seek for the transmission rate 
that will result in the targeted arrival rate.  Besides that, they 
also do not change the video quality when the transmission 








Figure 2b.  TCP with ECN. 
Other Rate Optimization Methods 
One of the creative methods in optimizing the 
transmission rate is by performing an adaptive playout.  By 
implementing this mechanism, we don’t have to select the 
closest pre-sets bit rates (as in transmission rate adaptation).  
Even, if we use a fine-grained rate-scalable codec, we still 
do not take full advantage of the bandwidth available.  To 
the best of our knowledge, there is no widely accepted or 
truly efficient rate-scalable adaptation.   
One of the mechanisms is called Adaptive Media Playout 
(AMP) by [28].  They claimed that by adjusting the video 
playout quality at the client side, for example by simply 
adjusting the duration that each frame is playing back, the 
transmission rate will be able to full-utilized the available 
bandwidth.  They also claimed that by slowing down the 
playout rate up to 25%  it is often un-noticeable. 
The other method that is being extensively research is to 
use Quality Oriented Adaptation Scheme (QOAS) [24, 29-
33].  This method will depend to client agent to monitor and 
periodically gives feed-back to the server regarding the 
status of transmission quality.  The status of transmission 
quality is computed base on network metrics such as loss 
rate, delays and jitters.  Then the server will reduce or 
increase the transmission quality to adapt to existing 
network fluctuation. 
 
IV. ROADMAP FOR STREAMING MEDIA STUDIES 
Many of the streaming media problems can be addressed 
by implementing appropriate buffer size and effective 
adaptive transmission rate.  Unfortunately, to implement the 
ideas is not an easy solution.  For instance, to ensure 
consistent buffer-filling in dynamic changing network 
conditions.  One of the solutions is to implement higher 
transmission rate than media rate.  But by implementing this 
mechanism, there will be over supply of data and resources.  
Same as with the challenges to implement effective 
transmission rate adaptation. It is not a trivial task to 
determine either the network quality degradation is not a 
brief-fluctuation.   Should the rate changes frequently, the 
users’ perceive quality will be lower. 
Moreover, the applications implementation still pose 
many problems for low delay and interactive streaming 
applications.  Besides that, the researchers are looking at 
many other angles to improve further the streaming media 
over TCP.  Among others are the problems that are inherited 
in TCP protocol algorithm.  For example, reliability 
mechanism in which dependent on retransmission algorithm 
will potentially increase wait time (delays) between 
consecutive retransmission.  Meanwhile, there will be 
frequent bandwidth throughput fluctuation due to TCP’s 
AIMD mechanism.  This mechanism form a saw-tooth 
pattern. When congestion occurs the rate is decreased 
almost half before it is increased back (refer fig. 3), thus it is 
rather not suitable for streaming media or it may lead to 
annoying jerky playback.   
 
The Roadmap for TCP-Friendly Streaming Media 
Although UDP is not favorable protocol for the streaming 
media due to unresponsiveness or unfriendliness to the other 
TCP flows,  UDP initial design is for real-time (time-
sensitive application) or with unreliability mechanism.   
 
Besides adding friendliness to the UDP, the researchers also 
optimize the protocol to well-suite with streaming media 
applications.  Base on above premises, some researches are 
being done to utilize UDP as transport protocol for 
streaming media and at the same time adding rate control 
mechanism [34]. 
Most of the researches in this champ are creating or 
modifying UDP layer, or at upper layer, so that it will be 
friendly to other flows, also attempts to mimic TCP 
throughput and without instantaneous fluctuations of TCP’s 
AIMD algorithm [34].  These kinds of protocols are 
introducing rate control or congestion control to the UDP.  
They are called TCP-friendly protocol.  The protocols is 
said TCP-friendly when its bit rates does not exceed the 
maximum bit rates from a conformant TCP connection 
under equivalent network conditions [5] or when it does not 
reduce the long-term throughput of any coexistent TCP flow 
than another TCP flow on the same path under the same 
network conditions [35]. 
Various methods have been studied and introduced.  
Some of the methods are emulating, or even applied directly,  
TCP’s AIMD behaviour to be friendly to other TCP flows 
[35].   Although they mimic the TCP behavior, the 
associated reliability mechanism are not included [35] and 
consequently it reduces delay.  Therefore the best of both 
worlds are gained, friendly to other TCP flows and at the 
same time does not creates unnecessary delay to the time-
sensitive streaming media. 
Perhaps the most promising protocol in this category is 
the Datagram Congestion Control Protocol (DCCP) [36].  It 
is a recently proposed unreliable transport protocol 
incorporating end-to-end congestion control, which is 
similar to TCP.  Phrase as congestion control without 
reliability [37], it has been motivated by the need for a new 
transport protocol that offer a reliable delivery; 
accommodates alternative congestion control algorithms; 
accommodates the use of explicit congestion notification 
(ECN); and requires minimal overhead in packet size and 
CPU processing at the data endpoints [38].   
It has been created by the very persons who have been 
involved in the development of the transport protocol, 
usability and the stability of the Internet.  Moreover, only 
minimum but very much similar TCP’s congestion control 
have been added to this protocol.  It promises a stable, 
applicable and future-proof protocol that can be used to 
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Figure 3.  AIMD sawtooth behavior – probing for bandwidth. 
accommodate alternative modular congestion control 
mechanisms, namely TCP-like, TFRC and future, extensible 
or further form of congestion control.  By doing this, it 
offers any application to negotiate suitable congestion 
control without need to embed in the application layer. 
However, the challenges are still there.  As pointed by 
authors in [37], though they tried to resemble TCP as similar 
as possible (to take advantage of TCP full-proof 
implementation stability), but without reliability mechanism 
as in TCP, they had to reconsider almost every aspect of 
TCP’s design.  The intertwine semantics relationship 
between congestion control and reliability mechanism are 
very close, make it impossible to separate both mechanism 
without changing something.  Therefore, to a certain extent, 
we still need to test the protocol in action [22]. 
Implementation wise, TCP-friendly’s UDP-based 
streaming media is not much of the protocols’ mechanisms 
but rather on industries acceptance of the protocols.  To 
deploy such protocol in the global Internet are likely if they 
offer vastly improved performance with today’s Internet 
Infrastructure [35].  Some of the mechanisms introduce are 
just pass simulation phase, sometimes with limited 
performance metric only.  Others are offering limited 
performance improvement.    Other algorithms are empirical 
and often fail in a dynamic network.   
 
Overcome Shortcoming of TCP Reliability Mechanism for 
Streaming Application 
Another way of optimizing TCP for streaming media is to 
overcome the inherit TCP weaknesses for the streaming 
media, specifically the inbuilt reliability mechanism.  For 
instance, abrupt jump in media transmission rate is 
unavoidable and it will be problematic for any congestion 
control algorithm [39].  The abrupt jump is caused by 
“motion compesation”, in which codecs will effectively 
transmit changes from one video frame to another.  There 
will be frequent little changes and major motion 
interchangebly from one frame to another, resulting abrupt 
jump in media transmission rate.  At the same time the 
principle for almost all congestion control algorithms in 
transport protocol should increase gradually.  These 
mismatch mechanisms pose inefficient streaming media 
applications. 
Although we mentioned studies by [16] which indicate 
that the current TCP retransmission or lost packet recovery 
mechanism is not too problematic for streaming application, 
it still poses many problems for low delay or interactive 
streaming applications (such as video conferencing or 
telephony).  When a packet lost or timeout occurs, 
retransmission mechanism is triggered.   One of the 
important parameter here is retransmission timeout (RTO) 
estimation.  Should the value is small, it may trigger 
spurious timeout.  On the other hand, if the value is large, 
the chances is that the retransmitted packet will be late and 
useless for decoding (at client side). 
Loguinov D. and Radha H [40] have evaluated several 
RTO estimators in the context of a video streaming 
application; namely, early TCP-like RTO estimators by 
Jacobson [41] and modifications of that as written in 
RFC2988.  The studies in [40] have found that previous 
TCP-like estimators is not quick enough to detect lost 
packets. 
Sinha R. and Papadopolous C. [42] have introduced 
timer-less to eliminate RTT estimation and timer-triggered 
events.  By eliminating time-based calculation, the 
estimation will be more accurate in term of  reducing high 
variation in RTTs which commonly occur in the Internet.  
The other advantage of timer-less  estimation is in the aspect 
of reducing problem of the timer coarse granularity, which 
commonly exist in protocol implementation.  They claimed 
that their implementation is able to generate more 
retransmission within useful media playback decoding 
period, supressing unnecessary retransmission requests and 
retransmissions. 
As mentioned in the introduction section that one of the 
bandwidth throughput fluctuation problem is caused by 
TCP’s AIMD mechanism.  The mechanism may delay 
delivering the streaming data by introducing throughput 
fluctuations when congestion occurs [3].  Therefore, one of 
the solutions to overcome this kind of weakness is to use 
other congestion control mechanism.  For example, use 
other TCP flavors that do not use AIMD as the mechanism 
to control the congestion.  Boyden et al. in [4] have 
suggested that TCP Vegas is better than TCP NewReno in 
many cases.  According to them, being delay-based rather 
than loss-based, does not create the AIMD’s saw-tooth 
pattern.  Thus, this flavor shows better advantage in scenario 
of high random loss, and when there is much competing 
background traffic. 
 
V. CONCLUDING REMARK 
Many measurement studies indicate that more and more 
Internet users are experiencing streaming application.  
Active researches in this area show that the Internet users 
are expecting better performance.  Many of the streaming 
media implementation weaknesses can be addressed by 
implementing appropriate buffer size and effective adaptive 
transmission rate.   However, many more challenges need to 
be done to implement that ideas and to minimize further 
other weaknesses.  For example, how to ensure consistent 
buffer-filling in dynamic changing network conditions?  
Therefore, many more fine-tuning or optimization need to 
be done to enable greater users satisfaction; especially in 
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