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This paper presents a self-stabilizing algorithm for detecting a set of
fundamental cycles of a connected undirected graph on an asynchronous dis-
tributed or network model of computation. The output of the algorithm is
available in a distributed manner; i.e., when the algorithm terminates each
node of the graph knows exactly how many fundamental cycles are passing
through it and also a unique identifier for each of these fundamental cycles.
The algorithm is resilient to transient faults and does not require initializa-
tion. It has been proved that the algorithm is correct and requires O(n2) time
if the depth-first search spanning tree of the graph is known, or else it
requires O(n3) time, where n is the number of nodes in the graph.  1999
Academic Press
1. INTRODUCTION
A distributed system is commonly defined as a set of loosely connected process-
ing elements (or state machines; henceforth called nodes) which do not share a
common or global memory. Each node has a set of local variables whose contents
specify the local state of that node. A node can read its own state and the state of
its adjacent nodes (neighbors). The global state of the system refers to the union of
the local states of all nodes in the system. Based on the network topology and
signal propagation delay, each node gets only a partial view of the global state. Two
classes of global states are defined for such a system, depending on some predefined
global criteria, which are (i) the legitimate state, and (ii) the illegitimate state. The
goal in a self-stabilizing distributed system is to start from an arbitrary (possibly
illegitimate) initial state and then to reach a legitimate state after a finite number of
moves (steps). Self-stabilizing algorithms are resilient to transient faults that perturb
the state of the system arbitrarily. That is, if unexpected perturbations bring the
system from a legitimate state to an illegitimate state, then the system must be able
to again reach a legitimate state after a finite number of moves without any external
intervention. Dijkstra first introduced the concept of self-stabilization in distributed
systems [6]. Since then, self-stabilizing algorithms for many fundamental problems,
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including some graph theory problems, have been reported in the literature (see, e.g., [2,
5, 710, 14]). A survey on self-stabilization is available due to Schneider [13].
Consider a connected undirected graph G=(V, E) , where V is the set of n nodes
and E is the set of e edges. Without loss of generality, we assume V to be
[1, 2, ..., n]. A set of fundamental cycles (SFC) of G is a collection X of cycles
of G with the property that any other cycles C of G can be obtained as
C=C1C2 } } } Ck for some subcollection of cycles C1 , C2 , ..., Ck # X. The ring
sum, denoted by , between Ci and Cj , C i , Cj # X, defines a cycle that consists of
all the nodes of Ci and Cj , and of edges that are either in Ci or in Cj , but not in
both. Cycles of a graph give information about how well the graph is connected
and, therefore, carry useful topological information about the concerned graph.
A closely related problem, which is no less important than the SFC detection
problem, is the bridge detection problem. An edge (i, j) # E is a bridge of G if the
removal of (i, j) disconnects G. Sequential [15], parallel [12, 16], and distributed
[3, 4] algorithms for both SFC and bridge detection problems are available in the
literature. However, no self-stabilizing algorithms for these problems have yet been
reported in the literature. Straightforward adaptation of any of the existing sequen-
tial, parallel, or distributed algorithms seems to be difficult, since self-stabilizing
algorithms are inherently fault tolerant and have to satisfy additional requirements.
In this paper, a self-stabilizing algorithm for detecting an SFC of a connected
undirected graph is presented. The output of the algorithm is available in a dis-
tributed manner; i.e., when the algorithm terminates each node of the graph knows
exactly how many fundamental cycles are passing through it and also a unique
identifier for each of these fundamental cycles. The algorithm is resilient to transient
faults and does not require initialization. It has been proved that the algorithm is
correct and requires O(n2) time if the depth-first search spanning tree of the graph
is known, or else it requires O(n3) time, where n is the number of nodes in the
graph. An immediate by-product of the proposed algorithm is shown to be the
detection of bridges of the given graph. The rest of the paper is organized as
follows. Section 2 introduces the model of computation. In Section 3, we present the
self-stabilizing algorithm for detecting an SFC of the given graph. Section 4 deals
with the correctness proof and algorithm complexity. Section 5 shows how the
bridges of the given graph can also be detected as an additional outcome of the
same algorithm, and finally Section 6 concludes the paper.
2. MODEL OF COMPUTATION
Let G=(V, E) be a given finite connected undirected graph, where V is the set
of n nodes and E is the set of e edges. We model the distributed system by graph
G, such that the set of nodes in G represent processing elements (machines) and the
set of edges represent the interconnections among the processing elements. The
algorithm for node i can be expressed as
begin (action) [] (action) } } } [] (action) end,
where each action is of the form (guard)  (assignment statement).
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The guard of an action is a Boolean expression over the variables of node i and
the variables of its adjacent (neighboring) nodes. The assignment statement of an
action updates variables of node i and this is called a move. Each move is an atomic
action and hence requires O(1) time. If a guard of node i evaluates to true, then
node i is said to enjoy the privilege. A privileged node can make a move. However,
when a set of nodes enjoys privileges, then one of the privileged nodes is nondeter-
ministically selected to make the move.
For successful termination of an algorithm, under the present model of computa-
tion, the algorithm must satisfy the following global criteria:
GC1. In every illegitimate state, at least one node enjoys the privilege.
GC2. In every legitimate state, no node enjoys the privilege. Therefore, once the
system reaches a legitimate state no further move is possible.
GC3. Regardless of the initial state and regardless of which node out of a set
of nodes enjoying the privilege is elected each time for the next move, the system
is guaranteed to reach to a legitimate state after a finite number of moves.
3. SELF-STABILIZING ALGORITHM FOR DETECTING
FUNDAMENTAL CYCLES
3.1. Definitions and Notation
Let G=(V, E) be the given connected undirected graph and assume that the
application of DFS on G with node r # V as the root or start node produces a DFS
spanning tree (DFST) T(r)=(V, E$ ) , where E$ is the set of n&1 tree edges. We
now introduce some notation:
n(i): set of adjacent nodes (neighbors) of node i in G
p(i): parent of node i # V in T(r) (It is assumed that p(r)=,.)
c(i): set of children of node i # V in T(r)
nt(i): set of nontree edges incident on node i # V (i.e., nt(i)=[(i, j) | j # n(i)&
[c(i) _ [ p(i)]])
C(i, j): fundamental cycle created by the nontree edge (i, j) # E&E$ in G
together with the unique treepath between i and j in T(r)
a(i): set of ancestors of node i # V (It is assumed that i # a(i).)
d(i): set of descendants of node i # V (It is assumed that i # d(i).)
s(i): set of all nontree edge ids such that each of these edges connects a
descendant of i to a proper ancestor of i (i.e., s(i)=[(x, y) | (x, y) #
E&E$, x # a(i)&[i], y # d(i)])
su(i): \j # c(i) s( j)
fc(i): set of nontree edge ids such that the fundamental cycle created by each
of these edges passes through i (i.e., fc(i)=[(x, y) | (x, y) # E&E$,
x # a(i), y # d(i)])
3.2. Basis of the Algorithm
We first state a lemma, which is required by the algorithm proposed in this
paper, concerning the nontree edges of G with respect to the DFST T(r) whose
proof may be found in [1].
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Lemma 1. Every nontree edge (i, j) # E&E$ is a back edge, i.e., either i is an
ancestor of j or vice versa.
A nontree edge (x, y) of G with respect to any spanning tree such that neither x
is an ancestor of y nor y is ancestor of x is called a cross edge. It may be noted that
because of Lemma 1, cross edges cannot exist in G with respect to a DFST. The
self-stabilizing fundamental cycles detection algorithm is based on an important
property of SFCs [11, 16] stated below in the form of a lemma.
Lemma 2. Every nontree edge (i, j) # E&E$ uniquely defines a fundamental cycle
of G when it is added to T(r).
We assume that first a DFST of G is constructed by a self-stabilizing DFS algo-
rithm. The self-stabilizing algorithm for detecting fundamental cycles can run con-
currently; however, before the DFST is constructed, the moves made by the
fundamental cycles detection algorithm may not guarantee any progress. This is
because, the fundamental cycle detection algorithm requires some information
which is available only upon termination of the DFS algorithm. For convenience
of presentation, we assume that the self-stabilizing fundamental cycle detection
algorithm will be executed once the self-stabilizing DFS algorithm terminates. We
are not presenting any self-stabilizing DFS algorithm, since it can be adopted from
that due to Collin and Dolev [5]. Thus, before executing the self-stabilizing
fundamental cycle detection algorithm the DFST of G is constructed, and hence,
each node i # V knows its parent p(i), set of children c(i), and the set of nontree
edges incident on itself nt(i).
The self-stabilizing fundamental cycle detection algorithm basically computes s(i),
\i # V, by propagating the current set s(i) toward the root r # V of T(r). Also,
during this process the set fc(i) is updated to the current value of set su(i). The
algorithm is self-stabilizing, since the s(i) and fc(i) values for each node i # V are
not initialized, and thus, the algorithm may start with any arbitrary initial values
for s(i) and fc(i) (possibly an illegitimate system state). However, eventually the
system is guaranteed to converge to the legitimate state defined as follows.
Definition 1. In the legitimate state the following invariants hold:
(i) For a leaf node i(c(i)=,): s(i)=nt(i); fc(i)=nt(i)
(ii) For a nonleaf node i(c(i){,): s(i)=nt(i) _ su(i)&nt(i) & su(i); fc(i)=
su(i).
The objective of the algorithm is to start with an arbitrary initial state of the
system and to converge to the legitimate state of the system defined as above. Once
the system reaches the legitimate state, no node enjoys the privilege and, hence, the
algorithm is deadlocked or terminated. In the legitimate state each node i # V can
detect the fundamental cycles which involve node i as shown in the following
lemmas.
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Lemma 3. In the legitimate state, for each node i # V, each edge id in fc(i) defines
a unique fundamental cycle.
Proof. In the legitimate state, for each node i # V, fc(i) contains only those non-
tree edge ids (u, v) # E&E$ of G such that u # a(i) and v # d(i) or vice versa. Note
that, by definition, a(i) and d(i) include i in them. Therefore, each nontree edge
(u, v) # E&E$ of G that creates a fundamental cycle, C(u, v), passing through i is
present in fc(i). The rest follows from Lemma 2. K
Lemma 4. In the legitimate state, for each node i # V, | fc(i)| provides the number
of fundamental cycles passing through node i.
Proof. Follows from Lemmas 2 and 3. K
3.3. The Algorithm
The self-stabilizing algorithm, for node i # V, that detects fundamental cycles of
G with respect to T(r) is given below.
FIG. 1. (a) An arbitrary connected undirected graph G. The bridges of G are shown by bold lines.
(b) The DFST rooted at node 1 and the final values of s(i) and fc(i) \i # V. The tree edges are shown
by bold lines.
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Algorithm A (Self-stabilizing fundamental cycle detection algorithm).
begin
c(i)=,4(s(i){nt(i) 6 fc(i){nt(i))  s(i) := nt(i);
fc(i) := nt(i)
[] c(i){,4(s(i){nt(i) _ su(i)  s(i) := nt(i) _ su(i)&nt(i) & su(i);
&nt(i) & su(i) 6 fc(i){su(i)) fc(i) := su(i)
end
It is important to note that the leaf nodes may be privileged by perturbation;
however, once each of these nodes makes a move it never becomes privileged again.
This is not true for the rest of the nodes, since any internal node i{r may be
privileged due to a move made by one of its children. The algorithm is illustrated
with the help of an example in Fig. 1.
4. CORRECTNESS AND COMPLEXITY OF THE ALGORITHM
To prove the correctness of the algorithm it is necessary and sufficient to show
that algorithm A satisfies the gloval criteria GC1GC3 given in Section 2.
Lemma 5. In every illegitimate state, at least one node enjoys the privilege.
Proof. On the contrary, assume that the system is in an illegitimate state and
no node enjoys the privilege. Consider all nodes of T(r) which are leaf nodes. Since
none of these leaf nodes enjoys the privilege, s(i)=nt(i) and fc(i)=nt(i) \i # V such
that c(i)=,. Let the height of T(r) be h. So the depth of leaf nodes farthest from
the root is h. Now consider each internal node j # V in T(r) at depth h&1. Node
j must have s( j)=nt( j) _ su( j)&nt( j) & su( j) and fc( j)=su( j), since it does not
enjoy the privilege. We can continue with this argument for all internal nodes
having depth h&2, h&3, and so on until the root r is reached (hn&1). By
definition, this is the legitimate state which contradicts the initial assumption about
the state of the system. Hence, the lemma follows. K
Lemma 6. In the legitimate state, no node enjoys the privilege, and hence, the
algorithm is deadlocked or terminated.
Proof. Follows from the definition of the legitimate state given in Section 3
(Definition 1). K
The sequence of moves made by any node during the execution of algorithm A
can be classified as follows. A move by any node i # V is termed as a primary move
if the privilege of node i is due to arbitrary initialization. On the other hand,
a move by node i # V&[j | j # V 7 c( j)=,] is termed as a secondary move if the
privilege of node i is due to a move made by a node j # c(i). The privilege of any
internal node i # V&[ j | # V7 c( j)=,] depends only on its own state and the
state of its children. Based on these definitions of primary and secondary moves, we
have the following facts.
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Fact 1. A node i # V can make at most one primary move.
Fact 2. A leaf node i(c(i)=,) cannot make any secondary move.
Fact 3. A move by a node i # V&[r] may affect the privilege of its parent p(i).
Fact 4. A move by a node i # V&[ j | j # V 7 c( j)=,] cannot affect the
privilege of any of its children.
Now, using the above facts, we prove the following lemmas.
Lemma 7. No illegitimate state can be repeated during a sequence of moves made
by the system.
Proof. On the contrary, assume that the system reached from an illegitimate
state X to another illegitimate state Y during a sequence of moves so that X and
Y are identical (X and Y represent the state of the system after x and y number of
moves (x<y), respectively). That is, sx(i)=sy(i) and fcx(i)=fcy(i) \i # V, where
sx(i), fcx(i), and sy (i), fcy(i) denote the s- and fc-values of node i in states X and
Y, respectively. Suppose that, in order to reach state Y from state X the number of
moves required is k (k1). Obviously the type of these moves is either primary or
secondary or both. Any move by a node i # V&[r] may cause a secondary move
by its parent p(i) only (Fact 3). A move by node i cannot cause any move by any
of its children (Fact 4). That is, the privileges caused due to the move made by a
neighboring node can effectively be considered to flow only upward (i.e., towards
the root). This implies that there cannot be a cycle of nodes so that a move by a
node eventually becomes the cause of its own move. Since, k1, there exists at
least one node i # V such that sx(i){sy(i) andor fcx(i){fcy(i), which contradicts
the initial assumption about X and Y. Therefore, the lemma follows. K
Lemma 8. Algorithm A makes at most O(n2) moves.
Proof. During execution of algorithm A, each leaf node i # [ j | j # V 7 c( j)=,]
can make at most one primary move and no secondary moves (Facts 1 and 2).
Every other node i # V&[ j | j # V 7 c( j)=,] can make at most one primary move
followed by a sequence of secondary moves as a result of the move made by one
or more of its children (Facts 1 and 3). The primary move by the rooot r # V can-
not affect the privilege of any node, since p(r)=,. The primary moves made by the
nodes at depth 2 may affect the privileges and, hence, cause secondary moves by the
nodes at depth 1. Similarly, primary moves made by the nodes at depth 3 may
cause a sequence of secondary moves by the nodes at depths 2 and 1. By continuing
this argument, we find that the primary moves made by the leaf nodes at depth h
may cause a sequence of secondary moves by all nodes in T(r) between depth h&1
and 1. So the number of secondary moves caused by a primary move is bounded
from above n&2 (since hn&1). Since there can be at most n primary moves in
the system, the total number of primary and secondary moves by algorithm A is
bounded from above by n2, i.e., O(n2). Hence, the lemma follows. K
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Lemma 9. From an arbitrary initial (illegitimate) state and regardless of the order
in which nodes are selected to make moves the system is guaranteed to reach to the
legitimate state after a finite number of moves.
Proof. Follows from Lemmas 7 and 8. K
Theorem 1. Algorithm A is self-stabilizing and it correctly computes s(i) and
fc(i) \i # V, in time O(n2).
Proof. Follows from Lemmas 5, 6, 8, and 9. K
Theorem 2. Assuming that the DFST of the given graph G is available, the self-
stabilizing algorithm A detects an SFC of G in time O(n2).
Proof. Follows from Lemmas 3 and 4, and Theorem 1. K
Theorem 3. Using the self-stabilizing DFS algorithm due to Collin and Dolev
[5] for constructing the required DFST of the given graph G, the self-stabilizing
algorithm A can correctly detect an SFC of G in time O(n3).
Proof. The self-stabilizing algorithm due to Collin and Dolev [5] requires
O(n.d.2) time, where dn&1 is the graph diameter and 2 is an upper bound on
the degree of a node which is also O(n&1)=O(n). Therefore, the self-stabilizing
DFS algorithm assumed by algorithm A essentially runs in O(n3) time. The rest of
the proof follows from Theorem 2. K
5. DETECTION OF BRIDGES
An immediate by-product of the self-stabilizing algorithm A is the detection of
bridges, if any, of G. First, we state two lemmas which summarize the important
properties of bridges and form the basis of identifying them. The proofs of these
lemmas are straightforward and, hence, omitted.
Lemma 10. Let G=(V, E) be a connected undirected graph and let
T(r)=(V, E$) be any spanning tree of G rooted at node r # V. If (i, j) # E is a bridge
of G, then (i, j) # E$, i.e., either j is a child of i or i is a child of j in T(r).
Lemma 11. Let G=(V, E) be a connected undirected graph and let (i, j) # E.
Then (i, j) is not a bridge iff (i, j) belongs to a fundamental cycle of G.
Upon termination of the self-stabilizing algorithm A, the bridges of G can be
detected by using the following lemma.
Lemma 12. In the legitimate state, if a node i # V&[r] in T(r) is such that
s(i)=, then (i, p(i)) is a bridge of G.
Proof. s(i)=, implies that no descendant of i (uncluding itself) is connected to
an ancestor of p(i) (including itself). Thus every path between u # d(i) and
v # a(p(i)) includes tree edge (i, p(i)), implying that (i, p(i)) does not belong to any
fundamental cycle of G. The rest of the lemma follows from Lemmas 10 and 11. K
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As an illustration, consider Fig. 1. There are two nodes, namely 3 and 6, in the
example graph such that s(3)=, and s(6)=, upon termination of the algorithm.
By Lemma 12, both edges (3, 2) and (6, 3) are detected as bridges.
Theorem 4. The bridges of any given graph G can be detected by the self-stabiliz-
ing algorithm A in O(n2) time if the DFST of G is available and in O(n3) time,
otherwise.
Proof. Follows from Lemma 12 and Theorems 1 and 3. K
6. CONCLUDING REMARKS
We have presented a self-stabilizing algorithm for detecting all fundamental
cycles (an SFC), and as a by-product the bridges, of a given connected undirected
graph. The algorithm requires O(n2) time if the DFST of the graph is known, or
else it requires O(n3) time. Finally, it may be noted that the problems dealt in this
paper are not only fundamental graph theory problems but also have direct practi-
cal applications. As an example, if the graph represents a communication network
then detecting both fundamental cycles and bridges are of utmost importance. This
is because the number of fundamental cycles passing through a node may be con-
sidered as the degree of its reliability with respect to link failures in the network.
On the other hand, the presence of a bridge in a network can be the cause of poten-
tial failure or congestion in the network.
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