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(This is the value of the option at time T in the absence of any transaction costs, since if S(T)> E the option can be exercised and the stock immediately resold, yielding a profit of S(T)-E.) It follows that the value of the option at time < T is the cash value w(t) of the hedging portfolio at that time. Indeed, suppose that the option is offered for z < w(t); then an investor can proceed as follows. He takes a short position in the hedging portfolio, thus acquiring w(t) at time t, of which z is used to purchase the option, the remainder (w(t) z) being invested in the bank. At time T the investment in the bank is worth x := (w(t)-z)exp (r(T-t)) and by exercising the option and immediately reselling the stock if S(T) >/ the investor acquires (S(T) E)+. Since the latter is exactly the amount required to close the short position, a sure profit of x has been made. A similar arbitrage opportunity is available to the writer if he is able to command a higher price than w(t). It is axiomatic that arbitrage opportunities cannot exist (they contravene any concept of market equilibrium), and therefore w(t) is the unique fair price for the option, from either the buyer's or writer's point of view.
In fact, perfect hedging of very general European contingent claims (ECC) is possible in the Black-Scholes world: if q is any function of the stock price trajectory {S(u): t= < u-< T} whose expectation exists, then there is a dynamic portfolio whose value at time T is exactly q; this is the replicating portfolio. The ability to replicate arbitrary contingent claims is described as completeness of the market. In the BlackScholes world, completeness ultimately hinges on the martingale representation property of Brownian motion; see Karatzas [13] for a full explanation. By the same argument as above, the fair price for an ECC with payoff q is the initial endowment of the replicating portfolio.
There is a paradoxical element to the Black-Scholes approach, which has been called the "Catch-22 of option pricing theory": the claims that can be priced are just those that are redundant in that the investor could, in principle, simply tak e a position in the replicating portfolio rather than actually buy the option. Thus, apparently such options have no reason to exist. The fallacy here is that we do not live in a Black-Scholes world. In particular, the replicating portfolio cannot be implemented exactly, since it involves incessant rebalancing, which is impractical in the face of any form of market friction such as transaction costs. In this paper, we develop a theory of option pricing in which transaction costs are explicitly taken into account. Perfect hedging is no longer possible, and therefore buying or writing options involves an unavoidable element of risk. For this reason, a preference-independent valuation is no longer possible, and the investor's or writer's attitude toward risk must be considered.
In this paper, a new definition is given for the writing price of a European option, based on utility maximisation theory. This is a modification of the definition introduced by Hodges and Neuberger [11] , using a very similar approach. It is also shown that, if a replicating portfolio exists and the class of trading strategies forms a linear space, then the new definition of the writing price coincides with the Black-Scholes price for the contingent claim; in 3 the Black-Scholes model is stated as an example of a market model where these conditions hold. In 4 this model is modified to account for transaction costs. We assume for mathematical tractability that investors trade only in the underlying security, although in the presence of transaction costs they might well wish to invest in other securities also. The new definition involves the value functions of two different stochastic control problems and in 4 the nonlinear partial differential equation (p.d.e.), satisfied by these value functions, is derived using informal arguments. Then we prove that these value functions are the unique viscosity solutions (with the appropriate boundary conditions) of this nonlinear p.d.e, in 5, and a discretisation scheme is outlined in 6, together with the proof of convergence to the unique solution. Finally, 7 presents the results of this scheme for investors whose preferences are modeled by an exponential utility function (i.e., their index of risk aversion is independent of wealth).
An alternative approach to the pricing problem was outlined by Leland [16] , where a hedging strategy is derived based on discrete time rebalancing under transaction costs, but this method is not optimal in any well-defined sense. Also, Bensaid et al.
[2] and Edirisinghe, Naik, and Uppal [10] price options using the concept of superreplicating strategies in a discrete time (binomial) model. Our initial reaction is that this approach is unlikely to be viable in a continuous time setting, but this is a question that merits further investigation. We consider a time interval [0, T] and a market, which consists of n stocks whose prices S_(t)--(Sl(t),...,Sn(t)) are assumed to be stochastic processes on a given probability space (1), if, P); their natural filtration is , At this price, the writer is indifferent between going into the market to hedge the option and going into the market strictly on his own account. Note that in hedging the option in this way the writer may well hold stocks other than the one on which the option is written.
A primary justification for this definition is that it reduces to the Black-Scholes valuation in cases where this is applicable. Given an option contract on S, a replicating portfolio for the writer is an element -k -(/), for an initial endowment/, such that (B(T), y(T))= IS,(T)>E(--E, e). 
which can also be written as
where "_R(t) is a Brownian motion with drift.
That -(B) is a linear space can be verified directly from (3.5) . Also, all the value functions are concave and increasing functions of B, as the utility function is a concave and increasing function of the investor's wealth. It can then be easily derived that both value functions are continuous functions of B, and Theorem 1 holds for all the contingent claims, q (SI(T) E)+, such that :{q} < for some v > 1.
Remark. The validity of our price definition may alternatively be proved by deriving expressions for the value functions, following the steps in Karatzas [13] . 4 . Transaction costs: The Bellman equation for the value functions. It is now assumed that investors must pay transaction costs, which are proportional to the amount transferred from the stock to the bank. A market model, similar to that of Davis and Norman [8] , is then developed, based on the model outlined in the previous section. The main purpose of this section is the derivation of the fully nonlinear p.d.e., actually a variational inequality, satisfied by all the value functions of the utility maximisation problems stated in 2. Also, a special utility function is defined, the properties of which enable us to determine the dependence of the value functions on the initial endowment B, and thus reduce the dimensionality of the problem.
It is assumed that investors trade only in the underlying stock S(t), on which the contingent claim is written, to further reduce the dimensionality of the problem. Note that, in general, investors may wish to trade in all the risky securities available in the market to maximise their performance criteria. The cash value of a number of shares y(t) of the stock is
where A and/z are the fraction of the traded amount in stock, which the investor pays in transaction costs when buying or selling stock, respectively. The time interval considered is [0, T], and the market model equations are
where L(t) and M(t) are the cumulative number of shares bought or sold, respectively, over [0, T] by an investor, R(t) is a P-Brownian motion that represents the single source of uncertainty, and r, a, and tr are nonrandom constants. As before, o, denotes the natural filtration of R(t). This system of equations describes a degenerate diffusion in R3. 
w( T, B(T), y(T), S(T)) B(T) + I(s,(r)=e)e(y(T), S(T)) + Is,T)> )[ c(y( T)-1, S(T)) + E]
and the following value functions: From these definitions, it is evident that the dynamic programming algorithm will yield the same p.d.e, for each value function, the terminal condition of which is determined by the utility of the two functions j(T, B, y, S), where j is 1 or w. In the following, we derive, at least formally, the Hamilton-Jacobi-Bellman equations, associated with the two stochastic control problems, which prove to be variational inequalities with gradient constraints. Consider, temporarily, a smaller class of trading strategies -', such that L(t) and M(t) are absolutely continuous processes, given by where the maximum is achieved by doing nothing; that is rn 0 and l--0. (Note that in this case the process (B(t),y"(t),S(t)) becomes an uncontrolled diffusion, which drifts under the influence of the stock process only.) All the other permutations of inequalities are impossible, as all the value functions are increasing functions of B and y.
The argument is very similar to that in Davis and Norman [8] .
The above results suggest that the optimisation problem is a free boundary problem, where, if a value function is known in the four-dimensional space, defined by the state of the investor (s, B, y, S), the optimal trading strategy is determined by the above inequalities. Also, the state space is divded into three regions, called the buy, sell and no-transaction regions, which are characterised by (4.12), (4.13) , and (4.14), respectively. Clearly, the buy and sell regions do not intersect, as it is not optimal to buy and sell at the same time. The boundaries between the no-transaction region and the buy and sell regions are denoted by OB and OS.
As k oo, the class of admissible trading strategies becomes the class defined at the beginning of this section. It is conjectured that the state space remains divided into a buy region, a sell region, and a no-transaction region, and the optimal trading strategy mandates an immediate transaction to OB or OS if the state is in the buy region or sell region, followed by transactions of "local time" type at OB and OS. Therefore, each of the value functions satisfies the following set of equations:
(i) In the buy region, the value function remains constant along the path of the state, dictated by the optimal trading strategy, and therefore --and the pair of inequalities, shown above in (4.14), also hold. Note that, due to the continuity of the value function, if it is known in the no-transaction region, it can be determined in both the buy and sell regions by (4.15) and (4.17), respectively. In the buy region the left-hand side of (4.18) is negative, and, in the sell region, the left-hand side of (4.16) is positive. Also, from the two pairs of inequalities (4.12) and (4.13) , it is conjectured that the left-hand side of (4.19) is negative in both the buy and sell regions. Therefore, the above set of equations is condensed into the following fully nonlinear p.d.e.: [6] for first-order equations, and by Lions [17] for second-order equations. For a general overview of the theory, we refer to the user's guide by Crandall, Ishii, and Lions [7] . Next, we recall the notion of constrained viscosity solutions, which was introduced by Soner [18] and Capuzzo-Dolcetta and Lions [4] for first-order equations (see also Ishii and Lions [12] and Katsoulakis [14] :{th (Xo*('))} 6(Xo)+_(I,}-[F_{I2}+[E{I3}. Since V(X)-< oh(X), for all X (Xo), and VI(Xo) th(Xo), (5.14) and (5.15) yield (5.16) [E{ Vl(Xo*(Z))} =< VI(Xo)+ ({I,} :{I2} + :{I3}) < VI(Xo)-which violates the dynamic programming principle, together with the optimality of (L*(t), M*(t)). Therefore, at least one of the arguments inside the minimum operator of (5.6) is nonpositive, and hence the value function is a viscosity subsolution of (5.5).
(ii) In the second part of the proof, we show that V1 is a viscosity supersolution of (5.5) + j V,(so, Bo, Yo, So) dP, f-A(w (5.25) l (dp(so, Bo-(l+A)Soe, Yo+e, So)-dp(so, Bo,Yo)) dP>=O, since V(X) <= b(X) for all X (Xo) and V(Xo) b(Xo). Therefore, (5.26) lim SoUP { fA dp(so, Bo-(l+X)Soe, Yo+e, So)-qb(so, Bo,Yo, So) dp}>_O and, by Fatou's lemma, (5.27) fa lim sup{4)(s'B-(l+A)Se'y+e'S)-ch(s'B'y'S)} dP>-O' (,o) which implies (5.23 ).
This section is concluded by showing that the value function V1 is the unique bounded constrained viscosity solution of (5.5) . Since this uniqueness result will be used mainly for the convergence of the numerical scheme presented in the next section, we prove the theorem for the exponential utility function. For simplicity of exposition, we assume that the interest rate r 0. The argument is the same but notationally more cumbersome when r > 0. THEOREM 3. Let u be a bounded upper semicontinuous viscosity subsolution of (5.5) on [0, T]x K, and let v be a bounded from below lower semicontinuous viscosity supersolution of (5.5) Note. The proof relies on arguments used in v of Ishii and Lions [12] ; only the main steps are presented.
Proof. Sketch. We first construct a positive strict supersolution of (5.5) Therefore, h is a strict supersolution (5.5). The fact that h > 0 follows from the choice of the constant C2.
To conclude the proof of the theorem, we will need the following key lemma. Its proof follows along the lines of Theorem vi.5 in Ishii and Lions [12] , and therefore it is omitted. LEMMA 2. Let u be a bounded lower semicontinuous viscosity subsolution of (5 .5) where the values of ku and kd are determined by equating the first and second moments of the chain with those of the diffusion, which describes S, and therefore (6.2) ku exp (ce 6t + r,,-i) and kd exp (c 6t rVi).
The discretisation scheme and its convergence properties are more thoroughly explained in Chapter 5 of Cox and Rubinstein [5] . To show that is a viscosity supersolution of (4.20) , it suffices to show that (6.11) Combining (6.14), (6.15) , and (6.17) yields (6.11) , and the proof is complete.
In the discrete time framework, the exponential utility function, given by (4.21), has the same effect on the value function as before, and therefore (4.25) can be written as follows: (6.18) V(, , *7, N)= 1-exp -YA(N, ) (' ' N)' where A(u, u') is the discrete time discount factor, given by (6.19) A( u, u') exp (-r(u u')), (1-)) z(, -,g)=exp -y i)k2i
and the boundary conditions at N are given by the discrete space versions of (4.28) and (4.29). As in the continuous time case, if the value functions are known in the no-transaction region, then they can be calculated in the buy and sell regions by using the discrete space versions of (4.15) and (4.17)" Suppose that 7* is the value of 7, at which it is optimal to buy s r shares, whereas, at * + " it is optimal to perform no transaction at all; then the function Q(, 7, 5) is determined by (6.23) Oj(, and a similar equation can be derived for rt > n, the value of rt at which it is optimal to sell r shares by using :s(, r/-r/*, For both value functions, the boundaries OB and OS were found to lie below and above the optimal trading strategy without transaction costs, and the no-transaction region was observed to widen as the expiration date approached. (Note that we have not proved that the optimal transaction policies consist of reflection off these boundaries, although, of course, we believe this to be the case.) This shows that the investor is reluctant to transact toward the end of the trading interval, as he thinks that the stock price may not vary too much until the final time. (The cost of transactions is likely to reduce the utility of the final wealth more than the cost of providing one share at the final time.) Also, the boundary OB, for the value function Vw(s, B, y, S), was virtually equal to the Black-Scholes trading strategy N(X), indicating that the writer considers the cost of the obligation to provide one share of stock at the final time (if he does not already own it) as the most significant factor, affecting the trading strategy for this value function.
The most important result appears in Fig. 1 , where the price difference Pw--PbL is plotted against time over a three-year period, with the parameter values for a one-year period shown in its title (Pb is the Black-Scholes price, given by (7.1)). The expiration date is at the end of the third year, where both prices vanish, as the option is worthless.
The price difference a long time before the expiration of the claim is equal to AS, which is the amount required to buy one share of the stock. The reason for this is revealed by observing N(X) over the three time periods, plotted in Fig. 2 for the same parameter values. Although S < E, N(X) increases as the time to expiration increases and dictates that the investor must own almost one share of the stock in a market with no transaction costs if the time to expiration is long enough. By that time, the extra price that the writer charges is the amount required to buy one share of the stock, are shown in their titles. The results are interpreted as follows. As the writer becomes more risk averse, the boundaries aB and aS come closer to the optimal trading strategy without transaction costs, thus mandating more transactions and increasing the option price. The linearity with In (3') is probably due to the form of the utility function. As the volatility of the underlying risky security increases, the uncertainty facing the option writer is greater, and the option price increases, as is in the case without transaction costs. As the stock price increases over the exercise price, the price difference is AS; at expiration, the Black-Scholes strategy N(X) dictates holding one share of the stock until expiration, and the "hump" is small. As the transaction costs increase, AS increases; but the above ratio decreases as the writer tries to perform less transactions (the boundaries aB and aS move away from the optimal trading strategy without transaction costs). Finally, the mean growth rate a and the interest rate r have little effect on the above ratio as compared to other parameters. 8. Concluding remarks. There are several directions in which our approach needs further investigation.
1. Nonexponential utilities. There is no issue of principle here, but only of a further increased computational load, since the reduction from four dimensions to three is no longer available. Since the risk averse writer's strategy is basically a hedging strategy, we believe that the form of the utility function is unimportant and that only its curvature at the origin plays any real role. If true, this would provide a justification for using the computationally simpler exponential function.
2. Diversified portfolios. As pointed out earlier, in our framework the writer may well wish to include other stocks (not just the one on which the option is written) in the hedging portfolio. Again, this simply increases the dimensionality of the problem. By allowing investment in other stocks we are enlarging the class of possible hedging strategies, and hence the option writing price will be reduced; we do not know, however, by how much. 3. American options. Clearly, a similar approach could be taken to the pricing of American options. There is, however, a conceptual problem in that the buyer, not the writer, controls the exercise strategy, and the pricing problem must involve the solution of one more utility maximisation problem over all the exercising strategies available to the buyer. In particular, there seems no reason why the buyer should use the "frictionless exercise strategy" as described in 6 of Karatzas [13] . The precise definition of the problem is currently under investigation. 4. Equilibrium. Under what circumstances will a writer and a buyer agree on a "deal," i.e., a common price for an option contract in the framework we have described ? This is a very important question; one that we do not claim to understand fully. It is possible to define a buying price in a way that mirrors our definition of the writing price, and this is what Hodges and Neuberger [11] do. In the notation of 2, if the buyer forms a hedging portfolio whose composition at the exercise time T is (B, y) then its cash value after exercise of the option is B-E + c(y +_el, _S). Analogous to the definition (2.1) for Vw, we can therefore define 
