ABSTRACT A diffusion general mixed-norm (DGMN) algorithm for distributed estimation over network (DEoN) is proposed. The standard diffusion adaptive filtering algorithm with a single error norm exhibits slow convergence speed and poor misadjustments under specific environments. To overcome this drawback, the DGMN is developed by using a convex mixture of p and textit q norms as the cost function to improve the convergence rate and substantially reduce the steady-state coefficient errors. Especially, it can be used to solve the DEoN under Gaussian and non-Gaussian noise environments, including measurement noises with long-tail and short-tail distributions, and impulsive noises with α-stable distributions. In addition, the analysis of the mean and mean square convergence is performed. Simulation results show the advantages of the proposed algorithm with mixing error norms for DEoN.
I. INTRODUCTION
Diffusion adaptive filtering (DAF) algorithms based on second order moments of the error signal (namely mean square error, MSE) have been shown to be effective for distributed estimation over network (DEoN) . The diffusion least mean square (DLMS) algorithm and its family are outstanding representatives of such algorithms [1] - [3] , which seek to minimize the MSE, usually a convex function of the weight vectors. Over the past few years, the family of DLMS with desirable properties [4] - [7] have been successfully applied to DEoN problems and many improved versions have been developed to address different issues [8] - [14] . Considering the sparse feature of the parameters, Di Lorenzo and Liu et al. proposed the sparse versions of the diffusion adaptive filtering algorithms [8] - [10] , such as sparse DLMS and sparse diffusion recursive least squares algorithm, to estimate the sparse parameters in DEoN. Yim et al. developed the proportionate DLMS to deal with the problem of the nonfull sparse parameter estimation [11] . In order to improve the convergence rate of the traditional DLMS, different variable step-size (VSS) DLMS algorithms were presented in [12] and [13] . As effective adaptive filters, subband adaptive filtering (SAF) algorithms have attracted much more attention. Seo et al. proposed a diffusion SAF algorithm for DEoN using variable step size and a new combination method based on the mean square deviation (MSD) [14] . Although most distributed estimation algorithms based on the MSE criterion perform well for DEoN, but they may also encounter bad convergence performance and steady state MSD in the case of measurement noises with non-Gaussian features, e.g., when the network suffers from thunder and lightning or large pulse electromagnetic interferences. The least mean p-power [15] , [16] , least absolute deviation [17] , Least mean M-estimate [18] and information theoretic learning [19] - [22] have been proposed to address non-Gaussian interferences for different applications, and in particular, these criteria can be employed to develop robust DAF algorithms [23] - [25] .
Most existing DAF algorithms use a single criterion as the cost function to update the weight vectors, which may suffer from bad convergence performance, similar to the LMS and least mean fourth (LMF) [26] algorithms because their convergence properties are very sensitive to the proximity of the adaptive weights to the optimal solutions [27] . Convex combination of mixed norms is an efficient way to overcome such sensitivity and improve the misadjustment performance. A typical example is the least mean mixed-norm (LMMN) [27] - [30] , which combines the benefits of the wellestablished LMS and LMF algorithms and has been successfully applied to system identification, echo cancellation, and power quality enhancement in distribution system [31] . To cope with the system identification under non-Gaussian noises, the robust mixed-norm (RMN) and normalized RMN algorithms have recently been reported in [32] and [33] . They emerged as a modification of the mixed-norm algorithm in [28] , by replacing the fourth order error norm appearing therein with the first-order one. Several kernel adaptive filtering algorithms have also been developed by the researchers [34] , [35] taking advantage of the mixed norm.
In the present paper, we define a general mixednorm (GMN) criterion formed as a convex linear combination of the p and q norms controlled by a scalar-mixing parameter to extend the mixed norm adaptive filtering algorithms. In particular, a DAF algorithm based on GMN is developed for DEoN, by modifying the DLMS algorithm using the GMN nonlinearities to the errors. In addition, the mean and the mean square convergence performance of the diffusion GMN algorithm are analyzed. The computational complexity of the DGMN is not expensive compared to the advantages it brings.
This paper is organized as follows. In section 2, we give the definition of the general mixed-norm and a brief description of the least general mixed-norm algorithm employing the gradient descent method is presented. In section 3, we derive the diffusion GMN algorithm. In section 4, we analyze the mean and mean square convergence performance. In section 5, we present the simulation results to illustrate the desirable performance of the new algorithm. Finally in section 6, we give the conclusion.
II. GENERAL MIXED NORM ALGORITHM
In order to define the GMN criterion and derive an adaptive filtering algorithm based on GMN, we consider a system identification problem as shown in Fig. 1 . The adaptive filter attempts to estimate a desired response d(i), which is linearly related to the input signal
where
T denotes the weight vector of the unknown system with the size of L, v(i) stands for the measurement noise, and i denotes the time index (or iteration number). Then, the error signal e(i) is related to the desired response d(i), adaptive filter weight vector in the form as
is the output of the adaptive filter.
In this work, we define a new cost function(i.e. GMN) that is a convex combination of two error norms as
where E[·] denotes the expectation operator, p > 0, q > 0, and ω ∈ [0, 1] is a mixing parameter. In the following algorithm, we seek the optimal weight vector by minimizing the instantaneous GMN. The instantaneous gradient of the GMN evaluated at the current value of the weight vector
Then, we have the following weight update equation:
where µ denotes the step size. We refer to the algorithm in (5) as the least general mixed-norm(LGMN) algorithm. In this study, we mainly focus on developing a DAF algorithm based on the GMN for distributed estimation over network.
Remark 1:
The cost function J GMN (w(i)) is a convex function defined on R L for p > 1, q > 1 and the mixing parameter. This result can be easily proven:
Proof: For every w 1 , w 2 , and 0 ≤ λ ≤ 1, we have 
Taking expected value yields
Therefore, J GMN (w(i)) is a convex function defined on convex set R L .
Remark 2:
The LGMN algorithm in (5) can be viewed as a generalized version of the most existing adaptive filtering algorithms (such as LMS, LMF,LMP,LAD,LMMN, and RMN) , and it will reduce to a specific algorithm by choosing certain parameters. Table 1 summarizes different choices of the parameters p and q to obtain different adaptive filtering algorithms.
III. DIFFUSION GENERAL MIXED-NORM ALGORITHM
In this section, we derive a new form of DAF algorithm based on the GMN criterion. The data model is described firstly, which is the same as that in the existing literatures [1] - [14] .
A. DATA MODEL Let us consider a network composed of N nodes distributed over a geographic area to estimate an unknown vector w o of size (L×1) from measurements collected at N nodes. At every time index i (i = 1, 2, · · · I ), the node k has access to the realization of a scalar measurement d k (i) that is assumed to be related to the unknown vector by
denotes the measurement noise at node k with zero mean and variance σ 2 v,k , and T stands for transposition. Using the linear models of the form (1), the unknown vector w o will be estimated by many input-output
B. DERIVATION OF THE DIFFUSION GMN
For each node k, the objective of the DGMN seeks to estimate w o by minimizing a linear combination of the local GMN within the node k's neighbor N k . To this end, we define a cost function based on GMN to derive the DGMN as
where w k denotes the estimate of w o , e l (i) = d l (i) − w T k u l (i), {α l,k } represents some non-negative combination coefficients satisfying l∈N k α l,k = 1, and α l,k = 0 if l / ∈ N k , and
Then, we take the derivative of (9) as
By (11), the estimate of w o at node k can thus be obtained by the gradient decent method as
where w k (i) is the estimate of w o at time index i, and µ k is the step size for node k which is assumed to be unchanged throughout iterations. The adapt-to-combine(ATC) scheme is an outstanding strategy for DAF algorithms, and it first updates the local estimates using the adaptive algorithm and then the estimates of the neighbors are fused together. In this paper, we only focus on developing the ATC version of DGMN algorithm. For each node k, the intermediate estimates can be computed by
where ψ k (i−1) stands for an intermediate estimate offered by node k at instant time i − 1, and β l,k represents a weight with which a node should share its intermediate estimate w l (i − 1) with the node k. Applying all the intermediate estimates, the nodes update their estimates by
The update process in (14) is represented as incremental step. The combination coefficients {α l,k } determine which nodes should enjoy together their measurements {d l (i), u l (i)} with node k. After obtaining the intermediate estimates, the linear combination is then performed as
Above formula (15) is a convex combination of intermediate estimates from incremental step (14) fed by spatially distinct data {d l (i), u l (i)}, and it is denoted as diffusion step. The coefficients {δ l,k } determine which nodes should share their intermediate estimates ϕ l (i) with node k, and it plays the same role with the {α l,k }. Based on the analysis above, we obtain the following general DGMN algorithm by combining (13), (14) and (15):
Different methods for choosing β l,k , α l,k and δ l,k can be found in [3] .
Remark 3: An extra scaling factor (16), which is a mixed norm of the error. The equation (16) will reduce to the diffusion LMS [1] when p = q = 2.
In this paper, the combination coefficients {β l,k }, {α l,k }, and {δ l,k } in (16) are considered as non-negative real values, and they correspond to the {l, k} entries of the matrices P 1 , P 2 and P 3 , respectively. Further, we assume
where 1 denotes the N × 1 vector with unit entries. Now, we give some concrete forms of the diffusion GMN algorithm. First, we choose P 1 = I , the algorithm (16) will reduce to the uncomplicated version as
Furthermore, the algorithm (17) will reduce to the DGMN without measurement exchange when P 1 = I , P 2 = I :
The equations of (17) and (18) are similar to the ATC diffusion LMS (ATCDLMS) [1] , and the diffusion LMS (DLMS) [2] , respectively. Especially, the algorithm with no measurement exchange has shown excellent performance with lower computational complexity, and most of the existing DAF algorithms adopt this form [1] , [4] - [10] , [12] - [14] . Thus, in this work, we mainly focus on the DGMN algorithm presented in (18) . Remark 4: Clearly, the DGMN in (18) can be viewed as the DLMS with a variable step size
. In addition, no exchange of data is needed during the adaptation of the step size, which makes the communication cost relatively low.
Remark 5: We denote the number of nodes connected to the node k as |N k |. The computational complexity of the well-known ATCDLMS for node k at each time includes (|N k | + 2)M + 1 multiplications and (|N k | + 1)M additions . Compared with the ATCDLMS, the DGMN in (18) only requires an additional computation for calculating the mixed norm of the error, which is not expensive obviously. Thus, the new algorithm is also computationally very efficient for dealing with the DEoN problem.
Remark 6: The choice of the mixing parameter is an open question. In this work, we introduce a method to select the mixing parameter adaptively by the sigmoid function of the error at node k. The specific form is
In this case, ω k (i) is thresholded so that it belongs to the range of [0, 1] . This method can gain two advantages, including 1) it can avoid the manual setting of the mixing parameter; 2) the mixing parameter can be adjusted automatically with the variation of the error. The validity and efficiency of (19) will be shown by the simulation results.
IV. CONVERGENCE PERFORMANCE ANALYSIS
In this section, we study the convergence and steady-state behaviors of the DGMN algorithm in (18) . For tractability, the following assumptions are given: Assumption 1: All input regressors {u k (i)} arise from Gaussian sources with zero-mean and spatially and temporally independent.
Assumption 2: The error nonlinearity f (e l (i)) is independent of the input regressors u k (i), error component e k (i) and measurement noise v k (i). Assumption 1 may not be very realistic in general, it is however often applied in the analysis of the adaptive filtering algorithms with error nonlinearities [36] - [38] and the family of diffusion LMS [1] - [14] . Assumption 2 cannot really hold for the mixed norm algorithms because the term f (e l (i)) is usually a function of the error. However, the step-sizes in adaptive filtering algorithms [39] , [40] are often assumed to be independent of the input regressors and Assumption 2 has been used in the mean square performance analysis for VSS diffusion LMS algorithms in [7] and [13] and the theoretical results match the empirical results very well. The f (e l (i)) can be viewed as a VSS term, so this assumption is feasible for the analysis of the DGMN. The Assumption 3 is valid because the step-size generally changes very slowly compared to the input regressors and the error signals, and it has been utilized in [12] , [13] , [24] , and [41] .
A. SOME DEFINITIONS AND NOTATIONS
In order to perform the analysis, the error quantities are defined for node k as follows
We further define the global network and intermediate network weight error vectors as
The above definitions are consistent with those in the existing literatures [1] - [14] . We also introduce the diagonal matrix ϒ = diag{µ 1 , µ 2 , · · · µ N }, and define
In addition, we give the extended weighting matrices as
where ⊗ denotes the Kronecker product. Similar to other works, we define
According to the definitions above, we havẽ
Or, equivalently,
To analyze the mean and mean square convergence performance of the proposed algorithm, we denotē
is a weighted variance of the noise.
B. MEAN PERFORMANCE
From Assumption 1, D(i) is independent ofw(i − 1), which depends on regression up to time i-1, and using Assumption 2, taking expectation of (28) yields
The above equation ( 
Using the inequality |a+b| ≤ |a|+|b| and Holder's inequality [42] , [43] |w(i)u| ≤ ||w(i)|| 1 ||u|| ∞ , we have
By (34) and (35), (33) can be reformulated as As a result, the algorithm will be stable when the step size is within the bound of (36) , as shown at the top of next page.
Notice that in the absence of mixed norm of error, i.e. p=q=2, the range of step size values that guarantee convergence of the DGMN reduces to
and it coincides with that of the DLMS algorithm [1] .
C. MEAN SQUARE PERFORMANCE
We now study the mean-square convergence performance of the proposed DGMN algorithm. To do so, we draw lessons from the energy conservation analysis of [17] , [36] , and [37] . Then, taking the expectation of the squared weighted norm w(i) in (28) similar to [1] and [2] , and we obtain
is any hermitian positive definite matrix. Under assumption 1, the equation (37) can be rewritten as a variance relation in the following form as
By the notation used widely in corresponding literatures, we let
where the vec(·) notation stacks the columns of its matrix argument on top of each other and vec −1 (·) is the inverse operation. We further use the notation ||w(i)|| 2 σ to denote ||w(i)|| 2 . Using property of the Kronecker product
And the fact the expectation and vectorization operators commute, we vectorize expression (38) for as follows
where the matrix is given by
Using the property Tr( X ) = vec(X T ) T σ , the (38) can be reformulated as
Starting from (43), we define r(i) = vec(P T 3 ϒ S(i)Ḡ T ϒS(i)P 3 ] T . Then, we obtain
Employing the same method in [2] to expanding (44), we obtain the means square deviation MSD at node k as
, and b k,N is the k-th column vector of diagonal matrix I N . Then, the network MSD as the average MSD across all nodes in the network can be defined as
To obtain the real value for (45) and (46), F i and S(i) = E[S(i)] should be calculated explicitly. We have
Since the small fluctuation of |e
2 . Although this approximation may not true in general, this idea of approximation is customary in the context of adaptive filters, as it simplifies the analysis [44] , [45] . Then, (47) is changed as
, and
D. STEADY-STATE ANALYSIS
The step sizes approach the steady-state and will be small for all nodes when i → ∞, thus from (43) E||w(∞)||
and S(∞) = E[S(∞)].
Using (48), the steady-state MSD at node k and the network MSD can be given
To achieve S(∞), E[S k (∞)] for k = 1, 2 · · · N should be analyzed, and it cannot be easily represented in a closed form. Instead of using a numerical method to derive an exact solution, we adopt Assumption 3 to obtain a closed form VOLUME 5, 2017 solution which is more intuitive than that of the numerical method. From (47) and Assumption 3 yields
By Assumption 3 and the approximation result above, a negligible discrepancy will be existing between the final values of the MSD of the mean square analysis and its steady state analysis, but it is tolerated to hold the consistency between these two analyses. According to (36) , by introducing the small step size approximation, we obtain
Furthermore, we assume that the step size is chosen such that I − ϒS(i)D is stable. Then, the MSD of network is presented as
V. SIMULATION RESULTS
This section presents simulation examples to verify the performance of the proposed DGMN algorithm for DEoN under Gaussian noise and non-Gaussian noise environment, respectively. The topology of the network with 20 nodes is generated as a realization of the random geometric graph model as shown in Fig. 2 , and the content associated with the topology construction can be seen the contributions of the Sayed in [46] . The location coordinates of the nodes in the square
The unknown parameter vector is set to
, where randn(·) generate Gaussian distribution with zero mean and unit variance. The input are zero-mean Gaussian, independent in time and space with size L=10. The Metropolis rule is used for combination weights. For each simulation, the number of repetitions is set at 500 and all the results are obtained by taking the ensemble average of the network MSD over 100 independent Monte Carlo (MC) runs. The network MSD is utilized as the performance evaluation criterion defined by (45) .
A. CASE 1
In the first simulation, we mainly studies the performance of the proposed algorithm under Gaussian noise environment. The variances of the input signals and white Gaussian noises are illustrated in Fig. 3 .
First, we investigate the convergence performance of the DGMN using (18) as the update equation. The step sizes are chosen such that the algorithms obtain almost the same initial convergence rate. We use (19) to obtain the mixed parameter of the DGMN algorithms with different p and q. Figure. 4 shows the convergence curves in terms of MSD. One can see that the convergence curve of the DGMN with different p and q work well in this simulation. Especially, the proposed DGMN with p = 2, q = 4 (i.e. DLMMN) shows excellent performance in convergence rate and accuracy compared with other case. The results confirm that the proposed algorithm exhibits a significant performance for distributed estimation over network under Gaussian noise environment. We also give the results of the steady-state MSDs at each node k, and which can be shown in Fig. 5 . From this result, one can easily observe that the DGMN (p = 2, q = 4) algorithm performs better than other cases again. These results fully demonstrate the advantages of the proposed algorithm using mixed norm, which are coincide with the traditional adaptive mixed norm algorithm in [27] and [28] .
Second, we research on the convergence rate of the proposed DGMN by (18) . In this simulation, the step sizes are adjusted such that the DGMN algorithms with different p and q obtain the same steady-state misalignment. The mixing parameter is also determined by (19) . Fig. 6 shows the convergence curves of the DGMN in terms of MSD. One can see that the DGMN algorithms with different p and q show faster convergence rate than other DGMN with the same p and q. This result demonstrate that the mixed diffusion algorithms are available and effective once again for dealing with the DEoN issues.
Third, we evaluate the accuracy of the theoretical expressions for the second order moment in terms of MSD. In this simulation, the step sizes are set to 0.01 for DGMN with different p and q. At the same time, the mixing parameter is set at a constant value 0.65 so that the calculating of the theoretical value is simple. Figure 7 plots the evolution of the ensemble-average learning curves of DGMN with different p and q with all nodes and the steady-state MSD curve of theoretical represented by the dotted lines for the proposed DGMN algorithms with different p and q. The measure corresponds to the average MSD across all agents at time i. The learning curves are obtained by averaging the trajectories over 100 repeated experiments. It is observed in Fig. 7 that the simulated learning curves tend to the corresponding MSD value predicted by the theoretical expression (45) , which provides a desirable approximation for the perfor- mance of distributed strategies for small step-sizes. We know that Assumption 3 and an approximation method are utilized to derive the theoretical MSD, since a tolerant difference is existing between the theoretical and simulated results from the Fig. 7 .
Fourth, we further conduct simulation on the accuracy of the theoretical expressions for steady-state MSDs with different step-sizes. In this simulation, we only give the results of the DGMN (p = 2, q = 4) and DGMN (p = 1.6, q = 1.4), and the mixing parameter is 0.65. Figure. 8 shows the steady-state MSDs with different step-sizes, where the simulated MSDs are computed as an average over 100 independent MC simulations, and in each simulation,1000 iterations were performed to ensure the algorithm to reach the steady state, and the steady-state MSD was obtained as an average over the last 200 iterations. One can observe that the steady-state MSDs are increasing with step-size, and the steady-state MSD computed by simulations match well the theoretical values computed by (39) . This result demonstrates the consistency of the theoretical values and the simulations results again, which means that the theoretical analysis for the proposed method is reasonable. 
B. CASE 2
In this part, we consider the case that the measurement noise has a probability-density function with a mixture of long-tail and short-tail distributions. Three kinds of the additive noises with zero-mean are generated similar to that reported in [27] to show the performance of the proposed diffusion adaptive filter:
1) Mixture of a Laplace distributed noise of power 0.08 and a uniformly distributed noise of power 1.0;
2) Mixture of a Gaussian distributed noise of power 1.0 and a uniformly distributed noise of power 0.15;
3) Mixture of a Bernoulli distributed noise of power 1.0 and a Laplace distributed noise of power 0.2.
First, we compare the steady-state MSD of theoretical and simulation results for DGMN with different p and q. In this simulation, the input regressors and the parameters setting of the algorithm are the same as the third simulation in experiment 1. Figures 9-11 are the evolution of the ensembleaverage learning curves of DGMN with all nodes and the steady-state MSD curves of theoretical under the measurement noise 1-3 above mentioned, respectively. As can be seen, the proposed theoretical results calculated by (54) are in good agreement with simulation results within a certain tolerance range. Therefore, it is concluded that (54) is only an approximate solution.
Second, we investigate the misadjustment in terms of the MSD of the proposed method. In this simulation, we set the input signal as zero-mean uniformly distributed with unity power similar to the reference in [27] . The step sizes are adjusted such that the algorithms exhibit similar initial convergence speed. The mixing parameters are 0.55, 0.85, and 0.85, for case1-3, respectively. The corresponding convergence behavior in terms of MSDs and the steady-state MSDs at each node k are shown in Fig. 12 (a) -(c) and (a1)-(c1), respectively. From these results, one can observe that the proposed DGMN, especially for p = 2, q = 4, exhibits superior steady-state behavior than other algorithms, which demonstrates clearly the potential of the DGMN for practical problems when the measurement noise has mixed statistical features.
C. CASE 3
The LGMN algorithm will reduce to some well-known robust adaptive filter algorithms by choosing appropriate p and q such as the LAD(p = q = 1), LMP, and RMN(p = 2,q = 1), which are usually used to address system identification issue under impulsive noise environment. In this experiment, we perform simulation under the impulsive noise with heavy tails to illustrate the robust performance of the proposed algorithms. The noise at each node is assumed to be independent of the noises at other nodes, and is generated by the multiplicative model, defined as n k (i) = a k (i)A k (i), where a k (i) is a binary independent identically distributed occurrence process with
where c is the arrival probability (AP); whereas A k (i) is a process uncorrelated with a k (i). The variance of A k (i) is chosen to be substantially greater (possibly infinite) than that of a k (i) to represent the impulsive noise. In this paper, we consider A k (i) as an α-stable noise. The α-stable distribution as an impulsive noise model is widely applied in literatures [15] , [16] , [23] , [47] . The characteristic function of the α-stable process is defined by
in which
VOLUME 5, 2017 where α ∈ (0, 2] is the characteristic factor, −∞ < δ < +∞ is the location parameter, β ∈ [−1, 1] is the symmetry parameter, and λ > 0 is the dispersion parameter. The characteristic factor α measures the tail heaviness of the distribution. The smaller α is, the heavier the tail is. In addition, γ measures the dispersion of the distribution, which plays a role similar to the variance of Gaussian distribution. And then the parameters vector of the noise model is defined as V α−stable (α, β, γ , δ). Unless otherwise mentioned, we set the AP at 0.2, and V α−stable (1.4, 0, 1, 0) in the simulations below. First, we compare the convergence performance of the DGMN. In order to obtain the same initial convergence speed, we set the step sizes for the DLMS,DLMP,DLAD, DLMSF,DLMSD, DGMN as 0.01,0.02,0.02,0.01,0.01,0.02. Figure 13 shows the convergence curves in terms of MSD. One can see that the convergence curve of the DGMN(p = q = 1, i.e,DLAD), DGMN(p = q = 1.4) and DGMN(p = 1.1, q = 1.4) work well when large outliers occur, while DGMN algorithms with other p and q fluctuate dramatically due to the sensitivity to the impulsive noises. The same as the results in experiment 1, the proposed DGMN (p = 1.1, Second, we compare convergence speed of the DGMN. In order to achieve a fair comparison, the step-sizes for the DGMN (p = q = 1.4, DLMP), DGMN (p = q = 1, i.e. DLAD), and DGMN (p = 1.1, q = 1.4) algorithms are set to obtain the same steady-state misalignment. The convergence curves in terms of MSD are shown in Fig. 15 . One can observe that the DGMN (p = 1.1, q = 1.4) converges faster than the DGMN with other parameters setting. This result shows that the proposed DGMN algorithm performs better than other DAF algorithms using single cost function again.
VI. CONCLUSION
We proposed a diffusion general mixed norm (DGMN) algorithm for distributed estimation over network, which can perform very well under both Gaussian and non-Gaussian noise environments. The proposed algorithm can achieve desirable convergence rate and steady -state MSD through an appropriate combination of two error norms governed by a mixing parameter, and it has better properties than those algorithms derived under a single error norm. It is possible to attain the same convergence rate for a substantially lower steady-state error by properly choosing the value of a constant parameter. The mean and mean square convergence behaviors of the proposed algorithm were analyzed and the MSD at steady-state was derived theoretically. Simulation results demonstrated the good agreement between theory and practice under Gaussian noise environment. Additionally, we tested the proposed algorithm in non-Gaussian noise environ-ments (such as measurement noises with mixture of longtail and short-tail distributions, and impulsive noises with α-stable distributions), and the new algorithm with proper p and q can yield much better performance than the algorithms based on a single norm (which use a single error norm as the cost function).
