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1. EINLEITUNG
1.1 Die Rolle der Dichtefunktionaltheorie
Die effiziente Bearbeitung des allgemeinen Vielteilchen-Problems stellt seit der For-
mulierung der Quantenmechanik enorme Anspru¨che an die moderne Physik. Wie im
Kapitel 2 gezeigt werden wird, ist die pra¨zise Lo¨sung der stationa¨ren Schro¨dinger-
Gleichung selbst mit modernsten Großrechneranlagen, wie z.B. dem HLRN (Ho¨chst-
leistungsrechnerverbund Nord), nur fu¨r kleine Systeme (<< 100 Teilchen) mo¨glich.
Deshalb ist man gezwungen, auf Na¨herungen zuru¨ckzugreifen, um grundlegende
quantenphysikalische Probleme bearbeiten zu ko¨nnen. Einen der effizientesten Zu-
ga¨nge zum quantenphysikalischen Vielteilchen-Problem gelang Hohenberg und Kohn
1964 mit der Formulierung der Dichtefunktional-Theorie (DFT), siehe Kapitel 3, aus
der 1965 der Kohn-Sham Formalismus abgeleitet wurde, siehe Kapitel 4. Bis heute
hat die DFT in Verbindung mit dem Kohn-Sham-Formalismus Einzug in verschie-
densten Gebiete der modernen Wissenschaft, z.B. Physik und Chemie, gehalten. So
ist es nicht u¨berraschend, dass Kohn 1998 der Nobelpreis fu¨r Chemie verliehen wur-
de, um seine Arbeiten zu wu¨rdigen, die einen enormen Einfluss auf die theoretische
Chemie haben. Unter Anderem wird heutzutage das Verhalten von immer gro¨ßeren
Moleku¨len mit Hilfe der DFT berechnet, womit in naher Zukunft durch die expo-
nentiell ansteigende Rechenleistung von massiv parallelen Computeranlagen auch
die Behandlung von Makromoleku¨len aus der Biologie und der Medizin mo¨glich sein
wird. Als ein wichtiges Beispiel wa¨re sei das Versta¨ndnis vom Ablauf so genann-
ter Proteinfaltungen auf atomarer Ebene genannt. Erkenntnisse auf diesem Gebiet
ko¨nnen dazu beitragen, Krankheiten wie BSE oder Creutzfeld-Jacob, die auf einer
atypischen Faltung von Proteinen beruhen, besser zu verstehen.
Die Faltung von Proteinen ist ein wichtiges U¨berschneidungsgebiet zwischen theore-
tischer Physik, Quantenchemie, Mikrobiologie und Medizin, aber bei Weitem nicht
das einzige. So werden insbesondere in der Pharmazie Methoden wie die DFT einge-
setzt, um neue Medikamente und Wirkstoffgruppen direkt am Computer zu optimie-
ren, was dabei hilft die Entwicklungskosten neuer Medikamente zu reduzieren. Ein
anderes Beispiel fu¨r die Anwendung der DFT ist die Beschreibung von hochkomple-
xen chemischen Prozessen, wie sie beispielsweise in Katalysatoren stattfinden. Die
Bedeutung des genauen Versta¨ndnisses dieser katalytischen Prozesse und deren Ein-
fluss auf unser allta¨gliches Leben kann gar nicht hoch genug eingescha¨tzt werden.
Darum wurde in diesem Jahr der Chemie-Nobel-Preis an den deutschen Chemiker
Ertl fu¨r seine Studien von chemischen Prozessen auf festen Oberfla¨chen vergeben, fu¨r
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deren theoretische Beschreibung eben gerade auch die Methoden der DFT genutzt
werden.
Eine weitere sehr erfolgreiche Anwendung der DFT erfolgt in der Materialphysik. So
werden z.B. immer neue Halbleitermaterialen auf ihre elektronischen und optischen
Eigenschaften mit Methoden der DFT untersucht und finden einen schnelleren Ein-
gang in die industrielle Fertigung, was beispielsweise an der Weiterentwicklung von
LED’s (Light Emitting Diode) beobachtet werden kann. Ziel der Forschung an LED’s
ist es, die Lichtausbeute pro Watt und die Maximalleistung der Halbleiterbauelemen-
te durch den Einsatz neuer Dotierungen und Herstellungsverfahren zu verbessern.
Deshalb ist neben der Quantenchemie die Festko¨rperphysik eines der umfangreichs-
ten und lukrativsten Einsatzgebiete der DFT, so dass u¨ber die Jahre einige hochef-
fiziente Codes zur Anwendung der DFT in der Festko¨perphysik entwickelt wurden.
Als ha¨ufigste Beispiele sind hier zu nennen der Ab-Init-Code, der CP-MD-Code
und der von uns verwendete VASP-Code. Durch die Verbreitung und den Einsatz
immer schnellerer Parallelrechner sind diese Codes nicht mehr auf die Berechnung
von statischen, wohl geordneten und daher recht simplen Problemen der Festko¨rper-
physik beschra¨nkt, sondern ko¨nnen durch eine Verbindung mit Molekulardynamik-
Simulationstechniken auch auf Fragestellungen zur Dynamik angewendet werden.
Als Beispiele sind hier zu nennen die Gitterschwingungen in Festko¨rpern sowie der
dynamische Strukturfaktor, die Diffusion und die dynamische Leitfa¨higkeit in Flui-
den. Des Weiteren ist durch die Implementierung von hoch effizienten numerischen
Methoden eine Erweiterung der urspru¨nglichen Festko¨rper-Codes auch auf Gase,
Flu¨ssigkeiten und Plasmen mo¨glich [1, 2, 3, 4]. Das Programmpaket VASP, siehe
Kapitel 8, zeichnet sich unter den verfu¨gbaren und Ebene-Wellen-basierten DFT-
Codes durch den Einsatz einer umfangreichen und sta¨ndig aktualisierten Sammlung
von Pseudopotentialen, wie sie in den Kapiteln 6 und 7 vorgestellt werden, aus. Des-
halb wurde der VASP-Code ausgewa¨hlt, um Fragestellungen des mit dem Thema
dieser Arbeit verbundenen Aufgabenfeldes zu bearbeiten.
Die Ergebnisse der im Rahmen dieser Arbeit durchgefu¨hrten Rechnungen werden
in den Kapiteln 9, 10 und 11 vorgestellt, welche wiederum chronologisch geordnet
sind. Zuna¨chst wurden strukturelle und elektronische Eigenschaften von den flui-
den Alkalimetallen Rb und Cs untersucht, deren wichtigste Ergebnisse 2006 in [5]
vero¨ffentlicht wurden, siehe Kapitel 9. Wegen des starken Interesses an exakten
Zustandsgleichungen fu¨r die Planetenforschung wurde die DFT-Methode anschlie-
ßend auf komprimiertes He angewendet. Neben der Zustandsgleichung wurden die
elektronischen Eigenschaften von He im Bereich des Nichtmetall-Metall-U¨bergangs
untersucht und somit erstmals eine ab initio-Studie zur Leitfa¨higkeit von He vorge-
legt. Die wichtigsten Resultate, die 2007 in [6] publiziert wurden, werden in Kapi-
tel 10 detailliert dargestellt. Als letztes wurde das vermeintlich einfachste Metall Li
insbesondere auf seine elektronischen Eigenschaften in einem weiten Dichte- und
Temperaturbereich untersucht, wobei teilweise ho¨chst u¨berraschende Effekte zur
elektrischen Leitfa¨higkeit vorgestellt werden konnten [7]. Wegen des geringen Li-
Anteils in den Planeten unseres Sonnensystems ist der Einfluss der Li-Daten auf die
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Plantenforschung zwar vernachla¨ssigbar, dennoch sind insbesondere die Resultate
zur Leitfa¨higkeit von großer Bedeutung, da Li oft als der Prototyp der einfachen
Metalle bezeichnet wird [8]. Deshalb sind a¨hnliche Effekte, wie sie in der Region ul-
trahoher Dru¨cken gefunden wurden, auch fu¨r die schwereren Alkalimetalle bis hoch
zu Cs zu erwarten. In Kapitel 11 werden diese Ergebnisse zu Li-Fluiden ausfu¨hrlich
beschrieben.
1.2 Die Region der warmen dichten Materie
Ein Plasma ist durch die Zustandsgro¨ßen Temperatur und Dichte charakterisiert.
Zur Bewertung der Eigenschaften des so definierten Zustandes lassen sich weitere
Parameter einfu¨hren, die einerseits das Plasma eindeutig beschreiben und anderer-
seits Auskunft u¨ber weitere interessierende Gro¨ßen wie Nichtidealita¨t oder Entar-
tungsgrad geben.
Eine wichtige Gro¨ße zur Beschreibung eines Vielteilchensystems ist der mittlere














dann kommt es zu einer U¨berlagerung ihrer Wellenfunktionen, so dass quanten-
mechanische Effekte, wie z.B. das Pauli-Prinzip, nicht mehr vernachla¨ssigt werden
du¨rfen.
Den Quotienten aus potentieller Energie (Coulomb-Energie) und kinetischer (ther-









welcher ein Maß fu¨r die Sta¨rke der Korrelationen ist. Ist Γ << 1 , dann spricht man
von einem idealen Plasma, bei dessen Beschreibung die Wechselwirkungen zwischen
den Teilchen vernachla¨ssigbar sind. Ein Plasma mit Γ > 1 wird dagegen durch die
Wechselwirkungen dominiert und man spricht von stark korreliertem Plasma.











das Verha¨ltnis von thermischer Energie kBT und Fermi-Energie EF an. Fu¨r Θ >> 1
ko¨nnen Entartungseffekte vernachla¨ssigt werden, wa¨hrend fu¨r Θ < 1 Quantenplas-
men realisiert sind.
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Fig. 1.1: Dichte-Temperatur-Ebene mit dem Entartungsparameter Θ und dem Nichtidea-
lita¨tsparameter Γ zur Charakterisierung von Plasmen.
In Abbildung 1.1 sind einige Parameter zur Charakterisierung von Plasmen dar-
gestellt. Hierbei ist der Bereich warmen dichten Materie (WDM-Bereich) in der
modernen Physik von besonderer Bedeutung, da hier sowohl Quanten- als auch
Korrelationseffekte in einer konsistenten Beschreibung des qunatenmechanischen
Vielteilchen-Problems behandelt werden mu¨ssen. Dieser WDM-Bereich beinhaltet
Systeme bei typischen Festko¨rperdichten und Temperaturen von wenigen 102 K bis
einigen 105 K, in dem ein Großteil der Resultate fu¨r He und Li, siehe Kapitel 10
und 11, angesiedelt werden.
1.3 Ziele der Arbeit
Mit den Resultaten dieser Arbeit sollte das Versta¨ndnis von den fundamentalen
Prozessen in dichten Fluiden durch eine ab initio-Beschreibung mittels Qunaten-
Molekulardynamik-Simulationen (QMD-Simulationen) vergro¨ßert werden. Hierbei
wurde der Fokus auf die stark korrelierten Fluide im WDM-Bereich gelegt, weil die-
se nur wenig erforscht sind und erst seit einigen Jahren experimentell untersucht
werden ko¨nnen. Die Beschreibung mit herko¨mmlichen Methoden, wie z.B. mit Hilfe
von chemischen Modellen, hat sich als nicht genau genug erwiesen. Fu¨r eine pra¨zise
Beschreibung von dichten Fluiden sind Methoden der Vielteilchen-Physik unter Be-
achtung von quantenmechanischen Effekten notwendig. Deshalb war es ein Anliegen
dieser Arbeit zu zeigen, dass dichte Fluide mittels QMD-Simulationen erfolgreich
berechnet werden ko¨nnen.
Als Beispiele fu¨r dichte Fluide wurden in dieser Arbeit einerseits metallische Flu¨ssig-
keiten (Li, Rb und Cs) und anderseits das nichtmetallische Edelgas He untersucht.
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Zuna¨chst sollten experimentellen Ergebnisse zur Struktur von thermisch expandier-
ten Rb- und Cs-Fluiden reproduziert werden. Weil der Metall-Nichtmetall-U¨bergang
entlang der thermischen Expansion startend beim Schmelzpunkt hin zum Tripel-
Punkt von besonderem physikalischen Interesse ist, wurden nach der Kla¨rung der
strukturellen U¨berga¨nge die elektronischen U¨berga¨nge durch die Interpretation der
elektronischen Zustandsdichten und Ladungsverteilungen erforscht.
Unter den chemischen Elementen sind He und H diejenigen, die am genausten mit-
tels Stoßwellentechnik auf ihr Verhalten im WDM-Bereich hin untersucht wurden.
Da bis 2006 keine relevanten QMD-Studien zu komprimierte He-Fluiden existierten,
war es ein weiteres Ziel dieser Arbeit eine mo¨glichst pra¨zise Zustandsgleichung fu¨r
den WMD-Bereich zu bestimmen. Die berechnete Zustandsgleichung konnte erfolg-
reich in Modelle zur Beschreibung von Jupiter und Saturn integriert werden, so dass
die Untersuchung weiterer physikalischer Eigenschaften sinnvoll erschien. Die elek-
trischen Leitfa¨higkeit von He-Fluiden wurde u¨ber eine Auswertung der quantenphy-
sikalischen Wellenfunktion berechnet, um somit ein Vergleich mit experimentellen
Daten zu ermo¨glichen sowie Aussagen u¨ber den vorhergesagten und viel diskutierten
Nichtmetall-Metall-U¨bergang treffen zu ko¨nnen. Durch die Untersuchung der elek-
tronischen Zustandsdichte und Ladungsverteilung konnte gezeigt werden, dass der
Nichtmetall-Metall-U¨bergang sowohl dichte- als auch temperaturabha¨ngig ist.
Das Alkalimetall Li, das ha¨ufig als Prototyp der simplen Metalle bezeichnet wird, ist
das letzte der in dieser Arbeit untersuchten Elemente. Fu¨r die elektrische Leitfa¨hig-
keit von komprimierten Li-Fluiden existieren Daten aus verschiedenen Experimen-
ten, die sich zu widersprechen scheinen. Da die QMD-Methode sowohl fu¨r die Al-
kalimetalle Rb und Cs als auch fu¨r das Edelgas He erfolgreich angewendet wurde,
war es die logische Konsequenz die elektronischen und strukturellen Eigenschaften
von Li im WMD-Bereich zu untersuchen. Eines der hierbei entstandenen wichtigsten
Resultate war die konsistente Bestimmung der elektrischen Leitfa¨higkeit in einem
weitem Dichte- und Temperaturbereich.
Insbesondere die Anwendbarkeit der QMD-Methode auf die Bestimmung des funda-
mentalen Verhaltens von stark korrelierter Materie war zu untersuchen gewesen. Es
hat sich mit den Ergebnissen dieser Arbeit gezeigt, dass eine Beschreibung WDM-
Region im Sinne von ab initio-Rechnungen mo¨glich ist.
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2. GRUNDLAGEN DER VIELTEILCHENTHEORIE
Das allgemeine Vielteilchensystem besteht aus N Teilchen, wobei die Teilchenzahl fu¨r
makroskopische Systeme in der Gro¨ßenordnung von N = 1023 liegt. Die im Folgenden
zu untersuchenden Systeme werden im Allgemeinen durch die nichtrelativistische
Schro¨dinger-Gleichung beschrieben.
2.1 Das quantenmechanische Vielteilchenproblem
Die zeitunabha¨ngige (stationa¨re) nichtrelativistische Schro¨dinger-Gleichung fu¨r N
Elektronen mit dem Spin szi an den Orten ri und K Ionen an den Positionen Rk
lautet:
HΨ (x1, . . . ,xN ,R1, . . . ,RK) = EΨ (x1, . . . ,xN ,R1, . . . ,RK) (2.1)
mit xi = {ri, szi } und
∑K
k=1 Zk = N wobei Zk die Kernladungszahl des k-ten Ions
und H der Hamiltonoperator des Systems ist, welcher wiederum in Ortsdarstellung
die folgende Form besitzt:































|Ri −Rk| . (2.2)
Dabei beschreiben der erste und zweite Term jeweils die kinetische Energie der
Elektronen und Ionen, der dritte Term steht fu¨r die Coulomb-Wechselwirkung zwi-
schen Elektronen und Ionen und die letzten beiden Terme beschreiben die Coulomb-
Wechselwirkungen zwischen jeweils den Elektronen und den Ionen. Fu¨r die hier un-
tersuchten quantenphysikalischen Systeme der
”
warmen dichten Materie“ mit Dich-
ten, die typisch fu¨r Festko¨rper sind und Temperaturen von etwa 0,1 eV bis 10 eV, ist
zuna¨chst eine gesonderte Behandlung von Elektronen und Ionen im Rahmen einer
Born-Oppenheimer-Na¨herung sinnvoll.
2.2 Die Born-Oppenheimer Na¨herung
Als Born-Oppenheimer Na¨herung bezeichnet man die Trennung von Elektronen-
und Ionenbewegung. Diese Na¨herung ist insofern gerechtfertig, als dass die Ionen
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mindestens drei Gro¨ßenordnungen schwerer sind als die Elektronen und die phy-
sikalischen Prozesse somit auf jeweils unterschiedlichen Zeitskalen ablaufen. So ist
beispielsweise in einer Gleichgewichtssituation, wo insbesondere Ionen- und Elektro-
nentemperatur gleich sind, die Driftgeschwindigkeit der Elektronen um drei Gro¨ßen-
ordnungen ho¨her, als die der Ionen, z.B. vElektron ≈ 108cm/s und vIon ≈ 105cm/s,
siehe [9, S. 539]. Es sollte sich im Allgemeinen fu¨r jede Ionenkonfiguration instantan
eine elektronische Gleichgewichtssituation einstellen. Die Elektronen
”
sehen“ die
Ionen als quasistationa¨re Anordnung. Die Born-Oppenheimer Na¨herung ist nicht
sinnvoll, wenn Elektronen- und Ionensynamik quantenmechanisch gekoppelt sind,
z.B. Elektron-Phonon-Wechselwirkung in Supraleitern.
Indem die kinetische Energie der Ionen in Gleichung (2.2) auf Null gesetzt wird,
entsteht die Bewegungsgleichung des elektronischen Systems. Die elektrostatische
Ion-Ion-Wechselwirkungsenergie geht als klassischer Ausdruck in die Energiebilanz
ein, so dass sich die zu lo¨sende Schro¨dinger-Gleichung auf ein N-Elektronensystem
im statischen a¨ußeren Potential der Ionen reduziert:


















|ri − rk| . (2.3)
Externe Felder, wie z.B. Magnetfelder oder elektrische Felder, sollen zuna¨chst nicht
beru¨cksichtigt werden. Die Gesamtenergie Etotal setzt sich somit aus dem rein klassi-
schen Beitrag der Ionen EK und dem quantenmechanischen Beitrag der Elektronen
E zusammen:
Etotal = E + EK . (2.4)
Des Weiteren soll fu¨r die N-Teilchen Wellenfunktionen mit dem in Gleichung (2.1)
definierten Vektor x die Normierung∫
dx1. . .dxN |Ψ(x1 . . .xN)|2 = 1 (2.5)
gelten. Fu¨r die fermionischen Elektronen folgt bei der Vertauschung zweier identi-
scher Teilchen, dass die Gesamtwellenfunktion antisymetrisch ist [10]:
Ψ(x1 . . .xi,xj . . .xN) = ±Ψ(x1 . . .xj ,xi . . .xN) . (2.6)
Damit ist das System eindeutig bestimmt. Alle relavanten physikalischen Gro¨ßen las-
sen sich direkt aus resultierenden Eigenwellenfunktionen und Energie-Eigenwerten
berechnen.
2.3 Die Grenzen der Lo¨sbarkeit des allgemeinen
Vielteilchenproblems
Da es sich bei der Vielteilchen-Schro¨dingergleichung um ein System gekoppelter
Differentialgleichungen handelt, ist eine rein analytische Lo¨sung nur fu¨r wenige Spe-
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zialfa¨lle mo¨glich. Im Allgemeinen wird zur Lo¨sung des quantenmechanischen Viel-
teilchensystems zuna¨chst ein Produktansatz angewendet [11, Band 1, S. 10]:




bei dem die Gasamtwellenfunktion Ψ als Produkt von Einteilchenwellenfunktionen
φi dargestellt wird. Jede einzelne Einteilchenwellenfunktion kann im Allgemeinen








dargestellt werden, wobei x eine skalare Komponente des in Gleichung (2.1) defi-
nierten Vektors x ist, also z.B. die x-Komponente des Ortsvektors r. Mit Hilfe des
Variationsprinzips
E0 = min 〈Ψ |H|Ψ〉 (2.9)
ist eine Lo¨sung theoretisch berechenbar. Praktisch ergibt sich allerdings ein Problem,
da ein Parameterraum von M = p3N Parametern entsteht, wobei alle M Parameter
im Prinzip simultan so variiert werden mu¨ssen, dass sich ein globales Minimum
im
”
Potentialgebirge“ der Energie ergibt. Mit heutigen Computeranlagen ist das
Variationsprinzip auf einen Parameterraum von M = 109 anwendbar. Somit wa¨re
fu¨r p = 3 ein System aus N = 6 Teilchen berechenbar. Fu¨r die Behandlung von
100 Teilchen mu¨sste auf diesem Wege die Handhabbarkeit eines Parameterraumes
von ungefa¨hr M = 10100 mo¨glich sein, was ohne Na¨herungen und Vereinfachungen
nicht realisiert werden kann [12]. Einen mo¨glichen Ausweg fu¨r dieses schon seit dem
letzten Jahrhundert bekannten Problems liefert die Dichtefunktionaltheorie, siehe
z.B. [1, 2, 3, 4].
2.4 Zusammenfassung von Kapitel 2
In diesem Kapitel wurde insbesondere das Problem des quantenmechanischen Viel-
teilchensystems dargestellt, welches hier als nicht zeitunabha¨ngige nichtrelativisti-
sche Schro¨dinger-Gleichung 2.1 formuliert werden kann. Des Weiteren wurde die
Born-Oppenheimer Na¨herung eingefu¨hrt, welche fu¨r alle Rechnungen dieser Arbeit
benutzt wurde. Schließlich konnte gezeigt werden, dass selbst unter Benutzung der
leistungsfa¨higsten Computer mit einem allgemeinen Variationsansatz nur sehr Sys-
tem kleine Systeme beschrieben werden ko¨nnen. Daraus folgt, dass weitere Na¨he-
rungen verwendet werden mu¨ssen, um Systeme wie z.B. Fluide und Gase berechnen
zu ko¨nnen.
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3. GRUNDLAGEN DER DICHTEFUNKTIONALTHEORIE
3.1 Die Elektronendichte als Basisgro¨ße
Bei gegebener Wechselwirkung ergibt sich fu¨r ein Vielteilchensystem aus der Viel-
teilchenwellenfunktion Ψ die Elektronendichte
ne(r) = |Ψ(r)|2 . (3.1)
So wurde schon sehr fru¨h damit begonnen, Na¨herungen innerhalb der Quanten-
physik zu entwickeln, die auf der Auswertung Elektronendichte ne basieren. Ein
Vorla¨ufer der Dichtefunktionaltheorie (DFT) ist z.B. die Thomas-Fermi-Theorie,
siehe [9, 13]. Seit den wegweisenden Theoremen von Hohenberg und Kohn, die im
folgenden Abschnitt ausfu¨hrlich dargestellt werden, hat sich die DFT-Methode zu
einem Standardverfahren in der Vielteilchen-Physik und Quantenchemie entwickelt.
Im Folgenden sollen N -Elektronen-Systeme in adiabatischer (Born-Oppenheimer)
Na¨herung betrachtet werden, welche durch den Hamilton-Operator
H = T + Uee + Vext (3.2)
beschrieben werden. Hierbei ist T der Operator der kinetischen Energie und Uee der
Operator fu¨r die Coulomb-Wechselwirkung der Elektronen. Der Operator Vext steht
fu¨r das externe Potential, welches von externen Feldern und den Ionen verursacht
wird. Im weiteren Verlauf dieser Arbeit werden atomare Einheiten
 = m = e2 = 1 (3.3)
zur Beschreibung der Gleichungen verwendet. Die Energie-Eigenwertgleichung ent-
spricht somit folgender Form:













2 |ri − rj | (3.6)
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der Operator des a¨ußeren Potentials ist. In dieser Form der Born-Oppenheimer-
Na¨herung, bei der die Bewegungen der Elektronen von denen der Ionen entkoppelt
sind, werden relativistische Effekte, wie z.B. die Spin-Bahn-Kopplung der Elektro-
nen, zuna¨chst vernachla¨ssigt.
3.2 Die Theoreme von Hohenberg und Kohn
Hohenberg und Kohn formulierten 1964 zwei Theoreme [14], welche die Basis fu¨r
die heutige DFT bilden.
Theorem 1
Der Operator des externen Potentials Vext ist eindeutig durch die Elektronendichte
ne(r) bestimmt.
Das erste Theorem von Hohenberg und Kohn sagt aus, dass die Grundzustandselek-
tronendichte ne0(r) den Operator und somit auch den Hamilton-Operator H des
Systems eindeutig festlegt und damit alle Eigenschaften des Systems. Das a¨ußere
Potential Vext kann beispielsweise fu¨r eine bestimmte Ionenkonfiguration in einem
elektromagnetischen Feld stehen. Die Elektronendichte ist damit eine eineindeutige
Abbildung des a¨ußeren Potentials Vext:
ne0(r)⇔ Vext ⇒ H , (3.8)
weshalb die Elektronendichte auch als Vext-darstellbar bezeichnet wird. Der Hamil-
tonian bestimmt generell nicht nur den Grundzustand sondern auch alle angereg-
ten Zusta¨nde. Daher sind durch die Grundzustandselektronendichte ne0(r) und die
Vext-Darstellbarkeit formal alle Eigenschaften sa¨mtlicher Zusta¨nde festgelegt. Das
bedeutet, dass sich im Prinzip der Hamiltonian und somit auch alle seine Kom-
ponenten exakt als Dichtefunktionale darstellen lassen. Fu¨r den Grundzustand des
Vielteilchen-Systems gilt:
ne0 ⇔ Vext ⇒ H ⇒ Ψ0 ⇒ E0 ⇒ ne0 , (3.9)
wobei Ψ0 die Vielteilchen-Wellenfunktion des Grundzustandes ist, welche wiederum
folgender Gleichung genu¨gt:
H |Ψ0〉 = E0 |Ψ0〉 . (3.10)
Die zu dem Vielteilchen-Eigenzustand Ψν geho¨rende Elektronendichte neν kann als
neν(r) =
〈





∣∣∣∣∣Ψν(r1, r2, r3, ...)
〉
(3.11)
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geschrieben werden.
Wie schon erwa¨hnt, reicht im Prinzip die Grundzustandselektronendichte ne0(r)
aus, um alle Eigenschaften des Systems abzuleiten. Die Frage ist nur, wie man
zu dieser Grundzustandselektronendichte gelangt. Die formelle Vorschrift, um an
die Grundzustandselektronendichte ne0 zu gelangen, liefert das 2. Hohenberg-Kohn-
Theorem.
Theorem 2
Fu¨r eine beliebige Elektronendichte n˜e(r) mit den Eigenschaften n˜e(r) ≥ 0 und∫
n˜e(r)dr = N , wobei N die Anzahl der Elektronen ist, gilt immer:
E0 ≤ E(n˜e(r)).
D.h. durch die Minimierung des Dichtefunktionals der Energie E[ne] kann die Elek-
tronendichte ne0 bestimmt werden. Im externen Feld der Ionen Vext nimmt das
Dichtefunktional der Energie
E[ne] = 〈Ψ[ne] |Te + Uee + Vext|Ψ[ne]〉 (3.12)




wobei u¨ber alle mo¨glichen Wellenfunktionen Ψi minimiert wird, die zur Dichte ne
beitragen ko¨nnten. Somit sichert das 2. Theorem die Gu¨ltigkeit des Variationsprin-
zips auch fu¨r die DFT, solange die Nebenbedingungen ne(r) ≥ 0 und
∫
ne(r)dr = N
erfu¨llt sind. Das Dichtefunktional der Grundzustandsenergie kann jetzt wie folgt
formuliert werden:
E[ne] = T [ne] + Uee[ne] +
∫
Vext(r)ne(r)dr (3.14)
= FHK [ne] +
∫
Vext(r)ne(r)dr . (3.15)
Hierbei wird das Dichtefunktional FHK [ne] als Hohenberg-Kohn-Funktional bezeich-
net und als
FHK [ne] := T [ne] + Uee[ne] = 〈Ψ[ne] |Te + Uee|Ψ[ne]〉 (3.16)
definiert. Da das Hohenberg-Kohn-Funktional FHK [ne] vom a¨ußeren Potential Vext
unabha¨ngig ist, wird es auch als universelles Funktional bezeichnet. Das Hohenberg-
Kohn-Funktional FHK [ne] liefert die niedrigste Energie aus der echten Grundzu-
standsdichte ne0 des Systems - und zwar nur aus dieser.
Hohenberg und Kohn fromulierten so ein klares in sich geschlossenes Konzept zur
Lo¨sung des quantenmechanischen Vielteilchen-Problems. Das bis heute ungelo¨ste
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Problem besteht jedoch in der exakten Darstellung der Elektron-Elektron-Wechselwir-
kung als Funktional der Dichte:







dr1dr2 + Encl[ne] , (3.18)
mit dem bereits bekannten Term fu¨r die Coulomb-Wechselwirkung der Elektronen
J [ne] und dem zu approximierenden Term der nichtklassischen Elektron-Elektron-
Wechselwirkung Encl[ne]. Der nicht klassische Term Encl[ne] entha¨lt die quanten-
mechanischen Austauschbeitra¨ge der Elektronen, welche in der Coulombwechsel-
wirkung J [ne nicht beru¨cksichtig werden. Im Rahmen der Hartree-Fock-Na¨herung
ko¨nnen die Austauschbeitra¨ge exakt berechnet werden, wa¨hrend sie in der DFT aus
rechentechnischen Gru¨nden meistens gena¨hert werden, siehe Abschnitt 4.5.
Fu¨r die Grundzustandsdichte ne0(r) bei T = 0K la¨sst sich unter der Bedingung, dass



















liefert. Durch die Forderung nach der Teilchenzahlerhaltung in Gl.(3.19) hat der
Lagrange-Parameter µ die Bedeutung des chemischen Potentials [15, 16].
Zusammenfassend bilden die Theoreme von Hohenberg und Kohn die Basis der DFT,
da somit die Existenz des Dichtefunktionals der Energie Ene und die Gu¨ltigkeit
des Varitionsprinzips fu¨r dieses Funktional gesichert sind. Na¨here Aussagen dazu
wie dieses Funktional gewonnen werden kann, werden von Hohenberg und Kohn
nicht getroffen. Des Weiteren waren die Theoreme nur fu¨r den nicht entarteten
Grundzustand formuliert. Weitere Schwierigkeiten ergeben sich aus der Tatsache,
dass die Elektronendichte Vext-darstellbar sein muss, siehe Relationen (3.8,3.9). Eine
wesentliche Vereinfachung wa¨re das Aufgeben der Forderung nach der Vext-Darstell-
barkeit der Elektronendichte, was im Rahmen der constrained search-Formulierung
erreicht werden kann [13].
3.3 Die constrained search-Methode
Wie bereits erwa¨hnt, hat die urspru¨ngliche Theorie von Hohenberg und Kohn die
beiden wesentlichen Nachteile, dass die Elektronendichte u¨ber das Potential darstell-
bar sein muss und dass die Theorie nicht fu¨r den entarteten Grundzustand gilt.
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Deshalb entwickelte Levy 1979 die constrained search-Methode, in der die bei Ho-
henberg und Kohn geforderte Vext-Darstellbarkeit der Elektronendichte aufgegeben
und statt dessen nur noch ihre N-Darstellbarkeit
ne0 ⇒ Vext ⇒ H ⇒ Ψ0 ⇒ E0 ⇒ ne0 , (3.21)
gefordert wird. Eine Elektronendichte ist dann N-darstellbar, wenn sie einer antisym-
metrischen Wellenfunktion entstammt, was in Anwendungen nahezu immer erfu¨llt
ist, da die meisten Implementierungen Wellenfunktionen-basiert sind.







〈Ψ|T + Vext + Uee|Ψ〉
)
. (3.22)
Ganz allgemein erha¨lt man durch die Minimierung u¨ber alle Wellenfunktionen Ψ die









Hierbei gilt fu¨r alle Ladungsdichteverteilungen ne(r), dass die Gesamtenergie E[ne]
gro¨ßer oder gleich der Grundzustandsenergie ist:
E[ne] ≥ E[ne0] = E0 . (3.24)
Die so durchgefu¨hrte Minimierung funktioniert, solange die Dichte ne(r) differen-
zierbar ist, also die Funktion∫ ∣∣∣∇ne 12 (r)∣∣∣ dr (3.25)
endlich und reell ist.
Mit
T = T [ne] = 〈Ψ[ne] |T |Ψ[ne]〉 (3.26)
als kinetischem Beitrag und
Uee = Uee[ne] = 〈Ψ[ne] |Uee|Ψ[nen]〉 (3.27)
als Wechselwirkungsbeitrag kann die Energieminimierung unter Verwendung des
universellen Funktionals
F [ne] = 〈Ψ[ne] |T + Uee|Ψ[ne]〉 (3.28)
in zwei Schritte unterteilt werden.
1. Schritt:
F [ne] = min
Ψ→ne(r)
〈Ψ |T + Uee|Ψ〉 (3.29)










Den Hohenberg-Kohn-Theoremen folgend, ist es also mo¨glich, die kinetische Energie
des Elektronensystems und die Elektron-Elektron-Wechselwirkung als Funktionale
der N-darstellbaren Elektronendichte zu schreiben. Die N-darstellbaren Funktio-
nale sind fu¨r alle Elektronendichten aus antisymmetrischen Wellenfunktionen de-
finiert und gelten auch fu¨r den entarteten Grundzustand. Falls die Elektronendich-
te zusa¨tzlich zur Bedingung (3.21) auch Vext-darstellbar ist, dann gilt die Bezie-
hung (3.9) und das universelle Funktional (3.28) ist dann gleich dem Hohenberg-
Kohn-Funktional (3.16):
F [ne] = FHK [ne] .
3.4 Zusammenfassung von Kapitel 3
Es la¨sst sich feststellen, dass aus der Grundzustandselektronendichte ne0 die Grund-
zustandswellenfunktion Ψ0 bestimmt werden kann. Dazu mu¨ssen aber alle Wellen-
funktionen Ψ gefunden werden, die zu ne0 fu¨hren. Von diesen Wellenfunktionen Ψ
ist diejenige, die der niedrigsten Energie Emin entspricht, die Grundzustandswellen-
funktion Ψ0.
Es wurde gezeigt, dass die Elektronendichte ne(r) alle Eigenschaften eines N -Elek-
tronen-Systems definiert, da die Elektronendichte das externe Potential eindeutig
festlegt. Unter exakter Kenntnis aller Funktionale, die zur totalen Energie beitra-
gen, fu¨hrt ein Variationsansatz zur Bestimmung von E0[ne] und ne0, siehe Glei-
chung (3.22). In der Hohenberg-Kohn-Methode treten in der Praxis schwerwiegende
Probleme auf, da das 2. Hohenberg-Kohn-Theorem nur fu¨r exakte Funktionale gilt.
Mit gena¨herten Funktionalen FHK ist die per Variationsverfahren bestimmte Ener-
gie nicht mehr in jedem Fall die Grundzustandsenergie, so dass die Energie nach
der Minimierung einen falschen Wert annehmen kann. Auch die constrained search-
Formulierung von Levy ist nicht praktikabel, da im Prinzip alle Wellenfunktionen,
welche die Grundzustandsdichte ne0 erzeugen ko¨nnen, bekannt sein mu¨ssen.
4. DIE KOHN-SHAM-METHODE
Im Kapitel 3 wurde bereits beschrieben, dass die urspru¨ngliche DFT von Hohenberg
und Kohn sowie die
”
constrained search“ Formulierung von Levy im Allgemeinen
nicht praktikabel sind, da die konkrete Form einiger wichtiger Dichtefunktionale
nicht bekannt ist. Genau hier, am Hauptproblem direkten DFT-Ansa¨tze, na¨mlich
der kinetischen Energie, setzen die Ideen von Kohn und Sham an [17]. In diesem
Kapitel wird gezeigt, wie Orbitale im Sinne von Ein-Elektron-Wellenfunktionen aus
einem wechselwirkungsfreien Referenzsystem unter Beru¨cksichtigung eines Zusatz-
terms, welcher alle Korrekturen zum Referenzsystem enthalten soll, konstruiert wer-
den.
4.1 Die Neuformulierung des universellen Funktionals
Als erstes wird das universelle Funktional, siehe Gleichung 3.28, so aufgespalten,
dass die volle Elektron-Elektron-Wechselwirkung
Uee[ne] = J [ne] + Uee,ncl[ne] (4.1)









und dem nichtklassischen und unbekannten Beitrag der Elektron-Elektron-Wechsel-
wirkung Uee,ncl[ne] geschrieben werden kann. Mit dem kinetischen Beitrag des voll
wechselwirkenden Elektronensytems T [ne] hat das universelle Funktional dann fol-
gende Gestalt:
F [ne] = T [ne] + J [ne] + Uee,ncl[ne] . (4.3)
Das Dichtefunktional der Energie kann unter Verwendung von Gleichung (4.1) als
E[ne] = T [ne] + Uee[ne] +
∫
Vext(r)ne(r)dr (4.4)
= T [ne] + J [ne] + Uee,ncl[ne] +
∫
Vext(r)ne(r)dr (4.5)
geschrieben werden. Hierbei sind zumindest der Term fu¨r die klassische Elektron-
Elektron-Wechselwirkung J [ne] und der Beitrag des a¨ußeren Potentials Vext bekannt.
24 4. Die Kohn-Sham-Methode
Neben dem nichtklassischen Anteil der Elektron-Elektron-Wechselwirkung Uee,ncl[ne]
ist die funktionale Form der kinetischen Energie des voll wechselwirkenden Vielteil-
chensystems T [ne] unbekannt, kann aber durch die kinetische Energie eines nicht
wechselwirkenden Referenzsystems gena¨hert werden.
4.2 Das wechselwirkungsfreie Referenzsystem














mit einem effektiven und lokalen Potential Veff , besitzt. Aus dem so definierten












ist der sogenannte Kohn-Sham-Operator und liefert die Kohn-Sham-Gleichungen:
FKSφi = iφi . (4.9)
Die entsprechenden Wellenfunktionen φi werden als Kohn-Sham-Orbitale und die
Energien i als Kohn-Sham-Energieeigenwerte bezeichnet. Da die Referenzelektronen
nicht wechselwirken, kann die Gesamtwellenfunktion Φnw des Referenzsystems als






φ1(1) φ1(2) · · · φ1(N)










Das effektive Potential Veff sei dabei so gewa¨hlt, dass die Kohn-Sham-Orbitale φi die
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Die so definierte Energie Tnw ist zwar nicht gleich der kinetischen Energie des realen
Systems T , aber immerhin der u¨berwiegende Teil davon (Tnw ≤ T ). Die Korrek-
tur der kinetischen Energie erfolgt zusammen mit dem nicht klassichen Anteil der
Elektron-Elektron-Wehselwirkung Encl im so genannten Austausch-Korrelationsbei-
trag.
4.3 Der Austausch-Korrelationsbeitrag
Das universelle Dichtefunktional (siehe Gleichung 4.3) kann unter Verwendung der
Austausch-Korrelationsenergie wie folgt formuliert werden:
F [ne] = Tnw[ne(r)] + J [ne(r)] + Exc[ne(r)] , (4.13)
wobei der Austausch-Korrelationsbeitrag Exc als
Exc[ne] = (T [ne]− Tnw[ne]) + (U [ne]ee − J [ne]) (4.14)
definiert ist. Das Dichtefunktional der Austausch-Korrelationswechselwirkung Exc[ne]
entha¨lt somit die Korrekturen zu J [ne] (nicht klassische Austauschbeitra¨ge) und al-
le Wechselwirkungskorrekturen (Vielteilchen-Effekte bzw. Korrelationswechselwir-
kung) zu Tnw[ne].
Das in Gleichung (4.6) eingefu¨hrte effektive Potential Veff (r) kann mit der Definition








= Vext(r)+VH(r) + Vxc(r) (4.16)
geschrieben werden und wird in dieser Form als Kohn-Sham-Potential bezeichnet. Es













u¨ber das Dichtefunktional der Austausch-Korrelationsenergie Exc gewonnen werden
kann.
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Bis hierhin wurde das Dichtefunktional des kinetischen Beitrags des wechselwir-
kungsfreien Referenzsystems Tnw zwar definiert, aber noch nicht aufgezeigt, wie es
gewonnen werden kann. Auch hier fu¨hrt ein Minimierungsansatz u¨ber die Einteilchen-
Gesamtwellfunktionen Φ zur Lo¨sung:
Tnw(r) = min
Φ→n(r)











wobei die Minimierung fu¨r T = 0 K u¨ber die N energetisch am niedrigsten liegenden
Kohn-Sham-Orbitale φi stattfindet. Weil hier aber nur noch u¨ber die Einteilchen-
Gesamtwellenfunktionen und nicht wie in Gleichung (3.23) u¨ber die Vielteilchen-
Gesamtwellenfunktionen minimiert wird, reduziert sich der Aufwand erheblich. So-
mit ist eine Berechnung der Grundzustandsenergie u¨ber die Minimierung des Dich-
























Die jeweiligen Dichten ne(r), die in die Dichtefunktionale einfließen, sind im wechsel-
wirkungsfreien Referenzsystem als Betragsquadrate der Einteilchen-Wellenfuntkion
ne(r) = |Φ(r)|2 . (4.24)























Durch das Einsetzen des in Gleichung 4.16 definierten Kohn-Sham-Potentials in











φi(r) =iφi(r) , (4.27)
4.4. Die Aufspaltung des Austausch-Korrelationsbeitrages 27
Da der Kohn-Sham-Hamilton-Operator orbital- und somit auch dichteabha¨ngig ist,
sind die Kohn-Sham-Gleichungen selbstkonsistent, so dass sich ein iterativer Lo¨sungs-
weg anbietet. Startend mit einer Testladungseingangsdichte ergibt sich ein Kohn-
Sham-Potential, mit dem dann die Kohn-Sham-Gleichungen gelo¨st werden. Mit den
so ermittelten Kohn-Sham-Orbitalen wird eine neue Elektronenausgangsdichte ge-
bildet, welche wiederum als neue Startdichte dient. Dieses Iterationsschema wird
solange wiederholt, bis sich ein konvergentes Ergebnis einstellt, was genau dann der
Fall ist, wenn sich Eingangs- und Ausgangsladungsdichte bis auf eine vorher festge-
legte Differenz gleichen. Wenn auf diesem Wege die Grundzustandsdichte gefunden



























Bis hierhin ist der Kohn-Sham-Formalismus fu¨r das verwendete Kohn-Sham-Potential
exakt. Da fu¨r den Austausch-Korrelationsanteil im Kohn-Sham-Potential kein ana-
lytisch exakter Ausdruck existiert, muss dieser auch weiterhin gena¨hert werden, so
dass die Approximation des Austausch-Korrelationsbeitrages als Problem bestehen
bleibt.
4.4 Die Aufspaltung des Austausch-Korrelationsbeitrages
Da die analytisch exakte Form des Austausch-Korrelationsbeitrages nicht bekannt
ist, muss sie gena¨hert werden, was im Allgemeinen mit einer Aufspaltung in separate
Austausch- (Ex[ne]) und Korrelationsbeitra¨ge (Ec[ne]) beginnt:
Exc[ne] = Ex[ne] + Ec[ne] . (4.30)
Im Rahmen der DFT ist der Austauschbeitrag als
EDFTx ≡ Ex[ne] := 〈Φ[ne]UeeΦ[ne]〉 − J [ne] (4.31)
definiert [15]. Somit verbleibt der Korrelationsanteil, der nach Gleichung (4.14) und
Gleichung (4.31) folgende Form annimmt:
EDFTc ≡ Ec[ne] := (T [ne]− Tnw[ne]) . (4.32)
Der Vorteil der Separation von Austausch- und Korrelationsanteilen besteht darin,












ergeben sich aus Gleichung (4.18) analog zu Gleichung (4.30).
4.5 Na¨herungen fu¨r den Austausch-Korrelationsbeitrag
In diesem Abschnitt werden verschiedene Na¨herungen fu¨r den Austausch-Korre-
lationsbeitrag betrachtet. Dazu werden verschiedene ha¨ufig verwendete Funktio-
nale na¨her erla¨utert, wobei allerdings nur die Funktionale in PBE- und PW91-
Parametrisierung zur Erstellung der Ergebnisse dieser Arbeit eingesetzt wurden,
wa¨hrend es sich bei den u¨brgigen hier beschriebene Funktionalen (LDA, PW86,
B88) um die historischen Vorga¨nger der verwendete Funktionale handelt.
Es wird deutlich, dass von der konkreten Na¨herung fu¨r den Austausch-Korrelations-
beitrag Exc die Qualita¨t der Ergebnisse abha¨ngt. Um eine gewisse Genauigkeit der
Resultate zu gewa¨hrleisten, existieren eine Reihe von Eigenschaften, die von den
Exc-Na¨herungen erfu¨llt sein sollten. In Tabelle 4.5 sind die wichtigsten Eigenschaf-
ten kurz dargestellt, wobei Details dazu in [15, 13, 16, 18, 19] nachgelesen werden
ko¨nnen.
1. Ex < 0 negagtives Austauschloch








′)drdr′ = 0 Korrelation-Summenregel





6. Ex[neγ] = γEx[ne] Skalenverhalten des Austauschlochs
7. Ec[neγ] = γ
2E1/γ [ne] Skalenverhalten des Korrelationslochs







Die einfachste Na¨herung des Austausch-Kororrelationsbeitrages stammt von Kohn
und Sham [17] und bezieht sich auf Systeme mit einer nur sehr schwach oder gar
nicht vera¨nderlicher Elektronendichte, die im Rahmen des sogenannten homogenen
Elektronengases beschrieben werden ko¨nnen.
4.5.1 Lokale-Dichte-Na¨herung (LDA)
Die Lokale-Dichte-Na¨herung (LDA) bezieht sich auf das Modellsystem des homgenen
Elektronengases. Unter der Annahme, dass Exc am Ort r nur von der Dichte ne(r)
abha¨ngt, gilt:




xc (ne(r))dr . (4.35)
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Hierbei ist homxc die Austauschkorrelationsenergie des homogenen Elektronengases
pro Elektron [17]. Eine Aufspaltung der Beitra¨ge ist a¨hnlich wie in Gleichung (4.30)
mo¨glich:
homxc (ne(r)) = 
hom
x (ne(r)) + 
hom
c (ne(r)) . (4.36)









x (ne(r))dr . (4.37)
Die Austauschenergie fu¨r das homogene Elektronengas in Hartree-Fock-Na¨herung









Fu¨r die Korrelationsenergie existieren mehrere Parametrisierungen und Na¨herungs-
formeln [21, 22, 23, 24], die in der Anwendung allerdings zu vergleichbaren Resulta-
ten fu¨hren. Als Beispiel soll hier die Parametrisierung von Perdew und Zunger [21]
aus dem Jahr 1981 angegeben werden, die auf Quanten Monte Carlo Rechnungen









fu¨r rs ≤ 1
A ln rs + B + Crs ln rs + Drs fu¨r rs < 1 .
(4.39)
Der hier verwendete dimensionslose Dichteparameter ist als rs := r0/aB definiert,
wobei r0 der Wigner-Seitz-Radius r0 =
3
√
4/(3πn) und aB der Bohrsche Radius ist.
Die Parameter sind mit γ = −0.1423, β1 = 1.0529, β2 = 0.3334, A = 0.0311, B =
−0.048, C = 0.0020, D = −0.0116 gegeben.
Desweiteren ist die Berechnung des Austauschkorrelationspotentials u¨ber die Funk-
tionalableitung mo¨glich [16]:
V LDAxc (r) =
δELDAxc [ne]
δne(r)




In realen Systemen sollte das Bild vom homgenen Elektronengas, das der LDA zu
Grunde liegt, bis auf einige einfache nahezu ideale Metalle keine adequate Na¨herung
darstellen. So haben Kohn und Sham den Ausdruck ELDAxc [ne] stets als nullte Na¨he-
rung des Austausch-Korrelationsbeitrages verstanden [17]. Eine Verbesserung der
LDA-Na¨herung unter Beru¨cksichtigung weiterer signifikanter physikalischer Gro¨ßen
ist notwendig. Das Na¨chstliegende ist die Erweiterung der LDA um den Gradienten
der Elektronendichte.
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4.5.2 Erweiterungen der LDA - Generalisierte-Gradienten-Na¨herung (GGA)
Die einfachste Art einer Gradientenkorrektur zur LDA besteht in der GEA (engl.
Gradient Expansion Aproximation), bei der die Elektronendichte ne im Sinne einer
Taylor-Entwicklung um den Gradienten der Elektronendichte erweitert wird:










In dieser Form ko¨nnen einige Bedingungen aus Tabelle 4.5 nicht mehr vollsta¨ndig
erfu¨llt werden. In [26] wurde beispielsweise gezeigt, dass das Austauschloch (Ei-
genschaft 1 in Tabelle 4.5) nicht mehr unbedingt negativ ist. Dieses fu¨hrt zu einer
signifikanten Verschlechterung in den Resultaten. Um trotzdem Dichtegradienten
benutzen zu ko¨nnen, wurden die generalisierten Gradientenkorrekturen im Rahmen




In dieser Form ist die Energie nicht mehr nur ein Funktional der Dichte sondern auch
ein Funktional des Dichtegradienten. Die Konstruktion des GGA-Funktionals erfolgt
auf einem semiempirischen Weg durch Anpassung der Parameter an Experimente,
bekannte Grenzfa¨lle und ab-initio Rechnungen, siehe [13]. Eine Anforderung an die
GGA-Funktionale ist das Einhalten mo¨glichst vieler Eigenschaften aus Tabelle 4.5.
Desweiteren sollte die Forderung
xc(ne,∇ne = 0) = homxc (ne) (4.43)
erfu¨llt sein. Der hierbei verwendete Term homxc entspricht der Definition in Glei-
chung 4.35 in LDA. Auch in GGA-Funktionalen ist eine Aufspaltung in Austausch-
und Korrelationsanteil u¨blich. Das Dichtefunktional der Austauschenergie EGGAx [ne]





x (ne)F (s)dr . (4.44)
Hierbei wurde der enhancement-Faktor F (s) eingefu¨hrt, fu¨r den verscheidene Para-










verwendet. Um die Unterschiede der einzelenen GGA-Funktionale zu verdeutlichen,
sollen hier einige enhancement-Faktoren tabellarisch dargestellt werden.
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• Perdew und Wang entwickelten 1986 das GGA-Funktional PW86 [27], welches
aus Anpassungen an Rechnungen zu neutralen Atomen gewonnen wurde. Fu¨r
s → 0 wird nicht der korrekte LDA-Limes, siehe Gleichung 4.43 erreicht. Der












• Das 1988 entwickelte Funktional von Becke B88 [28] wurde gewonnen durch
das Anpassen an Austauschenergien von Edelgasatomen. Es werden aber nur
die Eigenschaften (1.) und (6.) aus Tabelle 4.5 reproduziert. Im B88-Funktional
ist der enhancement-Faktor






1 + 6βαs sinh−1(αs)
(4.48)






3 , β = 0.0042, α = 2 (6π2)
1
3 abha¨ngig.
• Ein Teil der in dieser Arbeit vorgestellten Ergebnisse fu¨r Rb und Cs [5] wurden
mit dem PW91-Funktional [29] von Perdew und Wang gewonnen. In [29] wurde
der enhancement-Faktor FB88(s) so vera¨ndert, dass zusa¨tzlich noch die Lieb-
Oxford-Beziehung, Eingenschaft (5.) aus Tabelle 4.5, erfu¨llt ist.
F PW91(s) =






1 + a1s sinh
−1(a2s) + a5s4
) . (4.49)
Die verwendeten Parameter sind aus [29] mit a1 = 0.19645, a2 = 7.7956, a3 =
0.2743, a4 = 0.1508 und a5 = 0.004 gegeben.
• Das PBE-Funktional, welches fu¨r den u¨berwiegenden Teil der hier vorgestell-
ten Ergebnisse verwendet wurde und von Perdew, Burke und Ernzerhof 1996
entwickelt wurde [30], orientiert sich an den Vorteilen des F PW91(s)PW91-
Funktionals, hat allerdings eine einfachere Form





mit nur zwei Parametern κ = 0.804, µ = 0.2195 und reproduziert zusa¨tzlich
noch den fu¨r Metalle wichtigen Linear-Response-Grenzfall, siehe [30].
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• Zhang und Yang versuchten 1998 das PBE-Funktional durch eine andere Wahl
der in [30] eingefu¨hrter Parameterwerte so zu vera¨ndern, dass fu¨r verschieden
Moleku¨le genauere Dissoziationsenergien berechnet werden konnten [31]. Das
ZY98-Funktional ist also im Wesentlichen das PBE-Funktional mit dem Un-
terschied, dass der Parameter κ = 1.245 benutzt wurde.
Alein an den enhancement-Faktoren der vorgestellten Funktionale ist zu erkennen,
wie wichtig ein ausgiebiges Testen und U¨berpru¨fen der Funktionale ist. Dennoch
hat sich fu¨r diese Klasse von Funktionalen die Parametrisierung von PBE durch-
gesetzt. Der u¨berwiegende Teil der vero¨ffentlichten GGA-Resultate wurde in der
PBE-Parametrisierung berechnet, was unter anderem auch daran zu erkennen ist,
dass der Ortiginalartikel [30] u¨ber 4000 mal zitiert wurde.
Neben den enhancement-Faktoren, die im Prinzp die Austauschwechselwirkung fest-
legen, existieren fu¨r die Korrelationsbeitra¨ge ebenfalls eine ganze Reihe von Na¨he-
rungen. Hier werden allerdings nur die fu¨r die hier vorgestellte Arbeit wichtigsten
Parmetrisierung in PW91- und PBE-Na¨herung gezeigt. Der Korrelationsanteil in
PBE-Parametrisierung ist wie folgt aus [30] gegeben:
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definiert.
Die Wahl des Austausch-Korrelationsfunktionals stellt immer einen Kompromiss
dar. Allein die Tatsache, dass das Funktional aus rechentechnischen Gru¨nden lokal
sein sollte, ist mit großen Einschra¨nkungen in Bezug auf Genauigkeit und Allge-
meingu¨ltigkeit verbunden. So wird beispeilsweise beim HSE-Funktional versucht,
den Austausch so aufzuspalten, dass fu¨r kleine Absta¨nde die Hartree-Fock-Na¨he-
rung und fu¨r gro¨ßere Absta¨nde die PBE-Na¨herung benutzt wird [32]. Bei der fu¨r
die hier vorgestellte Arbeit verwendeten Version des Programmpakets VASP, wel-
ches spa¨ter ausfu¨hrlich dargestellt wird, haben sich Funktionale mit den Parame-
trisierungen LDA, PW91 und PBE durchgesetzt. So konnten insbesondere bei der
Verwendung von PAW-Pseudopotentialen, welche ebenfalls spa¨ter noch detailiert
vorgestellt werden, in PBE-Paramterisierung erstaunlich genaue Ergebnisse berech-
net werden. Dennoch ist die Entwicklung von verbesserten Funktionalen la¨ngst noch
nicht abgeschlossen [13]. Als Beispiele fu¨r Funktionale, welche die Genauigkeit des
PBE-Funktionals u¨bertreffen sollen, sind hier zu nennen AM05 [33], HSE06 [32] und
PBE0 [34]. Es zeigt sich aber, dass signifikante Verbesserungen in Bezug auf die Ge-
nauigkeit der Funktionale zu Lasten der Rechenzeit gehen, insbesondere dann, wenn
mehrere Eigenschaften gleichzeitig verbessert werden sollen.
Am Beispiel des in dieser Arbeit am ha¨ufigsten verwendeten PBE-GGA-Funktionals
soll der Konflikt bei der Wahl des Funktionals verdeutlicht werden. Perdew, Wang
und Ernzerhof entwickelten das PW91-Funktional [29] so weiter, dass es eine einfa-
chere Form erha¨lt und der Linear-Response-Grenzfall erfu¨llt wird, was insbesondere
bei Metallen eine Verbesserung darstellt [30]. In Bezug auf die Dissoziationsenergien
zeigte sich, dass die PBE-Parametrisierung vergleichbare, aber geringfu¨gig schlech-
tere Ergebnisse in Vergleich mit experimentellen Resultaten liefert, als das PW91-
Funktional [31]. Daraufhin fu¨hrten Zhang und Yang andere Werte fu¨r einen Parame-
ter des PBE-Funktionals ein, welche die Dissoziationsenergien des PBE-Funktionals
verbesserten [31]. Bei einer Nachuntersuchung von Perdew, Becke und Ernzerhof
zeigte sich aber, dass mit der Verbesserung der Dissoziationsenergien in PBE-ZY98
die Berechnung von anderen wichtigen physikalischen Eigenschaften, wie beispiels-
weise der Dimerabstand, verschlechtert wurden [35]. Man sieht schon allein an die-
sem Beispiel, das es zur Zeit noch nicht mo¨glich ist, alle physikalisch relevanten
Eigenschaften eines Vielteilchen-Systems mit nur einem Funktional in ausreichen-
der Genauigkeit und Effizienz (geringer Rechenaufwand) zu berechnen. So mu¨ssen
die DFT-Ergebnisse immer wieder mit Experimenten verglichen werden, um sicher-
zustellen, dass die verwendeten Funktionale fu¨r das gewa¨hlte System u¨berhaupt
ada¨quate Na¨herungen darstellen.
4.6 Mermins Na¨herung fu¨r endliche Temperaturen
Mermin hat 1965 den Einfluss von partiellen Besetzungen auf das KS-Funktional
untersucht [36], siehe auch Abschnitt 6.3. Die Na¨herung gewinnt an physikalischer
Bedeutung, falls die Temperatur des Systems in die Na¨he typischer Anregungsener-
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gien kommt. Des Weiteren gilt, dass bei finiten Temperaturen eine Minimierung der
totalen Energie nicht mehr ausreicht, um den Grundzustand des Systems zu be-
stimmen. Es muss vielmehr u¨ber eine generalisierte freie Energie minimiert werden,
welche wiederum die korrekte Entropie der Elektronensystems entha¨lt:
F = E − σS . (4.61)
Nach Collins et al. [37] und Kresse [38] kann die Entropie des Elektronensystems
















approximiert werden, wobei die Parameter µ mit der Fermi-Energie
(µ = EF |T=0K) und σ mit der Temperatur (σ = kBT ) identifiziert werden ko¨nnen.
4.7 Zusammenfassung von Kapitel 4
In diesem Kapitel wurde der Kohn-Sham-Formalismus vorgestellt, welcher in den
Rechnungen dieser Arbeit benutzt wird. Es wurde das quantenmechanische aber
wechselwirkungsfreie Referenzsystem eingefu¨hrt, wobei die Austausch- und Korrela-
tionsbeitra¨ge parametrisiert werden. Von den vorgestellten Parametrisierungen der
Austausch- und Korrelationsbeitra¨ge wurden zur Erstellung der Ergebnisse dieser
Arbeit die LDA-, PW91- und PBE-Funktionale verwendet.
5. NORMERHALTENDE PSEUDOPOTENTIALE
(NCP-POTENIALE)
Ein Großteil der Vero¨ffentlichungen, die auf DFT-Rechnungen zuru¨ckzufu¨hren sind,
basieren auf der Verwendung von so genannten Pseudopotentialen im Rahmen des
Kohn-Sham-Formalismus. Auch die im Rahmen dieser Arbeit gewonnenen Ergebnis-
se gehen auf die Verwendung von Pseudopotentialen zuru¨ck, so dass in diesem Kapi-
tel die urspru¨nglichen normerhaltenden Pseudopotentiale (norm conserving pseudo-
potentials NCP-Potentiale) eingefu¨hrt werden. Das elementare Ziel bei der Verwen-
dung von Pseudopotentialen ist eine Reduzierung des Rechenaufwandes durch eine
unterschiedliche Behandlung von kernnahen und interatomaren Bereichen. So kann
beispielsweise im Festko¨rper zwischen zwei Regionen unterschieden werden, die sich
in ihren Eigenschaften bezu¨glich der Form der Wellenfunktion signifikant unterschei-
den. Einerseits weisen die Wellenfunktionen zwischen den Ionen im interatomaren
Bereich einen relativ glatten Verlauf auf. Andererseits ko¨nnen die Wellenfunktionen
in direkter Kernna¨he starke Oszilationen und Knoten aufzeigen, da hier die Kern-
und Valenzwellenfunktionen u¨berlagern, aber trotzdem orthonormal zueinander sein
mu¨ssen.
Die Eigenschaften dieser physikalisch ho¨chst unterschiedlichen Bereiche kann man
sich einerseits durch eine geschickte Wahl der Basissa¨tze zu Nutze machen. An-
dererseits existiert die Mo¨glichkeit, recht einfache Ebene-Wellen-Basissa¨tze zu ver-
wenden, wobei dann allerdings die bereits erwa¨hnten Pseudopotentiale verwendet
werden ko¨nnen, um die Oszillationen der Wellenfunktionen, in dem fu¨r die meis-
ten Anwendungen uninteressanten Bereich in Kernna¨he, zu gla¨tten. Das Ersetzen
der a¨ußeren Elektronen durch Pseudo-Elektronen wird als Pseudoisierung bezeich-
net. Im Idealfall kann durch die Modifizierung des Coulomb-Potentials im Rahmen
des Pseudopotential-Formalismus die Anzahl der notwendigen Basissatzfunktionen
enorm verringert werden, ohne die Qualita¨t der zu berechnenden physikalischen
Gro¨ßen zu mindern.
Da Pseudopotentiale insbesondere dann verwendet werden, wenn der Basissatz aus
ebenen Wellen besteht, ist der Ausgangspunkt bei der Generierung von Pseudo-
potentialen die korrekte Darstellung des a¨ußeren Anteils der Wellenfunktion eines
isolierten Atoms oder Ions, z.B. ein Rubidiumatom, mit eben diesem Pseudopoten-
tial. Anschließend wird gepru¨ft, ob das Pseudopotential auch noch genu¨gend genaue
Ergebnisse liefert, wenn das Atom nicht mehr isoliert ist, wie z.B. in Moleku¨len oder
Festko¨rpern. Die Details zu diesem Verfahren sollen in diesem Kapitel erla¨utert wer-
den, wobei auch weiterhin die vorgestellten Formeln in atomaren Einheiten, siehe
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Gleichung (3.3), geschrieben sind.
5.1 Die frozen core Approximation
Wegen der Pseudoisierung der a¨ußeren Elektronen ist ein Ersetzen des ionischen all
elctron Coulomb-Potentials durch ein schwa¨cheres Gesamtpotential notwendig. Fu¨r
schwere Elemente wird zusa¨tzlich noch die frozen core Approximation verwendet um
den Rechenaufwand zu reduzieren. D.h. der Einfluss der Rumpfelektronen fu¨r meist
spha¨rische Referenzkonfigurationen wird einmal berechnet und dann als konstante
Korrektur im P-Potential der Außenelektronen mitgefu¨hrt.
5.2 Spha¨rische Schro¨dinger-Gleichung
Zur Konstruktion der Pseudo-Atome werden zuna¨chst neutrale isolierte Atome mit
allen Elektronen AE (all electron) im Rahmen einer LDA- oder GGA-Rechnung be-
stimmt, welche somit als Referenzkonfiguration dient. Danach werden die aktiven
Elektronen, meist die Valenzelektronen, welche nicht dem frozen core zugerechnet
werden, von der AE-Referenzkonfiguration abgezogen. Dieser Vorgang wird als uns-
creening bezeichnet. Zum Schluss erha¨lt man ein Pseudopotential, welches die Eigen-
schaften der interatomaren Wellenfunktion korrekt beschreibt. Das isolierte Atom
kann am sinnvollsten mit Hilfe der spha¨rischen stationa¨ren Schro¨dingergleichung













mit der Drehimpulsquantenzahl l als Summe aus dem winkelabha¨ngigen Anteil und
dem Radialteil geschrieben wird [38]. Des Weiteren gilt r = |r|. Aus der spha¨rischen
Schro¨dinger-Gleichung
(Tl + V (r))φ(r) = φ(r) (5.2)
ergibt sich die spha¨rische Wellenfunktion φ(r), welche die Normierungsbedingung∫
|φ(r)|2dr = 1 (5.3)
erfu¨llt. Der winkelabha¨ngige Anteil in Gleichung (5.2) hat unter Benutzung der












φ¯(q)jl(qr) qr dr (5.5)








φ(r)jl(qr) qr dr (5.6)
lassen sich mit einem vollsta¨ndigen Satz von Bessel-Funktionen jl(r) darstellen. Da







′r)r2dr = δ(q − q′) (5.7)









erfu¨llen. Fu¨r dem Erwartungswert der kinetischen Energie gilt:









5.3 Das Konzept der normerhaltenden Pseudopotentiale
Es ist unerla¨sslich, dass konsequent mit ein und demselben Funktional gerechnet
wird, d.h. ein Pseudopotential, das beispielsweise in LDA-Na¨herung erstellt wurde,
darf auch nur fu¨r LDA-Rechnungen benutzt werden. Diese Forderung ist fu¨r die im
Rahmen dieser Arbeit gezeigten Ergebnisse sichergestellt, da das Programmpaket
VASP die Kompatibilita¨t zwischen dem Pseudopotential und dem gewa¨hltem Funk-
tional u¨berpru¨ft und bei Nichtgewa¨hrleistung eine Warnung ausgibt. Das prinzipielle
Verfahren soll im Folgenden am Beispiel der LDA-Approximation erkla¨rt werden.
Der AE-LDA-Grundzustand fu¨r die spha¨rische Referenzkonfiguration des isolier-
ten Atoms wird berechnet, so dass man unter Benutzung des selbstkonsistenten
AE-Potentials V AE , die Valenzwellenfunktion φAEl und die entsprechenden Eigen-
energien AEl erha¨lt. Das AE-Potential V
AE ist nur eine andere Bezeichnung fu¨r
das Kohn-Sahm-Potential des Referenzsytems ohne frozen core Approximation und
Pseudoisierung.
Fu¨r die Qualita¨t des Pseudo-Wellenfunktion (P-WF) ist die Genauigkeit der loga-
rithmischen Ableitung der Wellenfunktion nach dem Ort von zentraler Bedeutung,
weil so die Streueigenschaften des Atoms bzw. Pseudoatoms festgelegt sind [18]. Fu¨r








definiert, wobei φAEl (r) die Lo¨sung vom radialen Teil der Schro¨dinger-Gleichung fu¨r
einen bestimmten Energieeigenwert AEl und der Drehimpulsquantenzahl l ist:
(T + V AE − AEl )
∣∣φAEl (r)〉 = 0 . (5.11)
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Die Streueigenschaften des Pseudoatoms und somit xAEl (r) spielen natu¨rlich auch
in anderen physikalischen Modellen wie LAPW [39, 40] und LMTO [39, 40] eine
wesentliche Rolle.
Wie schon am Anfang dieses Kapitels erwa¨hnt, ist das Ziel der Pseudoisierung die
Entfernung von Knoten und Oszilationen der AE-WF in Kernna¨he. Im einfachsten
Fall nimmt man eine Referenzenergie Ref und konstruiert ein Pseudopotential fu¨r
r < Rcut, so dass
xAEl (Rcut) = x
ps
l (Rcut) und x˙
AE
l (Rcut) = x˙
ps
l (Rcut) . (5.12)
Die Funktionen x˙AEl (Rcut) und x˙
ps
l (Rcut) stehen hier fu¨r die Ableitungen nach der
Energie  . Desweiteren wird gefordert, dass
V ps(r) = V AE(r) fu¨r r > Rcut . (5.13)
Im Gleichungssystem (5.12) stellt die Ableitung nach der Energie eine besondere
Schwierigkeit dar. Dashalb ist es sinnvoll das Gleichungssystem (5.12) so umzufor-
men, dass nur noch Ableitungen nach dem Ort u¨brig bleiben.
Aus der Forderung der Normerhaltung folgt
x˙AEl (r) = x˙
ps
l (r) fu¨r r > Rcut . (5.14)





φAEl (r)(Tl + V
AE − )φAEl (r)dr = 0 , (5.15)
















dr = 0 (5.16)














|φAEl (r)|2dr . (5.17)









Somit ist eine Vereinfachung von Gleichungssystems (5.12) mo¨glich:
φAEl (Rcut) = φ
ps
















Dieses Gleichungssystem (5.20) besteht im Vergleich zu (5.12) zwar aus drei Glei-
chungen, ist aber wesentlich einfacher zu handhaben, da keine Ableitungen nach der
Energie mehr vorkommen. Zur Pseudo-Wellenfunktion (P-WF) gelangt man dem-
nach durch geschickte Parametrisierung fu¨r den kernnahen Bereich r < Rcut . Das
Pseudopotential fu¨r jede Drehimpulsquantenzahl l ergibt sich aus der Inversion der
Schro¨dingergleichung:
V psl (r) =
(− Tl)φpsl (r)
φpsl (r)
fu¨r r > Rcut . (5.22)







erfu¨llt sein muss. U¨blicherweise werden fu¨r die Referenzenergien die Enegieeigenwer-
te der gebundenen Zusta¨nde verwendet. Nach Hamann [41] ist dieses Schema jedoch
nicht auf die gebundenen Zusta¨nde beschra¨nkt.
5.4 BHS-Pseudopotential
Die ersten normerhaltenden P-Potentiale stammen von Bachelet, Schlu¨ter und Chi-
ang (BHSP-Potentiale) [42]. Diese BHSP-Potentiale sind fu¨r die meisten Elemente
bekannt und tabelliert [43]. Nach Bachelet, Schlu¨ter und Chiang erfolgt die Kon-
struktion der BHSP-Potentiale in drei Schritten.
• Konstruktion eines glatten Start-Potential, welches die Singularita¨t von V AE(r)
am Ursprung entfernt, wobei Rcl bestimmt, u¨ber welchen Bereich V
AE(r) und
das Pseudopotential u¨bereinstimmen:





• Danach wird V 1(r) so vera¨ndert, dass die knotenlose Eigenfuntion φ2(r) zu
V 2(r) den korrekten Eigenwert  besitzt:
V 2(r) = V 1(r) + cf 2(r/Rcl) . (5.25)
Die so ermittelte Wellenfunktion φ2(r) erfu¨llt die Bedingungen (5.19) und (5.20).
• Im letzten Schritt wird die knotenlose Pseudowellenfunktion so vera¨ndert, dass
Bedingung (5.21) ebenfalls erfu¨llt ist:
φ3(r) = φ2(r) + δrl+1f 3(r/Rcl) . (5.26)
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Letztendlich kann das BHS-Pseudopotential durch Inversion der Schro¨dingerglei-
chung, siehe Gleichung (5.22), aus φ3(r) berechnet werden. Bachelet, Schlu¨ter und
Chiang wa¨hlten fu¨r ihre verwendeten Funktionen f i(r/Rcl) die Parametrisierung:
f 1(x) = f 2(x) = f 3(x) = e−x
λ
mit λ = 3.5 . (5.27)
Weiterhin soll gelten, dass der Pseudopotentialabschneideradius Rcl kleiner als der
Abschneideradius der P-WF Rcut sein muss. Somit stimmen P-WF und AE-WF erst
ab ungefa¨hr 1.5Rcl = Rcut gut u¨berein.
5.5 Vanderbilt-NCPP (Van-NCPP)
Vanderbilt publizierte 1985 die Idee, ein normerhaltendes Pseudopotential (Van-










mo¨glichst schnell gegen Null abfa¨llt, wobei er sich am BHS-Pseudopotential orien-
tierte. Die Methode, die Vanderbilt anwendete, besteht im wesentlichen aus den drei
BHS-Schritten, welche leicht modifiziert wurden.
• Durch das Entfernen der Rumpfstruktur des AE-Potentials V AE ist die Kon-





4 r < 1.5Rcl
V AE(r) r > 1.5Rcl
. (5.29)
• Fu¨r die Funktionen f 2 und f 3 wird im Gegensatz zum BHS-Pseudootential
folgende Form gewa¨hlt:




• Im dritten Schritt wird die Pseudollenfunktion φ2 mit (1 + δf 3(r/Rcl)) multi-
pliziert:
φ3(r) = φ2(r)(1 + δf 3(r/Rcl)) . (5.31)
Die Van-NCPP sind weit verbreitet, da sie weder in der Berechnung noch in der
Verwendung gro¨ßere Schwierigkeiten bereiten.
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5.6 Kleinman-Bylander Faktorisierung
Die bisher vorgestellten NCP-Potentiale sind nicht lokal, in dem Sinne, dass die
Wirkung des P-Potentials V psl von Drehimpulsquantenzahl l abha¨ngig ist. Fu¨r dre-
himpulsabha¨gige nicht lokale P-Potentiale ist die nicht faktorisierte Form




′)Vl(r)δ(r − r′)Y ∗lm(r) (5.32)
mit r = |r|, welche auch als semilokale Form bezeichnet wird, weil das P-Potential
zwar radial lokal, der winkelabha¨ngige Teil aber nicht lokal ist, also von der jeweiligen
Drehimpulsquantenzahl abha¨ngt, siehe [42, 45, 46]. Das hier verwendete P-Potential
Vl(r) ist das vorher definierte P-Potentiale (5.22) fu¨r die Drehimpulsquantenzahl l.
Die Kugelfa¨chenfunktionen Ylm in Gleichung (5.32) projizieren die Zusta¨nde einer
bestimmten Drehimpulsquantenzahlen l und m heraus.
Die Reichweite des nicht lokalen P-Potentials kann eingeschra¨nkt werden, indem ein
lokaler Anteil herausgezogen wird und somit ein lokales P-Potential




′)V SLl (r)δ(r − r′)Y ∗lm(r) (5.33)
mit
V SLl (r) = Vl(r)− Vloc(r) (5.34)
definiert werden kann. Das restliche nicht lokale P-Potential V SLl ist somit kurz-
reichweitig, da es nur fu¨r r < Rcut von Null verschieden ist. Innerhalb des Abschnei-
deradius Rcut ist das lokale P-Potential Vloc(r) beiliebig wa¨hlbar, wobei nach [38]
jedoch meistens das d-Potenial, also Potential zum d-Orbital, als lokales P-Potential
gewa¨hlt wird.
Zur Berechnung eines nicht lokalen P-Potentials fu¨r große Superzellen ist es notwen-
dig, das P-Potential in eine separable Form zu bringen, so dass das P-Potential in




|ξn 〉fn〈 ξn| (5.35)
zerfa¨llt. Aus dem semilokalen P-Potential (5.32) und den dazugeho¨rigen Wellen-
funktionen 〈r|φpslm〉 = Ylm(r)φpsl (r)/r fu¨r die Referenzenergien l haben Kleinman



















|V SLφpslm 〉〈φpslmV SL|
〈φpslm|V SL|φpslm〉
(5.37)
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ist und somit
V KB |φpslm〉 = V SL |φpslm〉 (5.38)
gilt. Die Wirkung des KBP-Potentials V KB auf die Referenzwellenfunktion ist also
dieselbe wie die des urspru¨nglichen semilokalen P-Potentiale V SL.
Die KBP-Potentiale sind durch ihre Nichtlokalita¨t sehr effizient. Bei der Konstruk-
tion und Verwendung von diesen KBP-Potentialen muss allerdings sehr sorgfa¨ltig
u¨berpru¨ft werden, dass keine so genannten
”
Ghostzusta¨nde“ auftreten, siehe [47, 46].
5.7 Qualita¨t der NCP-Potentiale





Zur Genauigkeit stellt sich die Frage, in wiefern das Pseudopotential verschiede-
ne physikalische Eigenschaften reproduziert. Die Effizienz des Pseudopotentials be-
schreibt im Grunde genommen, wie viele Basisfunktionen, bei VASP ebene Wellen,
zur Beschreibung der P-WF notwendig sind. Dabei gilt allgemein, dass je glatter
und flacher das P-Potential ist, desto weniger ebene Wellen sind zur Beschreibung
der P-WF notwendig.
Nach Rappe et al. [48] kann man aus dem Verhalten der Pseudo-Wellenfunktion die
Anzahl der ebenen Wellen ablesen. Es wurde im Abschnitt 5.2 bereits erwa¨hnt, dass
sich atomare Wellenfuntionen als Linearkombination von Besselfunktionen darstellen
lassen. Entscheidend ist der Fehler in der Berechnung der Energie, der sich aus der
jeweiligen Wahl des Cutoffradius ergibt. Bei einer Verwendung von ebenen Wellen bis
zu einer Cutoffenergie in atomaren Einheiten von Ecut =
1
2







das signifikante Maß. Hierbei ist φps die Bessel-Transformierte der atomaren Wel-
lenfunktion, siehe Gleichung (5.5).
Die Qualita¨t eines Pseudopotentials la¨sst sich dennoch nur sehr schwer abscha¨tzen.
Letztendlich mu¨ssen fu¨r pra¨zise DFT-Rechnungen verschiedene Testrechnungen fu¨r
das verwendete Pseudopotential im jeweiligen Dichte- und Temperaturbereich durch-
gefu¨hrt werden, um dessen Anwendbarkeit sicherstellen zu ko¨nnen [49]. Wie bereits
im Unterabschnitt 4.5.2 erwa¨hnt, ha¨ngt die Qualita¨t der Ergebnisse aber auch sehr
stark von der gewa¨hlten Na¨herung fu¨r den Austausch-Korrelationsbeitrages ab [50],
welche dann auch in die Konstruktion des P-Potential mit einfließt. Um die Trans-
ferabilita¨t zu gewa¨hrleisten, sollten die Streueigenschaften (5.10) des P-Potentials
und des AE-Potenials u¨ber einen mo¨glichst großen Energiebereich u¨bereinstimmen.
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5.8 Zusammenfassung von Kapitel 5
In diesem Kapitel wurde auf die ersten in DFT-Rechnungen mit einer Ebene-Wellen-
Basis verwendeten Pseudopotentiale eingegangen. Diese NC-Pseudopotentiale wur-
den nicht fu¨r die Erstellung der Ergebnisse dieser Arbeit genutzt, aber deren Dar-
stellung ist zum Versta¨ndnis der folgenden Pseudopotentiale erforderlich. Es wurde
gezeigt, wie bei der Erstellung der Pseudopotentiale die relevanten physikalischen
Eigenschaften des Systems erhalten bleiben, aber dennoch eine gute Anwendbar-
keit der Pseudopotentiale erreicht werden kann. Dazu wurden mehrere Methoden
zur Bestimmung von NC-Pseudopotentialen vorgestellt und gezeigt, nach welchen
Kriterien diese Pseudopotentiale zu bewerten sind. Die in diesem Kapitel beschriebe-
nen NCP-Potentiale (BHSP-Potentiale und VAN-NCP-Potentiale) ko¨nnen im Prin-
zip beliebig genau eingestellt werden, indem fu¨r die Abschneideradien rcut und rcl
genu¨gend niedrige Werte gewa¨hlt werden, wobei im Grenzfall rcut = rcl = 0 das P-
Potential gleich dem AE-Potential bzw. Coulomb-Potential ist. Durch das Absenken
der Abschneideradien werden die Pseudopotentiale jedoch
”
ha¨rter“, d.h. zu deren
Beschreibung wird eine gro¨ßere Anzahl ebener Wellen beno¨tigt, was wiederum den
Rechenaufwand erho¨ht. Optimal wa¨re jedoch ein sehr genaues Pseudopotential mit
hoher Effizienz. Einen Ausweg aus diesem Widerspruch zwischen Genauigkeit und
Effizienz bieten die im na¨chsten Kapitel vorgestellten ultrasoften Pseudopotentiale.
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6. ULTRASOFTE PSEUDOPOTENTIALE (USP-POTENTIALE)
Mit den NCP-Potentiale kann man fu¨r die meisten Elemente Festko¨rperrechnun-
gen bei guter Genauigkeit und gleichzeitig relativ kleinen cutoff-Radien von 150
eV bis 250 eV durchfu¨hren [38]. Ausnahmen bilden hierbei auf Grund ihrer stark
lokalisierten Orbitale der Valenzelektronen die Gruppe der U¨bergangsmetalle und
die Elemente der ersten Periode (H, He), fu¨r deren Beschreibung cutoff-Energien
von 450 eV bis 1000 eV notwendig sind [51]. Der Hauptgrund fu¨r die hohen cutoff-
Energien ist die korrekte Wiedergabe der Ladungsverteilung der P-Wellenfunktion
(Normerhaltung), wodurch die Erzeugung von weichen P-Potentialen mit niedrigen
cutoff-Energien verhindert wird. Um dieses Problem zu lo¨sen, formulierte Vander-
bilt [52] ein neues P-Potentialkonzept zur Beschreibung der Wechselwirkung zwi-
schen Ionenrumpf und aktiven Elektronen, also meistens Valenzelektronen. Dieses
neue Konzept zeichnet sich insbesondere durch zwei Punkte aus:
• Das faktorisierte P-Potential wird direkt berechnet, wodurch der Umweg u¨ber
ein semilokales P-Potential, siehe Abschnitt 5.6, unno¨tig wird. Ein weiterer
Vorteil ist die Mo¨glichkeit der Einbeziehung mehrerer Referenenergien fu¨r ein
und dieselbe Quantenzahl, wodurch die Genauigkeit der logarithmischen Ab-
leitung x und somit die Transferabilita¨t des P-Potentials entscheidend verbes-
sert wird. Blo¨chl [53] publizierte unabha¨ngig von Vanderbilt im selben Jahr
(1990) den gleichen Vorschlag, wobei sich die Vorgehensweisen im Detail je-
doch unterscheiden.
• In Vanderbilts Konzept wird die Normerhaltung aufgegeben. Die dadurch
verletzte Forderung der Ladungserhaltung wird durch die Einfu¨hrung von
augmentation-Ladungen erfu¨llt.
Somit wird die Beschreibung der Elektronen im lokalen Rumpfbereich von der im
nicht lokalen interatomaren Bereich entkoppelt. Wie Kresse in [38] schreibt, a¨hnelt
dieses Konzept dem OPW-Konzept (orthogonalized plane waves) [54, 55] und dem
Phillip-Kleinman P-Potentialkonzept [56].
6.1 Beru¨cksichtigung mehrerer Referenzenergien
Vanderbilt [52] und Blo¨chl [57] schlugen unabha¨ngig voneinander vor, eine zweite Re-
ferenzenergie pro Quantenzustand bei der Konstruktion faktorisierter P-Potentiale
zu beru¨cksichtigen, um die Transferabilita¨t der P-Potentiale zu erho¨hen. Dazu wird
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konstruiert, so dass die Pseudoisierungsbedingungen (5.19) und (5.20) erfu¨llt sind.
Die Wellenfunktionen φpslm werden in einen winkelabha¨ngigen Ylm(r) und einen radia-
len φpsl (r) Anteil aufgespalten, wobei  die jeweilige Referenzenergie zu den Quan-
tenzahlen lm ist. Zur Verku¨rzung der Notation wird an dieser Stelle ein Index i
eingefu¨hrt, der fu¨r lm und  steht.
Fu¨r jede P-Wellenfunktion wird ein Zustand |χi〉 u¨ber:
|χi〉 := −(T + Vloc − i) |φpsi 〉 (6.2)
mit dem lokalen Potential Vloc definiert.















= δij . (6.5)




|χi 〉〈 βi| =
∑
i,j
Bij |βj 〉〈βi| (6.6)
geschrieben werden. Folglich ist V NL der korrekte nichtlokale P-Potentialoperator,
da fu¨r jede Referenzenergie i die zugeho¨rigen P-Wellenfunktion |φpsi 〉 die Gleichung
(T + Vloc + V
NL − i) |φpsi 〉 = 0 (6.7)
erfu¨llt. Es kann gezeigt werden, dass Bij und somit auch das P-Potential V
NL her-
mitesch sind [38, 51], falls die P-Wellenfunktiom φpsi eine verallgemeinerte Normie-
rungsbedingung〈
φAEj |φAEi
〉− 〈φpsj |φpsi 〉 = 0 (6.8)







l′ (r)− φpsl (r)φpsl′(r)
)
dr = 0 . (6.9)
erfu¨llt. Dieser Schritt erho¨ht durch die Verwendung mehrerer Referenzenergien , ′
die Transferabilita¨t und die Genauigkeit des P-Potentials. Die Anwendung dieses
Verfahrens fu¨r NCP-Potentiale ist sehr schwierig [51], weshalb auf im Rahmen der
USP-Potentiale auf die Normierungsbedingung (6.8) teilweise verzichtet wurde.
6.2. Nicht normerhaltende Vanderpilt P-Potentiale 47
6.2 Nicht normerhaltende Vanderpilt P-Potentiale
Die Normerhaltungsforderung (6.8) wird bei den ultrasoften USP-Potentialen fallen
gelassen. Alle in Kap. 5 beschriebenen Methoden funktionieren, wobei jeweils der
Schritt, der die Normerhaltung beinhaltet, weggelassen wird. Die in dieser Arbeit
verwendeten, im Programmpaket VASP mitgelieferten und sehr ausgibig getesteten
USP-Potentiale gehen auf NCP-Potentiale vom Vanderbilt-Schema zuru¨ck.
Sobald man die verallgemeinerte Normerhlatung (6.8) aufgibt, ist die Hermitezita¨t
der Matrix B, siehe Gleichung (6.3), nicht mehr gewa¨hrleistet. Aber man kann das
Eigenwertproblem
(T + Vloc + V
NL − ) |φ〉 = 0 (6.10)
so transformieren, dass es in ein verallgemeinertes Eigenwertproblem
(T + Vloc + V¯
NL − S) |φ〉 = 0 (6.11)
mit hermiteschem U¨berlappoperator
S = 1 +
∑
ij





Datomij |βj〉 〈βi| (6.13)
umgeformt wird, wobei die ebenfalls hermitesche Matrix
Datomij = Bij − iQij (6.14)




wird auch als augmentation-Funktion (Zusatz-Funktion) bezeichnet und ist im Prin-





〉− 〈φUSj |φUSi 〉 . (6.16)
Um den Aufwand zur Erstellung der USP-Potentiale zu minimieren, werden die




〉− 〈φUSj |φUSi 〉 . (6.17)
berechnet, wobei Kresse und Hafner in [51] allerdings anmerken, dass in der prak-
tischen Anwendung die USP-Potentiale nach den Gleichungen (6.16) und (6.17)
gleichwertig sind. Die logarithmischen Ableitungen der P-Wellenfunktion xps , wel-
che die Steueigenschaften festlegen [18], werden bei den Referenzenergien i und in
deren Umgebung ebenfalls korrekt wiedergegeben [58].
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6.3 Ladungsdichten und partielle Besetzungen
Wie im Abschnitt 6.2 bereits deutlich wurde, ist bei den USP-Potentialen die La-
dungsdichte der Valenzelektronen komplizierter als bei NCP-Potentialen. Es soll
zwar die allgemeine Ladungserhaltung gelten, aber gerade bei den USP-Potentialen
wird die Normerhaltung fu¨r die verschiedenen KS-Orbitale aufgegeben, um zusa¨tz-
liche Freiheitsgrade zum Gla¨tten des Potentials zu erhalten. Dieses Problem wird
durch die Einfu¨hrung von zusa¨tzlichen Ladungen (augmentation-Ladungen) gelo¨st.
An dieser Stelle wird ein Gesamtindex i so definiert, dass er nicht nur die Quan-
tenzahlen der KS-Orbitale, sondern zusa¨tzlich noch einen Index fu¨r jedes Ion in der







mit den normerhaltenden NCP-Wellenfunktionen φncpsn und den partiellen Beset-
zungszahlen fn nicht mehr aus, um die Ladungserhaltung zu gewa¨hrleisten.








wobei βi die lokalisierten Projektionszusta¨nde und Qij die lokalisierten augmen-
tation-Funktionen sind.
6.4 Das KS-Dichtefunktional der freien Energie
Mit der Definition der freien Energie (Gl. 4.61) la¨sst sich der Grundzustand ei-
nes thermisch angeregten Systems mittels DFT finden. Fu¨r Systeme mit periodi-
schen Randbedingungen, wie sie in dieser Arbeit ausschließlich verwendet werden,
ist das Kohn-Sham Dichtefunktional der freien Energie fu¨r ein USP-Potential vom
Vanderbilt-Typ bei finiten Temperaturen als






∣∣T + V ionNL ∣∣φn〉+ EH [ne] + Exc[ne]
+
∫





gegeben [51], wobei S(fn) die Entropie des nicht wechselwirkenden Elektronensy-
tems ist und fn die partiellen Besetzungszahlen (0 ≤ fn ≤ 1) der NB Ba¨nder sind.
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Des Weiteren stehen EH [ne] fu¨r die Hartree-Energie, E
xc[ne] fu¨r die Austausch–
Korrelationsenergie, V ionloc fu¨r das lokale Pseudopotential, T = −(1/2)∇2 fu¨r den
kinetische Energie-Operator und γEwald fu¨r die Madelung-Energie der Ionen. Die
freie Energie FKS ha¨ngt von den Positionen der Ionen RN , den elektronischen Wel-
lenfunktionen φn und den partiellen Besetzungszahlen fn ab. Der nicht lokale Anteil
des Potentials V ionNL ist wie in Gl. 6.13 definiert. Die elektronische Ladungsdichte
ne(r) setzt sich wie in Gl. 6.19 zussammen.
Die wichtigste Eigenschaft des KS-Funktionals ist der Umstand, dass es bei der
Variation nach beliebigen Wellenfunkionen extremal im Grundzustand wird. Unter
Einhaltung der Orthonormalita¨tsbedingung fu¨hrt die Variation der Wellenfunkionen
zu den allgemeinen Energie-Eigenwertgleichungen
HKS|φn〉 = nS|φn〉 (6.21)
wobei HKS der KS-Hamiltonian





mit dem loklen Potential
V scloc = V
ion
loc + V
H [ne] + V
xc[ne] (6.23)
verwendet wird. Des Weiteren stehen V H fu¨r das Hartree-Potential und V xc fu¨r
das Austausch-Korrelationsfunktional ist. Fu¨r USP-Potentiale ha¨ngt auch der nicht









6.5 Die Berechnung der Kra¨fte auf die Ionen
Die Kra¨fte auf die N Ionen FN fu¨r das Finite-Temperaturen-Kohn-Sham-Funktional







gegeben, wobei F die freie Energie des Systems ist.
6.6 Zusammenfassung von Kapitel 6
Es wurden in diesem Kapitel die US-Pseudopotentiale, welche auf den NC-Pseudo-
potentialen basieren, dargestellt. Das Aufgeben der Normerhaltung konnte durch
die Einfu¨hrung von zusa¨tzlichen Ladungen kompensiert werden. Fu¨r die Erstellung
der Ergebnisse dieser Arbeit wurden fu¨r Rb- und Cs-Fluide die US-Pseudopotentiale
verwendet, die im Programmpaket VASP mitgeliefert werden.
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7. PAW-PSEUDOPOTENTIALE
Die USP-Potentiale wurden eingefu¨hrt um Elemente der ersten Reihe, U¨bergangs-
metalle und Seltenerdmetalle numerisch vorteilhafter behandeln zu ko¨nnen. Neben
dem in Kapitel 6 vorgestellten USP-Potentialen vom Typ Vanderbilt [52] (Van-USP-
Potentiale) hat Blo¨chl 1994 ein USP-Potential-Konzept entwickelt [53], welches Ideen
aus der Pseudopotentialtheorie und der linearized augmented plane wave-Methode
verbindet [9, 39, 40]. Diese USP-Potentialmethode von Blo¨chl wird deshalb projec-
tor augmented wave-Methode (PAW-Methode) genannt. Blo¨chls PAW-Methode hat
im Vergleich zur Van-USP-Potentialmethode den Vorteil, dass eine lineare Trans-
formation von der USP- zur AE-Wellenfunktion verwendet wird, wobei das PAW-
Dichtefunktional der totalen Energie mit Anwendung auf das Kohn-Sham Funktio-
nal konsitent abgeleitet wird [53]. PAWP-Potentiale lassen sich im Vergleich zu Van-
USP-Potentialen leichter konstruieren, da eine Pseudoisierung der augmentation-
Ladungen vermieden wird. Blo¨chl zeigt in [53], dass die PAW-Methode mit der vol-
len AE-Wellenfunktion und dem AE-Potential arbeitet, was unter anderem durch
die Verwendung eines radialen Gitters um jedes Atom erreicht wird. Bei der Dekom-
position von regula¨ren und radialen Grid treten keine Kreuzterme auf. Die PAW-
Methode fand im Vergleich zur Van-USP-Potentialmethode relativ spa¨t Anwendung,
da lange Zeit keine Vorteile der PAW-Methode erkennbar waren. Heute ist klar, dass
insbesondere zur Berechnung von Leitfa¨higkeiten im Rahmen der QMD im Zusam-
menhang mit der Kubo-Greenwood-Formel die Verwendung von PAWP-Potentialen
im Algemeinen genauere Ergebnisse liefert, da insbesondere die Kernzusta¨nde in
der PAW-Methode konsitenter beschrieben werden. In den folgenden Abschnitten
werden die wichtigsten Ausdru¨cke der PAW-Methode dargestellt.
7.1 Das PAW-Dichtefunktional der Energie
In diesem Abschnitt wird nach einer Einfu¨hrung in die Grundlagen der PAW-
Methode das Dichtefunktional der totalen Energie abgeleitet. Eine Erweiterung
auf finite Temperaturen unter Verwendung der freien Energie F ist a¨quivalent zu
Gl. (4.61) mo¨glich und wird nicht noch einmal explizit angegeben.
7.1.1 Die all electron PAW-Methode
Blo¨chl hat die PAW-Methode in [53] ausfu¨hrlich beschrieben und unter anderem
gezeigt, dass die Unterteilung des Raumes in kernnahe und interatomare Bereiche
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deutliche Vorteile mit sich bringt, wenn in der numerischen Umsetzung die verschie-
denen Bereich konsequent auf einem kernnahen radialen Gitter und einem interato-
maren Ebene-Wellen Gitter berechnet werde. Die Herleitung des Energiefunktionals
in [60], welches in dieser Form fu¨r den VASP-Code verwendet wird, ha¨lt sich nah an
[53]. Bei der Einbindung der Hartree und Austausch-Korrelationsenergien in VASP
treten deutliche Unterschiede zum urspru¨nglichen Vorschlag von Blo¨chl auf. Dieses
modifizierte PAW-Funktional wird direkt vom exakten Kohn-Sham Dichtefunktional










+ EH [ne + nZ ] + Exc [ne] (7.1)
abgeleitet, wobei EH [ne + nZ ] die Hartree-Energie der elektronischen Gesamtla-
dungsdichte ne und der Punktladungsdichte der Nukleonen nZ ist. Die elektronische
Austausch- und Korrelationsenergie wird durch Exc[ne] repra¨sentiert, und fn steht
fu¨r die orbitalen Besetzungzahlen.
In der PAW-Methode repra¨sentiert Ψn die AE-Wellenfunktion, die durch eine lineare







Hierbei sind die P-Wellenfunktion Ψ˜n die Variationsqro¨ßen. Im hier verwendeten
Index i sind die Ionenpositionen R, die Drehimpulsquantenzahlen L = l,m und der
zusa¨tzliche Index k der Referenzenergien kl zusamengefasst. Die AE-Partialwellen-
funktion φi des i-ten Zustandes wird aus dem Referenzatom gewonnen, wa¨hrend
die P-Partialwellenfunktion φ˜i außerhalb des core-Radius r
l
c a¨quivalent zur AE-
Partialwellenfunktion φi ist und innerhalb r
l
c kontinuierlich gegen φi strebt. Dabei
wird der core-Radius rlc so gewa¨hlt, dass er kleiner des ungefa¨hren Na¨chste-Nachbar-




= δij . (7.3)
Von Gl. 7.2 ausgehend gilt die Identita¨t ne(r) − n1(r) = n˜(r) − n˜1(r) , so dass die
AE-Ladungsdichte ne(r) wie folgt geschrieben werden kann:
ne(r) = n˜(r) + n
1(r)− n˜1(r) . (7.4)
Na¨heres hierzu erfa¨hrt man in [53], wobei die P-Ladungsdichte n˜(r) direkt aus den
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Die dazugeho¨rigen Ladungsdichten n1(r) und n˜1(r) werden auf einem radialen Support-
Gitter behandelt, dass bis zum Radius rrad um jedes Ion reicht. Nach [53] ist die




ρij 〈φi|r〉 〈r|φj〉 (7.6)











definiert. Die hierbei verwendeten ρij sind die Besetzungen der einzelnen augmenta-













Bis hierher wurden nur Fa¨lle betrachtet, bei denen alle Elektronen mitgenommen
wurden. Fu¨r schwerere Elemente ist es aus Gru¨nden der numerischen Effizienz gu¨ns-
tig, die frozen core-Na¨herung anzuwenden. Die Summationen in den Gleichungen
aus Unterabschnitt 7.1.1 erfolgt ab jetzt nur noch u¨ber a¨ußeren Ba¨nder, meistens





Des Weiteren werden vier neue Ladungsdichten nc, n˜c, nZc und n˜Zc eingefu¨hrt, um
die core-Ladungsdichte zu beschreiben. Die frozen core-AE-Ladungsdichte des Re-
ferenzatoms wird mit nc und die frozen core-P-Ladungsdichte mit n˜c bezeichnet.
Auch hier gilt, dass ab einem bestimmten Radius, der mit rpc bezeichnet wird, nc
und n˜c a¨quvalent sind. Der Radius rpc liegt innerhalb der augmentation-Region. Die
core-Ladungsdichte n˜c der P-Wellenfunktion wird benutzt, um nichtlineare core-
Korrekturen zu berechnen [61].
Es wird definiert, dass die totale AE-core-Ladungsdichte nZc die Summe aus der
frozen core-Ladungsdichte nc der AE-Wellenfunktion und der Ladungsdichte der
Ionen nZ ist:
nZc := nZ + nc . (7.9)
Auch hier gilt, dass die P-core-Ladungsdichte n˜Zc außerhalb der core-Region a¨quiva-
lent der AE-core-Ladungsdichte nZc ist. Innerhalb der core-Region sollten nZc und









fu¨r die Integration auf dem radialen Support-Gitter. Das Gesamtmo-
ment von nZc und n˜Zc sollte der negativen Ionenladung (−Zion) entsprechen, wenn
die Elektronen per Konvention die Ladung +1 tragen.
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7.2 Die Hartree-Energie in der PAW-Methode
Die Hartree-Energie wird in VASP a¨hnlich wie in [53] gehandhabt. Dazu wird
zuna¨chst eine totale Ladungsdichte nT
nT := ne + nZ = nv + nc + nZ = nv + nZc = n˜T + n
1
T − n˜1T (7.11)






n˜T := n˜v + nˆv + n˜Zc (7.12)
n1T := n
1
v + nZc (7.13)
n˜1T := n˜
1
v + nˆv + n˜Zc . (7.14)
Hierbei wurde die Kompensationsladungsdichte nˆv als neue Gro¨ße eingefu¨hrt, wel-
che in Abschnitt 7.4 genauer beschrieben wird und insbesondere die korrekte Re-
produktion der Multipolmomente der AE-Ladungsdichte n1v + nZc innerhalb der
augmentation-Region sicherstellen soll. Weil die P-core-Ladungsdichte n˜Zc und die
AE-core-Ladungsdichte nZc exakt die gleichen Monopole (−Zion) bei verschwin-
denden Multipolen aufweisen sollen, wird die Kompensationsladungsdichte nˆv so
gewa¨hlt, dass n˜1v + nˆv und die AE-Valenz-Ladungsdichte n
1
v die gleichen Momente
aufweisen.
In [60] und [53] wird darauf hingewiesen, dass Probleme auftreten, wenn innerhalb
einer augmentation-Spha¨re einzelne augmentation-Ladungen u¨berlappen und somit
Kreuzterme entstehen. Man erha¨lt fu¨r die Hartree-Energie
1
2
(nT )(nT ) =
1
2
(n˜T )(n˜T ) + (n
1
T − n˜1T )(n˜T ) +
1
2
(n1T − n˜1T )(n1T − n˜1T ) , (7.15)





|r− r′| . (7.16)




(nT )(nT ) ≈ 1
2










fu¨hrt. Die Notation (a)(b) weist darauf hin, dass (a)(b) auf dem radialen Gitter
der jeweiligen augmentation-Region berechnet wird, wa¨hrend die nichtgestrichenen
Terme dagegen auf dem Ebene-Wellen-Gitter behandelt werden. Diese gena¨herte






gegeben ist. Kresse und Furthmu¨ller weisen in [60] darauf hin, dass dieser Fehler fu¨r
einen kompletten Satz von Projektoren dieser Fehler verschwindet.
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Unter Benutzung von Gleichung (7.12) wird aus dem ersten Term der Gleichung (7.17)
1
2
(n˜T )(n˜T ) =
1
2











(n˜Zc)(n˜Zc) + U(R, Zion) . (7.20)
Hierbei wird die elektrostatische Energie U(R, Zion) aus punktfo¨rmigen Ionenladun-
gen im uniformen elektrostatischen Hintergrund benutzt, wa¨hrend 1
2
(n˜Zc)(n˜Zc) die
Selbstenergie der P-core-Ladungsdichte n˜Zc darstellt.

























Des Weiteren wird hier angemommen, dass die core-Ladungen nicht u¨berlappen.
7.3 Die Austausch-Korrelation-Energie
Die Elektronenladungsdichte ne kann folgendermaßen zerlegt werden:
ne = nc + nv = (n˜v + nˆv + n˜c) + (n
1
v + nc)− (n˜1v + nˆv + n˜c) . (7.23)
Dabei ist zu beachten, dass sich die core-Ladungsdichte der P-Wellenfunktion n˜c im
Falle der frozen core-Na¨herung deutlich von der n˜Zc unterscheidet, in der zusa¨tz-
lich zur Ladungsdichte der core-Elektronen n˜c noch die Ionenladungsdichte n˜Z ent-
halten ist, siehe Gleichung (7.11). Dabei muss n˜Zc den exakten Monopol von nZc
reproduzieren. Fu¨r einen kompletten Satz von Projektoren kann die Austausch-
Korrelationsenergie als
Exc[ne] = Exc[n˜v + nˆv + n˜c] + Exc[n1v + nc]−Exc[n˜1v + nˆv + n˜c] (7.24)
geschrieben werden, wobei E bedeutet, dass diese Terme auf dem radialen Gitter
innerhalb der augmentation-Region berechnet werden.
Unter Verwendung eines nicht vollsta¨ndigen Satzes von Projektoren wird hier ein
Fehler
Exc[(n˜v + nˆv + n˜c) + (n1v + nc)− (n˜1v + nˆv + n˜c)]




Die Kompensationsladung nˆ muss so gewa¨hlt werden, dass n˜1− nˆ exakt die gleichen
Momente besitzt wie die AE-Ladungsdichte n1 innerhalb der augmentation-Spha¨ren
an den Orten R. Dazu muss folgende Beziehung erfu¨llt sein:∫
Ωr
(n1 − n˜1 − nˆ)|r−R|lY ∗L ̂(r−R)dr = 0 . (7.25)
Hierbei steht ̂(r−R) fu¨r die Relativkoordinaten der Ionen fu¨r die spha¨risch har-
monischen Funktionen YL [53]. Die Ladungsdifferenz zwischen der AE- und P-




i (r)φj(r)− φ˜∗i (r)φ˜j(r) (7.26)




Qij(r)|r−R|lY ∗L (r̂−R)dr (7.27)
beschrieben, wobei L die Abku¨rzung fu¨r L = (l,m) ist. Es ist zu beachten, dass
nur bestimmte Kombinationen von L und i = kilimi, j = kjljmj , basierend auf den
u¨blichen Summenregeln, von Null verschiedene Beitra¨ge liefern:
m = mi + mj und l = |li − lj|, |li − lj |+ 2, ..., li + lj . (7.28)
Eine Kompensationsladungsdichte, die Bedingung (7.25) erfu¨llt, kann als Summe











Hierbei sind die gl Funktionen, fu¨r die das Moment l gleich 1 ist.
7.5 Die totale Energie mittels DC-Korrekturen
In vielen Bandstruktur-Codes wird die totale Energie als Summe aus den KS-
Energie-Eigenwerten abzu¨glich der double counting-Korrekturen (DC-Korrekturen)
berechnet. Diese Darstellungsform soll auch hier umgesetzt werden. Die u¨bliche Auf-
spaltung in drei Terme der DC-Korrekturen ist mo¨glich, so dass man fu¨r das Dich-







∣∣∣H ∣∣∣Ψ˜n〉+ E˜dc + E1dc − E˜1dc+U(R, Zion) . (7.31)
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Hierbei sind die einzelnen DC-Beitra¨ge als
E˜dc = −EH [n˜v + nˆv] + Exc[n˜v + nˆv + n˜c]
−
∫
vxc[n˜v + nˆv + n˜c](n˜v + nˆv)dr , (7.32)















v + nˆv + n˜c](n˜v + nˆv)dr (7.35)
gegeben [60].
7.6 Der overlap-Operator und Orthonormalita¨t





erfu¨llen. Der overlap-Operator S ist dabei als
S[{R}] = 1 +
∑
i
|p˜i〉 qij 〈p˜j| (7.37)
definiert, und die qij sind durch







Um den Hamilton-Operator fu¨r das modifizierte PAW-Dichtefunktional der totalen
Energie zu erhalten, muss die totale Energie bezu¨glich des P-Ladungsdichteoperators
ρ˜ =
∑
n fn|Ψ˜n 〉〈 Ψ˜n| variiert werden:
dE
dρ˜
= H . (7.39)
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Der P-Ladungsdichteoperator ρ˜ beeinflusst die totale Energie direkt u¨ber die kineti-























= |r〉 〈r| und ∂ρij
∂ρ˜
= |p˜i〉 〈p˜j | [60]. Der Ausdruck fu¨r den Hamilton-Operator
besitzt dann eine recht einfache Form:





|p˜i〉 (Dˆij + D1ij + D˜1ij) 〈p˜j| . (7.41)
In E˜ tragen die Besetzungen ρij nur u¨ber die Kompensationsladung nˆ bei. Die


































gegeben. Die hierbei verwendeten effektiven Potentiale sind als
v1eff [n
1
v] = vH [n
1
v + nZc] + vxc[n
1




v] = vH [n˜
1
v + nˆv + n˜Zc] + vxc[n˜
1
v + nˆv + n˜c] . (7.46)
definiert.
Der erste Term Dˆij tritt insbesondere dann auf, wenn die P-Wellenfunktion Ψ˜n
nicht die gleichen Momente wie die AE-Wellenfunktion Ψn aufweist und somit das





werden ausschließlich auf dem radialen Gitter innerhalb der augmentation-Regionen
berechnet und garantieren den korrekten Verlauf der Wellenfunktionen in Kernna¨he.
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7.8 Die Kra¨fte
Die Kra¨fte auf die Ionen sind u¨blicherweise nach dem Hellmann-Feynman Theo-




In der PAW-Methode treten einige Komplikationen auf, weil sich die augmentation-
Spha¨ren und Kompenstationsladungen mit den Ionen mitbewegen ko¨nnen, was im
Vergleich zu Standard-Ebene-Wellen-Codes zu zusa¨tzlichen Termen fu¨hrt. Diese Ter-
me werden manchmal Pulay-Kra¨fte genannt, was im urspru¨nglichen Sinne nicht kor-
rekt ist, da der Ebene-Wellen-Basissatz von Ionenpositionen unabha¨ngig ist. Eine
weitere Schwierigkeit ist durch den overlap-Operator begru¨ndet, dessen Abha¨ngig-
keit von den Ionenpostionen ebenfalls beru¨cksichtigt werden muss [60]. Nach [62]
















geschrieben werden. Die zweite Zeile beschreibt die Kra¨fte zwischen den Ionenkernen,
die so genannten Ewald-Kra¨fte. Die n sind die KS-Eigenwerte, wobei angenommen
wird, dass die Grundzustandswellenfunktion ermittelt wurde und die Wellenfunktion
die Orthogonalita¨tsbedingung und die KS-Gleichungen H|Ψ˜n 〉 = nS|Ψ˜n 〉 erfu¨llt.
7.9 Zusammenfassung von Kapitel 7
In diesem Kapitel wurde die PAW-Methode vorgestellt. Unter den in dieser Arbeit
beschriebenen Pseudopotentialen sind die PAW-Pseudopotentiale die genauesten, da
sie auch Kern-Wellenfunktion mit beru¨cksichtigen, siehe Abbildung 7.1 am Beispiel
von Mn aus [53]. Fu¨r die Erstellung der in dieser Arbeit vorgestellten Ergebnisse fu¨r
He und Li wurden sie PAW-Pseudopotentiale verwendet, die mit dem Programm-
paket VASP mitgeliefert wurden.
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Fig. 7.1: Vergleich der atomaren Wellenfunktion aus der PAW-Methode mit den exak-
ten Resultaten fu¨r Mn aus [53]. Jedes Ka¨stchen zeigt die PAW-Wellenfunktion
(durchgezogene Linie), die exakte AE-Wellenfunktion (Punkte), deren Differen-
zen mit einem Faktor von 10 multipliziert (Punkt-Strich-Linien) und die P-
Wellenfunktion (gestrichelte Linie) fu¨r gegebene Energien (linke Spalte: -8,16
eV; rechte Spalte +13,61 eV) und Drehmomente (erste Zeile: s-Wellenfunktion;
zweite Zeile: p-Wellenfunktion; dritte Zeile: d-Wellenfunktion).
8. QUANTEN-MOLEKULARDYNAMIK
Die Ergebnisse dieser Arbeit wurden mittels QMD-Simulationen des Programmpake-
tes VASP gewonnen. Zurzeit ist VASP neben dem Ab-Init-Code und dem FHI98MD-
Code das am weitesten verbreitete und am ha¨ufigsten verwendete DFT-Programm
zur Berechnung der Eigenschaften von Festko¨rpern und Flu¨ssigkeiten in der Physik.
Allein das von Kresse und Furthmu¨ller 1996 publizierte Paper [58] zur Beschrei-
bung von VASP wurde mehr als 2600 mal zitiert. Das Programmpaket VASP wurde
bereits in [38] und [58] ausfu¨hrlich dargestellt, so dass in diesem Kapitel nur die
wichtigsten der Methoden und Na¨herungen, die in VASP zur Anwendung kommen,
vorgestellt werden.
8.1 Die Molekulardynamik-Schleife als Ablaufschema
Der Kern der QMD-Simulation unter Verwendung von VASP ist die selbstkonsis-
tente Lo¨sung der Kohn-Sham-Gleichungen (SC-Schleife), bei der die Ladungsdichte
und Wellenfunktion getrennt voneinander optimiert werden, bis ein bestimmtes Ab-
bruchkriterium erreicht ist, siehe Abschnitt 8.3.
Die Molekulardynamik-Schleife (MD-Schleife) la¨uft prinzipiell so ab, wie man es
aus den Standardwerken zur MD-Simulation kennt [63, 64], siehe Abbildung 8.1.
Die Startelektronendichte wird aus u¨berlappenden atomaren Wellenfunktionen der
Teilchen in der Simulationsbox berechnet. Fu¨r die Startwellenfunktion empfiehlt
sich eine per Zufallsverfahren erzeugte Wellenfunktion. Es hat sich gezeigt, dass die
hiernach ablaufende SC-Schleife konvergente Ergebnisse liefert, bei denen ein globa-
les Minimum der freien Energie erreicht wird. Andere Verfahren haben den Vorteil,
schneller zu konvergieren, enden dann aber eventuell im falschen Minimum [38]. Aus
der konvergenten Energie lassen sich mittels Hellmann-Feynman-Theorem und bei
zusa¨tzlicher Beru¨cksichtigung der Ewald-Kra¨fte die Kra¨fte auf die Ionen berechnen,
siehe 8.2. Die Simulation der Ionenbewegung erfolgt u¨ber die Integration der New-
tonschen Bewegungsgleichungen mit einem Predictor-Korrektor-Verfahren [63, 64],
wa¨hrend die Temperatur der Ionen u¨ber einen Nose´-Hoover-Thermostaten (Ab-
schnitt 8.2) geregelt wird. Nach dem Verschieben der Ionen werden neue Ladungs-
dichten und Wellenfunktionen extrapoliert, wobei Informationen aus vorherigen Ite-
rationsschritten beru¨cksichtigt werden. Mit der extrapolierten Ladungsdichte und
Wellenfunktion wird die selbstkonsistente Schleife erneut durchlaufen.
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Fig. 8.1: MD-Schleife.
8.2 Ionenbewegung und Nose´-Thermostat













|Rk −Rl| + F , (8.1)
schreiben. Hierbei sind F die freie Energie der Elektronen und Rk, R˙k,Mk die Koor-
dinaten, Geschwindigkeiten sowie Massen der einzelnen Ionen. Fu¨r die Bewegungs-






wobei FHFk die Hellmann-Feynman-Kra¨fte sind. Die Ewald-Kra¨fte F
ewald
k resultieren
aus der Coulomb-Wechselwirkung zwischen den Ionen der Simulationsbox und den
Ionen aus den periodisch fortgesetzten Nachbarzellen [63, 64] und spielen somit nur
in Systemen mit periodischen Randbedingungen eine Rolle.
Fu¨r MD-Simulationen ist es sinnvoll, im kanonischen Ensemble zu rechnen, wo die
Teilchendichte u¨ber das feste Volumen der Simulationszelle sowie die vorgegebene
8.2. Ionenbewegung und Nose´-Thermostat 63
Teilchenzahl und eine bestimmte Durchschnittstemperatur Erhaltungsgro¨ßen sind.
Auf diese Weise ko¨nnen die QMD-Rechnungen direkt in der Dichte-Temperatur-
Ebene durchgefu¨hrt werden, ohne den Umweg u¨ber die Dichte-Energie-Ebene (mi-
krokanonisches Ensemble) nehmen zu mu¨ssen. Das Einhalten der vorher definierten
Temperatur wa¨hrend der MD-Simulation ist ein besondere Herausforderung, die in
VASP durch den Einsatz eines Nose´-Thermostaten bewa¨ltigt wird. Dabei werden die
ionischen Freiheitsgrade an den Thermostaten gekoppelt, welcher u¨ber einen zusa¨tz-
lichen, zuna¨chst unphysikalischen Parameter s und dessen Ableitung in der Zeit s˙
beschrieben wird. Die Gesamtenergie des Systems aus Elektronen und Ionen hat im
kanonischen Ensemble die folgende Form:















+ 3NionskBT ln s , (8.3)
siehe [65, 66]. Der zusa¨tzliche Term in Gleichung (refGl:7.3) steht fu¨r die Energie
eines virtuellen Wa¨rmebades, welches kinetische Energie der Ionen reguliert. Im Ver-


















In dem so beschiebenen System oszilliert die kinetische Energie der Ionen um den






siehe [38]. Der Parameter g steht fu¨r die Anzahl der Freiheitsgrade und beru¨cksich-
tigt, dass der Gesamtimpuls des Systems aus N Teilchen in der Simulationsbox Null
ist. Dieses erfolgt durch eine Anpassung der Teilchengeschwindigkeiten und erfor-







siehe [66]. Die Kopplung an ein Wa¨rmebad wird unter Benutzung des Nose´-Thermostaten
genau dann gut beschrieben, wenn ωNose aus Gleichung (8.6) in der Gro¨ßenord-
nug der charkteristischen Systemfrequenzen liegt. Fu¨r Kristalle sollte beispielswei-
se ωNose = ωPhonon gelten, wenn ωPhonon eine Phononfrequenz ist. In den Grund-
einstellungen von VASP ist der Nose´-Thermostat so eingestellt, dass eine Nose´-
Schwingungsperiode in 40 Zeitschritten stattfindet, so dass die Zeitschrittdauer in
der Simulation so angepasst werden sollte, dass auch die System-Schwingungsperiode,
z.B. die Phonon-Schwingungsperiode, ebenfalls 40 Zeitschritte betra¨gt.
8.3 Selbstkonsistente Bestimmung des elektronischen
Grundzustandes
Die Grundidee der in VASP verwendeten SC-Schleife ist das Aufspalten der Berech-
nung des KS-Grundzustandes in zwei unabha¨ngige Unterprobleme:
• Berechnung der Gesamtwellenfunktion und Energieeigenwerte durch die Mi-
nimierung der Bandstrukturenergie fu¨r eine fixierte Ladungsdichte oder ein
festes Potential.
• Berechnung der selbstkonsistenten Ladungsdichte oder des selbstkonsitenten
Potentials.
Der wichtigste Grund fu¨r diese Aufspaltung besteht darin, dass beide Unterprobleme
getrennt voneinander
”
vorkonditioniert“ werden ko¨nnen, womit sich die Effizienz der
Energieminimierung entscheidend verbessert.
Man beginnt mit einer geeigneten Test-Wellenfunktion Φtest und einer sinnvollen
Eingangsladungsdichte ρein. Die hierbei verwendete Test-Wellenfunktion Φtest kann
eine geeignete per Zufallsgenerator generierte Wellenfunktion oder eine per Extra-
polationsverfahren aus den vorherigen Wellenfunktionen berechnete Wellenfunktion
sein, siehe Abschnitt 8.5.
Die Input-Ladungsdichte ρ0ein des nullten MD-Schrittes kann z.B. durch U¨berla-
gerung von Ladungsdichten isolierter Atome berechnet werden. Die Ladungsdich-
ten spa¨terer MD-Schritte werden durch ein spezielles
”
Mixing“-Verfahren gewon-
nen, siehe Abschnitt 8.5, was insbesondere die Konvergenzgeschwindigkeit der SC-
Schleife erho¨ht. Zu diesen Ladungsdichten ρein werden die Kohn-Sham-Gleichungen
((H − nkS) |φnk〉 = 0) mit einem iterativen Verfahren gelo¨st, siehe Abschnitt 8.4.
Dieses Lo¨sen der Kohn-Sham-Gleichungen ist bei weitem der rechenaufwendigste
Schritt der QMD-Rechnung, so dass es sich lohnt, das Problem zu unterteilen und
zu optimieren. In [38] und [58] wird beschrieben, welcher Aufwand betrieben wurde,
um genaue Ergebnisse bei akzeptabler Rechenzeit erzielen zu ko¨nnen. Die Kohn-
Sham-Gleichungen werden fu¨r konstante Potentiale (V sc (ρ0ein) = V
ion + V H (ρ0ein)+
V xc (ρ0ein)) mit der jeweiligen Input-Ladungsdichte ρein gelo¨st, woraus man dann mit
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Fig. 8.2: Selbstkonsistente Schleife zur Bestimmung des Grundzustandes.





berechnen kann. Aus Stabilita¨tsgru¨nden ist ein Mischen von ρein und ρneu notwendig,
siehe Abschnitt 8.5.
8.4 Iterative Methoden fu¨r die Diagonalisierung des Kohn-Sham
Hamilton-Operators
Weil das iterative Lo¨sen der KS-Gleichungen (SC-Schleife) den rechenaufwa¨ndigsten
Bestandteil in VASP darstellt, ist ein schneller Lo¨sungsalgorithmus von essenziel-
ler Bedeutung fu¨r eine effiziente SC-Schleife ist. Bei den im Rahmen dieser Arbeit
gewonnenen Ergebnissen wurden zwei verschiedene Iterationsmethoden verwendet:
• Konjugierte Gradienten-Methode
• Davidson-Methode
Die Methode der konjugierten Gradienten basiert auf der steepest descent-Mimierung.
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8.4.1 SD-Minimierung (steepest descent)
Die Minimierung einer Funktion, z.B. totale Energie E({φi}) mit i = 1..N , ist ein
wohlbekanntes und viel untersuchtes Problem [67, 68]. Bei Fehlen irgendwelcher
zusa¨tzlicher Informationen ist die SD-Methode die beste Wahl. Hierbei ist die Such-
richtung zur Erreichung des globalen Minimums in E, startend beim Anfangspunkt














der natu¨rlich stark von der Wahl der Funktion α1 abha¨ngt. Der Punkt Ψ1i wird als
neuer Startwert genommen, so dass man sich nach einer Reihe von Iterationsschrit-
ten dem Minimum na¨hert.
Bei der SD-Methode wird allerdings nicht garantiert, dass das Minimum u¨berhaupt
erreicht wird, d.h. die Stabilita¨t der Konvergenz ist nicht ausreichend. Deshalb wurde
die SD-Methode zur CG-Methode (conjugate gradient) weiterentwickelt.
8.4.2 CG-Minimierug (conjugate gradient)
Bei der CG-Minimierung werden nicht nur der aktuelle Punkt Ψi und die entspre-
chenden Gradienten ∂E/∂Ψi beru¨cksichtigt, sondern auch die vorherigen Punkte
und deren Gradienten, soweit vorhanden. Diese zusa¨tzlichen Informationen ko¨nnen
dazu genutzt werden, eine geeignetere Suchrichtung im Vergleich zum steilsten Gra-
dienten zu finden und somit das Minimum in weniger Iterationsschritten zu finden.
Tatsa¨chlich wurde gezeigt, dass mit der CG-Methode ein Erreichen des na¨herungs-
weise quadratischen Minimums in N Schritten garantiert ist [69, 67, 68], wobei N
die Anzahl der Variablen ist, von denen E({Ψi}) mit i = 1..N abha¨ngt. Die spezielle
Form des in VASP verwendeten CG-Algorithmus kann in [70] nachgelesen werden.
8.4.3 Iterative Methoden zur Lo¨sung der KS-Gleichungen
Iterative Methoden sind auf das Lo¨sen spezieller Klassen von Unterproblemen opti-
miert, z.B. das Diagonalisieren von Energie-Eigenwertgleichungen. Bei allen iterati-
ven Methoden besteht die Gemeinsamkeit, dass die urspru¨ngliche Hamilton-Matrix
durch iterative Gleichungen fu¨r die Wellenfunktionen Ψi in einem iterativen Unter-
raum (Krylov-Raum) ersetzt wird. Insbesondere bei der Verwendung von ebenen
Wellen als Basissatz, so wie sie in dieser Arbeit ausschließlich verwendet wurden, ist
der Einsatz von iterativen Methoden durch die Benutzung von FFT-Operationen
(fast Fourier transforms) mit deutlichen Gewinnen in der Rechenzeit verbunden.
8.4. Iterative Methoden fu¨r die Diagonalisierung des Kohn-Sham Hamilton-Operators 67
8.4.4 Die Jacobi-Methode
Eine der ersten iterativen Methoden zur Matrixdiagonalisierung wurde 1939 von
Jacobi vorgestellt. Die Grundidee der Jacobi-Methode ist das iterative Lo¨sen der
Gleichung
(H − n) |Ψn〉 = |R[Ψn]〉 . (8.11)
Hierbei ist |Ψn〉 der gena¨herte Energie-Eigenvektor, n der approximierte Energie-
Eigenwert und |R[Ψn]〉 der residual-Vektor (Restvektor) des n-ten Iterationsschrit-
tes.
Durch Umformulieren des Energie-Eigenwertproblems (H − ) |Ψ〉 = 0 zu
|Ψ〉 = D−1(H − ) |Ψ〉+ |Ψ〉 (8.12)
und unter Benutzung einer nicht singula¨ren Matrix D ist ein Aufstellen einer Itera-
tionsvorschrift
Ψn+1 = Ψn + δΨn+1 (8.13)
mo¨glich, wobei





verwendet werden. Des Weiteren gilt
DδΨn+1 = Rn (8.16)
oder anders geschrieben
Ψn+1 = D−1Rn ≡ KRn , (8.17)
mit Rn als residual-Vektor des n-ten Iterationsschrittes und K ≡ D−1 .
Damit diese Methode effizient arbeitet, muss die Matrix D einerseits einfacher zu
invertieren sein als die Originalmatrix (H − ) und andererseits so gewa¨hlt werden,
dass die A¨nderung δΨn+1 mo¨glichst nahe an den korrekten Eigenvektor heranfu¨hrt.
Aus Sto¨rungsrechnungen ist bekannt, dass falls der Hamilton-Operator diagonal
dominant ist, der diagonale Teil des Hamilton-Operators eine gute Wahl fu¨r die
Matrix K ist [40]. Die Matrizen K und D werden auch vorkonditionierende Matri-
zen genannt, da sie das allgemeine Problem der Matrizendiagonalisierung auf ein
bestimmtes Gebiet von Teilproblemen einschra¨nken.
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8.4.5 Iterative Davidson-Algorithmen
Ein Verfahren, das sich die Vorteile der iterativen Methoden zu Nutze macht und ins-
besondere fu¨r die Berechnung von elektronischen Strukturen im Rahmen der Quan-
tenmechanik immer Verwendung findet, ist die Methode nach Davidson, siehe [40].
Davidson-Algorithmen zeichnen sich dadurch aus, dass sie fu¨r Probleme mit stark
diagonal dominanten Matrizen besonders gut geeignet sind und umso ho¨here Kon-
vergenzgeschwindigkeiten aufweisen, je diagonal dominanter die zu diagonalisieren-
den Matrizen sind, was insbesondere bei DFT-Rechnungen mit ebenen Wellen als
Basisfunktionen der Fall ist.
Der diagonale Teil einer Hamilton-Matrix kann als
Dmm′ = Hmm′δmm′ (8.18)
geschrieben werden, so dass das Energie-Eigenwertproblem HΨ = Ψ zu
(H −D)Ψ = (I −D)Ψ (8.19)
oder
Ψ = (I −D)−1(H −D)Ψ (8.20)
umformuliert werden kann, wobei I die unita¨re Matrix ist. Die spezielle in VASP
verwendete Form des Davidson-Algorithmus kann in [70] nachgelesen werden.
8.5 Das Mischen der Ladungsdichten
Das effiziente Mischen der Ladungsdichten ist von entscheidender Bedeutung fu¨r eine
schnelle Konvergenz der einzelnen selbstkonsistenten Schritte. Die zentrale Gro¨ße ist
dabei der Ladungsdichte-Residual-Vektor
R[ρin] = ρout[ρin]− ρin . (8.21)
8.5.1 Lineares Mischen der Ladungsdichten






Fu¨r gewo¨hnlich weist das lineare Mischen eine eher geringe Konvergenzgeschwindig-
keit auf. Deshalb wurde in dieser Arbeit die Methode des Pulay-Mischen verwendet.
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8.5.2 Pulay-Mischen der Ladungsdichten
Beim Mischen der Ladungsdichten nach Pulay (Pulay-Mischen) werden die Input-
Ladungsdichten und die Residual-Vektoren fu¨r mehrere Iterationsschritte gespei-







Unter der Annahme von Linearita¨t des Residual-Vektors bezu¨glich der Input-Ladungs-





























] | R [ρoptin ]〉 (8.25)
minimieren unter Beru¨cksichtigung der Bedingung∑
i
αi = 1 , (8.26)
















8.6 Berechnungsaufwand, Konvergenz und Anzahl der Iterationen
Fu¨r einen ebene-Wellen-Code entspricht die Lo¨sung der Kohn-Sham Energie-Eigen-
wert-Gleichung der Diagonalisierung einer Nplw × Nplw-Matrix, wobei Nplw die An-
zahl der verwendeten ebenen Wellen ist. Zur Diagonalisierung sind im Allgemeinen
mindestens N3plw Rechenoperationen notwendig. Eine Beschleunigung der Rechen-
geschwindigkeit erreicht man, indem statt aller Nplw Energie-Eigenwerte nur die
niedrigsten Nband Energie-Eigenwerte berechnet werden, womit sich die Anzahl der
Operationen im Allgemeinen auf Nband ×N2plw reduziert. Zur weiteren Reduzierung
des Rechenaufwands werden iterative Methoden (CG- und Davidson-Methode) ver-
wendet, die auf die Lo¨sung der Kohn-Sham Gleichungen optimiert sind, siehe Unter-
abschnitt 8.4.2 und 8.4.5 . Beide Verfahren werten (H − kS) |φk〉 = 0 aus, so dass
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nicht die gesamte Hamiltonmatrix gespeichert werden muss. Außerdem ist somit eine
Aufteilung in verschiedene Unterprobleme mo¨glich. So ist z.B. der Anteil der kine-
tischen Energie in ebener-Wellen-Darstellung als 〈G + k|T |φnk〉 = 12 (G + k)2 CGnk
im Impulsraum angegeben. Die Auswirkung des lokalen Pseudopotentials auf die
Wellenfunktion im Ortsraum kann als 〈r|V |φnk〉 = V (r)φnk(r) geschrieben werden
und muss noch in den Impulsraum Fourier-transformiert werden, wobei unter Be-
nutzung einer FFT NFFT lnNFFT Operationen beno¨tigt werden.
Wegen der Kleinman-Bylander Faktorisierung, siehe Kapitel 6 und 7, kann der
nichtlokale Anteil des Pseudopotentials
∑
















〈βi|k + G〉 〈k + G|φnk〉 =
∑
G
β¯(k + G)CGnk .
Da Partialwellenfunktionen die Orthogonalita¨tsbedingung erfu¨llen mu¨ssen, wird die-
se in einem Orthogonalisierungsverfahren, das mit N2band × Nplw skaliert, expilzit
gewa¨hrleistet.
Fu¨r die physikalischen Fragestellungen dieser Arbeit hat sich gezeigt, dass die Ortho-
gonalisierung der Wellenfunktion den dominanten Teil eines jeweiligen selbstkonsi-
tenten Schrittes ausmacht und der gesamte Algorithmus mit mindestens N2band×Nplw
skaliert.
8.7 Zusammenfassung von Kapitel 8
Es wurde in diesem Kapitel die Methode QMD-Simulation, wie sie im Programmpa-
ket VASP implementiert ist, vorgestellt. Dabei wurde auf die verschiedenen verwen-
deten Na¨herungen und insbesondere auf die benutzten Lo¨sungsalgorithmen fu¨r die
Kohn-Sham Gleichungen eingegangen. Die Abha¨ngigkeit des Rechenaufwandes von
den verschiedenen Parametern wurde dargestellt, wobei festgestellt wurde, dass die
QMD-Rechnungen mindestens mit N2band×Nplw skalieren. Fu¨r die Erstellung der in
dieser Arbeit pra¨sentierten Ergebnisse der QMD-Simulationen wurde ausschließlich
das Programmpaket VASP verwendet.
9. RUBIDIUM UND CA¨SIUM
Im Rahmen dieser Arbeit wurden Quanten-Molekulardynamik-Simulationen fu¨r ex-
pandierte fluide Alkalimetalle Rb und Cs durchgefu¨hrt. Die so gewonnenen Paar-
korrelationsfunktionen werden mit Resultaten aus Ro¨ntgenstreu- und Ro¨ntgenbeu-
gungsexperimenten verglichen. Die in den Experimenten beobachteten strukturellen
A¨nderungen entlang der thermischen Expansion wurden reproduziert. Zustandsdich-
ten und Ladungsdichten, die aus den Rechnungen gewonnen wurden, liefern Hinwei-
se auf einen kontinuierlichen U¨bergang vom Metall nahe dem Tripelpunkt hin zum
Nichtmetall nahe dem kritischen Punkt durch eine zunehmende Lokalisierung der
quasifreien Elektronen an den Ionen entlang der thermischen Expansion.
9.1 Einleitung
Die physikalischen Eigenschaften von fluiden Alkalimetallen und Quecksilber wur-
den sowohl experimentell als auch theoretisch intensiv untersucht [71]. Der bei flui-
den Metallen im Vergleich zu Lennard-Jones-Systemen interessanteste Effekt ist die
Dichteabha¨ngigkeit der Wechselwirkung zwischen den geladenen und neutralen Teil-
chen. Dies fu¨hrt zu einer starken Abha¨ngigkeit der thermodynamischen Eigenschaf-
ten vom jeweiligen Zustand, wobei ein Metall-Nichtmetall-U¨bergang in der Na¨he des
kritischen Punktes parallel zum Flu¨ssigkeit-Gas-Phasenu¨bergang stattfindet. Dieser
simultane elektronische und thermodynamische U¨bergang fu¨hrt zu einer Reihe von
Besonderheiten, wie z.B. der Asymmetrie der Koexistenzkurve.
Die strukturellen A¨nderungen im Fluid entlang der Schmelzlinie wurden mittels
Neutronenstreuung-, Ro¨ntgenstreuung- und Ro¨ntgenbeugung-Experimenten gemes-
sen fu¨r Cs [72] und Rb [73, 74]. Diese Experimente sagen einen kontinuierlichen
U¨bergang vom metallischen Fluid, das durch eine kurzreichweitige abgeschirmte
Coulomb-Wechselwirkung charakterisiert ist, in der Na¨he und u¨ber dem Schmelz-
punkt zu einem atomaren Gas voraus, welches mit Lennard-Jones-artigen Poten-
tialen beschrieben werden kann. Der sich daraus ableitende Metall-zu-Nichtmetall-
U¨bergang ist eine Folge der Relokalisierung freier Leitungselektronen an den Ionen
mit ansteigender Expansion. Dieses einfache Bild beschreibt den qualitativen Ver-
lauf. Zur quantitativ exakten Beschreibung ist allerdings die Behandlung von fun-
damentalen Problemen der Vielteilchenphysik, wie Unordnung und Korrelationen
notwendig. Des Weiteren ist das dichte Gas der expandierten Alkalimetalle nicht
monoatomar wie in Edelgasen, sondern besteht vielmehr auch aus Dimeren und
anderen sowohl neutralen als auch geladenen Clustern, wie es bereits in Experi-
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menten [75] nachgewiesen und einigen chemischen Modellen [76, 77] vorhergesagt
wurde. Die Abha¨ngigkeit der elektrischen Leitfa¨higkeit vom Ionisationsgrad entlang
der Koexistenzlinie wurde in chemischen Modellen untersucht und qualitativ gute
U¨bereinstimmung mit experimentellen Daten erzielt [78].
Allerdings beno¨tigen chemische Modelle genaue Informationen u¨ber die dichte- und
temperaturabha¨ngigen Ionisationsenergien, Potentiale sowie Streuquerschnitte der
einzelnen Partikel. Des Weiteren kann in der Na¨he der Metall-Nichtmetall-U¨ber-
gangsregion die Unterscheidung zwischen gebundenen und freien Elektronen nicht
mehr aufrecht erhalten werden.
Auf Grund der Restriktionen der chemischen Modelle ko¨nnen Simulationstechniken
und Integralgleichungsmethoden, die auf dem physikalischen Bild basieren, einen
genaueren Blick auf die dichte- und temperaturabha¨ngigen A¨nderungen der elek-
tronischen Bindungen und der damit verbundenen physikalischen Eigenschaften
gewa¨hren. Klassische Molekulardynamikstudien wurden fu¨r flu¨ssige Alkalimetalle
unter Benutzung von empirischen Pseudopotentialen [79, 80] oder effektiven Paar-
potentialen bereits durchgefu¨hrt. Die effektiven Pseudopotentiale ko¨nnen z.B. aus
gemessenen statischen Strukturfaktoren unter Benutzung der Inversen Methode [81,
82] abgeleitet werden.
Unter Anwendung der DFT kann ein Satz von Integralgleichungen zur Berechnung
von Paarkorrelationsfunktionen in dichten Plasmen abgeleitet werden [83, 84]. Diese
Quantal Hypernetted Chain-Na¨herung wurde auf verschiedene Systeme, einschließ-
lich komprimiertes flu¨ssiges Rb [85] erfolgreich angewendet.
Die Methode der orbitalfreien MD-Simulationen [86] basiert auf einfachen kineti-
schen Energiefunktionalen, wie z.B. dem Thomas-Fermi Funktional, welche den re-
chentechnischen Aufwand im Vergleich zu vollen DFT-Rechnungen deutlich reduzie-
ren. Dadurch ko¨nnen Simulationen mit großen Teilchenzahlen und großen Anzahlen
von Simulationsschritten durchgefu¨hrt werden, womit dann dynamische Gro¨ßen wie
z.B. der dynamische Strukturfaktor ermittelt werden ko¨nnen. Die orbitalfreien MD-
Simulationen haben sich insbesondere fu¨r hohe Temperaturen (T > 10eV ) bewa¨hrt,
wa¨hrend diese Na¨herung bei niedrigeren Temperaturen zu physikalisch nicht sinn-
vollen Lo¨sungen fu¨hrt.
Moderne state of the art-QMD-Simulationen kombinieren hoch entwickelte statische
Strukturberechnungen unter Verwendung der DFTmit klassischen MD-Simulationen,
womit sie zu einem leistungsfa¨higen Werkzeug zur Behandlung der statischen und
dynamischen physikalischen Eigenschaften von Coulomb-Systemen innerhalb des
physikalischen Bildes werden, siehe [49] fu¨r einen U¨berblick. QMD-Simulationen
beno¨tigen massive Parallelisierung und wurden auf viele fundamentale Fragestell-
lungen auf dem Gebiet der warmen dichten Materie wie z.B. Al [1], H [2] und Cu [4]
angewendet.
Die ersten QMD-Simulationen fu¨r expandiertes flu¨ssiges Rb und Cs wurden un-
ter Verwendung der Born-Oppenheimer Na¨herung im Rahmen der lokalen Dich-
tena¨herung der DFT [87, 88] durchgefu¨hrt. Wegen des großen Rechenaufwandes
konnten zur damaligen Zeit nur wenige (2-3) Dichte-Temperatur-Punkte untersucht
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werden. Dabei war der Punkt mit der geringsten Dichte ungefa¨hr die dreifache kri-
tische Dichte. Weitere Rechnungen wurden entlang der Schmelzlinie von Rb [89, 90]
durchgefu¨hrt und mit experimentellen Daten [91] verglichen, wobei eine qualitative
U¨bereinstimmung festgestellt wurde.
Die Verwendung von GGA-Funktionalen ist im Allgemeinen besser zur Berechnung
von Zusta¨nden nahe dem kritischen Punkt geeignet als LDA-Funktionale, da star-
ke Inhomogenita¨ten in der Elektronendichte auftreten ko¨nnen und somit die loka-
le Dichtena¨herung unpra¨zise wird. Vor den 2006 in [5] vero¨ffentlichten Resultaten
wurden GGA-Funktionale zur Berechnung von flu¨ssigem Rb und Cs nur einmal ver-
wendet, um einen Dichte-Temperatur-Punkt nahe dem kritischen Punkt von Rb zu
untersuchen. Dabei wurde die Existenz von kurzlebigen Dimeren unter diesen Bedin-
gungen postuliert [92], welche vorhergesagt wurden, um den inelastischen Peak aus
Experimenten [73] zur Bestimmung des dynamischen Strukturfaktors zu erkla¨ren.
In unseren Simulationen haben wir eher Trimere, Tetramere und kleinere Cluster
in dieser Dichte-Temperatur-Region gefunden, welche den inelastischen Peak in Rb
ebenfalls erkla¨ren ko¨nnen.
In diesem Kapitel werden umfassende Studien, basierend auf QMD-Simulationen un-
ter Benutzung von GGA-Funktionalen im Rahmen der DFT, vorgestellt, um struk-
turelle Eigenschaften von expandierten Rb- und Cs-Fluiden zu erkla¨ren. Dazu wur-
den mehrere Punkte vom Schmelzpunkt bis hin zum kritischen Punkt, welche den
nahezu gesamten Bereich der Dichte-Temperatur-Ebene der in [74, 73] publizierten
Experimente abdecken, berechnet. Dabei wurde der Fokus auf die Gewinnung von
Strukturinformationen durch die Interpretation der Paarkorrelationsfunktionen ge-
richtet. Zur Bestimmung der physikalischen Ursachen der strukturellen A¨nderungen
parallel zum Metall-Nichtmetall-U¨bergang entlang der thermischen Expansion wur-
den die Zustandsdichte (density of states DOS) und die Elektronendichte (electronic
charge density ECD) ausgewertet.
9.2 QMD-Simulationen fu¨r Rb und Cs-Fluide
QMD-Simulationen nutzen die Vorteile von state of the art-Rechnungen zur Bestim-
mung der elektronischen Struktur im Rahmen der DFT fu¨r eine bestimmte Anzahl
von Ionenkonfigurationen. Das Lo¨sen der Kohn-Sham-Gleichungen fu¨r ein effektives
und gut getestetes Pseudopotential beru¨cksichtigt die Beitra¨ge der Ionen, den klas-
sischen Hartree-Term der Elektronen und die quantenmechanischen Austausch- und
Korrelationsbeitra¨ge. Die Kra¨fte auf die Ionen werden fu¨r jeden QMD-Schritt durch
Auswertung der Elektronendichte der jeweiligen Ionenkonfiguration neu berechnet.
Bei der Erstellung dieser Arbeit wurden ab initio Molekulardynamik-Simulationen
im Rahmen von Mermins finite temperature-DFT [36] durchgefu¨hrt. Dazu wurde der
Code VASP (Vienna Ab Initio Simulation Package) verwendet [93, 58, 66, 94], der ein
Ebene-Wellen-DFT-Code ist und an der Universita¨t Wien entwickelt wurde, siehe
Kapitel 8 . Um den Rechenaufwand zu minimieren, wurde die frozen core-Na¨herung
angewendet, wobei nur die a¨ußeren aktiven Elektronen, normalerweise die Valenz-
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elektronen, quantenmechanisch auf dem Level der DFT behandelt werden. Die elek-
tronische Wellenfunktion, bestehend aus den Kohn-Sham-Partialwellenfunktionen,
wird bei jedem MD-Schritt neu in den quantenmechanischen Grundzustand rela-
xiert, was im Vergleich zur Car-Parrinello-Methode den Vorteil hat, dass die ioni-
schen und elektronischen Freiheitsgrade entkoppeln und somit auch bei Konfigura-
tionen mit kleiner Bandlu¨cke keinen Transfer von der kinetischen Energie der Ionen
auf die Elektronen existiert. Zur Strukturuntersuchung von Rb- und Cs-Fluiden wur-
de in dieser Arbeit eine Simulationsbox mit 32 bis 64 Atomen und periodische Rand-
bedingungen gewa¨hlt, wobei 7 Elektronen pro Atom in DFT-Rechnung mit eingeflos-
sen sind. Die Kern-Wellenfunktionen wurden unter Benutzung von Vanderbilt [52]
US-Pseudopotentialen modelliert, siehe Kapitel 6. Diese US-Pseudopotentiale sind
Bestandteil des VASP-Codes und werden seit einigen Jahren weltweit verwendet
und, falls erforderlich, verbessert. Die US-Pseudopotentiale reduzieren den Rechen-
aufwand, da sie mit einer deutlich geringeren Anzahl ebener Wellen ebenso exakte
Resultate ermo¨glichen wie NC-Pseudopotentiale. Dieser Vorteil wird aber durch ei-
ne kompliziertere Erstellung der US-Pseudopotentiale erkauft, da mehr Parameter
unter einer relativ großen Anzhal von Nebenbedingungen optimiert werden mu¨ssen,
siehe Kapitel 6. Als Dichtefunktionale der Austausch-Korrelationswechselwirkung
wurden GGA- und LDA-Funktionale verwendet, siehe Kapitel 4. Dabei hat sich ge-
zeigt, dass die Verwendung von GGA-Funktionalen mit der Parametrisierung von
Perdew und Wang [29] bei einem Ebene-Wellen-Energie-Cutoff Ecut von 100 eV
pra¨zise Ergebnisse ermo¨glichen. Fu¨r die Darstellung der Brillouin-Zone wurde nur
der Γ-Punkt benutzt.
Bei diesen QMD-La¨ufen ist die Teilchendichte durch die Gro¨ße der Superzelle und
Teilchenanzahl fixiert. Es wird ein kanonisches Ensemble simuliert, wobei Teilchen-
zahl, mittlere Temperatur und das Volumen der Superzelle Erhaltungsgro¨ßen sind.
Wa¨hrend der einzelnen Simulationsla¨ufe wird die Ionentemperatur auf einem vorde-
finierten Niveau gehalten, indem ein Nose´-Hoover Thermostat die kinetische Ener-
gie der Ionen und somit deren Temperatur reguliert. Die Temperatur der Elektro-
nen wird durch eine Fermi-Verteilung der partiellen Besetzungszahlen der einzelnen
Energieba¨nder fixiert [66]. Im Rahmen der Born-Oppenheimer-Na¨herung werden
die Ionen klassisch behandelt. Durch die Integration der Newtonschen Bewegungs-
gleichungen mit einem Predictor-Corrector-Algorithmus vierter Ordnung werden
die Ionenbewegungen ausgewertet. Durch die Anwendung des Hellmann-Feynman-
Theorems werden die Kra¨fte auf die Ionen quantenmechanisch auf dem Niveau der
DFT berechnet. Nach einigen hundert Simulationsschritten ist das System im ther-
modynamischen Gleichgewicht, woraufhin der eigentliche QMD-Lauf mit 500 bis
1000 Simulationsschritten gestartet wird.
Die Zeitschritte werden fu¨r jeden QMD-Lauf fixiert. Fu¨r thermisch expandiertes Rb
und Cs haben sich Zeitschritte von 10 bis 20 fs als sinnvoll erwiesen. Die Paarkorre-
lationsfunktionen werden durch Mittelung u¨ber alle Gleichgewichtstrajektorien eines
QMD-Laufes berechnet.
Die Wellenfunktionen werden in ebene Wellen entwickelt, so dass der Rechenaufwand
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mit abnehmender Dichte steigt, wenn die Teilchenzahl konstant ist und sich somit
die Gro¨ße der Simulationsbox bei sinkender Teilchendichte erho¨ht. So beno¨tigte
beispielsweise 2005 ein typischer QMD-Lauf 30 bis 50 Tage auf einem PC. Es war
somit unerla¨sslich auf massiv parallelen Computernetzwerken wie z.B. dem HLRN
zu arbeiten, um die Rechenzeit zu reduzieren.
9.3 Resultate fu¨r die Paarkorrelationsfunktionen
In diesem Abschnitt werden die Paarkorrelationsfunktionen g(r) fu¨r Rb (Abbil-
dung 9.2) und Cs (Abbildung 9.1) bei verschiedenen Dichten und Temperaturen
entlang der thermischen Expansion vorgestellt, die im Rahmen dieser Arbeit er-
stellt und in [5] vero¨ffentlicht wurden. Des Weiteren werden die QMD-Ergebnisse





definiert sind, und die Na¨chste-Nachbar-Absta¨nde R1, welche die Position des ers-
ten Peaks in g(r) beschreiben, wurden aus den QMD-Paarkorrelationsfunktionen
ermittelt und sind in Abbildung 9.3 dargestellt.












1923 K; 0.59 g/ccm
1673 K; 0.96 g/ccm
1373 K; 1.21 g/ccm
1173 K; 1.33 g/ccm
973  K; 1.45 g/ccm
773  K; 1.57 g/ccm
573  K; 1.68 g/ccm
373  K; 1.80 g/ccm
323  K; 1.83 g/ccm
Fig. 9.1: Paarkorrelationsfunktion fu¨r expandiertes fluides Cs: QMD Simulationen (ro-
te Datenpunkte) im Vergleich zu Neutronenstreu-Experimenten (schwarze Lini-
en) [72].
Der Vorteil der hier gezeigten QMD-Daten im Vergleich zu den eingangs erwa¨hnten
schon a¨lteren QMD-Daten aus [87, 88, 89, 90] ist die umfassende Anwendung von US-
Pseudopotentialen in GGA-PW91-Parmetrisierung, wodurch effiziente und pra¨zise
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2123 K; 0.59 g/ccm
1873 K; 0.81 g/ccm
1673 K; 0.99 g/ccm
1473 K; 1.10 g/ccm
1173 K; 1.26 g/ccm
 773 K; 1.42 g/ccm
 373 K; 1.50 g/ccm
Fig. 9.2: Paarkorrelationsfunktion fu¨r expandiertes fluides Rb: QMD Simulationen (rote
Datenpunkte) im Vergleich zu Ro¨ntgenstreu- und Ro¨ntgenbeugungsexperimenten
(schwarze Linien) [74].
Simulationen fu¨r expandierte Alkalimetalle mo¨glich werden. So fu¨hrt einerseits die
Verwendung von GGA-Funktionalen zu genaueren Resultaten als die Benutzung von
LDA Funktionalen (insbesondere bei den du¨nnen Fluiden in der Na¨he des kritischen
Punktes), wa¨hrend andererseits die US-Pseudopotentiale Effizienzvorteile im Ver-
gleich zu den herko¨mmlichen NC-Pseudopotentialen ermo¨glichen. Insbesondere fu¨r
Elemente der ersten Hauptgruppe kann die Reduzierung der Rechenzeit durch den
Einsatz von US-Pseudopotentialen enorm sein [51].
Aus Abbildung 9.1 und 9.2 erkennt man, dass die QMD-Paarkorrelationsfunktionen
mit den experimentellen Resultaten gut u¨bereinstimmen. Demnach ist die QMD-
Methode mit dem hier verwendeten Satz an Parametern und Pseudopotentialen
hervorragend geeignet, um die Struktur von Rb- und Cs-Fluiden fu¨r einen weiten
Dichte- und Temperaturbereich vom Schmelzpunkt bis in die Na¨he des kritischen
Punktes zu reproduzieren und zu erkla¨ren.
Eine typische Besonderheit von strukturellen A¨nderungen entlang der thermischen
Expansion von flu¨ssigen Alkalimetallen hin zum Gaszustand ist das abnehmen-
de Maximum des ersten und des zweiten Peaks der Paarkorrelationsfunktion bei
gleichzeitig konstanter Position des ersten Peaks, so wie es bereits in den Experi-
menten [72, 74] zu erkennen war. In einer ersten Vermutung ko¨nnte man annehmen,
dass die Struktur bei der thermischen Expansion im Wesentlichen erhalten bleibt
und sich nur die interatomaren Absta¨nde a¨ndern. Die Analyse der Paarkorrelati-
onsfunktion fu¨hrt allerdings zu dem Schluss, dass der interatomare Abstand nahezu
gleich bleibt, wa¨hrend sich die Struktur signifikant a¨ndert. Diese A¨nderung kann als
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ein Bindungsnetzwerkproblem behandelt werden und wurde mit dem reverse-Monte-
Carlo-Algorithmus [95] untersucht. Bei hohen Dichten und niedrigen Temperatu-
ren ist das Bindungsnetzwerk dicht mit einer hohen Koordinationszahl N1. Entlang
der thermischen Expansion hin zum kritischen Punkt bleibt der Na¨chste-Nachbar-
Abstand konstant, wa¨hrend die Koordinationszahl N1 stetig abnimmt von 8 (Cs)
und 7 (Rb) beim Schmelzpunkt hinunter auf 3 (Cs) und 2 (Rb) fu¨r die niedrigsten
hier untersuchten Dichten in der Na¨he der kritischen Punktes, siehe Abbildung 9.3.
Die Struktur a¨ndert sich bei diesem U¨bergang von einem homogenen bcc-a¨hnli-
chen Fluid hin zu einem inhomogenen Fluid und endet bei sehr niedrigen Dichten
in einem Gaszustand, wobei das Gas dann nur noch aus ungebundenen Atomen
und stabilen Moleku¨len besteht. Der Zustand des verdu¨nnten Gases wurde mit den
QMD-Simulationen noch nicht erreicht, da in der Na¨he des kritischen Punktes ein
dichtes Gas besteht. Beim U¨bergang vom bcc-a¨hnlichen Fluid hin zum du¨nnen Gas
treten kurzlebige Trimere, Tetramere und kleinere Cluster im dichten Gas auf. Der
interatomare Abstand bei diesen lokalen Unterstrukturen entspricht dem des bcc-
Grundzustandes bei Normalbedingungen.
Bei Dichten kleiner als 1.0 g/cm3 zeigt die Paarkorrelationsfunktion von Rb, darge-
stellt in Abbildung 9.2 , im Vergleich zur Normaldichte eine leichte A¨nderung der
Form beim ersten und zweiten Peak. Diese A¨nderung wurde mit einer beginnenden
Dimerisation in flu¨ssigem Rb [74] in Verbindung gebracht.
Das Entstehen von Dimeren sowie geladenen und neutralen Clustern in expandier-
ten flu¨ssigen Metallen wurde mit Hilfe von chemischen Modellen bereits 1989-1993
vorhergesagt [76, 77, 78]. Fru¨here QMD-Simulationen [92] haben in der U¨bergangs-
region zwischen Tripelpunkt und kritischem Punkt ergeben, dass Rb-Trimere ha¨ufi-
ger auftreten als Rb-Dimere, siehe auch Abschnitt 9.4. Eine genaue Auswertung
der QMD-Ionenkonfigurationen an den einzelnen Dichte- und Temperaturpunkten
zeigt jedoch, dass sich die Zusammensetzung der auftretenden Cluster wa¨hrend der
Expansion a¨ndert. Beim Schmelzpunkt startend treten eher gro¨ßere aber instabile,
kurzlebige Cluster auf, die mit der Expansion immer kleiner werden. In der Na¨he
des kritischen Punktes herrschen dann stabile Dimere vor, siehe [96].
Die Abweichungen zwischen den QMD-Resultaten und der experimentell bestimm-
ten Paarkorrelationsfunktionen, siehe Abbildung 9.1, nehmen entlang der Expansion
zu. Um diese Abweichungen zu erkla¨ren, wurden drei mo¨gliche Ungenauigkeitsursa-
chen identifiziert. Als erstes muss erwa¨hnt werden, dass sowohl die Experimente als
auch die QMD-Simulationen bei zunehmender Expansion immer schwieriger wer-
den und die mo¨glichen Ungenauigkeiten und Abweichungen zunehmen. Dazu wa¨re
es interessant, Cs noch einmal mit einer Ro¨ntgenmethode zu untersuchen, denn
natu¨rlich haben die fru¨hen wegweisenden Neutronenstreuexperimente fu¨r Cs [72]
nicht die Pra¨zision heutiger Untersuchungsmethoden mit Hilfe von aus Synchro-
tronstrahlungsquellen gewonnenen Ro¨ntgenstrahlen, wie sie z.B. bei Rb in [74] ver-
wendet wurden. Eine andere mo¨gliche Erkla¨rung der Abweichung ist die relativ hohe
Atommasse von Cs, die dazu fu¨hrt, dass relativistische Effekte beru¨cksichtigt werden
mu¨ssen. In der von uns gewa¨hlten Methode sind relativistische Effekte bereits im
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Fig. 9.3: Koordinationszahl (Kreise) und Na¨chste-Nachbar-Abstand (Quadrate) fu¨r ex-
pandiertes fluides Cs (links) und Rb (rechts). Die schwarzen Symbole repra¨sentie-
ren die experimentellen Resultate, wa¨hrend die QMD-Ergebnisse rot dargestellt
sind.
Pseudopotential na¨herungsweise enthalten, aber es stellt sich dennoch die Frage nach
der Qualita¨t und Gu¨ltigkeit der relativistischen Na¨herung in den Pseudopotentialen.
Die dritte Quelle mo¨glicher Ungenauigkeiten ist die Tatsache, dass Cs eine kleinere
Ionisationsenergie aufweist als Rb. Das fu¨hrt mo¨glicherweise dazu, dass der U¨ber-
gang von der metallischen Flu¨ssigkeit hin zum nichtmetallischen Gas in Cs drasti-
scher und abrupter erfolgt als in Rb. Bei Verwendung von Ebene-Wellen-Codes wie
VASP, der urspru¨nglich fu¨r Rechnungen in periodischen Systemen bei Festko¨rper-
dichte entwickelt wurde, ist gerade die Behandlung der atomaren Zusta¨nde im
du¨nnen isolierenden Gas mit stark lokalisierten Valenzelektronen prinzipiell schwie-
rig, da hier
”
harte“ Pseudopotentiale mit einem recht hohen Ebene-Wellen-Energie-
Cutoff Ecut verwendet werden mu¨ssen, was wiederum zu sehr langwierigen und auf-
wendigen Rechnungen fu¨hrt. Deshalb wurden fu¨r [5] auch keine Zusta¨nde bei noch
geringeren Dichten und ho¨heren Temperaturen untersucht. Da aber auch neuere
QMD-Simulationen die ausgepra¨gte Forma¨nderung der ersten Peaks in Rb nicht
nachvollziehen konnten [96], ist keineswegs klar, ob hier die QMD-Resultate oder
die experimentellen Ergebnisse na¨her an der
”
wahren“ Paarkorrelationsfunktion lie-
gen. Diese offene Frage kann nur durch neue Experimente gekla¨rt werden.
9.4 Zustandsdichte und Elektronendichte
Neben den Strukturinfomationen sind auch elektronische Eigenschaften wie z.B. die
Zustandsdichte (DOS) und die elektronische Ladungsdichte (ECD) u¨ber die QMD-
Methode mit VASP zuga¨nglich. Exemplarisch sind in Abbildung 9.4 die Zustands-
dichten fu¨r typische Zusta¨nde von Rb entlang der Expansion dargestellt. Fu¨r diese
Rechnungen wurden nicht nur der Γ -Punkt, sondern 32 verschiedene k -Punkte fu¨r
verschiedene repra¨sentative
”
Schnappschu¨sse“ verwendet. Das Maximum der DOS
ist relativ zur Fermi-Energie in Richtung niedrigerer Energien leicht verschoben,
und die Absolutwerte der DOS reduzieren sich entlang der Expansion. Daraus wird
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ersichtlich, dass das nearly free electron-Verhalten der
”
einfachen“ Alkalimetalle na-
he dem Tripelpunkt zunehmend verschmierter wird, je na¨her sich das System am
kritischen Punkt befindet. Eine strikte Lokalisierung der Elektronen im Sinne eines
atomaren Gases hat auch bei der niedrigsten hier untersuchten Dichte noch nicht
stattgefunden, weshalb sich in der DOS noch kein entsprechendes Pseudogap geo¨ff-
net hat.
Fig. 9.4: Elektronische Zustandsdichte fu¨r Rb. Die vertikale Linie kennzeichnet die Fermi-
Energie.
Des Weiteren zeigen wir Konturplots der Elektronendichte (electronic charge den-
sity ECD) in Rb fu¨r die zwei berechneten Grenzfa¨lle nahe dem Tripelpunkt (Ab-
bildung 9.5) und dem kritischen Punkt (Abbildung 9.6), a¨hnlich wie in [88, 92]).
Diese
”
Schnappschu¨sse“ repra¨sentieren die ECD in der Simulationsbox entlang 9
a¨quidistanter Ebenen vom Boden (1) bis zur Spitze (9) fu¨r eine typische Gleichge-
wichtskonfiguration. Man erkennt sehr deutlich, dass mit zunehmender Expansion
die Elektronendichte stark inhomogen wird, d.h. in der Na¨he des kritischen Punktes
entstehen gro¨ßere Lu¨cken in der Elektronenverteilung, wa¨hrenddessen nahe dem Tri-
pelpunkt eine eher gleichma¨ßigen Verteilung (homogenes Elektronengas) auftritt. In
der Na¨he des kritischen Punktes tritt eine versta¨rkte Formierung von Zwei- und Drei-
partikelclustern auf, wohingegen gro¨ßere Clustern kaum noch zu finden sind. Diese
”
Schnappschu¨sse“ der Elektronendichteverteilung auswertend kann geschlussfogert
werden, dass u¨berwiegend kurzlebige Dimere und Trimere entstehen und neben den
nicht gebundenen Ionen vorherrschend sind. Dieser Trend stimmt mit dem Verhalten
der Koordinationszahl, siehe Abbildung 9.3, und den Resultaten aus [92] u¨berein.
Mit abnehmender Dichte ist eine zunehmende Lokalisierung der Elektronen an den
Ionen zu beobachten, was wiederum als ein starker Indikator fu¨r einen U¨bergang vom
metallischen hin zum nichtmetallischen Verhalten entlang der Expansion gewertet
werden kann, welcher sich in einer abnehmenden Leitfa¨higkeit manifestieren sollte,
so wie es auch im Experiment z.B. fu¨r Cs [97] beobachtet wurde. Dieses prinzipielle
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Verhalten wurde 1992 unter Verwendung chemischer Modelle von R. Redmer et al.
in [78] bereits vorhergesagt.
Fig. 9.5: Konturplots der ECD in Rb nahe dem Tripelpunkt bei 373 K und 1.5 g/cm3
entlang 9 a¨quidistanter Ebenen in der Simualtionsbox von der Spitze (1) bis
zum Boden (9). Die x- und y-Achse der Ebenen sind in A˚ gegeben, wa¨hrend der
Farbcode fu¨r die elektronische Ladungsdichte in Einheiten von e/A˚3 steht.
9.5 Zusammenfassung
Es wurden QMD-Simulationen fu¨r expandiertes flu¨ssiges Rb und Cs durchgefu¨hrt.
Die U¨bereinstimmung der berechneten Paarkorrelationsfunktionen mit den experi-
mentellen Ergebnissen ist sehr gut fu¨r Rb und qualitativ gut fu¨r Cs. Die aus den
QMD-Rechnungen extrahierten Koordinationszahlen und Na¨chste-Nachbar-Absta¨nde
folgen den experimentell ermittelten. Dieses Verhalten von abnehmender Koordina-
tionszahl bei nahezu konstanten Na¨chste-Nachbar-Absta¨nden entlang der Expnsion
kann innerhalb des Netzwerkproblems erkla¨rt werden [95] und wird durch eine Aus-
wertung der Ionenpositionen wa¨hrend der QMD-La¨ufe besta¨tigt. Eine Besonderheit
ist die Bildung von kurzlebigen Dimeren (Rb2) und Trimeren (Rb3) nahe dem kri-
tischen Punkt, welche in U¨bereinstimmung mit chemischen Modellen [76, 77] und
anderen QMD-Simulationen [92] stehen. Dazu wurde in [5] vorhergesagt, dass sich
dieses Verhalten auch bis zum kritischen Punkt fortsetzen wird, was wiederum durch
neue QMD-Simulationen von M. Ross et al. in [96] besta¨tigt werden konnte. Die aus
den QMD-Simulationen ermittelten DOS und ECD zeigen qualitativ den U¨bergang
vom metallischen hin zum nichtmetallischen Zustand entlang der thermischen Ex-
pansion vom Tripelpunkt hin zum kritischen Punkt. Die sehr interessante Frage zum
Verhalten der elektrischen Leitfa¨higkeit konnte noch nicht beantwortet werden, ist
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Fig. 9.6: Darstellung wie in Abb. 9.5 aber fu¨r Bedingungen nahe dem kritischen Punkt
fu¨r Rb bei 2123 K und 0.59 g/cm3.
somit also ein Themengebiet zuku¨nftiger Forschungen. Am Beispiel des Alkalime-
talls Li konnte aber gezeigt werden, dass eine ab initio-Berechnung der elektrischen
Leitfa¨higkeit prinzipiell mo¨glich ist, siehe Kapitel 11.
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10. HELIUM
In diesem Kapitel werden QMD-Rechnungen fu¨r dichtes Helium vorgestellt, wo-
bei insbesondere auf den Nichtmetall-Metall-U¨bergang bei hohen Dru¨cken (p >
100 kbar) Wert gelegt wurde. Dazu werden neue Ergebnisse zur thermischen Zu-
standsgleichung (EOS) und zu den Hugoniot-Kurven in der warm dense matter-
Region (WDM-Region) vorgestellt. Die optische Leitfa¨higkeit wurde mit Hilfe der
Kubo-Greenwood-Formel aus der linear response theory (LRT) berechnet, aus wel-
cher wiederum die statische Leitfa¨higkeit ermittelt wurde. Der Nichtmetall-Metall-
U¨bergang wird bei einer Dichte von rund 1 g/cm3 identifiziert. Dazu werden die
QMD-Daten sowohl mit experimentellen Werten als auch mit anderen theoretischen
Daten aus chemischen Modellen verglichen.
10.1 Einleitung
Die Untersuchung des Phasendiagramms von Wasserstoff und Helium insbesondere
unter extremen Bedingungen bei hohen Dichten und Temperaturen ist nicht nur
von fundamentalem Interesse sondern auch unverzichtbar fu¨r die Astrophysik. So
bestimmen z.B. die thermophysikalischen Eigenschaften von Wasserstoff-Helium-
Gemischen die Struktur und Evolution von Sternen, Weißen Zwergen und Riesen-
planeten [98, 99, 100]. Des Weiteren hat die Entdeckung von jupitera¨hnlichen Plane-
ten im nahen Orbit ihrer Muttergestirne [101] ein neues Interesse an Planetenphysik
hervorgebracht. Alle Planetenmodelle beno¨tigen genaue Zustandsdaten zur Lo¨sung
der hydrostatischen Gleichungen. Wa¨hrend die Grenzfa¨lle (ideales Gas bei niedrigen
Dichten sowie ideales Plasma fu¨r hohe Dichten) gut verstanden sind und im chemi-
schen Bild sowie mit Plasmamodellen hinreichend genau beschrieben werden ko¨nnen,
sind die Systeme in der dazwischen liegenden WDM-Region wesentlich schwieriger
zu beschreiben. Beispielsweise findet ein Nichtmetall-Metall-U¨bergang in H- und He-
Fluiden bei Dru¨cken von einigen Mbar und Temperaturen von wenigen eV statt,
was dazu fu¨hrt, dass eine starke Zustandsabha¨ngigkeit der Teilchenwechselwirkun-
gen und den damit verbundenen thermodynamischen Gro¨ßen auftritt. In [6] wurde
genau diese Region der warmen dichten Materie untersucht, in der die Unsicherhei-
ten der EOS-Daten bei Experimenten und Theorien am gro¨ßten sind.
Das Verhalten des warmen dichten Wasserstoffs wurde sowohl experimentell als auch
theoretisch sehr intensiv untersucht [102, 103]. Einerseits ist H das einfachste Ele-
ment im Periodensystem der Elemente, wobei der U¨bergang von der molekularen und
nichtleitenden Flu¨ssigkeit hin zum plasmaa¨hnlichen und leitenden Fluid bei hohen
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Dru¨cken nicht vollsta¨ndig gekla¨rt werden konnte [104, 105, 106, 107]. Andererseits
ist He fu¨r Studien bei extrem hohen Dru¨cken gut geeignet, da kein Dissoziations-
gleichgewicht zwischen Moleku¨len und Atomen zusa¨tzlich zum Ionisationsgleichge-
wicht beru¨cksichtigt werden muss. Hinzu kommt, dass die erste (24.6 eV) und die
zweite Ionisationsenergie (54.4 eV) gut voneinander separiert sind. U¨berraschender-
weise waren bis 2006 nur wenige experimentelle und theoretische Studien fu¨r He im
WDM-Bereich [108, 109, 110] bekannt.
In [6] wurden erstmals umfassende ab initio-Studien fu¨r das Verhalten von hoch-
dichten He-Fluiden unter Beru¨cksichtigung der der elektrischen Leitfa¨higkeit vorge-
stellt, welche in den folgenden Abschnitten nochmals ausfu¨hrlich beschrieben und
mit neuesten QMD-Ergebnissen aus [111] verglichen werden. Dazu wurde die EOS in
der WDM-Region mittels QMD-Rechnungen ermittelt, woraus dann die Hugoniot-
Kurve bestimmt und sowohl mit experimentellen Punkten [112], anderen Rechnun-
gen [113] als auch Resultaten aus chemischen Modellen [108, 109, 110] verglichen
wurde. Um den Nichtmetall-Metall-U¨bergang zu lokalisieren, wurde zusa¨tzlich zur
EOS erstmals fu¨r warmes dichtes He die statische Leitfa¨higkeit ab initio mittels
Kubo-Greenwood Formel [114] berechnet und mit Stoßwellenexperimenten [115] so-
wie Resultaten aus chemischen Modellen [116] verglichen. Diese im Jahr 2007 pu-
blizierten Rechnungen werden im Abschnitt 10.4 erla¨utert und erstmals neuesten
QMD-Ergebnissen aus [111] gegenu¨ber gestellt.
10.2 QMD-Simulationen fu¨r He
QMD-Studien sind sehr nu¨tzlich, um die strukturellen, thermodynamischen und op-
tischen Eigenschaften von Systemen im WDM-Bereich mit einer Kombination aus
first principles-Rechnung und MD-Simulation zu berechnen. Einzelheiten zu dieser
Methode ko¨nnen in [1, 2, 3, 4] und im Kapitel 8 nachgelesen werden. Fu¨r die in [6]
vero¨ffentlichten Resultate wurden QMD-Simulationen mit einer Fermi-Verteilung
der elektronischen Zusta¨nde unter Verwendung von Mermins finite temperature-
Na¨herung fu¨r die DFT (FT-DFT) [36] durchgefu¨hrt, welche in dem von uns ver-
wendeten Ebene-Wellen-DFT-Code VASP [93, 66, 58] implementiert ist. Fu¨r die
He-Rechnungen sind ein Parametersa¨tze mit 32 bis 64 Atomen in der Simulations-
box und periodische Randbedingungen verwendet worden. Pro Atom gehen zwei
Elektronen in die Dichtefunktionalrechnung ein, so dass auf die fu¨r schwerere Ele-
mente u¨bliche frozen core-Na¨herung, welche beispielsweise fu¨r Rb und Cs zum Ein-
satz kam, siehe Kapitel 9, verzichtet werden konnte. Die elektronische Wellenfunk-
tion wurden mittels PAW-Methode [53, 60] mit den in VASP [93, 66, 58] mitgelie-
ferten PAW-Pseudopotentialen berechnet, siehe Kapitel 7 und 8. Die Austausch-
Korreltationswechselwirkung wurde in GGA-Na¨herung mit der Parametrisierung
von PBE [30], siehe Abschnitt 4.5, berechnet.
In den QMD-Simulationen ist das Konvergenzverhalten der thermodynamischen
Gro¨ßen von herausragender Bedeutung [49]. Fu¨r die in [6] vorgestellten Ergebnisse
ist eine cutoff-Energie der Ebene-Wellen-Basis von Ecut = 700eV benutzt worden,
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so dass der Druck im betrachteten Dichte- und Temperaturbereich bis auf eine Ge-
nauigkeit von 2% konvergiert war. Des Weiteren wurde das Konvergenzverhalten
bezu¨glich des k-Punktsatzes u¨berpru¨ft, indem die Anzahl der zur Repra¨sentation
des Systems im Impulsraum benutzten k-Punkte sytematisch erho¨ht wurde. Fu¨r die
betrachteten Dichte- und Temperaturpaare wurde im Vergleich mit den Einpunktre-
sultaten festgestellt, dass k-Punktsa¨tze ho¨herer Ordnung die EOS-Daten um bis zu
2% und die Resultate zur statischen Leitfa¨higkeit um maximal 10% a¨ndern. Deshalb
waren die endgu¨ltigen Rechnungen zur EOS auf den Γ-Punkt und die Rechnungen
zur Leitfa¨higkeit auf den Baldereschi-Mean-Value-Punkt (1/4, 1/4, 1/4) [117] be-
schra¨nkt.
Die Simulationen wurden fu¨r kanonische Gesamtheiten durchgefu¨hrt, bei denen die
Temperatur, das Volumen der Simulationsbox und die Partikelzahl in der Box Erhal-
tungsgro¨ßen sind. Die Ionentemperatur wurde durch einen Nose´-Hoover-Thermos-
taten geregelt, der eine Kopplung des Systems an ein Wa¨rmebad mit vorgegebener
Temperatur simuliert. Fu¨r die Elektronen wird eine temperaturabha¨ngige partiel-
le Besetzung der Zusta¨nde einer Fermi-Verteilung folgend vorgenommen [93]. Nach
etwa 500-2000 Simulationsschritten ist das System im thermodynamischen Gleichge-
wicht, woraufhin der eigentliche Lauf mit 500 bis 1000 Zeitschritten gestartet wird.
Die thermodynamischen Gro¨ßen werden als laufende Mittelwerte aus den QMD-
La¨ufen extrahiert.
10.3 Die Zustandsgleichung von Helium
Die Ergebnisse der QMD-EOS fu¨r WDM-He sind in Abbildung 10.1 dargestellt. Die
Druckisothermen verhalten sich sowohl fu¨r die Temperatur als auch fu¨r die Dichte
systematisch und zeigen keine Anzeichen fu¨r einen Plasmaphasenu¨bergang erster
Ordnung, was wiederum den Resultaten widerspricht, die mit Hilfe des chemischen
Bildes [108, 109, 110] gewonnen wurden.
Zum Beispiel basiert die EOS von Winisdoerffer und Chabrier (WC) [110] auf einem
Minimierungsschema der freien Energie fu¨r Gemische aus He-Atomen sowie einfach
bzw. doppelt geladenen Ionen und freien Elektronen. Korrelationen werden durch
effektive Zweiteilchenpotentiale beru¨cksichtigt. Die WC-Resultate stimmen im Rah-
men der zweiprozentigen statistischen Ungenauigkeit bis zu einer Dichte von rund
1 g/cm3 und fu¨r ultrahohe Dichten ab ungefa¨hr 50 g/cm3 mit den QMD-Ergebnissen
sehr gut u¨berein. In der Zwischenregion, also im Bereich der WDM, die durch star-
ke Korrelationen, Entartung und Temperatureffekte gekennzeichnet ist, tendieren
die Ergebnisse des chemischen Modells (WC) zu niedrigeren Dru¨cken als die QMD-
Daten. Natu¨rlich ko¨nnen Quanteneffekte nur als Na¨herung in die effektiven Paar-
potentiale einfließen, z.B. als Vermeidung der Singularita¨t des Coulombpotetials bei
r = 0 durch Verwendung des Kelbg-Potentials oder a¨hnlicher Qunaten-Potentiale.
Hierbei ist bemerkenswert, dass durch die Verwendung effektiver Potentiale der ef-
fektive Korrelationsparameter Γeff = Ecorrel/Etherm verglichen zum idealen Kor-
relationsparameter Γideal = ECoulomb/Etherm abgesenkt wird. Fu¨r bestimmte Me-
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thoden, wie z.B. klassische MD-Simulationen oder hyper netted chain-Rechnungen
(HNC-Rechnungen), ist dieses Absenken des Korrelationsparameters (Γeff ) von ent-
scheidender Bedeutung, da somit das Auftreten von numerischen Instabilita¨ten bei
den Integrationen unterdru¨ckt bzw. verhindert werden kann. Mit ho¨her werdenden
Dichten zeigen die QMD-Druckisothermen ein zunehmend temperaturunabha¨ngiges
Verhalten, so wie es fu¨r entartete Plasmen typisch ist. Diese Ergebnisse unterstrei-
chen die Bedeutung von ab initio-Rechnungen im WDM-Bereich und werden somit
Eingang in die Planetenphysik [118] finden. Des Weiteren ko¨nnen die Regionen der
Dichte-Temperatur-Ebene identifiziert werden, welche durch chemische Modelle hin-
reichend genau beschrieben werden ko¨nnen, womit in diesen Regionen auf zeitinten-
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Fig. 10.1: Druckisothermen im Vergleich mit dem Modell nach Winisdoerffer und Chabrier
der freien Energie [110].
Basierend auf den EOS-Daten wurden Hugoniot-Kurven mit Hilfe der Rankine-
Hugoniot-Gleichung
(E −E0) = 1
2
(P + P0)(V0 − V ) (10.1)
berechnet, welche die Endzusta¨nde eines Stoßwellenexperiments zu Anfangsbedin-
gungen P0, V0, E0 ins Verha¨ltnis setzt. Fu¨r die QMD-Simulationen in [6] wurden
dazu die Anfangszusta¨nde E0 = 20 J/g, T0 = 4 K, P0 = 1 bar  P , und V0 =
32.4 cm3/mol (0 = 0.1235 g/cm
3) fu¨r die erste Stoßwelle und E1 = 57 kJ/g,
T1 = 15.000 K, P1 = 190 kbar, und V1 = 9.76 cm
3/mol (1 = 0.41 g/cm
3) fu¨r
die zweite Stoßwelle benutzt. In Abbildung 10.2 werden die QMD-Resultate mit
Doppelstoßwellenexperimenten von Nellis et al. [112], DFT-MD-Rechnungen von
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Militzer [113] und mit Ergebnissen aus zwei chemischen Modellen [110, 119] vergli-
chen.















Experiment Nellis et al.
Fig. 10.2: Hugoniot-Kurven fu¨r Helium: QMD-Resultate im Vergleich mit double shock-
Experimenten [112], DFT-MD-Resultate [113] und zwei chemische Modelle
WC [110] und FVT+id [119].
Es ist eine sehr gute U¨bereinstimmung sowohl mit den double shock-Experimenten
als auch mit anderen theoretischen Hugoniot-Kurven bis zu einer Dichte von rund
1 g/cm3 zu erkennen, was darauf zuru¨ckzufu¨hren ist, dass, wie schon oben gezeigt,
die EOS-Daten der verschiedenen Modelle in diesem Bereich kaum differieren. Ein
zentrales Problem im Kontext der Hugoniot-Kurven ist der Wert und die Position der
maximalen Kompression ηmax. Das chemische Modell FVT
+
id [119], das auf der fluid
variational theory (FVT) basiert und das ideale Ionisationsgleichgewicht mitberu¨ck-
sichtigt, ergibt einen Wert von ηmax = 5.5 bei 375 GPa und 50.000 K mit den An-
fangsbedingungen des zweiten Stoßes. Militzer [113] ermittelte eine maximale Kom-
pression von 5.24 bei 360 GPa und 150.000 K unter Verwendung einer kombinierten
EOS die in einem zweistufigen DFT-MD-Verfahren fu¨r die tieferen Temperaturen
und einer Path-Integral-Monte-Carlo-Simulation (PIMC) fu¨r ho¨here Temperaturen
bestimmt wurde. Fu¨r die tieferen Temperaturen wurde in [113] zuna¨chst eine DFT-
MD (T = 0 K) durchgefu¨hrt, aus denen danach fu¨r einige repra¨sentative Ionenkon-
figurationen extrahiert und fu¨r diese wenigen Konfigurationen dann eine FT-DFT-
Rechnung fu¨r endliche Temperaturen T >> 0 K gestartet. Die sich aus dieser Vor-
gehensweise ergebenden A¨nderungen im Vergleich zur reinen DFT-MD (T = 0 K),
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wurden in die EOS mit einbezogen. Militzer [113] zeigt, dass im betrachteten Dichte-
und Temperaturbereich in den He-Hugoniot-Kurven die FT-DFT-Rechnungen erst
fu¨r Zusta¨nde mit T > 10000K von Bedeutung sind, siehe Abbildung 10.3. Al-
lerdings sind die so durchgefu¨hrten DFT-MD (T = 0 K)-Simulationen mit einer
nachtra¨glichen Beru¨cksichtigung angeregter Zusta¨nde keine FT-DFT-Rechnungen
im herko¨mmlichen Sinne, so wie sie beispielsweise in [6] vero¨ffentlicht wurden, wobei
der wesentliche Unterschied darin besteht, dass die Gleichgewichtsionenverteilungen
in der 0 K-DFT-MD-Simulation im Vergleich zur vollen FT-DFT-Simulation von-
einander abweichen ko¨nnen und dieser Effekt natu¨rlich einen Einfluss auf die EOS
hat, siehe [120] am Beispiel fu¨r Wasser.
Fig. 10.3: Die Hugoniot-Kurve von stoßwellenkomprimierten He-Fluiden aus [113] wird
als Funktion der Kompressionsrate dargestellt, woraus eine zusammengefu¨gte
Kurve aus PIMC- und DFT-MD-Rechnugnen resultiert.
Die in [6] vorgestellten QMD-Simulationen zur Bestimmung der Hugoniot-Kurve en-
den bei 1.5 g/cm3, 350 GPa, und 60.000 K, wo die maximale Kompression noch nicht
erreicht ist, siehe Abbildungen 10.2 und 10.3. Hierbei ist die Temperatur der limitie-
rende Parameter, da in einer vollen FT-DFT-Rechnung die Anzahl der zur Konver-
genz notwendigen Ba¨nder exponentiell mit der Temperatur zunimmt. Fu¨r Tempe-
raturen mit T < 60.000 K steigt die notwendige Ba¨nderanzahl derart drastisch an,
dass die Rechnerkapazita¨ten (2006) erreicht waren. In der Hochtemperatur-Region
mu¨ssen Verfahren wie z.B. path integral Monte Carlo-Simulationen (PIMC) [113]
oder orbital free-DFT-Methoden (OF-DFT) [121] angewendet werden.
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Fig. 10.4: Prinzipielle Hugoniot-Kurven entnommen aus [113] fu¨r vorkomprimierte He-
und H-Fluide zu verschiedenen Anfangszusta¨nden.
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[F (i,k)− F (j,k)]
×|〈Ψj,k|∇α|Ψi,k〉|2
×δ(j,k − i,k − ω), (10.2)
wobei e die Elektronenladung und m die Elektronenmasse sind. Die Summe fu¨r i und
j geht u¨ber N diskrete Ba¨nder, die fu¨r die relevanten Kohn-Sham-Orbitale fu¨r das
Volumen der Superzelle Ω stehen. Die drei Raumrichtungen werden durch die α Sum-
me gemittelt. Der Faktor F (i,k) beschreibt die Besetzung des i-ten Bandes, welches
zur Kohn-Sham-Eigenenergie i,k und Kohn-Sham-Wellenfunktion Ψi,k bei k geho¨rt.
Die δ-Funktion muss verbreitert werden, weil das Energiespektrum auf Grund der
finiten Simulationszelle [1] diskret ist. Die Integration u¨ber die Brillouinzone erfolgt
durch eine Mittelung u¨ber spezielle k-Punkte [122], wobei W (k) der zum jeweiligen
k-Punkt geho¨rende Wichtungsfaktor ist. Fu¨r die in [6] vero¨ffentlichten Resultate
fu¨hrte die Restriktion auf den Baldereschi-Mean-Value-Punkt [117] zu Leitfa¨higkei-
ten mit einer Genauigkeit besser als 10% im Vergleich zu k-Punktsa¨tzen, welche
mit einer gro¨ßeren Anzahl von k-Punkten berechnet wurden, siehe Abschnitt 10.1.
Die Rechnungen auf den Baldereschi-Mean-Value-Punkt zu beschra¨nken, stellte den
optimalen Kompromiss aus Rechenzeit und Genauigkeit dar, denn es hat sich bei
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verschiedenen Testrechnungen gezeitgt, dass eine signifikante Verbesserung der Ge-
nauigkeit um den Faktor zwei mit einer Erho¨hung der Rechenzeit um mindestens
den Faktor vier verbunden ist.



























Fig. 10.5: QMD-Resultate fu¨r die statische Leitfa¨higkeit σ(0) im Vergleich mit Stoßwellen-
experimenten von Ternovoi et al. [115] zwischen (15−25)×103 K und Isothermen
des COMPTRA04 Modells [116].
Die statische Leitfa¨higkeit folgt aus Gleichung (10.2) fu¨r den Grenzfall ω → 0. In
Abbildung 10.5 werden die QMD-Resultate einerseits mit Stoßwellenexperimenten
von Ternovoi et al. [115], die einem Bereich von rund (15 − 25) × 103 K durch-
gefu¨hrt wurden, und andererseits mit Kurven, die unter Benutzung des partiell-
ionisierten-Plasma-Modells COMPTRA04 [123, 116] gewonnen wurden, verglichen.
Die experimentellen Punkte zeigen einen starken Anstieg der Leitfa¨higkeit zwischen
0,7 und 1,4 g/cm3, wobei die explizite Temperaturabha¨ngigkeit in den einzelnen
quasiisentropen Stoßwellenexperimenten aus [115] nicht ersichtlich wird. Der starke
Anstieg la¨sst auf einen Nichtmetall-Metall-U¨bergang schließen. Unter Zuhilfenahme
des Mott-Kriteriums fu¨r die minimale metallische Leitfa¨higkeit von Wasserstoff bei
T = 0 K (σmin = 20000/Ωm), auch fu¨r finite Temperaturen, kann dieser U¨bergang
bei ungefa¨hr 1.3 g/cm3 lokalisiert werden. Die QMD-Resultate reproduzieren den
experimentell gefundenen starken Anstieg sehr gut im nahezu gesamten Bereich bis
auf den experimentellen Punkt bei der niedrigsten Dichte von 0.72 g/cm3 und der
niedrigsten Temperatur (T < 15000 K), bei dem der experimentelle Wert um den
Faktor fu¨nf niedriger ist als das QMD-Resultat.
Im Gegensatz zu den QMD-Rechnungen, die auf das physikalische Bild zuru¨ckge-
hen, arbeitet das COMPTRA04-Modell [123, 116] im chemischen Bild und berech-
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net simultan den Ionisationsgrad sowie die elektrische Leitfa¨higkeit unter Beru¨ck-
sichtigung aller Streuprozesse durch freie Elektronen im partiell ionisierten Plasma.
Mit diesem Modell wird das prinzipielle Verhalten der Leitfa¨higkeit in Abha¨ngig
von der Temperatur und der Dichte qualitativ gut reproduziert, siehe [124]. Die
COMPTRA04-Isothermen, die in Abbildung 10.5 dargstellt sind, decken fast den
gesamten Temperaturbereich der experimentellen Punkte ab und stimmen auch mit
den QMD-Daten qualitativ gut u¨berein, so dass der Nichtmetall-Metall-U¨bergang
recht gut reproduziert wurde. Da die Temperaturbestimmungen in Stoßwellenex-
perimenten, insbesondere in multi shock-Experimenten mit quasiisentroper Kom-
pression, im Allgemeinen sehr schwer auszufu¨hren sind und der Temperaturbereich
in [115] fu¨r alle experimentellen Punkte nur sehr vage mit (15 − 25) × 103 K an-
gegeben wurde, war es sinnvoll, den Temperaturbereich fu¨r die QMD-Simulationen
auf (10− 30)× 103 K zu erweitern. Unter Beru¨cksichtigung des sehr systematischen
Verlaufs der COMPTRA04-Kurven kann vermutet werden, dass eine bessere U¨ber-
einstimmung mit dem Experiment ha¨tte erreicht werden ko¨nnen, wenn zusa¨tzlich
noch die Isothermen fu¨r 10.000 K und 30.000 K berechnet worden wa¨ren.
Tab. 10.1: Vergleich der EOS-Daten aus QMD-Simulation und Experiment [115]
ρ [g/cm3] T [K] pExp [kbar] pQMD [kbar]
0.73 16700 500 478
1.02 19400 900 892
1.38 23500 1685 1639
Der starke Einfluss der Temperatur auf die statische Leitfa¨higkeit in dieser U¨ber-
gangsregion wird deutlich, wenn die QMD-Resultate fu¨r jeweils zwei Temperaturen
bei einer Dichte betrachtet werden, siehe Abbildung 10.5. Um systematische Feh-
ler in der Temperaturbestimmung in den Experimenten auszuschließen, werden die
EOS-Daten des Experiments [115] mit QMD-EOS-Daten in Tabelle 10.1 verglichen.
Eine sehr gute U¨bereinstimmung kann beobachtet werden, so dass in [6] vermutet
wurde, dass die Diskrepanzen zwischen den QMD-Resultaten und den Experimen-
ten bei den niedrigsten Dichten wahrscheinlich vom band gap-Problem der DFT
stammen. Um dieses Problem zu lo¨sen, sind DFT-Rechnungen jenseits der GGA
notwendig, wobei z.B. auf EXX-LDA-Funktionale [125] oder Quasiteilchenrechnun-
gen [126, 127] zuru¨ckgegriffen werden kann, was aber auf Grund des enormen Re-
chenaufwands dieser Methoden extrem schwierig ist. Kowalski et al. haben diese Idee
aufgegriffen und u¨berraschende Ergebnisse zur Leitfa¨higkeit in [111] vero¨ffentlicht.
Dabei konnten unter Verwendung von band gap-Korrekturen, die aus Quasiteilchen-
rechnungen gewonnen wurden, weder der Verlauf des Experiments [115] oder des
COMPTRA04-Modells [123, 116] noch der QMD-Daten aus [6] reproduziert wer-
den. Diese qualitativen Unterschiede zu kla¨ren, ist ein wichtiger Punkt zuku¨nftiger
Arbeiten. Neuere Rechnungen haben aber gezeigt, dass die GGA-Methode noch ge-
nauere Resultate auch fu¨r geringe Dichten und niedrige Leitfa¨higkeiten erzielen kann,
wenn alle relevanten Parameter sta¨ndig optimiert werden. Hier ist insbesondere die
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Bedeutung der korrekten Verbreiterung der Energiezusta¨nde, beschrieben durch die
δ-Funktion in Gleichung (10.2), hervorzuheben.
Der Ursprung des in Abblidung 10.5 sichtbaren Nichtmetall-Metall-U¨bergangs kann
bestimmt werden, indem die Variation der Zustandsdichte (DOS) entlang des Pfa-
des des Stoßwellenexperiments untersucht wird, siehe Abbildung 10.6. Fu¨r die nied-
rigste Dichte von 0.72 g/cm3 existiert bei der Fermi-Energie eine Lu¨cke (gap) in
der DOS, so dass ein thermisch aktivierter Elektronentransport wie in Halbleitern
stattfinden kann. Mit steigender Dichte reduziert sich die gap-Region. Als Hauptef-
fekt kann identifiziert werden, dass elektronische Zusta¨nde die gap-Region bei der
Fermi-Energie mit steigender Temperatur auffu¨llen, so dass eine ho¨here metallische
Leitfa¨higkeit auftritt, siehe auch [106].



















] 0.72 g/ccm; 10 kK1.00 g/ccm; 20 kK
1.32 g/ccm; 30 kK
Fig. 10.6: DOS als Funktion der Energie fu¨r drei typische Situationen in Stoßwellenexpe-
rimenten. Die Fermi-Energie ist bei E = 0 lokalisiert.
Dieses Verhalten zeigt sich ebenfalls in der A¨nderung der Ladungsdichte mit zu-
nehmender Dichte, wie es in Abbildung 10.7 zu erkennen ist. Die Elektronen sind
fu¨r die geringere Dichte im Sinne eines atomaren Fluids lokalisiert (linke Grafik in
Abbildung 10.7), wa¨hrend fu¨r die ho¨here Dichte kurzlebige Filamente und Cluster
auftreten (rechte Grafik in Abbildung 10.7), was wiederum ein Indiz fu¨r eine me-
tallische Leitfa¨higkeit ist. Ein a¨hnliches Verhalten wurde auch fu¨r die expandierten
sowie fluiden Alkalimetalle Rb und Cs gefunden [5], siehe Kapitel 9.
10.5 Zusammenfassung von Kapitel 10
Die thermophysikalischen Eigenschaften von Helium wurden mit einem ab initio-
Zugang unter Benutzung des Programpaketes VASP berechnet. Die Resultate zei-
gen eine klaren Einfluss von Quanten- und Korrelationseffekten in der WDM-Region.
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Fig. 10.7: Typische Konturdarstellungen der Ladungsdichte in Einheiten von e/A˚3 fu¨r
0.72 g/cm3 bei 10.000 K (links) und 1.32 g/cm3 bei 30.000 K (rechts) ent-
lang eines Schnittes durch die Simulationsbox, wobei die x- und y-Achsen in
Einhiten von A˚ gegeben sind.
Der Nichtmetall-Metall-U¨bergang findet fu¨r den betrachteten Dichte-und Tempera-
turbereich entlang einer quasiisentropen Kompression bei rund 1,3 g/cm3 in U¨ber-
einstimmung mit Stoßwellenexperimenten und dem COMPTRA04-Modell statt. Die
Diskrepanz zwischen den QMD-Resultaten aus [6] und [111] ist Gegenstand aktu-
eller Forschung. Die im Rahmen dieser Arbeit gewonnenen und in [6] vorgestellten
Resultate sind von großer Bedeutung fu¨r Planetenmodellierungen und sind teilweise
auch schon in die Modelierung von Jupiter und Saturn mit eingeflossen [128].
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11. LITHIUM
Lithium ist auf Grund seines einzelnen Außenelektrons und seiner geringen Ord-
nungszahl im Periodensystem der Elemente nicht nur der Prototyp der simplen
Metalle, es ist auch aus astrophysikalischer Sicht eines der wichtigsten und inter-
essantesten Elemente. Theorien zur Entstehung der Materie, siehe [129] und darin
enthaltene Zitate, sagen einen gewissen Anteil (< 1%) von Lithium im fru¨hen Uni-
versum voraus, welches neben Wasserstoff und Helium als eines ersten Elemente im
Universum bei der Nukleosynthese entstanden ist. In diesem Kapitel soll nicht auf
die Entstehung von Lithium eingegangen, sondern dessen Eigenschaften in der warm
dense matter-Region (WDM-Region) untersucht werden. Einfache Metalle, wie z.B.
Lithium, Natrium und Kalium bei Normalbedingungen, ko¨nnen durch das NFE-
Modell (nearly free electron gas) gut beschrieben werden. Bei A¨nderung der Dichte
beginnend bei der Normaldichte zu expandierten oder komprimierten Zusta¨nden
zeigt die Leitfa¨higkeit starke und teilweise u¨berraschende Variationen. In diesem
Kapitel sollen ab initio-QMD-Rechnungen vorgestellt werden, in denen Lithium
u¨ber einen weiten Bereich von Dichten und Temperaturen untersucht wird, um die
thermische Zustandsgleichung (EOS), die elektrische Leitfa¨higkeit und strukturelle
A¨nderungen bei Kompression oder Expansion zu bestimmen. Basierend auf diesen
Resultaten wird erstmals eine konsistente Beschreibung der elektrischen Leitfa¨hig-
keit vom nichtmetallischen Gas bis hin zur entarteten Elektronenfu¨ssigkeit (dege-
nerate electron liquid) bei ultrahohen Dichten pra¨sentiert, die in U¨bereinstimmung
mit experimentellen Ergebnissen steht und durch andere Theorien zur elektrischen
Leitfa¨higkeit erga¨nzt wird.
11.1 Einleitung
Die elektrische Leitfa¨higkeit von Materie variiert u¨ber einen weiten Bereich. Wenn
man die Leitfa¨higkeit von reinen Metallen mit der von nahezu idealen Isolatoren
vergleicht, so betra¨gt der Unterschied 31 Gro¨ßenordnungen, womit die Leitfa¨hig-
keit neben dem Druck die physikalische Observable mit der gro¨ßten Variabilita¨t
ist, siehe [130]. Die Untersuchung des U¨bergangs zwischen Metall und Isolator ist
ein wichtiges Ziel aktueller Forschung, weil Korrelationen, Unordnungseffekte, ther-
mische Anregungen und quantenmechanische Effekte simultan in einer konsistenten
Beschreibung des quantenphysikalischen Vielteilchenproblems beru¨cksichtigt werden
mu¨ssen, siehe [131].
Vor diesem Hintergrund ist die Bestimmung der Leitfa¨higkeit von simplen Metal-
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len unter Normalbedingungen ein elementares und u¨berschaubares Problem, welches
innerhalb des NFE-Modells erfolgreich beschrieben werden kann [9]. Sobald jedoch
der der Bereich der Normalbedingungen in Richtung Expansion oder Kompressi-
on verlassen wird, zeigt sich eine u¨berraschend starke Variabilita¨t der elektrischen
Leitfa¨higkeit, welche nicht im Rahmen des einfachen NFE-Modells beschrieben wer-
den kann. So vollzieht sich ein Metall-Nichtmetall-U¨bergang bei der thermischen
Expansion vom Schmelzpunkt hin zum kritischen Punkt [71]. Dieser U¨bergang kann
durch eine zunehmende Lokalisation der quasifreien Elektronen an den Ionenru¨mp-
fen in U¨bereinstimmung mit Mott [132] erkla¨rt werden. Quasiisentrope Kompressio-
nen von Li-Fluiden beginnend bei Normalbedingungen bis hin zu extremen Dru¨cken
von einigen Mbar [133, 134, 135] haben ergeben, dass die elektrische Leitfa¨higkeit
nicht, wie zuna¨chst erwartet, mit der Dichte ansteigt sondern vielmehr absinkt.
Dieses u¨berraschende Verhalten der elektrischen Leitfa¨higkeit steht in enger Be-
ziehung zu den bereits prognostizierten, komplizierten Phasendiagrammen der Al-
kalimetalle Li und Na bei großen Dichten, insbesondere in der Festko¨rperphase.
Untersuchungen dieser hochdichten Festko¨rperstrukturen haben ergeben, dass ver-
schiedene Gittertypen auftreten [136], wobei ein dimerisierter Grundzustand, der
von Neaton und Ashcroft vorhergesagt und berechnet wurde [137], einer der in-
teressantesten und exotischsten Beispiele ist. Hanfland et al. ist der experimentelle
Nachweis der Paarungsinstabilita¨t bei den Hochdruckphasen unter Verwendung der
Diamantstempel-Methode (DAC-Methode) gelungen [138].
Diese starken A¨nderungen der elektrischen Leitfa¨higkeit bei einfachen Alkalimetall-
fluiden zu kla¨ren, ist eine aktuelle Herausforderung fu¨r die ga¨ngigen vielteilchentheo-
retischen Ansa¨tze der modernen Physik. In [7] wurden die Ergebnisse aus extensiven
ab initio-QMD-Rechnungen fu¨r Li dargestellt, welche in den na¨chsten Abschnitten
ausfu¨hrlich erla¨utert werden. Dazu wurde fluides Li als der Prototyp simpler Metalle
in einer breiten Dichte- und Temperaturregion untersucht, die sich von expandierten
bis hin zu komprimierten Zusta¨nden erstreckt, wobei sich die Dichte um mehrere
Gro¨ßenordnungen im Bereich von  = (0, 15 . . . 20)×0 a¨ndert und die Normaldichte
bei 0 = 0, 54 g/cm
3 liegt. Die betrachteten Temperaturen reichen dabei von einigen
Hundert bis zu 104K.
11.2 QMD-Simulation fu¨r Li
In den vergangenen Jahren wurde gezeigt, dass die genaue Berechnung von struktu-
rellen, elektronischen, thermodynamischen und optischen Eigenschaften von warmer
dichterMaterie im Rahmen einer first principles-Methode mittels QMD-Simulationen
auf eine sehr effiziente Weise mo¨glich ist, siehe [1, 2, 3, 4]. Die hier vorgestellten und
in [7] dargestellten QMD-Simulationen beruhen auf Mermins FT-DFT-Ansatz [36],
der wiederum in dem hier verwendeten Ebene-Wellen-DFT-Code VASP [93] imple-
mentiert ist. Wa¨hrend eines typischen QMD-Laufes wurden 32 bis 128 Ionen mit je-
weils 3 Elektronen in der Simulationsbox betrachtet. Die elektronischen Wellenfunk-
tionen wurden mittels PAW-Methode [53, 60] berechnet, wobei die im VASP-Paket
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mitgelieferten PAW-Pseudopotentiale benutzt wurden. Dieses Vorgehen hat den Vor-
teil, dass Potentiale benutzt werden, die von einer ganzen Reihe von Forschern
weltweit verwendet und weiterentwickelt werden. Des Weiteren kommt im PAW-
Formalismus eine Methode zur Anwendung, die insbesondere fu¨r ab initio Leitfa¨hig-
keitsberechnungen pra¨zisere Ergebnisse als andere Pseudopotential-Methoden lie-
fert. Die Austausch-Korelationswechselwirkung wurde unter Benutzung einer GGA-
Na¨herung mit der Parametrisierung von PBE [30] berechnet, weil sich diese Pa-
rametrisierung insbesondere fu¨r QMD-Studien von H und He als sehr erfolgreich
erwiesen haben. In [49] schreiben Mattsson et al., dass das PBE-Funktional konsis-
tenter erzeugt wird als das zweite in VASP zur Verfu¨gung stehende GGA-Funktional
in der Parametrisierung PW91 [29], siehe Kapitel 4. Weitere Funktionale in LDA-
Parametrisierung wurden nicht in Betracht gezogen, weil auf Grund der zu erwarten-
den starken o¨rtlichen Variation der Elektronendichte die Na¨herung des homogenen
Elektronengases, die der LDA-Parametrisierung zu Grunde liegt, nicht anwendbar
ist. Hybrid- oder EXX-Funktionale wurden bis 2008 von VASP nicht unterstu¨tzt
und wurden somit auch nicht in dieser Arbeit beru¨cksichtigt.
Das Sicherstellen der Konvergenz der thermodynamischen Gro¨ßen in den QMD-
Simulationen ist ein wichtiger Punkt [49]. In [7] wurde ein Ebene-Wellen-Energie-
Cutoff von Ecut = 900 eV gewa¨hlt, so dass der Druck mit einer Genauigkeit von 2%
im Vergleich zu Testrechnungen mit Ecut = 1200 eV berechnet werden konnte. Des
Weiteren wurde die Konvergenz in Abha¨ngigkeit von einer systematischen Erho¨hung
der Anzahl der k-Punkte u¨berpru¨ft und festgestellt, dass ein ho¨here Anzahl die
Genauigkeit der EOS-Ergebnisse um nur 2% verbessert. Deshalb wurden die QMD-
Rechnungen zur Bestimmung der EOS auf den Γ-Punkt beschra¨nkt.
Die Simulationen wurden fu¨r Li in [7] wie auch schon fu¨r He in [6] fu¨r kanonische En-
sembles durchgefu¨hrt, bei denen die Temperatur, das Volumen der Simulationsbox
und die Anzahl der Teilchen in der Simulationsbox voreingestellte Erhaltungsgro¨ßen
sind. Die Ionentemperatur wird u¨ber einen Nose´-Hoover-Thermostaten geregelt, sie-
he Kapitel 8. Nach einigen hunderte Simulationsschritten (500-2000) ist das System
im Gleichgewicht, was durch eine Auswertung der Verteilungsfunktionen (Paarkor-
relationsfunktion und Geschwindigkeitsverteilungsfunktion) verifiziert werden kann.
Die eigentliche Hauptrechnung wird fu¨r die vorher erzeugte Gleichgewichtssituation
mit 400 bis 1000 Zeitschritten gestartet. Aus deren Auswertung folgen die thermo-
dynamischen Gro¨ßen wie schon fu¨r He im Kapitel 10 als laufende Mittelwerte.
Die Leitfa¨higkeitsberechnung wurde wie im Kapitel 10 fu¨r He u¨ber die Auswer-
tung der Kubo-Greenwood-Formel durchgefu¨hrt, siehe Formel 10.2. Dabei haben
Konvergenztests ergeben, dass fu¨r den u¨berwiegenden Teil der untersuchten Dichte-
Temperatur-Punkte eine Verwendung des Baldereschi-Mean-Value-Punkt
(1/4, 1/4, 1/4) [117] mit einer Genauigkeit von 10% ausreichend ist. Es wurde weiter-
hin festgestellt, dass insbesondere beim U¨bergang von der fluiden in die feste Phase
entlang der Schmelzlinie Konfigurationen mit nur einem k-Punkt zu ungenauen Er-
gebnissen fu¨hren ko¨nnen. Das ist insofern auch nachvollziehbar, wenn man beachtet,
dass insbesondere bei den Alkalimetallen in der fluiden Phase nahe der Schmelzli-
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nie Anzeichen der festen Phase (bcc, fcc, cI16) auftreten ko¨nnen und das komplexe
Fluid somit nicht mehr isotrop ist [139]. Fu¨r diesen Fall hat sich die Verwendung
von k-Punktsa¨tzen mit mindestens 4 k-Punkten als notwendig erwiesen. Fu¨r gro¨ßere
Temperaturen im ungeordneten Fluid, wie z.B. auch in [6] fu¨r He bereits gezeigt,
war die Verwendung von k-Punktsa¨tzen mit nur einem k-Punkt ausreichend.
11.3 Ergebnisse zur statischen Leitfa¨higkeit
Die statische Leitfa¨higkeit folgt aus dem Grenzfall der dynamischen Leitfa¨higkeit
σ(ω) fu¨r ω → 0. Zuna¨chst werden die QMD-Daten mit Resultaten aus Stoßwel-
lenexperimenten von Fortov et al. [133, 134] und Bastea/Bastea [135] in den Ab-
bildungen 11.1 und 11.2 verglichen. Die in [7] enthaltenen QMD-Ergebnisse zeigen
eine exzellente U¨bereinstimmung mit den Experimenten von Bastea/Bastea [135]
im gesamten Dichte- und Temperaturbereich des Experiments ( = (2 . . . 4) × 0
und T=(2000 . . . 7000) K), wobei 0 = 0, 54 g/cm
3 die Standarddichte von festem
Li bei Normalbedingungen ist. Die U¨bereinstimmung der QMD-EOS-Daten mit den
Experimenten ist besser als 10%.
Tab. 11.1: Vergleich der EOS-Daten aus den QMD-Simulationen im Vergleich mit experi-
mentellen Werten aus dem Bastea/Bastea-Stoßwellenexperiment [135].
ρ [g/cm3] T [K] pExpBastea [Mbar] pQMD [Mbar]
1.06 2000 0.26 0.27
1.55 4000 0.76 0.78
1.95 5500 1.36 1.39
2.12 7000 1.75 1.74
Der steile Abfall der Leitfa¨higkeit entlang der quasiisentropen Kompression bis hin
zu 1 Mbar kann einer ansteigenden Streuung der Leitungselektronen an den Io-
nenru¨mpfen zugeordnet werden, da mit steigender Dichte der interatomare Abstand
abnimmt. Bastea/Bastea [135] vermuteten als Ursache hierfu¨r ein Anwachsen der
effektiven Masse m∗. Indem sie ihre experimentellen Werte an die Ziman-Formel mit
m∗ als freien Parameter anpassten, konnten Bastea/Bastea den Verlauf ihres Expe-
riments nachvollziehen. Das an den Leitfa¨higkeitsabfall anschließende Plateau wurde
dadurch erkla¨rt, dass die auf Grund der abnehmenden interatomaren Absta¨nde wei-
terhin ansteigende Streuung mit einer Abnahme der der Ionengro¨ße kompensiert
werden ko¨nnte. Diese Annahme konnte mit Hilfe der QMD-Daten nicht verifiziert
werden. Vielmehr scheint sich die Ionengro¨ße im von Bastea/Bastea beschriebenen
Bereich nicht wesentlich zu a¨ndern, siehe Abbildung 11.6 .
Des Weiteren konnte mit den QMD-Ergebnissen der kleine Abfall der Leitfa¨hi-
geit, der sich in den Bastea/Bastea-Daten an das Plateau bei ungefa¨hr 1,6 Mbar
anschließt, nicht verifiziert werden, siehe Abbildung 11.1 . Dieser kleine Leitfa¨-
higkeitsabfall wurde von Bastea/Bastea als ein Anzeichen fu¨r die Paarungsinsta-
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Fig. 11.1: Statische elektrische Leitfa¨higkeit des Stoßwellenexperiments fu¨r Li von Bas-
tea/Bastea [135] im Vergleich mit ab initio QMD-Ergebnissen. Einige Tempera-
turen sind eingezeichnet.
bilita¨t im warmen fluiden Bereich interpretiert, so wie sie von Neaton und Ashcroft
fu¨r festes komprimiertes Li vorhergesagt und berechnet wurde [137]. Im Gegensatz
zu den experimentellen Ergebnissen zeigen die QMD-Resultate einen eher glatten
Verlauf des Plateaus entlang der quasiisentropen Kompression bis hin zu 5 Mbar.
Neben den Stoßwellenexperimenten von Bastea/Bastea wurden die QMD-Daten mit
experimentellen Werten aus Stoßwellenexperimenten von Fortov et al. [133, 134]
verglichen, siehe Abbildung 11.2. Die Experimente von Fortov et al. decken fu¨r
verschiedenste experimentelle Anordnungen und Anfangsbedingungen einen Dich-
tebereich von  = (1 . . . 4) × 0 ab, wa¨hrend die maximale Kompression bei Tem-
peraturen von unter 3000 K erreicht wird. Die Temperaturen liegen damit bei den
jeweiligen Dichten deutlich niedriger als die der Bastea/Bastea-Experimente. Um so
wichtiger war die Kla¨rung der Temperaturabha¨ngigkeit der Leitfa¨higkeit im experi-
mentell zuga¨nglichen Dichtebereich durch QMD-Daten. So wurde wurde eine sehr
gute U¨bereinstimmung der QMD-Ergebnisse mit den experimentellen Werten aus
[133, 134] bis zu einer Dichte von 1.6 g/cm3 festgestellt, siehe Abbildung 11.2. Das
Ansteigen des elektrischen Widerstandes, welches einem Abfallen der Leitfa¨higkeit
entspricht, kann, wie schon oben fu¨r das Bastea/Bastea-Experiment, als ein Anstei-
gen der Streuung der Leitungselektronen an den Ionenru¨mpfen interpretiert werden.
In [133, 134] wurde das Abfallen des Widerstandes, im Widerspruch zum leichten
Abfall der Leitfa¨higkeit in [135], ebenfalls als Anzeichen einer mo¨glichen Paarungs-
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Fig. 11.2: Elektrische Leitfa¨higkeit aus Stoßwellenexperimenten fu¨r Li [133, 134] im Ver-
gleich mit QMD-Resultaten [7].
elektrischen Widerstandes in der von Fortov et al. untersuchten Dichte- und Tem-
peraturregion, insbesondere bei den ho¨heren Dichten ( > 1, 8 g/cm3), nicht repro-
duziert werden. Es zeigt sich in den QMD-Daten vielmehr, in U¨bereinstimmung mit
den Bastea/Beatea-Daten, ein leichter Anstieg des Widerstandes auf (30− 35)×R0
bei fu¨nfacher Kompression (2, 7 g/cm3). Zur Illustration dieser Diskrepanz zwischen
den Experimenten wurde der 7000 K-Punkt des Bastea/Bastea-Experiments in Ab-
bildung 11.2 eingefu¨gt. Genau in dem kritischen Dichtebereich von  > 1, 8 g/cm3
werden in [133, 134] allerdings Schwierigkeiten mit dem experimentellen Aufbau und
dem Erfassen der korrekten Leitfa¨higkeitsdaten eingera¨umt [133, 134]. Diese Wer-
te sind also schon von der experimentellen Seite her mit einem deutlich gro¨ßerem
Fehler behaftet als die Resultate bei niedrigeren Dru¨cken.
Wie bereits erwa¨hnt, interpretieren sowohl Bastea/Bastea ihren gemessenen Abfall
der Leitfa¨higkeit als auch Fortov et al. ihren gemessen Anstieg der Leitfa¨higkeit, der
in [133, 134] als ein Abfall des Widerstandes dargestellt ist, als ein Anzeichen von be-
ginnender Paarungsinstabilita¨t. Damit deutet sich also schon eine spannende Frage
an, na¨mlich ob die vorhergesagte Paarungsinstabilita¨t mit einem Abfall oder einem
Antstieg der Leitfa¨higkeit in der fluiden Phase verbunden ist. Die experimentellen
Untersuchungen von Hanfland et al. [138] fu¨r hochdichtes Li in der cI16-Phase mit-
tels DAC-Methode haben keine Anzeichen auf ein Absinken der Leitfa¨higkeit erge-
ben. Insbesondere wurde keine Schwa¨rzung der Probe in der cI16-Phase festgestellt,
was ein Anzeichen fu¨r eine schlechte Reflektivita¨t und damit einer nichtmetallischen
Leitfa¨higkeit gewesen wa¨re.
Des Weiteren wurden QMD-Rechnungen fu¨r einen ausgedehnten Dichte- und Tem-




















Fig. 11.3: Verhalten der elektrischen Leitfa¨higkeit von fluidem Li beginnend bei niedrigen
Dichten in der Gasphase bis zu ultrahohen Dichten in der Plasmaregion.
peraturbereich, der weit u¨ber den der bekannten Experimente hinausreicht, durch-
gefu¨hrt, um die elektrische Leitfa¨higkeit, die Zustandsdichte (density of states DOS),
die Ion-Ion-Paarkorrelationsfunktion (piar correlation function PCF) und elektro-
nische Ladungsdichte (electronic charge density ECD) zu bestimmen, siehe Abbil-
dungen 11.3-11.6 . Dabei konnten drei verschiedene Regionen identifiziert werden:
expandiertes Fluid (EF), fluides Metall (FM) und entartete Elektronenflu¨ssigkeit
(degenerate electron liquid DEL). Bei der Bezeichnung der Bereiche wird sich hier
an die in [7] eingefu¨hrten Abku¨rzungen gehalten.
(i) Das expandierte Fluid (EF) ist bei niedrigen Dichten  ≤ 0/2 lokalisiert und
stellt somit den U¨bergang vom metallischen Fluid zum nichtmetallischen Gas dar.
Die Leitfa¨higkeit zeigt ein nahezu temperaturunabha¨ngiges aber deutliches Anstei-
gen mit der Dichte, was in U¨bereinstimmung mit dem Mott-Effekt darauf zuru¨ck-
zufu¨hren ist, dass in dem hier betrachteten Temperatur- und Dichtebereich die qua-
sifreien Elektronen mit sinkender Dichte an den Ionenru¨mpfen lokalisieren, siehe
Abblidung 11.6. Die DOS in diesem Bereich hat die Form eines typischen NFE-
Gases (nearly free electron gas), siehe Abbildung 11.4. Unter Anwendung des Mott-
Kriteriums fu¨r die minimale elektrische Leitfa¨higkeit nicht nur fu¨r Grundzustands-
situationen (T = 0 K) sondern auch fu¨r die hier betrachteten finiten Temperaturen
(T >> 0 K), welches fu¨r Alkalimetalle einen Wert von σmin = 2000/Ωcm vorher-
sagt [130, 71], kann ein Nichtmetall-Metall-U¨bergang bei ungefa¨hr 0,15 g/cm3 iden-
tifiziert werden. Es ist anzumerken, dass dieser Nichtmetall-Metall-U¨bergang in der
Region stattfindet, in der auch der kritische Punkt vermutet wird (c = 0, 105 g/cm
3
und Tc = 3223 K [140]). In der EF-Region delokalisieren die Elektronen mit zu-
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nehmender Dichte wegen des Mott-Effekts, welcher in chemischen Modellen zur
Leitfa¨higkeits- und EOS-Berechnung eine zentrale Rolle spielt und zu einer Druckio-
nisation fu¨hrt [141]. Wie aus den Abbildungen 11.5 und 11.6 ersichtlich wird, besteht
das expandierte Li-Fluid zu einem gewissen Anteil aus kurzlebigen (transient) Di-
meren (Li2 und Li
+
2 ) und anderen kleinen geladenen sowie neutralen Clustern, wobei
sich die genaue Zusammensetzung mit der Dichte a¨ndern kann. Es ist zu vermuten,
dass im extrem du¨nnen Gas (p << 1 bar) dann nur noch stabile und neutrale Atome,
Dimere bzw. Tetramere existieren, so wie es in [75] fu¨r Na- , K- und Cs-Gase bereits
experimentell nachgewiesen wurde. Dieser Effekt wurde mittels QMD-Studien [5, 96]
fu¨r Rb gezeigt, fu¨r Rb und Cs bereits mit chemischen Modellen vorhergesagt [77]
und in Kapitel 9 fu¨r Rb- und Cs-Fluide beschrieben.
(ii) Das flu¨ssige Metall (fluid metal, FM) kann im Bereich von 0/2 ≤  ≤ 5, 50
identifiziert werden und zeigt eine starke Variation der Leitfa¨higkeit mit der Dichte.
Der Abfall der Leitfa¨higkeit mit steigender Temperatur in dieser FM-Region ist
typisch fu¨r Metalle. Die Leitungselektronen sind delokalisiert und die Leitfa¨higkeit
kann durch die Anwendung der Ziman-Formel unter Verwendung eines schwachen
Pseudopotentials in Born-Na¨herung beschrieben werden. Nach dem Druchschreiten
eines Maximums bei Normaldichte 0 fa¨llt die Leitfa¨higkeit auf Werte ab, die fu¨r
schlechte Metalle (dirty metals) mit Leitfa¨higkeiten kleiner als σdirty = 10.000/Ωcm
typisch sind, siehe [142].
Im FM-Bereich fu¨hrt ein Ansteigen der Dichte und der damit verbundenen Verrin-
gerung der interatomaren Absta¨nde zu einer versta¨rkten Elektronenstreuung an den
Ionenru¨mpfen, siehe Abbildungen 11.5 und 11.6.
Das zeigt sich auch in Abbildung 11.4, wo zu erkennen ist, dass die elektronische
Zustandsdichte (DOS) bei der Fermi-Energie stark reduziert ist, so wie es auch
schon in [138] fu¨r festes Li herausgefunden wurde. Beide Effekte zusammen sind die
Ursache fu¨r das Absinken der elektrischen Leitfa¨higkeit in der FM-Region.
(iii) In der hochdichten Region u¨ber 3 g/cm3, d.h. mehr als sechsfache Kompressi-
on, steigt die elektrischen Leitfa¨higkeit mit der Dichte systematisch an, wobei sich
dann wiederum ein nahezu temperaturunabha¨ngiger Verlauf einstellt, siehe Abbil-
dung 11.3. Dieses Verhalten ist typisch fu¨r entartete Elektronenflu¨ssigkeiten (dege-
nerate electron liquid, DEL). Der DEL-Bereich zeichnet sich insbesondere dadurch
aus, dass einerseits die Elektronenstreuung an den Ionenru¨mpfen durch zunehmende
Abschirmungseffekte immer geringer wird und andererseits der quantenmechanische
Charkter der Elektronen versta¨rkt in Erscheinung tritt, wobei sich die quasifrei-
en Elektronen auf die von den gebundenen 1s-Elektronen noch nicht blockierten
Zusta¨nde zwischen den Ionen verteilen mu¨ssen. Der Phasenraum, in den die Elek-
tronen beim elektrischen Transport hineinstreuen ko¨nnten, ist durch die extrem
hohen Dichten und die deshalb geringen interatomaren Absta¨nde in seiner ra¨um-
lichen Ausdehnung sehr eingeschra¨nkt. D.h. auf Grund des Pauli-Prinzips ist eine
Streuung in bereits besetzte Endzusta¨nde verboten. In diesem DEL-Bereich u¨ber-
wiegt das Pauli-Blocking alle anderen Effekte, so dass ein stark korrelierter Zustand
auch bei hohen Temperaturen von einigen Tausend Kelvin entsteht. Somit kann
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sich eine weitestgehend geordnete Struktur bereits in im Bereich der dichten Fluide
bilden, welche insbesondere durch eine multi-center bonding-Situation, vergleichbar
mit der cI16-Strukur fu¨r festes Li, gekennzeichnet ist, siehe Abbildungen 11.5 und
11.6. Diese besondere Eigenschaft der hochdichten DEL-Phase wurde bereits von
Neaton und Ashcroft, basierend auf den Ergebnissen fu¨r den gepaarten Grundzu-
stand von festem Li bei hohen Dru¨cken, vorhergesagt [137]. Die hier vorgestellten
Ergebnisse zeigen deutlich, dass die DOS in der DEL-Region relativ klein ist und
bei der Fermi-Energie EF ein schwaches Pseudogap bildet, siehe Abbildung 11.4.
Dennoch ist eine metallische Leitfa¨higkeit zu erkennen, so dass der von Netaon und
Ashcroft vorhergesagte nichtleitende und komplette gepaarte Zustand im hochdich-
ten Bereich nur in der festen Phase bei viel niedrigeren Temperaturen (T< 1000 K)
mo¨glich sein kann.
Die drastischen strukturellen A¨nderungen im fluiden Li mit steigender Dichte ko¨nnen
durch die Paarkorrelationsfunktion (PCF) dargestellt werden, siehe Abbildung 11.5 .
Der Na¨chste-Nachbar-Abstand sinkt systematisch mit steigender Dichte. In der EF-
Region ko¨nnen Dimere Li2 und molekulare Ionen Li
+
2 mit Bindungsla¨ngen von 2.7 A˚
und 3.1 A˚, siehe [141], identifiziert werden, welche sich durch schwache Auswo¨lbun-
gen (Peak oder Schulter) in der PCF identifizieren lassen. Der erste Peak in der
PCF wird, startend in der EF-Region mit einem Na¨chste-Nachbar-Abstand von
r0,EF ≈ 3 A˚, mit steigender Dichte zu kleineren Absta¨nden, z.B. r0,DEL ≈ 1 A˚ im
DEL-Bereich, verschoben. Der Na¨chste-Nachbar-Peak wird mit steigender Dichte
flacher bis hin zum Anfang der DEL-Region. Bei DEL-typischen Dichten treten so
starke Korrelationen bereits in der fluiden Phase auf, so dass sich eine Struktur, be-
stehend aus lose miteinander verbundenen Dimeren, ausbildet, welche durch einen
stark ausgepra¨gten ersten Peak mit meheren Nebenmaxima in der PCF zu identi-
fizieren ist. Diese Strukturierungen in der fluiden Phase bei DEL-Dichten ko¨nnen
als Hinweise auf die bei tieferen Temperaturen in der Festko¨rperphase existierende
multi-center bonding-Situation interpretiert werden. Mit steigenden Temperaturen
gehen diese multi-center bonding-Strukturen in der fluiden Phase verloren. Somit
stellt die stark korrelierte DEL-Region ein hochinteressantes Forschungsgebiet dar,
wobei insbesondere das Verhalten bei tieferen Temperaturen mit dem U¨bergang zu
den cI16- und oC8-Phasen [138] in der Region der Paarungsinstabilita¨t noch weiter
untersucht werden muss, siehe auch [139] fu¨r Na.
Die drei Regionen zeigen unterschiedliche physikalische Eigenschaften, welche wie-
derum unterschiedliche elektrische Leitfa¨igkeiten bedingen. In der Abb. 11.4 sind die
elektronischen Zustandsdichten (DOS) bei fu¨r die vier Regionen typischen Dichten
und einer Temperatur von 2000 K dargestellt.
11.4 Zusammenfassung von Kapitel 11
Zum ersten Mal wurde die elektrische statische Leitfha¨higkeit von fluidem Li im
Rahmen einer umfassenden QMD-Studie fu¨r einen weiten Dichte- und Temperatur-
bereich bestimmt. Die zuna¨chst sehr u¨berraschende Komplexita¨t in der Variation der
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Fig. 11.4: Elektronische Zustandsdichte in Li fu¨r typische Dichten bei 2000 K zeigen ein
NFE-Verhalten in der expandierten Fluidregion. Mit steigender Dichte ver-
schiebt sich das in der Region der simplen Metalle bei der Fermi-Energie lo-
kalisierten Maximum hin zu kleineren Energien in der Region der schlechten
Metalle. Im hochdichten Grenzfall ist die DOS auf Grund des Pauli-Blockings
in dieser hochkorrelierten Region und der damit verbundenen geringen Anzahl
mo¨glicher Zusta¨nde nahezu konstant.
Leitfa¨higkeit konnte durch genaue Analyse der Ion-Ion-Paarkorrelationsfunktion, der
elektronischen Zustandsdichte und der strukturellen A¨nderungen erkla¨rt werden.
Die U¨bereinstimmung der berechneten QMD-Daten mit aktuellen multiple shock
compression-Experimenten ist ausgezeichnet fu¨r Dichten bis zu 1,7 g/cm3 [133, 134]
und 2,15 g/cm3 [135].
Des Weiteren konnten drei grundlegend verschiedene Regionen des
”
einfachen“ Me-
talls Li identifiziert werden, die sich durch ihre spezifischen physikalischen Eigen-
schaften deutlich unterscheiden: das expandierte Fluid fu¨r die niedrigsten betrach-
teten Dichten (ρ <0,28 g/cm3), das fluide Metall bei ungefa¨hr Normaldichte
(0,28 g/cm3< ρ <3,0 g/cm3) und die entartete Elektronenflu¨ssigkeit bei den ho¨chs-
ten Dichten (ρ >3,0 g/cm3). Die elektrische Leitfa¨higkeit zeigt startend in der EF-
Region kontinuierliche U¨berga¨nge vom nichtmetallischen zum metallischen Verhal-
ten, gefolgt von einem Abfall in der FM-Regionen auf fu¨r schlechte Metalle (dirty
metals) typische Werte und endend mit einem nahezu temperaturunabha¨ngigen Ver-
halten in der hochdichten DEL-Region.
Am interessantesten ist der DEL-Bereich, weil er am wenigsten erforscht ist und
sehr u¨berraschende Effekte auftreten ko¨nnen. So wurden fu¨r die ho¨chsten Dichten
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Fig. 11.5: Die Paarkorrelationsfunktionen in Li fu¨r typische Dichten bei 2000 K zeigen
eindrucksvoll die strukturellen A¨nderungen im Verlaufe der Kompression. Der
Abstand der na¨chsten Nachbarn, d.h. die Position des ersten Peaks, verringert
sich systematisch mit fallender Dichte. Kleine kurzlebige Dimere Li2 und Li+2
ko¨nnen in der Region der expandierten Fluide identifiziert werden.
um 10 g/cm3 Anzeichen einer komplexen Struktur aus lose miteinander verbunde-
nen Ionenpaaren (ionisierte Dimere) schon in der fluiden Phase bei 2000 K gefunden.
Daraus kann geschlussfolgert werden, dass ein a¨hnliches Verhalten der elektrischen
Leitfa¨higkeit auch fu¨r andere Alkalimetalle bis hin zu Cs zu erwarten sind. Die Be-
rechnung des zu Grunde liegenden Phasendiagramms einschließlich des exakten Ver-
laufs der Hochdichte-Schmelzlinie und der Berechnung der komplexen hochdichten
Strukturen in Abha¨ngigkeit von der Temperatur ist ein wichtiges Thema zuku¨nftiger
Arbeiten. Dazu ko¨nnte der bis hierhin betrachtete Dichtebereich durch die Anwen-
dung chemischer Modelle (COMPTRA04) hin zu noch kleineren Dichten erweitert
werden, so wie es in Abbildung 11.7, aus einer vorla¨ufigen Rechnung stammend, zu
sehen ist. Mit dem COMPTRA04-Modell kann insbesondere die Region das parti-
ell ionisierten Plasmas (PIP) bei niedrigen Dichten gut beschrieben werden Es ist
zu erkennen die Ergebnisse aus dem chemischen Bild fließend in die Resultate aus
den QMD-Rechnungen u¨bergehen. Natu¨rlich muss die Interpolationsregion, welche
in Abbildung 11.7 durch gestrichelte Linien dargestellt ist, durch weitere QMD-
Rechnungen noch verkleinert werden, so dass dann Leitfa¨higkeitsrechnungen vom
PIP bis zum DEL u¨ber 4 Gro¨ßenordungen vorliegen.
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Fig. 11.6: Variation der elektronischen Ladungsdichte in Li fu¨r typische Dichten bei
2000 K. In der Region der expandierten Metalle (oben links) zeigen sich kleine
transiente Cluster, Diskusion siehe Text. Der Bereich der simplen Metalle (oben
rechts) ist charakterisiert durch einen nahezu homogenen Elektronensee, wo die
Ionen keinerlei Tendenzen zur Bildung von Paaren oder komplexen Strukturen
zeigen. Fu¨r die schmutzigen Metalle (unten links) zeigt sich ein a¨hnliches Bild
wie fu¨r die simplen Metalle nur das die interatomaren Absta¨nde deutlich kleiner
sind. In der hochdichten Region (unten rechts) sind Anzeichen einer cI16-Strukur
aus verketteten Dimeren bereits in der fluiden Phase zu erkennen.
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Fig. 11.7: Die statische elektrische Leitfa¨higkeit im erweiterten Dichtebereich. Die
Leitfa¨higkeiten bei den niedrigsten Dichten wurden mit dem COMPTRA04-
Modell berechnet, wobei der U¨bergangsbereich interpoliert wurde und gestri-
chelt dargestellt ist.
108 11. Lithium
12. ZUSAMMENFASSENDE DISKUSSION UND AUSBLICK
12.1 Ergebnisse
Das Ziel dieser Arbeit war die Untersuchung von dichten Fluiden mittels QMD-
Simulationen. Dazu wurde die DFT-Methode verwendet, welche 1964 erstmals von
Hohenberg und Kohn vorgestellt wurde [14]. In Kapitel 3 wurde am Beispiel von
Levys constrained search-Methode gezeigt, dass die Anwendung des in der urspru¨ng-
lichen DFT-Methode benutzten Variationsprinzips auf gro¨ßere Systeme, bestehend
aus mehreren Atomen, nicht mo¨glich ist, solange auf weitere physikalische Na¨herun-
gen verzichtet wird. Einen Ausweg bietet die Abbildung des voll wechselwirkenden
Systems auf ein Referenzsystem wechselwirkungsfreier Elektronen in der Formulie-
rung von Kohn und Sham (Kohn-Sham-Gleichungen) [17].
Insbesondere die Zusammenfassung der quantenmechanischen Austauschbeitra¨ge
und Korrelationswechselwirkungen im so genannten Austausch-Korrelationsbeitrag
hat sich als hocheffizient und auf gro¨ßere Systeme anwendbar erwiesen. In den letz-
ten Jahrzehnten wurden enorme Fortschritte bei der Weiterentwicklung der Funktio-
nale zur Austausch-Korrelationswechselwirkung erzielt. Die PBE-Parametrisierung
in der generalisierten Gradientenna¨herung (GGA) ist eine der bewa¨hrtesten sowie
am weitesten verbreiteten GGA-Parametrisierungen und wurde zur Erzeugung eines
Großteils der in dieser Arbeit pra¨sentierten Ergebnisse benutzt.
In den Kapiteln zu den Pseudopotentialen, siehe Kapitel 5, 6 und 7, sollte vor allem
demonstriert werden, dass erst durch den Einsatz modernster numerischer Methoden
in Verbindung mit massiv parallelen Großrechnern und den in den Pseudopotentialen
enthaltenen physikalischen Na¨herungen eine breite Anwendung auf physikalische und
chemische Fragestellungen mo¨glich geworden ist.
Als die wichtigsten Beispiele wurden die normerhaltenden, die ultrasoften und die
PAW-Pseudopotentiale vorgestellt. In Kapitel 7 wurde darauf hingewiesen, dass die
PAW-Methode von den vorgestellten Methoden die genauste ist, da die Kernwellen-
funktionen auf einem speziellen spha¨rischen Gitter um die Ionen herum behandelt
und nicht wie in den NC- und US-Pseudopotentialen gegla¨ttet werden. Die neus-
ten der hier vorgestellten Ergebnisse, insbesondere fu¨r He- und Li-Fluide, wurden
deshalb ausschließlich unter Verwendung von PAW-Potentialen gewonnen. Dabei
hat sich die Verwendung des ebenfalls hier vorgestellten Programmpakets VASP als
a¨ußerst effizient erwiesen, da in VASP die Nutzung einer ganzen Bibliothek von
Pseudopotentialen mo¨glich ist.
Des Weiteren stellt die hier verwendete und in VASP implementierte QMD-Methode
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durch die Verbindung von Dichtefunktionaltheorie und klassischer Molekulardynamik-
Simulation einen a¨ußerst effizienten und pra¨zisen Zugang zur Beschreibung dichter
Fluide dar. Chronologisch gesehen wurden mittels DFT-Methode zuna¨chst struktu-
relle Eigenschaften, wie z.B. Gitterkonstanten von Festko¨rpern und Bindungswinkel
bei Moleku¨len, untersucht. Deshalb wurde zum Beginn der im Rahmen dieser Arbeit
angefertigten QMD-Studien der Fokus auf die Berechnung der Struktur von ther-
misch expandierten Rb- und Cs-Fluiden gesetzt. Es konnte erstmals gezeigt werden,
dass sich die strukturellen Eigenschaften von thermisch expandiertem Rb und Cs
in einem Dichtebereich vom Schmelzpunkt bis in die Na¨he des kritischen Punktes
unter Benutzung der QMD-Methode mittels VASP gut reproduzieren lassen. Die
Form der Ion-Ion-Paarverteilungsfunktionen konnte in U¨bereinstimmung mit dem
Bindungsnetzwerk-Problem und chemischen Modellen sowohl fu¨r Rb als auch fu¨r
Cs gekla¨rt werden. Wegen der guten Qualita¨t der QMD-Ergebnisse zu den Paarver-
teilungsfunktionen konnte im Anschluss an die Strukturuntersuchungen die interne
elektronische Struktur (DOS, Ladungsdichteverteilung) der fluiden Alkalimetalle Rb
und Cs genauer untersucht werden. So ließen sich insbesondere in der Na¨he des kri-
tischen Punktes Anzeichen eines Metall-Nichtmetall-U¨bergangs in Verbindung mit
dem thermodynamischen Phasenu¨bergang von der metallischen Flu¨ssigkeit hin zum
isolierenden Gas, bestehend aus Dimeren und Trimeren, finden. Diese Vermutung
wurde durch neuere QMD-Rechnungen von Ross et al. besta¨tigt [96].
Aus den fu¨r fluides Rb und Cs gewonnen Erkenntnissen und wegen des großen In-
teresses an pra¨zisen H- und He-Zustandsgleichungen fu¨r die Planetenforschung, sie-
he [128], war es nahe liegend mit QMD-Studien fu¨r komprimiertes He zu beginnen.
Durch eine sehr ergiebige Zusammenarbeit mit Michael P. Desjarlais sowie Thomas
R. Mattsson vom Sandia Natl. Lab in Albuquerque (New Mexico) war die Imple-
mentierung einer Methode zur ab initio-Berechnung der elektrischen Leitfa¨higkeit
mo¨glich geworden.
Der von Ternovoi et al. experimentell gefundene Nichtmetall-Metall-U¨bergang in
komprimierten He-Fluiden konnte mittels QMD-Methode eingehend untersucht wer-
den. Die in Kapitel 10 vorgestellten und in [6] publizierten QMD-Daten sind die
gegenwa¨rtig einzigen ab initio-Rechnungen in denen die von Ternovoi et al. [115]
experimentell gefundenen A¨nderungen der elektrischen Leitfa¨higkeit im erweiterten
Temperaturbereich von 10 kK bis 30 kK reproduziert und erkla¨rt werden konnten,
siehe [111]. Der Nichtmetall-Metall-U¨bergang entlang der quasiisentropen Kompres-
sion von fluidem He konnte in U¨bereinstimmung mit dem Mott-Effekt bei einer Dich-
te von ungefa¨hr 1, 3 g/cm3 identifiziert werden, indem die Zustandsgleichung, die
elektronische Zustandsdichte und die Ladungsverteilung ausgewertet wurden. Die
aus den QMD-Simulationen resultierende pra¨zise Zustandsgleichung und die Kennt-
nis der Lage des Nichtmetall-Metall-U¨bergangs sind in Planetenmodellierungen als
elementare Bestandteile mit eingeflossen, siehe [128]. Des Weiteren kann festgestellt
werden, dass die in [111] angestoßene Diskussion u¨ber die Temperaturabha¨ngigkeit
des Nichtmetall-Metall-U¨bergangs in komprimierten He-Fluiden abschließend nur
durch neue multiple shock-Experimente gekla¨rt werden kann.
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Die extensiven QMD-Studien zu Rb und Cs einerseits sowie He anderseits haben
deutlich gezeigt, dass die QMD-Methode sehr gut auf Alkalimetalle (simple me-
tals) und Elemente niedriger Ordnungszahlen, bei denen von einer Anwendung der
frozen core-Na¨herung abgesehen werden kann, anwendbar ist. Deshalb war die logi-
sche Konsequenz daraus die Anfertigung einer QMD-Studie zu fluidem Li mit einer
Fokussierung auf die elektrische Leitfa¨higkeit. Diese QMD-Rechnungen schlossen an
Experimente von Hanfland et al. [138] und theoretische Vorhersagen von Neaton und
Ashcroft [137] an, so dass einige offene Fragen zur hochdichten Region (degenerate
electron liquid), z.B. Leitfa¨higkeit und Struktur im Fluid, gekla¨rten werden konnten,
wobei sich aber auch neue Fragen, insbesondere zu den strukturellen U¨berga¨ngen,
auftaten. Dabei konnten abha¨ngig von der Dichte vier Regionen identifiziert wer-
den: partiell ionisiertes Plasma, expandiertes Fluid, fluides Metall und entartete
Elektronenflu¨ssigkeit. Die U¨bereinstimmung der ab initio-Rechnungen zur elektri-
schen Leitfa¨higkeit mit den Experimenten war exzellent, so dass die grundlegenden
Eigenschaften von Li-Fluiden unter extremen Bedingungen im WDM-Bereich be-
stimmt werden konnten. Das mo¨glicherweise wichtigste Resultat der QMD-Studien
zu Li-Fluiden ist die Erkenntnis, dass ein elektrisch nicht leitender Grundzustand
aus stabilen Li-Dimeren nur bei tieferen Temperaturen in der Festko¨rperphase exis-
tieren kann. In den untersuchten fluiden Phasen bis hin zu 10 g/cm3 wurden stets
metallische Leitfa¨higkeiten bestimmt.
12.2 Ausblick
Abschließend la¨sst sich also feststellen, dass die QMD-Methode mittels VASP sehr
erfolgreich auf verschiedene Fluide sowohl im WDM-Bereich als auch in der Region
dichter Gase angewendet wurde. Daraus kann geschlussfolgert werden, dass mit dem
zurzeit noch exponentiellen Wachstum der Rechengeschwindigkeit bei Parallelrech-
nern die Behandlung von immer komplexeren Systemen mittels QMD-Simulation
mo¨glich wird. Wa¨hrend mit den momentanen Großrechnern Systeme, bestehend aus
einigen Hundert Teilchen, mittels QMD-Methode behandelbar sind, werden in den
na¨chsten Jahren QMD-Simulationen mit einigen Tausend Teilchen pro Simulations-
box durchgefu¨hrt werden. Somit wird man in der Lage sein, die Phasengrenzen im
WDM-Bereich noch genauer zu bestimmen und bisher noch nicht entdeckte Effekte
der stark korrelierten Materie erforschen. Ein weiterer Punkt der stark gestiegenen
Rechenleistung der letzten Jahre ist der Fakt, dass die Verwendung von Pseudopo-
tentialen, wie z.B. NC- oder US-Pseudopotential, nicht mehr notwendig ist. So kann
mit einer genu¨gend hohen Anzahl ebener Wellen direkt mit den Coulomb-Potentialen
gerechnet werden.
Eine Mo¨glichkeit zur Weiterentwicklung der QMD-Methode ist die Implementierung
von Basissa¨tzen, bestehend aus lokalen Orbitalen, womit man nicht mehr auf eine
große Anzahl ebener Wellen zur Beschreibung der Gesamtwellenfunktion angewiesen
ist. Dies bietet die Mo¨glichkeit, auch stark lokalisierte Systeme, wie z.B. Cluster und
Makromoleku¨le, im Sinne einer ab initio-Rechnung behandeln zu ko¨nnen, so wie es
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gerade von Stefan Gutzeit am Beispiel von Na-Clustern durchgefu¨hrt wird.
Auf Grund der partiellen Besetzung entsprechend einer Fermi-Verteilung wa¨chst die
Anzahl der zu berechnenden Ba¨nder exponentiell mit der Temperatur an. Dieses
fu¨hrt zu einer Begrenzung der Temperatur in den zu beschreibenden Systemen auf
zurzeit ungefa¨hr 50 kK. Mit steigender Rechenleistung la¨sst sich die Temperatur-
grenze auf 100 kK in den na¨chsten Jahren verdoppeln. Dennoch ist der Einsatz von
anderen Methoden, wie z.B. PIMC oder OF-DFT, notwendig, um Systeme mit noch
ho¨heren Temperaturen berechnen zu ko¨nnen.
Die fu¨r die Beschreibung von Halbleitern und Isolatoren korrekte Bestimmung der
Bandlu¨cke hat fu¨r die im Rahmen dieser Arbeit untersuchten Systeme eine unter-
geordnete Rolle gespielt, da ausschließlich solche Bereiche der WDM-Region be-
trachtet wurden, in denen die Materialien nahezu metallische Leitfa¨higkeiten auf-
wiesen. Dennoch besteht kein Zweifel daran, dass fu¨r die Berechnung von Halbleitern
und Isolatoren eine pra¨zise Bestimmung der Bandlu¨cke mittels Hybrid-Funktionalen
notwendig ist, siehe [13]. Aktuelle Forschungen ermo¨glichen die Entwicklung neuer
Austausch-Korrelationsfunktionale, wie z.B. AM05 [33], HSE06 [32] und PBE0 [34],
welche eine noch gro¨ßere Bandbreite an Einsatzgebieten aufweisen werden als die
bisher verwendeten Funktionale. Hier sind in den na¨chsten Jahren enorme Fort-
schritte zu erwarten, was die Verwendung der DFT in der angewandten Forschung
weiter vorantreiben wird.
Zur Berechnung von realistischen Planetenmodellen, wie sie von Nadine Nettelmann
durchgefu¨hrt werden, sind die exakten Zustandsgleichungen von H (berechnet von
Bastian Holst), H2O (berechnet von Martin French) und He, siehe Kapitel 10, no¨tig.
Der na¨chste logische Schritt ist die Berechnung von Stoffgemischen aus He und H
(Rechnungen begonnen von Winfried Lorenzen). Des Weiteren ist die ab initio-EOS
fu¨r Methan von großem Interesse fu¨r die Planetenphysik, so dass auch hier in den
na¨chsten Jahren einige Fortschritte zu erwarten sind.
Das zweite große Themengebiet, das der hochkomplexen Alkalimetallfluide, steht
derzeit ebenfalls im Fokus der internationalen Forschungsgemeinschaft, was man an
den aktuellen Arbeiten zu Na [139] und Li [137, 138] erkennen kann. Trotz der vie-
len hochwertigen Publikationen auf diesem Gebiet bleiben zahlreiche Fragen bisher
noch ungekla¨rt. So konnte einerseits das komplexe Verhalten der Leitfa¨higkeit von
Li-Fluiden fu¨r einen weiten Dichte- und Temperaturbereich gekla¨rt werden, siehe
Kapitel 11 , andererseits aber das Phasendiagram noch nicht zufrieden stellend be-
rechnet werden. Hier sind die Fragen nach den verschiedenen Festko¨rperphasen, der
Schmelzdrucklinie und den mo¨glichen Flu¨ssigkeit-Flu¨ssigkeit-U¨berga¨ngen noch im-
mer von hoher Aktualita¨t, so dass in den na¨chsten Jahren interessante Publikationen
zu erwarten sind.
Am Beispiel des Alkalimetalls Li konnte in dieser Arbeit gezeigt werden, dass ei-
ne pra¨zise Beschreibung von stark korrelierter Materie vom dichten Gas bis hin zu
warmer dichter Materie mo¨glich ist. Somit ko¨nnen demna¨chst durch die Verwen-
dung von chemischen Modellen im Bereich der du¨nnen Gase im Zusammenhang mit
QMD-Resultaten fu¨r den Bereich ho¨herer Dichten durchgehende und a¨ußerst pra¨zise
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Zustandsgleichungen bestimmt werden.
Des Weiteren konnte mit den Ergebnissen dieser Arbeit, insbesondere am Bei-
spiel von Li-Fluiden, gezeigt werden, dass die Berechnung von Metall-Nichtmetall-
U¨berga¨ngen mittels QMD-Methode unter Verwendung des VASP-Pakets in Verbin-
dung mit der Leitfa¨higkeitsevaluationsroutine von Michael P. Desjarlais auch in bis-
her noch nicht betrachten WDM-Bereichen bei ultrahohen Dru¨cken sinnvoll ist. Des-
halb werden zuku¨nftig gerade in diesem WDM-Bereich noch weitere QMD-Studien
zum komplexen Verhalten hochkorrelierter Fluide und Festko¨rper vero¨ffentlicht wer-
den.
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