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Abstract
In this paper we investigate the use of linguistic informa-
tion given by language models to deal with word recogni-
tion errors on handwritten sentences. We focus especially
on errors due to out-of-vocabulary (OOV) words. First,
word posterior probabilities are computed and used to de-
tect error hypotheses on output sentences. An SVM classi-
fier allows these errors to be categorized according to de-
fined types. Then, a post-processing step is performed us-
ing a language model based on Part-of-Speech (POS) tags
which is combined to the n-gram model previously used.
Thus, error hypotheses can be further recognized and POS
tags can be assigned to the OOV words. Experiments on
on-line handwritten sentences show that the proposed ap-
proach allows a significant reduction of the word error rate.
1. Introduction
Most of the handwritten text recognition systems are us-
ing a closed vocabulary. While this is suitable for tasks like
recognizing literary handwritten texts, it is not well-adapted
for new applications like recognizing freeform notes writ-
ten on a TabletPC [14] or on a whiteboard [7]. Indeed,
for this task, the vocabulary is generally infinite due to the
use of personal abbreviations. Thus, when using a recog-
nition system with a closed vocabulary, it is interesting to
add a mechanism to detect out-of-vocabulary words. On
one hand, these words might be further reconsidered us-
ing a recognition based on sub-word units like characters or
strokes, for example. On the other hand, as the OOV words
are not correctly recognized, they are substituted by words
from the vocabulary, which has been shown to cause recog-
nition errors on neighboring words due to the use of lan-
guage models [3]. Thus, detecting and processing the OOV
words could also allow the correction of other recognition
errors and increase the performance of the whole system.
In some handwritten text recognition systems like [16],
OOV words may occur but, to our knowledge, no strategy
has been proposed to deal with them. Some recognition sys-
tems associate confidence scores to the output sentences to
allow the rejection of some of the words. In [9], anti-letter
models are used and, in [11], different confidence measures
both at the letter and at the word levels are compared. Nev-
ertheless, no linguistic information is used at the sentence
level. A rejection strategy based on varying the weight of a
language model (LM) is presented in [2] and relies on the
assumption that non-recognized words are more sensitive
to this variation. Nonetheless, the handwritten texts do not
contain OOV words.
In the field of speech recognition, most recognition sys-
tems deal with OOV words. Among approaches to de-
tect and recognize these words are phone-based models [1]
(with specific models that may depend on the category of
the OOV words) or recognition systems based on sub-word
units [3]. In [6], an approach based on word posterior prob-
abilities computed on a confusion network is proposed to
detect OOV words. Finally, works on tagging texts contain-
ing OOV words rely on POS categories which are used in
conjunction with n-gram LMs to achieve better results [10].
In this paper, we focus on the detection and on the post-
processing of OOV words in an on-line handwritten sen-
tence recognition system. Since these words may also cause
other recognition errors, our proposed approach allows the
detection of different kinds of recognition errors (including
OOV words) and is performed on output sentences given by
our baseline sentence recognition system [13]. We thus ex-
tend our previous works [12] using posterior probabilities
as confidence scores on words of output sentences. We then
use a classifier to identify the type of each error hypothesis
thus detected. To allow the correction of errors that may
be due to unrecognized neighboring words, we add a post-
processing step using a word-to-POS backoff LM whose
aim is two-fold: improving the recognition of in-vocabulary
words and associating OOV words with their POS category.
The remaining parts of this paper are as follows. In
section 2, an overview of the whole recognition system is
given. The proposed approach for detecting and character-
izing error hypotheses is then presented in section 3. Sec-
tion 4 describes the construction of the POS-based LM and
its use to correct error hypotheses and to retrieve the cate-
gories of OOV words. Finally, experimental results are dis-
cussed in section 5 while section 6 draws some conclusions.
2. Recognition system overview
In this section, we present the different steps of our
whole sentence recognition system (see figure 1).
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Figure 1. Sentence recognition system.
Given an input handwritten sentence, the sentence recog-
nition system first builds a graph containing handwritten
word segmentation hypotheses. To identify these hypothe-
ses, a Radial Basis Function Network (RBFN) is used to
classify inter-stroke gaps. A confidence index associated to
each of these classification results is also used to create ad-
ditional segmentation hypotheses (see [13] for further de-
tails). A Maximum A Posteriori (MAP) decoding is then
performed on this graph to find the likeliest sentence Wˆ
(called MAP sentence), using graphic and linguistic infor-
mation on words as given by equation 1:
Wˆ = argmax
Wk
score(S|Wk) + γ log [p(Wk)] + δnk (1)
where score(S|Wk) is the score of the handwritten sig-
nal S for the given sentence Wk, estimated by the recog-
nition system: it combines graphic and lexicon scores given
by our word recognition system [4]. The graphic score
includes adequation measures between each character and
its corresponding model as well as spatial and statistical
information between characters and the lexicon score de-
pends on edit operations performed during the lexical post-
processing step. p(Wk) is the a priori probability of the se-
quence Wk, given by a bigram LM and nk is the number of
words in Wk. The weight γ is used to balance the influence
of the LM against the score from the recognition system
whereas δ controls the deletion and insertion of words.
Error hypotheses are then detected using the posterior
probabilities of the MAP sentence words. A classifier is
then used to characterize each so-detected error hypothesis
into four types (OOVword, segErr, absErr and substErr).
This whole approach is presented in section 3.
Finally, a post-processing step using a word-to-POS
backoff LM is performed on the MAP sentence given the
error hypotheses types. It allows the correction of some of
the errors as well as the identification of the POS category
of the OOV words (in figure 1, the OOV word is identified
as an adjective). This is described in section 4.
3. Identification of OOV words and other
recognition errors
In this section, we describe how error hypotheses are de-
tected on MAP sentences and how they are further charac-
terized into four different error types.
3.1. Detection of error hypotheses using
word posterior probabilities
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Figure 2. Example of a confusion network.
Word posterior probabilities are computed on a confu-
sion network representation of the word graph [8]; figure 2
shows an example of a confusion network (edges in bold
correspond to the MAP sentence). In this representation,
nodes represent confusions between word hypotheses, for
a given position in the input sentence, and adjacent nodes
are linked by as many edges as word hypotheses and define
confusion sets. Each word is associated with a posterior
probability corresponding to the sum of the probabilities of
all the graph paths that contain this word. The word poste-
rior probabilities are computed as described in [12].
The word posterior probabilities thus integrate graphic
and linguistic information and can be used as confidence
score on the words. To detect error hypotheses on a MAP
sentence, we compare the posterior probability of each of its
words to a learnt threshold σerr: words whose probability
is below σerr are considered as error hypotheses. In fact, in
our approach, we use the difference between the posterior
probabilities of the considered MAP word and of the second
likeliest word in the corresponding confusion set (in these
sets, words are ranked according to these probabilities).
3.2. Characterization of error hypotheses
Now that error hypotheses have been detected, it is in-
teresting to identify why the corresponding MAP word has
not been correctly recognized and especially to know if it
corresponds to an OOV word. Moreover, this characteriza-
tion can further allow different strategies to try to correct
these errors. Here, we considered four error types: (i) OOV
words, (ii) segmentation errors i.e. the MAP word does not
correspond to a correctly segmented part of the sentence,
(iii) absent words i.e. the correct word does not appear in
the confusion set where the word MAP belongs, and (iv)
substitution errors i.e. the correct word appears in the con-
fusion set but does not correspond to the MAP word (re-
spectively named OOVword, segErr, absErr and substErr).
To categorize error hypotheses, we use a Support Vec-
tor Machine (SVM) with a gaussian kernel. SVMs have
been chosen because of their efficiency and their capacity
to deal with unbalanced classes (in terms of training exam-
ples). Here, we consider two sets of features. The baseline
set corresponds to the one used in our previous work [12]
and includes 6 features: 3 for the considered MAP word and
the same 3 for the second likeliest word of its corresponding
confusion set. These 3 features are the posterior probability
of the word, its normalized graphic score and its normalized
lexicon score (see section 2 for a description of these two
latter scores). In the extended set, 4 additional features are
considered: the length of the MAP word, a boolean feature
indicating if the word segmentation was initially created (or
if it was additionally generated, as presented in section 2)
and 2 boolean features indicating whether or not the neigh-
boring words (on the left and on the right) are detected as er-
ror hypotheses. The two latter features were inspired by [6].
4. Identification of OOV word categories and
correction of substitution errors
Error hypotheses are now reconsidered using a word-to-
POS backoff LM; this post-processing only deals with sub-
stitution errors and OOV words. In this section, we describe
how this LM is created and used to correct error hypotheses.
4.1. Adapting a POS-based LM to handle
OOV words
Category-based LMs provides the probability of a word
wi, given its previous words on the sentence and according
to the classes of each word. When POS categories are con-
sidered, a word may belong to several ones because they
represent the grammatical nature of the words which de-
pends on the context of the word. Two approaches can be
used to take into account the classes of words by either con-
sidering all the possible class sequences of a given word se-
quence or by only considering the likeliest class sequence.
Since we want to retrieve the classes corresponding to OOV
words, we choose the latter approach. Equation 2 gives the
probability of a word wi with its context hi:
p(wi|hi) = max
ci
i−n+1
∈Ci×...×Ci−n+1
p(wi|ci) p(ci|c
i−1
i−n+1)
(2)
where n is the order of the LM, hi = wi−1i−n+1 is the history
of word wi and Cj is the class set of each word wj .
To handle OOV words in the POS-based LM, POS cat-
egories for these words have first to be determined. One
straightforward solution would be to allow these words to
belong to any POS category but, since there are more than
one hundred POS classes (see section 5), the computation
of the whole sentence probability would be hardly man-
ageable. To define the class set of OOV words, we allow
them to only belong to open classes such as nouns, adjec-
tives, verbs or adverbs. Indeed, since OOV words are in
perpetual creation in a given language, they are most likely
to correspond to one of these open classes words (as op-
posed to closed classes including determiners, pronouns,
prepositions, conjunctions and auxiliary verbs, which are
in a limited number in a given language).
Now, for each OOV word, the probability in each of its
classes has to be determined. As no a priori knowledge on
belonging to one particular class is given, these probabilities
are equal, as given by equation 3:
(∀wOOS) (∀ci ∈ COOS) pc(wOOS |ci) = KOOV (3)
where wOOV is an OOV word, COOS is the class set for the
OOV words and KOOV is a constant.
Whereas the initial probabilities p(ci|ci−1i−n+1) remain the
same in the extended POS-based LM, the initial probabili-
ties p(wi|ci) have to be modified for the classes ci ∈ COOV .
Indeed, to ensure
∑
wj
pc(wj |ci) = 1 (∀ci ∈ COOS), the
probability of each in-vocabulary word belonging to one of
the COOS classes is reduced according to the KOOV con-
stant. The modified probability is given by equation 4:
pc(wi|ci) = p(wi|ci)−
KOOV
ni
. (4)
where ni is the number of in-vocabulary words in class ci.
4.2. Post-processing using a word-to-POS
backoff LM
The aim of this post-processing step is both to correct
substitution error hypotheses and to assign POS categories
to OOV words. To do so, we use the POS-based LM previ-
ously presented and we combine it to an n-gram language
model, based on [10] (the whole LM is called word-to-POS
backoff LM). Thus, we use the POS-based LM instead of
the n-gram LM when the history of the current word wi
contains at least one detected OOV word. The probability
of a word wi is then given by equation 5:
pwc(wi|hi) =


pw(wi|Φ(hi)) if w
i−1
i−n+1 ∈ V
n−1
pc(wi|Φ(hi)) else
(5)
where V is the vocabulary, pw(.) is the probability given
by the n-gram LM and pc(.) is the probability given by the
POS-based LM. Φ(hi) is the history reduced to the n′ last
words (n′ ≤ n−1) so it does not contain any error hypothe-
ses identifying as absent words or segmentation errors.
To use the probability defined by equation 5, we generate
a simplified word graph from the MAP sentence, using the
error types previously detected. Since segmentation errors
are not taken into account, the segmentation of the MAP
sentence is not reconsidered. In this simplified graph, words
identified as segmentation errors or OOV or absent words
are replaced by their error type whereas, for substitution er-
rors, all the words of the corresponding confusion set are
added to the graph. For other words of the MAP sentence,
i.e. not detected as error hypotheses, only the MAP word is
added to the graph. Finally, the path corresponding to the
likeliest sentence is retrieved on this graph, using equation 1
where the word-to-POS backoff LM gives the probability
p(Wk) for each sentence. Segmentation errors and absent
words remain in this final sentence whereas OOV words are
replaced by their POS categories (see figure 1).
5. Experiments and results
In this section, we first describe the experimental setup
and then we present the results of the experiments on the
detection and characterization of error hypotheses as well
as on the use of the designed word-to-POS backoff LM.
5.1. Experimental setup
The language models are built on the Brown corpus [5]
using the SRILM toolkit [15]. This corpus contains
52,954 sentences (1,002,675 words) where 46,836 sen-
tences (900,108 words) were used to learn the LMs. For
the POS-based LM, we use the tagged version of the Brown
corpus, containing 145 POS tags. 25 of these POS tags were
considered as possible classes for the OOV words.
The handwritten material consists of sentences written
from 2,598 sentences of the Brown corpus (corresponding
to the sentences not considered for the LMs learning). The
training set includes 557 sentences (8,769 words) written by
25 writers (it is used to learn the SVMs, to tune the param-
eters σerr, γ, δ and to compute the word posterior proba-
bilities) whereas the test set contains 460 sentences (7,080
words) written by 17 writers. The writers of the test set are
different from those of the training set.
To consider OOV words, we use a lexicon reduced to the
5,000 most frequent words of the vocabulary closed on the
Brown corpus (containing 44,101 words). The words of the
handwritten sentences that do not belong to this lexicon are
then considered as OOV words. Thus, the OOV word rate
is 5.5% on the training set and 5.6% on the test set.
5.2. Detection of error hypotheses
The parameters used to compute word posterior proba-
bilities are optimized toward the normalized cross-entropy
(NCE), commonly used to measure the quality of confi-
dence scores. With confidence values clipped at 0.05 and
0.95 (to avoid negative NCE values, as suggested by [6]),
the NCE is 0.25. The difference between the posterior prob-
abilities of the MAP word and of the second likeliest word
is then used as a confidence score to detect error hypotheses.
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Figure 3. ROC curve for the detection of word
error hypotheses.
Figure 3 plots the ROC curve for different thresholds
σerr on this confidence score: it shows the compromise be-
tween correctly recognized words whose confidence score
is above σerr (TAR) and error hypotheses whose confidence
score is above σerr (FAR). The chosen threshold σerr = 0.3
corresponds to a 88.2% TAR and a 33.0% FAR and allows
the detection of 71.4% of the OOV words.
5.3. Characterization into error types
Table 1 gives the rates of correct characterization of the
detected error hypotheses into the four error types consid-
ered, using either the baseline or the extended feature set.
Table 1. Characterization rates by error type.
Feature OOV Subst. Absent Segment.
set words errors words errors
Baseline 18.8 % 62.5 % 63.9 % 41.8 %
Extended 56.1 % 59.2 % 73.7 % 65.5 %
These rates are given on the test set where only error hy-
potheses are considered (thus corresponding to the ground
truth of a perfect detection step). Using the extended fea-
ture set highly improves the characterization of OOV words
which are twice as less mistaken for absent words or seg-
mentation errors than when using the baseline set. Further-
more, absent words are less mistaken for segmentation er-
rors. Nonetheless, the characterization rate of substitution
errors is slightly reduces (with more confusion with absent
words or substitution errors). Finally, the global character-
ization rate, among all the error hypotheses, is 65.2% with
the extended feature set and 49.2% with the baseline set.
5.4. Evaluation of the overall post-
processing strategy
Table 2 gives the word recognition rate as well as the
word error rates on error hypotheses identified using the
proposed approach and on residual errors (corresponding to
error hypotheses not detected by the approach).
Table 2. Recognition and error rates for the
overall approach.
Strategy Recognition Identified Residual
rate error rate error rate
MAP 77.7 % 0.0 % 22.3 %
Error ident. 68.4 % 23.1 % 8.5 %
Error ident. 73.8 % 14.5 % 11.7 %
+ correction
Relatively to the baseline system (using only the MAP-
based recognition approach), the recognition rate achieved
with the error detection approach is decreased but the re-
maining word error rate is greatly reduced, corresponding
to a 61.3% relative reduction. The detected error hypothe-
ses are distributed as follows: 17.0% of segmentation er-
rors, 30.9% of absent words, 40.2% of substitution errors
and 11.9% of OOV words. When the post-processing step
is added (using a 4-class LM based on POS categories,
combined to the bigram LM used in the baseline system),
the word recognition rate is increased by 5% thanks to the
recognition of 42.5% of the substitution errors previously
identified. Furthermore, the POS categories of 33.8% of the
OOV words are correctly retrieved.
6. Conclusion
In this paper, we have presented an approach to iden-
tify word error hypotheses on sentences (given by a MAP
recognition approach) and to further correct or associate
them with their POS categories. Word posterior probabil-
ities are used as confidence scores to detect error hypothe-
ses and to characterize them into four types with an SVM
(using also other features). A post-processing step using a
word-to-POS backoff LM is then performed to correct sub-
stitution errors and to associate POS categories to the OOV
words detected. This approach allows the reduction of the
word error rate and the correct identification of the POS cat-
egories of some of the OOV words.
Future works will investigate using additional features to
better characterize the error types. Furthermore, segmenta-
tion errors will be considered (using alternate segmentation
hypotheses in the simplified word graph) as well as errors
due to absent words. Moreover, POS categories of OOV
words will be used to try to recognize these words (to select
an appropriate lexicon, for example).
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