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Reconstructing system Hamiltonian through measurements on its eigenstates is an important in-
verse problem in quantum physics. Recently, it was shown that generic many-body local Hamiltoni-
ans can be recovered by local measurements without knowing the values of the correlation functions.
In this work, we discuss this problem in more depth for different systems and apply supervised
learning method via neural networks to solve it. For low-lying eigenstates, the inverse problem is
well-posed, neural networks turn out to be efficient and scalable even with a shallow network and a
small data set. For middle-lying eigenstates, the problem is ill-posed, we present a modified method
based on transfer learning accordingly. Neural networks can also efficiently generate appropriate
initial points for numerical optimization based on the BFGS method.
I. INTRODUCTION
Naturally arising physical systems exhibit local in-
teractions. Consequently, their ground states and
thermal states are uniquely determined by their local
marginals [1]. For a many-body quantum system in
thermal equilibrium, information from measuring local
observables suffices to reconstruct its quantum state [2–
5]. As a comparison, determining a generic pure state
will need measurements on subsystems that are half
of the system size [6–9]. Many algorithms are pro-
posed for thermal state reconstruction from local mea-
surements [10, 11]. Experiments have also been per-
formed to demonstrate that the reconstruction is robust
against real world noise [12].
It is also realized that nondegenerate eigenstates in-
herit some properties of thermal states. It has been long
conjectured that nondegenerate eigenstates of a local
Hamiltonian are in fact eigenstates of some other local
Hamiltonians [13, 14]. This conjecture has been exam-
ined from various aspects, including eigenstate corre-
lation [3, 5] and the eigenstate thermalization hypoth-
esis [15–18]. This conjecture is also known to be closely
related to the quantum marginal problem and correla-
tions in many-body systems [19].
To be more precise, consider a k-local Hamiltonian
H = ∑i ciAi with Ais being k-local operators acting non-
trivially on at most k particles. For any thermal state
ρ of the system with temperature known, information
of k-particle reduced density matrices (k-RDMs) suffices
to infer cis (hence to infer H and ρ). The question now
is, for an eigenstate |ψ〉 of H satisfying H|ψ〉 = λ|ψ〉
for eigenvalue λ, whether k-RDMs of |ψ〉〈ψ| would be
enough to infer cis. This certainly cannot be true in gen-
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eral as it is easy to construct counterexamples. Surpris-
ingly, as recently shown in [5, 20], this is indeed true in
generic cases.
Moreover, in Ref. [20], a method for reconstructing
cis is proposed, which transforms the problem into an
unconstrained optimization problem. It is then natural
to use the Broyden-Fletcher-Goldfarb-Shanno (BFGS) al-
gorithm [21] to carry out the optimization. Numerical
experiments have demonstrated the effectiveness and
robustness of the method, which does converge to the
desired result. However, the algorithm is very time con-
suming, which is mainly based on Monte Carlo method
to search for the initial point.
Notice that in principle, the problem of reconstruct-
ing cis from k-RDM information is a typical inverse
problem, which requires to calculate the causal factors
from observables. For a deterministic forward model
y = A (x∗) + e, where x∗ is the system parameter, y is
the measured data and e is the observation noise, given
data y, an inverse problem is that we want to recover
the model parameter x∗ from the given data y. Deep
neural network is an efficient approach to approximate
the solution for various inverse problems [22], such as
image reconstruction [23, 24], signal recovery [25], and
learning PDE models from data [26].
In general most inverse problems are ill-posed. From
the Monte-Carlo sampling based on the method in
Ref. [20], we understand that if |ψ〉k is a low-lying ex-
cited state of H, there are very few {ai}s that correspond
to multiple {ci}s, then the Hamiltonian recovery prob-
lem is well-posed. When |ψ〉k is middle-lying (k ≈ 2n−1
for n-qubit system), the solution is highly sensitive to
the k-RDMs, the problem is therefore ill-posed.
In this work, we address the reconstruction problem
with supervised learning method based on neural net-
work techniques. For low-lying excited states where the
inverse problem is well-posed, our new method returns
cis with fast speed and high fidelity, compared to the
BFGS method. Furthermore, when the predicted Hamil-
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2tonian is not good enough, the numerical algorithm in
Ref.[20] can serve as a supplement step to further im-
prove the fidelity. We also show that our method is ro-
bust against the noise e. We believe that this method
will add new tools to understand the related quantum
state inference problem, as well as shed new light on the
mystery of the eigenstates correlation problem.
The paper is organized as follows: In Sec. II, we dis-
cuss the Hamiltonian reconstruction problem for eigen-
states and provide some intuition on the uniqueness ar-
gument. In Sec. III, we formulate our problem in terms
of an inverse problem, present our method based on su-
pervised learning via neural networks, then discuss the
results and applications. Some discussions on dealing
with ill-posed cases is given in Sec. IV. Finally, a brief
discussion on the robustness of our method is provided
in Sec. V.
II. HAMILTONIAN RECONSTRUCTION FROM
EIGENSTATES MEASUREMENTS
Considering a quantum system with Hilbert space di-
mension d, the system Hamiltonian has the form
H =∑
i
ciAi. (2.1)
For a many-body system with n qubits, we have d = 2n,
and Ais are k-local operators. Since our theory will ap-
ply to any generic system with Hamiltonian of the form
given in Eq. (2.1), we will treat Ai in general forms for
presenting our method. It then naturally applies when
Ais are k-local operators.
For a quantum state ρ of the system, we measure the
operators Ai and return the expectation values
ai = tr(ρAi). (2.2)
If the coefficients cis are known for H, it is straightfor-
ward to find ais for any system. This then defines a map
F : {ci} → {ai}. (2.3)
We would like to know the situations where the val-
ues of ais are enough to determine ρ. That is, the situa-
tion the inverse problem
F−1 : {ai} → {ci} (2.4)
is well-posed. It is known that for any thermal state
ρβ =
e−βH
tr e−βH
, (2.5)
for temperature T, where β = 1/kT, F−1 is in fact well
defined and unique [27]. That is, the ais uniquely deter-
mine cis, hence determine H and ρ.
For an eigenstate |ψ〉, i.e.
H|ψ〉 = λ|ψ〉, (2.6)
and ai = tr(|ψ〉〈ψ|Ai), in general there are many states
ρ with tr(ρAi) = ai. However, restricted to the case that
ρ must be an eigenstate of H, there is only one ρ that
returns tr(ρAi) = ai (i.e. ρ = |ψ〉〈ψ|) for most of the
cases [5, 20]. Namely, the map F−1 is generically well-
defined.
To get an intuition regarding the properties of F−1,
we consider a simple example with n = 3 qubits. We
generate two random operators A1 and A2 and set the
system Hamiltonian to be
H = cos θA1 + sin θA2, (2.7)
then choose different eigenstates |ψk〉 of H and plot their
expectations on A1 and A2 in FIG. 1(a). The trajectory
of |ψk〉 is exactly the same as the trajectory of |ψ23−1−k〉,
therefore we only plot k = 0, 1, 2, 3 in FIG.1 (a). Here k =
0, 1, 2, 3 correspond to the ground, the first, the second
and the third excited state, respectively. In FIG. 1(c), we
plot the energy of H with respect to the eigenstates |ψk〉
as a function of θ, for k = 0, . . . , 7.
For the ground state |ψ0〉, the trajectory (blue line)
is a smooth curve without crossing. With the increas-
ing of the level index k, the eigenstate trajectories be-
come more changeable. There are 2 crossings for the
1st excited state, 4 crossings for the 2nd and 3rd excited
states. These crossing points correspond to the case of
ais where the map F−1 corresponds to multiple {ci}s.
This indicates that the recovery is well-posed when |ψk〉
is low-lying (i.e. k is relatively small), ill-posed when
|ψk〉 is middle-lying.
We remark that in Fig.1(a), the area inside the blue
line (including the blue line itself) corresponds to the so-
called joint numerical range of A1 and A2 [28]. The or-
ange, green, red lines, corresponding to the 1st, 2nd and
3rd excited states, has a close connection with the higher
rank joint numerical range of A1 and A2, see e.g. [29].
Now we look at a quantum chain with 3 qubits, as
illustrated in FIG. 2(a). We choose 2-local operators
A1 and A2 randomly. That is, A1 and A2 act nontriv-
ially only on two neighboring qubits (the i-th qubit and
the (i + 1)-th qubit, for i = 1, 2). Again we choose
H = cos θA1 + sin θA2. We calculate different eigen-
states |ψk〉 of such Hs and plot their expectations on A1
and A2 in FIG. 1(b). Here k = 0, 1, 2, 3 correspond to
the ground, the first, the second and the third excited
state, respectively. In FIG. 1(d), we plot the energy of H
with respect to the eigenstates |ψk〉 as a function of θ, for
k = 0, . . . , 7.
In FIG. 1(b), there are several “bridges” between
two paired trajectories, where two eigenstates exchange
the expectation values. In FIG. 1(d), there are many
level crossings between paired energy levels (θ =
0, 12pi,pi,
3
2pi, 2pi), which correspond to the “bridges”.
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(a)Expectation values on two 3-qubit random operators A1 and
A2, for eigenstates |ψk〉 of H, where k = 0, 1, 2, 3 correspond to the
ground state, the first, second and third excited state, respectively.
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(b)Expectation values on two 3-qubit random local operators A1
and A2, for eigenstates |ψk〉 of H, where k = 0, 1, 2, 3 correspond to
the ground state, the first, second and third excited state,
respectively.
0 1 2 3 4 5 6
2
1
0
1
2
E
ne
rg
y
(c)The energy of H in (a) with respect to the eigenstates |ψk〉 as a
function of θ, for k = 0, . . . , 7
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(d)The energy of H in (b) with respect to the eigenstates |ψk〉 as a
function of θ, for k = 0, . . . , 7
FIG. 1: In (a)(c), A1, A2 are nonlocal operators, ai = tr(ρAi), H = cos θA1 + sin θA2. In (b)(d), A1, A2 are 2-local operators. k is
the level index of |ψ〉. The blue, orange, green, red, purple, brown, pink and gray curves correspond to the ground state, the 1st,
2nd, 3rd, 4th, 5th, 6th, 7th excited state trajectories (levels) respectively.
These crossings do not exist for nonlocal energy levels
(FIG. 1(c)).
By comparison, we observe that recovering local
Hamiltonians is more difficult because the solution
changes rapidly. This is clear since we cannot use the
“nonlocal” information to distinguish local operators.
In addition, when one qubit is isolated from neighbor-
ing qubits, the local Hamiltonian on it is the identity,
hence all eigenstates of the system are degenerate.
III. SUPERVISED LEARNING FOR HAMILTONIAN
RECONSTRUCTION
In this section, we discuss our method to reconstruct
the system Hamiltonian with supervised learning. We
then apply our method to general Ais and local Ais, for
system Hamiltonian reconstruction. We further apply
our results to catalyze the BFGS method.
A. Method
Supervised learning is the task to train a parameter-
ized model to match the training set of input-output
pairs and make predictions for unseen points [30]. What
the model we use is the artificial neural network.
A neural network usually contains multiple layers,
each layer contains multiple neurons with distinct con-
nections. The leftmost layer is the input layer, and
the rightmost one is the output layer. We can have
zero or more hidden layers between the input layer and
output layer. The number and size of hidden layers
highly influence the performance, speed and conver-
gence of training a neural network. The map between
two neighboring layers is a linear transformation fol-
lowed by a non-linear activation function. Common ac-
tivation functions include Sigmoid, Tanh, ReLU, Leaky
ReLU, Softmax, ELU. A neural network can therefore be
regarded as a composition of multiple non-linear func-
tions. We optimize the weights (parameters) in the net-
work with the backpropagation algorithm to minimize
the loss function.
4(a)A 3-qubit quantum chain structure: each
circle represents a qubit, each line represents
a specific interaction.
(b)5-qubit ring (c)Fully-connected 5-qubit system
FIG. 2: Some n-qubit systems with local structures: a). a line with 3 qubits; b) a 5-qubit ring; c) a fully-connected graph of 5 qubits.
First, we generate the required local or general oper-
ators {Ai}. Since each 2n by 2n Hermitian matrix can
be decomposed in the Pauli product basis {I, X,Y, Z}⊗n
with coefficients {xP1P2···Pn , Pi ∈ {I, X,Y, Z}}, we can di-
rectly generate a random general n-qubit operator Agen
by randomly choosing each xP1P2···Pn from the interval
[−1, 1].
Agen = ∑
P1,P2,··· ,Pn
xP1P2···PnP1 ⊗ P2 ⊗ · · · ⊗ Pn (3.1)
We then construct operators with local structures.
Consider an n-qubit local Hamiltonian with only corre-
lations between the αth qubit and βth qubit, we choose
the coefficients {xI···Pα ···Pβ ···I} from the interval [−1, 1]
for the corresponding Pauli products {I ⊗ · · · ⊗ Pα ⊗
· · · ⊗ Pβ ⊗ · · · ⊗ I}, the remaining coefficients are set to
be 0.
Aα,β = ∑
Pα ,Pβ
xI···Pα ···Pβ ···I I ⊗ · · · ⊗ Pα ⊗ · · · ⊗ Pβ ⊗ · · · ⊗ I
(3.2)
Given operators {Ai}, we uniformly sample 1000 sets
of {ci}with each ci uniformly chosen from [−1, 1]. Then
for each set, we calculate the corresponding Hamilto-
nian
H =∑
i
ciAi (3.3)
and the lower half eigenstates {|ψk〉}k=0,1,··· ,2n−1−1.
For each |ψk〉, we calculate its expectation values {ai}
on {Ai}, i.e. {ai = 〈ψk|Ai|ψk〉}. Now we have 1000×
2n−1 data pairs in the training set, the Hamiltonian re-
construction can be regarded as a regression from {ai}
to {ci}. In principle, we can generate as many training
data as we need, but a small data set is already good
enough for most levels. The test set and validation set
are generated in the same way.
We use a shallow neural network with 2 hidden lay-
ers to do the regression. The first hidden layer has 64
neurons, the second one has 32 neurons. The activation
function is the Leaky ReLU, which is max(0.1x, x). De-
note c = (c1, c2, · · · , cN), the loss function between the
real c and predicted output c′ is the CosineEmbeddin-
gLoss:
loss(c, c′) = 1− cos(c, c′) (3.4)
The fidelity between the recovered Hamiltonian Hrec
and the real Hamiltonian H is defined by:
f (Hrec, H) =
1
2
+
Tr HrecH
2
√
Tr H2rec
√
Tr H2
(3.5)
which is a modification of the fidelity formula in [31].
If we set the network output Hamiltonian as the ini-
tial point, and implement the algorithm in [20]. We do
not need to sample a lot of initial points as in [20], be-
cause the neural network predicted one is already well
positioned.
B. Results
In this section, we show the Hamiltonian reconstruc-
tion results for general and local operators. Each fidelity
in FIG. 3(a-c) is averaged by 100 samples. Condition
number is a measure of how much the output changes
for a small input change. When |ψk〉 is a low-lying
eigenstate, the condition number is quite small, the neu-
ral networks can recover the system Hamiltonian with
high fidelity. The condition number increases with k, the
performance of neural networks decreases accordingly.
1. General operators
Suppose there are n qubits in a system and the Hamil-
tonian is given in terms of summation of n general op-
5erators A1, A2,..., An.
H =
n
∑
i=1
ciAi (3.6)
We uniformly sample a thousand sets of {ci} from the
interval [−1, 1], calculate eigenstate expectations {ai}
for each eigenstate. Then we train a 3-layer neural net-
work to recover the system Hamiltonian.
The results are shown in FIG. 3(a). The level in-
dex k is not input to the network, but can be recorded
and traced. Our method performs quite well for most
eigenstates, where the fidelities are above 0.99. The
performance will not decrease as the system size in-
creases, which indicates scalability. The condition num-
ber mainly depends on k/2n−1
2. Local operators
For local operators, we first consider a 5-qubit quan-
tum ring, as illustrated in FIG 2(b). There are only inter-
actions between neighboring qubits. The Hamiltonian
is
H =
n−1
∑
i
ci,i+1Ai,i+1 + cn,1An,1 (3.7)
We apply the same shallow neural network to do the
regression. The fidelity decreases rapidly as the level
index k increases, as shown in FIG. 3(b). Nevertheless,
for the same k, the Hamiltonian of a larger system is
even easier to reconstruct. The overall performance is
worse than that of the general case.
Then we consider 5-qubit fully-connected systems, as
illustrated in FIG 2(c), where the Hamiltonian can be
written as
H = ∑
1≤i<j≤N
cijAij (3.8)
We train a 3-layer neural network to do the regression,
and the fidelities are plotted in FIG. 3(c). The recovered
Hamiltonian is very close to the real one for low-lying
eigenstates (k = 0, 1, 2, 3). This is good enough since
usually we only deal with low-lying eigenstates in
experiments. An improved method assisted by transfer
learning is discussed in Sec. IV and it performs much
better for middle-lying eigenstates.
C. Initial points for the BFGS method
Denote the set {ci} by a vector c. In [20], the BFGS
algorithm is used to minimize the objective function
f (x) = (tr (Aiρ(x))− ai)2 + tr
(
H˜2ρ(x),
)
(3.9)
where x is the estimation of c, H˜ = ∑ ci(Ai − ai I),
ρ(c) = e
−βH˜2
tr
(
e−βH˜2
) , β is a large constant. This algorithm
works pretty well for general and local Hamiltonians.
However, it is time-consuming and its performance de-
pends heavily on the initial values from Monte Carlo
sampling.
This algorithm takes plenty of time since the BFGS op-
timization method may be easily trapped in a local op-
timal solution. The reconstructed Hamiltonian is there-
fore not the desired one. Only for a few initial points,
we can find the global optimal solution with BFGS opti-
mization, and reconstruct the system Hamiltonian with
a very high fidelity. Given an initial point, we define
”success rate” as the probability to reconstruct the sys-
tem Hamiltonian with fidelity f > 1− 10−8. If the intial
point of c is randomly sampled, the success rate is very
low. Take 5-qubit ring as an example, the success rate
is only 0.036 for the ground state and 0.018 for the first
excited state. Therefore, a mass of randomly sampled
initial points are necessary.
However, if we train a neural network and set the pre-
dicted Hamiltonian as the initial point for the numerical
optimization, the success rate is increased dramatically,
which is 0.80 for the ground state and 0.31 for the first
excited state. The results are shown in FIG. 3(d), each
success rate is calculated by 3000 samples. The com-
bined algorithm is more efficient than the original one
for low-lying energy levels.
IV. METHOD FOR THE ILL-POSED CASES
Sometimes, the regression from {ai} to {ci} is not
easy for a single neural network because the recovery
is ill-posed. Non-smooth functions, which do not sat-
isfy f (x+ ed) ≈ f (x) for unit d and small e, are harder
to learn for neural networks [32]. However, if there are
some constraints on the local Hamiltonian that we can
make use of, the sensitivity can be eliminated.
Take the previous 3-qubit quantum chain as an ex-
ample, where H = cos θA1 + sin θA2. If we restrict
cos θ > 0, sin θ > 0, the expectations on A1 and A2 are
plotted in FIG. 4(a), which is only a small part of FIG.
1(b). All break points (energy level crossings) vanish.
The constraints on θ makes recovery much easier.
Therefore, a multi-class classification network can be
used before the regression to preserve smoothness.
We divide the generated data to 2n parts, where each
{ci} in the same part share the same sign. For exam-
ple, the Hamiltonians of (c1 = 12 , c2 = − 12 , c3 = 12 ) and
the Hamiltonians of (c1 = 13 , c2 = − 13 , c3 = 12 ) belong to
the same part because their signs are the same, which is
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(a)Recovering fidelity versus level index for random Hamiltonian.
f is the fidelity between the neural network output Hamiltonian
and the real Hamiltonian. Red, green, orange and blue dots
correspond to the systems with 5, 6, 7 and 8 qubits respectively.
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(b)Recovering fidelity versus level index for local ring
Hamiltonian. f is the fidelity between the neural network output
Hamiltonian and the real Hamiltonian. Red, green, orange and
blue dots correspond to the systems with 5, 6, 7 and 8 qubits
respectively.
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(c)Recovering fidelity versus level index for local fully-connected
Hamiltonian. f is the fidelity between the neural network output
Hamiltonian and the real Hamiltonian. Red, green, orange and
blue dots correspond to the systems with 5, 6, 7 and 8 qubits
respectively.
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(d)Success rate versus level index for different initial points. f is
the fidelity between the numerically optimized Hamiltonian and
the real Hamiltonian. The solid line is the success rate when we set
the Neural Network (NN) predicted Hamiltonian as initial point
for optimization, the dashed line is the success rate when we
choose a random initial point.
FIG. 3: Supervised learning results: (a) General operators; (b) Local operators corresponding to a 5-qubit ring graph; (c) Local
operators corresponding to a 5-qubit fully-connected graph. (d) Using supervised learning results as initial values for catalyzing
the BFGS method.
(+,−,+).
The first neural network will be trained to classify
{ai}s to different parts. It will output a likelihood rank-
ing: the most probable signs of {ci}, the second most
probable signs of {ci} and so on.
For Hamiltonians in each part (2n parts in total), we
divide our generated data to training set, testing set and
validation set, use a neural network to fit the function
from {ai} to {ci}.
Transfer learning is a machine learning method where
the neural network trained in one problem can used
as the initial point of a related problem [33]. When
two Hamiltonians involve the same operators and the
same structure, previous trained weights can be reused
to speed up the next training process. For example, the
weights in a trained neural network for the (+,+,+)
part can be used as the initial weights for the (+,+,−)
part. Transfer learning can save us a lot of time for com-
plex neural networks with many hidden layers..
We now summarize our modified algorithm as fol-
lows: given operators {Ai} and expectations {ai}:
1) Sample {ci} with different signs and train the
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(a)Constrained expectations on 2-local operators A1, A2. The blue,
orange, green, red curves correspond to the ground state, the 1st, 2nd, 3rd
excited state trajectories respectively. H = cos θA1 + sin θA2,
cos θ > 0, sin θ > 0
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(b)Recovering fidelity versus level index for an n-qubit fully-connected
local Hamiltonian assisted by transfer learning. f is the fidelity between
the neural network output Hamiltonian and the real Hamiltonian. Red,
green, orange and blue dots correspond to the systems with 5, 6, 7 and 8
qubits.
FIG. 4: A new method for the ill-posed cases.
multi-class classification network.
2) Sample {ci} for each sign and train the regression
networks, assisted by transfer learning.
3) Input the expectations {ai} to the classification
network and output the sign likelihood ranking.
4) Input {ai} to the most probable regression net-
work, verify whether the output Hamiltinian satis-
fies our requirements. If not, try the next probable
regression network according to the ranking, etc.
For fully-connected local systems, we implement this
method to predict the Hamiltonian, all fidelities are im-
proved remarkably and are above 0.965, as shown in
FIG. 4(b). The performance of neural network does not
decrease as the number of qubits increases.
V. DISCUSSION
In this work, we give a detailed explanation of the
Hamiltonian recovery problem and formulate it as an
inverse problem. For the general inverse given by the
model y = A (x∗) + e, where x∗ is the system parame-
ter, y is the measured data and e is the observation noise,
given data y, we need to recover the model parameter
x∗. We then propose a supervised learning method via
neural networks, to address the Hamiltonian recovery
problem in terms of an inverse problem. Our results
demonstrate higher efficiency than the previous BFGS
method, and can be combined with other optimization
algorithms to further improve accuracy.
To deal with the error e in the model, we take the
5-qubit ring graph as an example. In this case, denote
the measurement result a = (a1, a2, a3, a4, a5). Suppose
there is a random error δa during each measurement.
First, we generate the data set with the method intro-
duced in Sec. III. After calculating each {ai}, we gen-
erate a random error δa with a fixed noise ratio |δa|/|a|
and add it to {ai}. The measurement result {ai} is there-
fore inaccurate, a→ a+ δa.
Then we train a 3-layer neural network to predict cis.
When the noise is relatively small, i.e. |δa|/|a| ≤ 0.2,
supervised learning can still recover the system Hamil-
tonian efficiently, as shown in FIG. 5. The fidelity is very
close to the noiseless case fidelity for all energy levels.
When |δa|/|a| ≥ 0.5, the recovered Hamiltonian is not
satisfying, most fidelities are below 0.9.
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FIG. 5: Recovering fidelity versus level index for different
errors. f is the fidelity between the neural network output
Hamiltonian and the real Hamiltonian. The blue line is the
result without errors, the orange line is the result with er-
rors that satisfy |δa|/|a| = 0.2, the green line corresponds to
|δa|/|a| = 0.5, the red line corresponds to |δa|/|a| = 1.
8A small error cannot mix different trajectories due to
redundancy in the measurement space. Our method is
thus quite robust to errors.
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