Automatisation du test tous-les-chemins en présence d'appels de fonctions by Mouy, Patricia
Automatisation du test tous-les-chemins en pre´sence
d’appels de fonctions
Patricia Mouy
To cite this version:
Patricia Mouy. Automatisation du test tous-les-chemins en pre´sence d’appels de fonctions.
Ge´nie logiciel [cs.SE]. Universite´ d’Evry-Val d’Essonne, 2007. Franc¸ais. <tel-00514053>
HAL Id: tel-00514053
https://tel.archives-ouvertes.fr/tel-00514053
Submitted on 1 Sep 2010
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
THÈSE
présentée à l'INSTN (Institut National de Sienes et Tehniques Nuléaires)
pour obtenir le grade de
DOCTEUR DE L'UNIVERSITE D'EVRY VAL D'ESSONNE
par : Patriia Mouy
Spéialité : Informatique
Automatisation du test de tous-les-hemins
en présene d'appels de fontion
Soutenue le 16 mai 2007
Composition du Jury :
 Gilles Bernot président du jury
 Fabrie Bouquet rapporteur
 Arnaud Gotlieb examinateur
 Pasale Le Gall diretrie de thèse
 Yves Le Traon rapporteur
 Bruno Marre examinateur
 Niky Williams examinatrie
Table des matières
Définitions et onepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1 Introdution 13
1.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Sujet . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3 Plan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
I Contexte du mémoire 21
2 Langage C 23
2.1 Types de base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Notion de variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3 Strutures du langage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.1 Instrution élémentaire : l'aetation . . . . . . . . . . . . . . . . . . . . . . 24
2.3.2 Évaluation d'une expression et vériation d'une ondition . . . . . . . . . 25
2.3.3 Strutures onditionnelles . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.4 Struture répétitive While . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 Autres instrutions de modiation de ot de ontrle . . . . . . . . . . . . . . . . 27
2.5 Catégories de variables C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5.1 Variables loales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5.2 Variables globales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5.3 Pointeurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6 Fontions et proédures en langage C . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6.1 Proédures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.6.2 Fontions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.6.3 Paramètres eetifs et paramètres formels d'une fontion . . . . . . . . . . 31
2.6.4 Types de passage d'arguments . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.6.5 Variables d'entrée et variables de sortie d'une fontion C . . . . . . . . . . . 37
2.7 Introdution à notre modélisation mathématique des fontions du langage C . . . . 39
3 Spéiation des fontions à base de formules pre/post 41
3.1 Préisions sur la valeur indénie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 Sortes, opérateurs et formules de bases . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.1 Domaine et odomaine d'une fontion . . . . . . . . . . . . . . . . . . . . . 45
3.2.2 Domaine de dénition d'une fontion . . . . . . . . . . . . . . . . . . . . . . 45
3.3 Modèle assoié . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Spéiation des fontions C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.5 Quelques propriétés des spéiations . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6 Spéiation d'une fontion appelée . . . . . . . . . . . . . . . . . . . . . . . . . . 55
1
4 Graphe de ot de ontrle d'une fontion C 58
4.1 Représentation des strutures du langage C . . . . . . . . . . . . . . . . . . . . . . 58
4.2 Constrution d'un CFG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3 Chemins d'exéution et prédiats de hemin . . . . . . . . . . . . . . . . . . . . . . 63
4.4 Modiation de la onstrution du CFG d'une fontion ontenant des instrutions
d'appel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.1 Caratérisation d'une fontion imbriquée en langage C . . . . . . . . . . . . 67
4.4.2 Isolation d'une instrution d'appel dans un blo de base . . . . . . . . . . . 67
4.4.3 Illustration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5 Introdution au test de logiiel 69
5.1 Dénitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.1.1 Test de logiiel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.1.2 Autres dénitions néessaires . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2 Cyle en V et niveaux de test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.1 Cyle en V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.2 Validation et vériation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.3 Diérents niveaux d'ativités de test . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Diérentes tehniques de test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3.1 Test statique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3.2 Test dynamique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3.3 Exéution et évaluation symbolique . . . . . . . . . . . . . . . . . . . . . . 74
5.4 Tehniques d'analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.4.1 Critère fontionnel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.4.2 Critère struturel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.5 Diérentes stratégies pour déterminer les données de test . . . . . . . . . . . . . . 78
5.5.1 Test exhaustif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5.2 Stratégie aléatoire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5.3 Stratégie statistique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5.4 Stratégie ombinatoire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.5.5 Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
II Génération de as de test unitaires struturels 81
6 Problème ATDG 83
6.1 Problème de la génération automatique de as de test struturel . . . . . . . . . . 83
6.1.1 Méthode lassique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
6.1.2 Les prinipaux problèmes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.2 Travaux de reherhe antérieurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.2.1 Forme SSA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.2.2 Méthode points-to analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
6.2.3 Aspet dynamique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.2.4 Utilisation de la PLC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2.5 Critère struturel des hemins . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2.6 Aspet adaptatif . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.2.7 CUTE : une méthode prohe . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7 La méthode PathCrawler 98
7.1 Idée diretrie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
7.1.1 Caratéristiques et prinipe de base . . . . . . . . . . . . . . . . . . . . . . 98
7.1.2 Domaines suessifs des as de test . . . . . . . . . . . . . . . . . . . . . . . 99
7.1.3 Exploration en profondeur d'abord du CFG . . . . . . . . . . . . . . . . . . 101
7.2 Prétraitement du langage C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
2
7.2.1 Sous-ensemble du langage C ANSI onsidéré . . . . . . . . . . . . . . . . . 102
7.2.2 Déomposition des onditions multiples . . . . . . . . . . . . . . . . . . . . 103
7.2.3 Conits de variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.2.4 Forme anonique des strutures répétitives . . . . . . . . . . . . . . . . . . 108
7.2.5 Transformation des strutures onditionnelles Swith et SwithBreak . . . . 110
7.2.6 Isolement des expressions à eets de bord . . . . . . . . . . . . . . . . . . . 111
7.2.7 Instrumentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.3 Notre approhe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.3.1 Calul du prédiat de hemin . . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.3.2 Propriétés et utilisation des prédiats de hemin dans PathCrawler . . . . . 117
7.4 Stratégie de résolution de PathCrawler . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.5 Appliation à la fontion getmid . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.5.1 Remarques préalables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.5.2 Appliation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.5.3 Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8 Illustration détaillée et analyse 125
8.1 Appliation de la méthode PathCrawler à une fontion de tri fusion . . . . . . . . 125
8.1.1 Etude de la fontion merge . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
8.1.2 Données fournies par l'utilisateur . . . . . . . . . . . . . . . . . . . . . . . . 126
8.1.3 Cas de test suessifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.2 Analyse de la méthode PathCrawler . . . . . . . . . . . . . . . . . . . . . . . . . . 130
8.2.1 Points en étude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
8.2.2 Étapes non automatisées . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.2.3 Intégration d'aspets fontionnels à la méthode PathCrawler . . . . . . . . 132
8.2.4 Traitement des appels de fontions dans la fontion sous test . . . . . . . . 132
III Génération de as de test struturels et traitement des appels de
fontions 135
9 Notre approhe 137
9.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
9.1.1 Limitations du traitement "inlining" des fontions imbriquées . . . . . . . . 137
9.1.2 Vers une stratégie de test mixte . . . . . . . . . . . . . . . . . . . . . . . . . 138
9.2 Contextes d'appel d'une fontion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
9.2.1 Dénition d'un ontexte d'appel . . . . . . . . . . . . . . . . . . . . . . . . 140
9.2.2 Contextes d'appel et struture répétitive . . . . . . . . . . . . . . . . . . . . 142
9.3 Domaine d'appel d'une fontion imbriquée . . . . . . . . . . . . . . . . . . . . . . . 143
9.4 Graphe d'appel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
9.5 Prinipe de base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
10 État de l'art et positionnement 147
10.1 Généralités . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
10.1.1 Test unitaire, test d'intégration et test imbriqué . . . . . . . . . . . . . . . 147
10.1.2 Graphe d'appel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
10.1.3 Diérents types de bouhons . . . . . . . . . . . . . . . . . . . . . . . . . . 149
10.1.4 Laneurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
10.1.5 Graphe d'aessibilité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
10.2 Test imbriqué ou en ontexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
10.2.1 La mise en plae de tehniques de test imbriqué . . . . . . . . . . . . . . . . 152
10.2.2 Constrution des séquenes de test . . . . . . . . . . . . . . . . . . . . . . . 153
10.2.3 Mise en parallèle ave nos besoins . . . . . . . . . . . . . . . . . . . . . . . 154
10.3 Test d'intégration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
3
10.3.1 Granularité onsidérée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
10.3.2 Méthodes dérivées des méthodes unitaires fontionnelles . . . . . . . . . . . 154
10.3.3 Méthodes dérivées des méthodes unitaires struturelles . . . . . . . . . . . . 156
10.3.4 Méthodes dites "oupling-based" . . . . . . . . . . . . . . . . . . . . . . . . 157
10.3.5 Intégration par inrément ou par agrégats . . . . . . . . . . . . . . . . . . . 158
10.3.6 Méthodes d'intégration asendantes et desendantes . . . . . . . . . . . . . 159
10.4 Une méthode originale de gestion des appels . . . . . . . . . . . . . . . . . . . . . . 160
10.5 Parallèle ave les tehniques existantes pour la gestion des appels de fontion . . . 160
10.5.1 Maintien de la ouverture de la fontion sous test . . . . . . . . . . . . . . . 160
10.5.2 Prise en ompte du omportement des fontions imbriquées . . . . . . . . . 161
10.5.3 Positionnement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
11 Desription et mise en ÷uvre 163
11.1 Prétraitement des fontions sous test ave appels imbriqués . . . . . . . . . . . . . 163
11.2 Graphe abstrait . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
11.2.1 Prinipe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
11.2.2 Caratérisation du graphe abstrait d'une fontion . . . . . . . . . . . . . . . 165
11.2.3 Deux Illustrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
11.3 Interonnexion du graphe de ontrle sous test aux graphes abstraits imbriqués . . 168
11.3.1 Introdution sur un exemple . . . . . . . . . . . . . . . . . . . . . . . . . . 168
11.3.2 Besoin de onrétisation de l'interfae . . . . . . . . . . . . . . . . . . . . . 170
11.3.3 Diérentes types des variables d'entrée et de sortie d'une fontion C . . . . 175
11.3.4 Conséquene sur l'interfae . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
11.4 Constrution du graphe mixte d'une fontion sous test . . . . . . . . . . . . . . . 176
12 Soumission du graphe mixte d'une fontion sous test à la méthode PathCrawler 179
12.1 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
12.2 Enodage du graphe abstrait dans PathCrawler . . . . . . . . . . . . . . . . . . . . 181
12.2.1 Contraintes arithmétiques : enodage dans la ontinuité de PathCrawler . . 181
12.2.2 Autres ontraintes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
12.2.3 Enodage du FIND . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
12.3 Dénition d'un nouveau ritère de test pour la ouverture du graphe mixte d'une
fontion sous test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
12.3.1 Critère TLCM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
12.3.2 Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
12.4 Autre ritère de ouverture du graphe mixte d'une fontion sous test . . . . . . . . 185
12.4.1 Critère TLCS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
12.4.2 Couverture du graphe mixte d'une fontion sous test pour le ritère TLCS 186
12.5 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
13 Validation 188
13.1 Analyse d'un premier exemple : appel de la fontion maarthy . . . . . . . . . . . 188
13.1.1 Présentation de la fontion imbriquée maarthy . . . . . . . . . . . . . . . 188
13.1.2 Traitement "inlining" de la fontion maarthy . . . . . . . . . . . . . . . . 190
13.1.3 Utilisation de bouhons fontionnels . . . . . . . . . . . . . . . . . . . . . . 192
13.1.4 Appliation du ritère TLCM au graphe mixte de la fontion sous test . . . 194
13.1.5 Appliation du ritère TLCS au graphe mixte de la fontion sous test . . . 198
13.2 Seond exemple : appel de la fontion delta_tab . . . . . . . . . . . . . . . . . . . 201
13.2.1 Présentation de la fontion imbriquée delta_tab . . . . . . . . . . . . . . . 201
13.2.2 Code soure et spéiation . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
13.2.3 Traitement "inlining" de la fontion delta_tab . . . . . . . . . . . . . . . . 201
13.2.4 Utilisation de bouhons fontionnels . . . . . . . . . . . . . . . . . . . . . . 205
13.2.5 Graphe mixte de la fontion sous test et ritère TLCM . . . . . . . . . . . . 208
13.2.6 Graphe mixte de la fontion sous test et ritère TLCS . . . . . . . . . . . . 210
4
13.3 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
14 Conlusion 213
14.1 Rappels des objetifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
14.2 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
14.3 Perspetives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
14.3.1 Problème des hemins manquants . . . . . . . . . . . . . . . . . . . . . . . 215
14.3.2 Mise en plae d'un orale automatique de la fontion sous test . . . . . . . 216
14.3.3 Test imbriqué des fontions imbriquées . . . . . . . . . . . . . . . . . . . . . 216
A Autres notions utiles du langage C 217
A.1 Strutures onditionnelles Swith et SwithBreak . . . . . . . . . . . . . . . . . . . 217
A.2 Strutures répétitives ForDo et DoWhile . . . . . . . . . . . . . . . . . . . . . . . . 218
B Rappels sur la théorie des graphes 220
B.1 Classe de graphes onsidérée de la théorie des graphes . . . . . . . . . . . . . . . . 220
B.2 Les notions de hemins pour G =< N,E, e, s, δ > . . . . . . . . . . . . . . . . . . . 222
B.3 Connexité et sous-graphe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
C Notions de la programmation logique ave ontraintes 225
C.1 Motivations de la programmation logique ave ontraintes . . . . . . . . . . . . . . 225
C.2 Quelques dénitions préliminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
C.3 Résolution des CSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
C.3.1 Simpliation du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
C.3.2 Reherhe de solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
C.4 Les solveurs de ontraintes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
5
Table des gures
2.1 Syntaxe C de la struture IfThenElse . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Syntaxe C de la struture IfThen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Syntaxe C de la struture While . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.4 Fontion C ave onit de variables . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5 Code soure de la fontion f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6 Code soure de la fontion g appelée dans la fontion f . . . . . . . . . . . . . . . . 33
2.7 Illustration des diérents types de variable C . . . . . . . . . . . . . . . . . . . . . 38
3.1 Code soure de la fontion pgd . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Code soure de la fontion tritype . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3 Exemple simple d'appel de fontion . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4 Implantation réursive de la fontion n_somme . . . . . . . . . . . . . . . . . . . . . 57
4.1 Représentation d'un blo de base . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 Représentation des strutures IfThen et IfThenElse . . . . . . . . . . . . . . . . . . 60
4.3 Représentation des strutures Swith et SwithBreak . . . . . . . . . . . . . . . . . 60
4.4 Représentation des strutures répétitives du langage C . . . . . . . . . . . . . . . 61
4.5 Constrution de graphe de ontrle de la fontion fontion_bidon . . . . . . . . 62
4.6 Algorithme lassique de alul de prédiat de hemin . . . . . . . . . . . . . . . . . 65
4.7 Code soure de la fontion f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.8 Graphe de ontrle de la fontion f . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.1 Cyle de vie d'un logiiel ou yle en V . . . . . . . . . . . . . . . . . . . . . . . . 72
6.1 Déroulement de la méthode struturelle lassique . . . . . . . . . . . . . . . . . . . 84
6.2 Fontion getmid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.3 Graphe(getmid) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.4 Fontion avant mise sous forme SSA . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.5 Fontion après mise sous forme SSA . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.6 Autre fontion avant mise sous forme SSA . . . . . . . . . . . . . . . . . . . . . . . 90
6.7 Seonde fontion après mise sous forme SSA . . . . . . . . . . . . . . . . . . . . . . 90
6.8 Fontion exemple pour la méthode points-to . . . . . . . . . . . . . . . . . . . . . . 91
7.1 Prinipe de base de notre approhe . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.2 Domaines des valeurs d'entrée des as de test . . . . . . . . . . . . . . . . . . . . . 100
7.3 Illustration de notre stratégie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.4 Prétraitement du langage C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.5 Fontion C ave onditions multiples . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.6 Déomposition des onditions multiples . . . . . . . . . . . . . . . . . . . . . . . . 104
7.7 CFG avant et après prétraitement . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.8 Élimination des onits de variables . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.9 Fontion C ave strutures répétitives . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.10 Mise sous forme anonique des strutures répétitives . . . . . . . . . . . . . . . . . 109
6
7.11 Exemple d'utilisation d'une struture onditionnelle SwithBreak . . . . . . . . . . 110
7.12 Transformation d'une struture onditionnelle SwithBreak . . . . . . . . . . . . . 111
7.13 Fontion ave expressions à eets de bords . . . . . . . . . . . . . . . . . . . . . . . 112
7.14 Isolement des expressions à eets de bord . . . . . . . . . . . . . . . . . . . . . . . 112
7.15 Fontion getmid après prétraitement dont instrumentation . . . . . . . . . . . . . 121
7.16 Termes générés à l'instrumentation de la fontion getmid . . . . . . . . . . . . . . 122
7.17 Illustration de notre stratégie sur la fontion getmid . . . . . . . . . . . . . . . . . 123
8.1 Fontion merge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
8.2 Fontion merge prétraitée et instrumentée . . . . . . . . . . . . . . . . . . . . . . . 127
8.3 Clauses Prolog générées pour la fontion merge . . . . . . . . . . . . . . . . . . . . 128
8.4 Illustration de notre stratégie sur la fontion merge . . . . . . . . . . . . . . . . . . 129
9.1 Graphe de ontrle de f shématisé . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
9.2 Graphe de ontrle de f ave dépliage de g . . . . . . . . . . . . . . . . . . . . . . 139
9.3 Fontion sous test ave plusieurs instrutions d'appel . . . . . . . . . . . . . . . . . 141
9.4 CFG de la fontion f de la gure 9.3 . . . . . . . . . . . . . . . . . . . . . . . . . 141
9.5 Code soure de la fontion sous test ff . . . . . . . . . . . . . . . . . . . . . . . . . 142
9.6 Graphe de ontrle de la fontion ff . . . . . . . . . . . . . . . . . . . . . . . . . . 143
9.7 Graphe d'appel de la fontion f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
9.8 Graphe d'appel de la fontion ff . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
10.1 Graphe d'appel simple de la fontion fA . . . . . . . . . . . . . . . . . . . . . . . . 149
10.2 Graphe d'aessibilité simplié pour un système modélisant une mahine à afé . . 151
10.3 Exemple de graphe de ontrle ave dépliage de la fontion imbriquée. . . . . . . . 157
11.1 Fontion C ave instrutions d'appel . . . . . . . . . . . . . . . . . . . . . . . . . . 163
11.2 Résultat du prétraitement sur le hier de la gure 11.1 . . . . . . . . . . . . . . . 164
11.3 Représentation du graphe abstrait de la fontion g à partir de Spec(g,W,Z) . . . . 166
11.4 Graphe abstrait de la fontion valAbs . . . . . . . . . . . . . . . . . . . . . . . . . 167
11.5 Graphe abstrait de la fontion getmid . . . . . . . . . . . . . . . . . . . . . . . . . 168
11.6 Fontion f sous test appelant la fontion valAbs . . . . . . . . . . . . . . . . . . . 168
11.7 Graphe de ontrle de f et graphe abstrait de valAbs . . . . . . . . . . . . . . . . 169
11.8 Graphe mixte de la fontion sous test . . . . . . . . . . . . . . . . . . . . . . . . . 170
11.9 Fontion f sous test appelant la fontion div . . . . . . . . . . . . . . . . . . . . . 171
11.10Graphe de ontrle de f et graphe abstrait de div . . . . . . . . . . . . . . . . . . 172
11.11Graphe mixte de la fontion f appelant la fontion div . . . . . . . . . . . . . . . . 175
12.1 Illustration du dépliage de la fontion g appelée dans la fontion f . . . . . . . . . 180
12.2 Du graphe de ontrle au graphe mixte de la fontion sous test . . . . . . . . . . . 180
12.3 Graphe mixte de la fontion f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
12.4 Chemins ouverts lors de l'appliation du ritère TLCM . . . . . . . . . . . . . . . 184
12.5 Chemins ouverts lors de l'appliation du ritère TLCS . . . . . . . . . . . . . . . 186
13.1 Implantations des fontions f et maarthy . . . . . . . . . . . . . . . . . . . . . . 189
13.2 Spéiation de la fontion maarthy . . . . . . . . . . . . . . . . . . . . . . . . . 189
13.3 Graphe de ontrle de la fontion appelant la fontion maarthy . . . . . . . . . . 190
13.4 Chemins du CFG de la fontion sous test ouverts lors de l'utilisation d'un bouhon
fontionnel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
13.5 Graphe mixte de la fontion appelant la fontion maarthy . . . . . . . . . . . . . 195
13.6 Constrution de l'arbre des hemins faisables du graphe mixte de la fontion sous
test pour le ritère TLCM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
13.7 Chemins ouverts dans le graphe mixte pour le ritère TLCM . . . . . . . . . . . . 197
13.8 Constrution de l'arbre des hemins faisables du graphe mixte de la fontion sous
test pour le ritère TLCS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
7
13.9 Chemins ouverts dans le graphe mixte pour le ritère TLCS . . . . . . . . . . . . 200
13.10Code soure de la fontion sous test et de la fontion imbriquée delta_tab . . . . 202
13.11Spéiation de la fontion delta_tab . . . . . . . . . . . . . . . . . . . . . . . . . 202
13.12Graphe de ot de ontrle de la gure delta_tab . . . . . . . . . . . . . . . . . . . 203
13.13Graphe de ontrle de la fontion appelant la fontion delta_tab . . . . . . . . . . 203
13.14Graphe de ontrle de la fontion f ave dépliage du graphe de la fontion imbriquée
delta_tab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
13.15Chemins du CFG de la fontion sous test ouverts lors de l'utilisation d'un bouhon
fontionnel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
13.16Graphe mixte de la fontion appelant la fontion delta_tab . . . . . . . . . . . . . 208
13.17Constrution de l'arbre des hemins faisables du graphe mixte de la fontion sous
test selon le ritère TLCM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
13.18Chemins ouverts lors de la soumission du graphe mixte de la fontion sous test au
ritère TLCM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
A.1 Syntaxe C de la struture Swith . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
A.2 Syntaxe C de la struture Swith ave l'utilisation de l'instrution break . . . . . . 218
A.3 Syntaxe C de la struture DoWhile . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
A.4 Syntaxe C de la struture ForDo . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
B.1 Illustration d'un graphe orienté G =< N,E > . . . . . . . . . . . . . . . . . . . . 220
B.2 G =< N,E, e, s > : graphe orienté à unique n÷ud d'entrée et unique n÷ud de sortie 222
B.3 G′ =< N ′, E′, e′, s′, δ′ > : sous-graphe de G =< N,E, e, s, δ > de la gure B.2 . . . 224
8
Liste des tableaux
2.1 Intervalles des types de base et taille assoiée en otets . . . . . . . . . . . . . . . . 24
7.1 Formatage des variables dans les termes Prolog . . . . . . . . . . . . . . . . . . . . 113
7.2 Équivalene de la syntaxe C et de la syntaxe Prolog . . . . . . . . . . . . . . . . . 114
7.3 Exemples de règles de simpliation des termes Prolog . . . . . . . . . . . . . . . 114
13.1 Diérents résultats obtenus pour le test de la fontion appelant la fontion
maarthy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
13.2 Diérents résultats obtenus pour le test de la fontion appelant la fontion
delta_tab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
9
Définitions et onepts
a la volée, 84
aetation onsistante, 189
aetation inonsistante, 189
aetation partielle (CSP), 189
aetation totale (CSP), 189
alias, 29
baktrak, 191




alul d'un hemin, 57
as de test, 61
atégorie de fontion, 130
CFG, 53
hemin, 185
hemin d'exéution partiel, 55







odomaine d'une fontion, 41
omposant de logiiel, 63
onit de variable, 27
onnexité, 186
onsistane d'ar, 189
onsistane de bornes, 189
ontexte d'appel, 117
ouples pre/post ontraditoires, 46
ouverture de test, 61
ritère de test, 61
ritère MC/DC, 89






dénition de variable , 25
domaine d'appel d'une fontion, 120
domaine d'un hemin, 57
domaine d'une fontion, 41
domaine de dénition, 42
domaine fontionnel, 45
ensemble des ontextes d'appel, 117
évaluation symbolique, 64
ot de ontrle, 24
fontion, 30
fontion omme opération, 37
fontion imbriquée, 57
formule logique, 41





graphe d'appel partiel, 121
graphe de ot de ontrle, 53
graphe orienté, 184






intégration en sandwih, 134
intégration massive, 133
intégration par agrégats, 133
intégration par inrément, 133
interprétation d'une fontion, 43
jeu de test, 61
labelling, 190
laneur, 125
objetif de test, 61
ourrene d'une variable, 41
ourrene libre, 41
opérateur de base, 40





passage d'argument par adresse, 34









qualité de test, 61
rédution d'un CSP, 190
séquene de test, 127









struture onditionnelle C, 25
struture répétitive C, 26
struture répétitive xe, 75
struture répétitive variable, 75
suesseur, 185
tête d'un blo de base, 58
tête de blo, 53
terme, 40
test d'intégration, 63
test de validation, 63







trae symbolique d'exéution, 54
utilisation de variable , 25
vériation, 62
validation, 62
variable d'un hemin, 55
variable de sortie, 35
variable globale, 28
variable libre, 41
variables d'entrée d'une fontion, 35
variables synonymes, 29
















DomA(f, elem(CtxA(f → g), i)), 120
DomAi(g, f → g), 120
G =< N,E >, 184
G =< N,E, δ >, 185
G =< N,E, e, s, δ,X,XL >, 53
G =< N,E, e, s, δ >, 184
G =< N,E, e, s >, 185
GAppelP :< f, F,A, δ >, 121
LN , LE , 184
MaxCi(X), 86
PC(Ch, f,X), 55
PPi(f,X, Y ), 45
Post(f,X, Y ) : Q(f,X, Y ), 44











δ, δN , δE , 184
7→, 42
L = (S,V ,F ,P), 38

















f(x1 × . . .× xn) → y1 × . . .× ym, 37
















Le logiiel fait aujourd'hui partie intégrante de notre quotidien que se soit sur nos lieux de
travail (ordinateurs, logiiels,. . . ), à domiile (téléphone portable,. . . ), dans nos déplaements
(voiture, train,. . . ), et. Cette présene des logiiels dans notre quotidien aompagnée de
dysfontionnements ne nous surprend plus. Nous avons tous souert au moins une fois d'un
"plantage" intempestif de notre ordinateur ou téléphone portable pour les as les plus ourants.
Ces bogues sont devenus presque habituels mais sont en général sans grande importane et sans
onséquene. En revanhe, si nous prenons omme exemple un défaut dans un régulateur de
vitesse automobile (as avéré il y a enore peu de temps), d'un logiiel avionique ou enore d'un
logiiel de pilotage de trains, nous nous plaçons dans une logique totalement diérente. La lasse
de logiiels onernée est toute autre. Elle regroupe les logiiels qualiés de ritiques : en général,
ils interviennent dans des domaines sensibles omme eux des transports, de la prodution
d'énergie, de la santé et de la nane. La aratérisation ommune d'un logiiel ritique est tout
logiiel dont une anomalie dans son fontionnement peut avoir des onséquenes beauoup plus
importantes que le bénée prouré par le servie qu'il assure en absene d'anomalies [LAB
+
95℄.
Pour e type de logiiels, il est primordial de pouvoir s'assurer de leurs bons fontionnements.
Le génie logiiel permet d'aquérir la onane désirée dans les logiiels ritiques ou du moins,
de s'en approher. Selon l'arrêté du 30 déembre 1983, "le génie logiiel est l'ensemble des ativités
de oneption et de mise en ÷uvre des produits et des proédures tendant à rationaliser la prodution
du logiiel et son suivi". Myers [Mye79℄ dénit le génie logiiel omme l'ensemble des proédures,
méthodes, langages, ateliers, imposés ou préonisés par les normes adaptées à l'environnement
d'utilisation an de favoriser la prodution et la maintenane de omposants logiiels de qualité.
Le génie logiiel est basé sur des méthodologies et des outils qui permettent de formaliser et même
d'automatiser partiellement la prodution de logiiels, mais il est également basé sur des onepts
plus informels et demande des apaités de ommuniation, d'interprétation et d'antiipation. Le
génie logiiel s'intéresse à la manière dont le ode soure d'un logiiel est spéié puis produit. Les
diérentes thématiques abordées en génie logiiel sont, de façon non exhaustive, la spéiation de
fontionnalités d'un logiiel, la oneption de logiiel, la génération automatique de ode d'après
une spéiation formelle,. . . .
Comme le génie logiiel est l'art de produire des logiiels de qualité, il faut préiser e que nous
entendons par un "logiiel de qualité". Les qualités d'un logiiel onernent à la fois son utilisation
(abilité, adéquation aux besoins, eaité, . . . ) et sa maintenane (exibilité, portabilité,. . . ).
Ces diérentes qualités ne sont pas toujours ompatibles ni même réalisables et il est néessaire
de trouver des ompromis. Dans tous les as, les objetifs de qualité doivent être dénis pour
haque logiiel et la qualité du logiiel doit être ontrlée par rapport à es objetifs.
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Une des premières diultés onerne la phase de spéiation d'un logiiel et plus partiuliè-
rement le problème de la vériation des modèles formels par rapport à l'expression informelle des
besoins. La diulté réside dans la diérene de langages entre le lient (elui qui ommande un
logiiel selon des besoins plus ou moins préis) et les onepteurs du logiiels (eux qui onçoivent
le logiiel demandé). Le premier s'exprime dans le langage du domaine de l'appliation du logiiel
ave pour support le langage naturel. De fait, les désirs du lient sont généralement ambigus et
inomplets. Les onepteurs du logiiels utilisent, quant à eux, des méthodes de modélisation
omme la modélisation UML [RJB04℄ ou des méthodes formelles omme la méthode B [Abr96℄
qui sont généralement mal ou non omprises par le lient.
Les ativités de vériation et de validation [WF89℄ ont pour but d'augmenter la sûreté de
logiiels. Selon les dénitions ommunément admises, la vériation permet d'établir la orrespon-
dane entre un produit logiiel et sa spéiation. La validation permet théoriquement de s'assurer
que le logiiel aomplit bien la fontion pour laquelle il a été onçu. Dit plus simplement, la va-
lidation a pour objetif "le bon" logiiel alors que la vériation a pour objetif le logiiel "bien
fait". En réalité, par vériation et validation, on désigne un ensemble de tehniques portant sur
tout le yle de développement du logiiel et sur tous ses produits intermédiaires. Ainsi, les revues
et les inspetions de douments logiiels
1
ainsi que le test font partie de es tehniques.
Les ativités de validation et de vériation se déroulent bien souvent onjointement. Deux des
prinipales tehniques de vériation et validation sont la preuve et le test de logiiel.
La preuve onsiste à démontrer mathématiquement et formellement la orrespondane exate
entre un modèle de l'implantation d'une fontion et sa spéiation. Il s'agit d'une tehnique
permettant d'avoir un niveau de onane élevé dans le logiiel mais il s'agit aussi d'une tehnique
oûteuse et inomplète pour les logiiels omplexes.
Notons que nous ne nous intéresserons pas à la preuve dans e manusrit. Nous nous onsare-
rons uniquement au test de logiiel.
Le test onsiste quant à lui à montrer la onformité d'une implantation à la spéiation de la
fontion sur un nombre ni d'exéutions (ou de simulation d'exéutions) de la fontion an d'y
trouver un maximum de défauts. Myers [Mye79℄ dénit un défaut de logiiel de la façon suivante :
"A software error is present when the program does not do what its end user reasonability expets
to do.". Il est important de préiser que même si une méthode de test ne détete pas de défauts
dans un logiiel, elui-i ne peut pas être jugé omme 100% able. La itation de Edsger W.
Dijkstra, extrait de "Notes On Strutured Programming" en 1970, illustre bien e point :"Program
testing an be used to show the presene of bugs, but never to show their absene !.". Idéalement,
la tehnique de test exhaustif permet de s'assurer de la orretion totale d'un programme et
permet également de faire la preuve de orretion d'un programme. Cette tehnique onsiste à
exéuter un logiiel sur toutes les ombinaisons des valeurs en entrée possibles. Par exemple, le
test exhaustif d'une simple fontion possédant une unique valeur entière en entrée odée sur 32
bits impose 232 as de test suessifs. On s'aperçoit que ette tehnique est malheureusement
inappliable en réalité à ause du nombre de tests qu'elle requiert.
Le test de logiiel peut être distingué en trois niveaux de test selon le type de omposant
logiiel testé. Le premier niveau de test logiiel, le test unitaire, a pour objetif de vérier que des
modules individuels omposant un logiiel fontionnent orretement. Le but du test unitaire est
d'isoler haque module individuel (fontion, méthode, lasse, . . . ) d'un logiiel pour montrer sa
orretion. Cette étape permet de failiter le seond niveau de test à savoir le test d'intégration.
Ce seond niveau de test onsiste, quant à lui, à tester l'agenement des diérents modules d'un
système ainsi que la façon dont ils ommuniquent entre eux [Bei90℄ pour évaluer la orretion de
l'ensemble.
Nous préisons que notre travail onerne les langages de programmation impératifs (en parti-
ulier le langage C), nous ne traitons don pas la dimension objet. Ainsi, dans e manusrit, par
1
Les douments logiiels sont tous les douments onernant un logiiel donné à savoir l'expression des besoins
en langage naturel, la spéiation en langage ou modélisation plus ou moins formel, ode soure,. . . )
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module individuel nous entendrons une fontion omposant le logiiel sous test.
La méthodologie usuelle préonise de tester individuellement haque fontion d'un logiiel avant
de les regrouper pour le test d'intégration an de pouvoir vérier leur inter-fontionnement. En
pratique, ela n'est pas aussi simple. Le fait que ertaines fontions d'un logiiel interagissent
et/ou utilisent d'autres fontions d'un même logiiel omplexie le test unitaire. En eet, il n'est
pas aisé d'isoler le test unitaire d'une fontion en présene d'appels de fontions. On est souvent
amené à tester d'autres fontions du fait qu'il existe peu de fontions réellement indépendantes
ou enore à remplaer les fontions appelées par des modules simulant leurs exéutions. Ainsi, la
frontière entre le test unitaire et le test d'intégration est très ne et même si, théoriquement, les
deux méthodes sont lairement dénies omme diérentes, en pratique les deux méthodes sont
étroitement liées. Il existe, en pratique, un ompromis entre le test unitaire et le test d'intégration.
Il s'agit dans un premier temps de dénir une hiérarhisation d'appels du logiiel sous forme d'un
graphe d'appel à partir de l'étude du langage de programmation utilisé ou de la desription de
la spéiation du logiiel. Deux méthodes de test d'intégration se distinguent partiulièrement
selon l'ordre d'intégration utilisée pour regrouper les diérentes fontions du logiiel sous test. La
méthode "bottom-up" repose sur une agrégation en priorité des fontions de plus bas niveau dans
la hiérarhie d'appels (les fontions appelées) représentées par les feuilles dans un graphe d'appel.
Les fontions font toutes, au préalable, l'objet de tests unitaires. Ensuite, les diérentes fontions
sont intégrées par étapes intermédiaires via une exploration asendante du graphe d'appel. La
méthode "top-down" débute, quant à elle, en intégrant d'abord les fontions de haut niveau (les
fontions appelantes). La raine du graphe d'appel représente la fontion de plus haut niveau. Il
s'agit d'une intégration des fontions du logiiel orrespondant à une exploration desendante du
graphe d'appel.
Pour les systèmes reposant sur de multiples interations et ommuniations entre modules
(omme les protooles de ommuniation, les systèmes de ontrles avioniques,...) des tehniques
dites de test imbriqué sont appliquées. Elles onsistent à tester unitairement un omposant donné
dans un environnement préis 'est-à-dire au sein du groupement omposé des autres omposants
du système. Ces tehniques se justient par la omplexité du système sous test ne permettant
pas de tester unitairement et indépendamment les omposants du système en totalité. Le but du
test imbriqué est de vérier qu'un omposant possède un omportement à l'exéution onforme à
elui de sa spéiation lorsqu'il interagit ave les autres omposants.
En quelques mots, le test d'intégration orrespond à une tehnique de test unitaire étendue
sur les agrégations suessives des fontions d'un logiiel sous test. Les fontions non enore
intégrées sont simulées et remplaées par des bouhons pour les fontions de bas niveau et par
des laneurs pour des fontions de haut niveau [Mye79℄ simulant le omportement des fontions
remplaées. Parallèlement, le test unitaire d'une fontion utilise également es mêmes bouhons
pour remplaer les appels de fontions ontenus dans la fontion testée individuellement. Du
fait de ette ambiguïté entre le test unitaire et le test d'intégration, la littérature sur le test
d'intégration reste enore assez faible aujourd'hui. Cependant, il existe des tehniques propres au
test d'intégration orientées vers l'évaluation des onnexions entre les fontions d'un logiiel omme
[OHK93℄. Lors du test imbriqué, le lien entre le omposant sous test et les autres omposants du
système est évident du fait que le test imbriqué est destiné aux systèmes omposés de modules
fortement dépendants les uns des autres. Nous verrons un panorama plus détaillé des tehniques
de test d'intégration et des tehniques de test imbriqué dans le hapitre 10.
Revenons maintenant sur la problématique du test unitaire. Trois lasses de méthodes de test
se distinguent par les ritères de séletion des as de test utilisés. Commençons par les tehniques
de test aléatoire onsistant à injeter  au hasard  diérentes valeurs aux variables d'entrée de
la fontion sous test. Le omposant est exéuté ave des données hoisies aléatoirement dans le
domaine de dénition de la fontion. En pratique, plus le nombre de as de test est grand, plus
le pourentage d'objets testés est élevé [GDGM01℄. La diulté de es tehniques vient du fait
qu'elles ne garantissent pas d'atteindre tous les omportements de la fontion et en partiulier les
omportements dont la probabilité d'exéution est faible (omportement assoié à un domaine en
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entrée restreint de la fontion).
D'autre part, les tehniques de test fontionnel (ou méthodes boîte noire) déterminent les
diérentes données de test en s'appuyant sur les douments de spéiation de la fontion. Le
plus souvent, es tehniques reposent sur un partitionnement du domaine d'entrée orrespondant
aux diérentes fontionnalités de la fontion exprimées dans la spéiation. Elles permettent de
hoisir le niveau de détails des tests par le hoix du niveau d'abstration de la spéiation utilisée.
Enn, les méthodes de test struturel (ou méthodes boîte blanhe) sont les méthodes les plus
ommunément admises. Elles onsistent à déterminer les diérentes données de test par analyse
du ode soure selon une étude ot de données
2
ou selon une étude ot de ontrle
3
de la fontion
sous test. Les ritères de ot de données sont basés sur la ouverture des hemins reliants les
dénitions
4
d'une variable à leur utilisation
5
[RW85℄. Le but est de s'assurer que la totalité des
diérentes exéutions possibles (ou un nombre maximal) du logiiel a bien été explorée.
A la n de haque as de test, il faut pouvoir émettre un verdit de test 'est-à-dire dénir si
les sorties obtenues à l'exéution sont onformes à elles attendues telles qu'elles sont dénies dans
la spéiation. Il s'agit du problème de l'orale. Pour une méthode struturelle, s'appuyant sur
le ode soure de la fontion, la spéiation de la fontion est néessaire pour prévoir les valeurs
en sortie attendues. La spéiation de la fontion est utilisée pour omparer les valeurs en sortie
obtenues lors des as de test ave elles attendues ou enore pour vérier que les valeurs en sortie
obtenues à l'exéution respetent bien les propriétés spéiées. Pour une méthode fontionnelle,
la mise en plae d'un verdit de test est failitée du fait que les diérentes données de test sont
déterminées par l'étude de la spéiation de la fontion sous test. L'utilisation d'assertions dans le
ode soure de la fontion sous test en programmation défensive ou dans l'interfae sous forme de
ontrats [Mey92℄ introduit par le langage Eiel
6
de Meyer [Mey88℄, joue le rle d'orale embarqué.
Meyer est le premier à avoir utilisé les spéiations exprimées sous forme de ouples pre/post
7
d'une fontion sous test omme orale embarqué exprimé par des assertions dans le ode. Les
assertions ontiennent des propriétés de la fontion à vérier à un instant préis de l'exéution
[TBJ06℄,[CL01℄. Une autre approhe de mise en plae d'orale onsiste à aluler les sorties atten-
dues de la fontion en se basant sur la spéiation et de omparer le résultat aux sorties réelles
obtenues lors des test [PP94℄, [GA95℄, [RAO92℄. Notons que le problème de l'orale reste enore
trop peu abordé dans la littérature à l'exeption des approhes formelles.
L'automatisation des as de test permet de gagner en temps et par onséquent en oût de
la phase de test d'une fontion. Dans la pratique industrielle, l'automatisation du test est trop
souvent limitée à l'exéution des tests. C'est l'utilisateur qui dénit les as à tester et les données
de test (entrées et sorties attendues), éventuellement à l'aide d'outils de préparation de "sripts de
test". La génération automatique des données de test et d'un orale permet une séletion des as de
test basée sur des ritères justiés par des hypothèses expliites. L'automatisation omplète d'une
méthode de test permet la rédution des oûts et des délais de vériation des produits logiiels
tout en améliorant la qualité du logiiel. Les tehniques fontionnelles sont privilégiées pour la
génération automatique de as de test omme pour les outils BZ-TT[ABC
+
02℄, GATEL [MA00℄,
Casting [ABM97℄, LUTESS [BORZ99℄, AUTOFOCUS[PO01℄, . . . . La diulté prinipale de l'au-
tomatisation du test de logiiel onerne en partiulier l'automatisation de l'orale. Atuellement,
l'utilisation de spéiations formelles reste le moyen reonnu omme le plus adapté pour l'auto-
matisation d'orales ables [GA95℄. L'utilisation des méthodes formelles est reommandée pour le
développement de logiiels ritiques. Leur sémantique bien dénie permet une spéiation préise
du servie à délivrer. Elles sont fondées sur des bases mathématiques permettant éventuellement
d'eetuer des preuves pour démontrer ertaines propriétés de la spéiation ou pour vérier de
2
Une étude ot de donnée se base sur les données manipulées ou utiles et sur leurs dénitions et leurs utilisations.
3
Une étude ot de ontrle se base sur les enhaînements possibles des diérentes instrutions du omposant
sous test.
4
La dénition d'une variable orrespond à une modiation de la valeur de la ase mémoire assoiée
5
L'utilisation d'une variable orrespond à l'aès en leture de la ase mémoire assoiée.
6
Le langage Eiel est un langage de programmation par ontrat orienté objet implanté par Bertrand Meyer.
7
Les ouples pre/post sont des propriétés sur les variables de la fontion sous test à vérier en diérents instants
de l'exéution (avant l'exéution pour les preonditions, après pour les postonditions, à haque instant pour les
invariants, . . . .
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manière formelle les phases de oneption et d'implantation.
L'arrêt du test survient quand le ritère d'arrêt (plus ou moins formel) est satisfait. Pour le test
unitaire, l'arrêt du test est diretement déterminé par les ritères de test séletionnés. Idéalement,
le test s'arrête quand :
 tous les objets ibles du graphe de ontrle ou
 tous les objets du graphe de ot de données de la fontion ou
 tous les domaines d'entrée de la fontion assoiés à une fontionnalité spéiée
ont été ouverts. En pratique, pour des ritères de test exigeants omme les ritères struturels (en
partiulier le ritère tous-les-hemins), le test peut être arrêté lorsqu'un pourentage xé (taux de
ouverture) des objets du graphe de ontrle ou du graphe de ot de données a été ouvert. Les
méthodes orientées ot de données omme [KL85℄ sont reonnues omme eaes dans diérentes
études empiriques [Won93℄, [HFGO94℄. L'automatisation de es méthodes est omplexiée par
l'étude préise des dénitions et utilisations de haque variable de la fontion sous test. Le plus
rigoureux ritère struturel orienté ot de données 'est-à-dire le ritère "all-du-path"
8
est reonnu
omme moins rigoureux que le ritère orienté ot de ontrle tous-les-hemins. Nous avons hoisi
d'adopter e ritère d'une part pour sa rigueur mais aussi du fait que notre stratégie de séletion
des as de test permet de limiter les diultés propres à e ritère à savoir la détetion des hemins
infaisables et l'explosion ombinatoire du nombre des hemins tout en limitant le oût du alul
de la détermination des données de test.
La troisième tehnique de test struturel est le test mutationnel. Il s'agit de générer des mutants
du ode soure de la fontion sous test en modiant une seule de ses instrutions. Le but est de
générer une suite de données de test permettant de tuer es mutants ou un nombre maximal ('est-
à-dire de déteter les anomalies injetées à la fontion). Le test mutationnel reste plus une approhe
pour évaluer la qualité d'une suite de données de test. L'étude empirique [ABL05℄ montre l'eaité
de détetion des fautes des jeux de test dénis lors de tehniques de test mutationnel par rapport
à des suites de test générées par d'autres approhes souvent plus oûteuses. Les méthodes de test
mutationnel [NFTJ06℄, [BDL06℄, [OAL06℄ se heurtent ependant à la diulté de mise en ÷uvre
de ette approhe en partiulier en présene de mutants équivalents (les fautes générées peuvent
ne pas avoir d'inuene sur l'exéution de la fontion). Cela impose une inspetion supplémentaire
empêhant l'automatisation de es méthodes.
Nous nous intéresserons don uniquement aux tehniques de test struturel basées sur l'étude
du ot de ontrle des fontions sous test et en partiulier sur l'appliation du ritère tous-les-
hemins.
Nous sommes forés de onstater que, malgré la rigueur des tehniques struturelles, elles-i
restent peu appliquées en pratique à ause de la omplexité du passage à l'éhelle à des fontions
réalistes omplexes (présene de boules, appel à d'autres fontions, . . . ) et à ause de la di-
ulté de mise en ÷uvre des jeux de test satisfaisant les ritères onsidérés (présene de hemins
inexéutables, diulté de la mise en plae d'un orale, . . . ).
Nous proposons ii une nouvelle approhe pour le test unitaire struturel visant d'une part à
failiter la détermination et la génération des as de test et d'autre part à automatiser au maximum
la génération des tests.
1.2 Sujet
Les méthodes de test struturel sont largement reonnues pour leur rigueur. Le test struturel
est tout partiulièrement requis pour les logiiels ritiques qui doivent satisfaire ertains ritères
imposés par les organismes normatifs (ISO, AFNOR, . . . ). Elles représentent un oût non né-
gligeable dans le développement des logiiels lorsque les exigenes de séurité sont importantes.
Ainsi, pour le test de logiiels ritiques, il est régulièrement imposé d'atteindre une ouverture
omplète de ertains objets du graphe de ot de ontrle (CFG) omme les n÷uds, les ars et les
hemins représentant respetivement les instrutions, les branhements ou les hemins d'exéution
8
Ce ritère orrespond à ouvrir pour haque dénition d'une variable tous les hemins ontenant une utilisation
de ette même variable.
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du ode soure [GBR00℄, [GDGM01℄, [Meu01℄, [WMM04b℄. Le but est de s'assurer que la totalité
des diérents objets issus du CFG hoisis omme ibles du ritère de test a bien été explorée ave
les exéutions séletionnées lors des diérents as de test eetués.
Dans la lasse des ritères dénis à partir du CFG, le ritère tous-les-hemins est le ritère
le plus omplet, exigeant et demandant le plus grand nombre de as de tests. Pour les projets
logiiels industriels onernant des logiiels de faible ou moyenne omplexité, l'appliation du
ritère tous-les-hemins peut être imposée. Cependant, le plus souvent, la totalité des hemins
exéutables n'est pas ouverte et on se ontente d'atteindre un taux de ouverture le plus élevé
possible. Ainsi, pour des logiiels plus omplexes 'est-à-dire réalistes, l'appliation du ritère tous-
les-branhements (ouverture de toutes les branhes du graphe de ontrle de la fontion sous test)
est souvent requise. Un autre ritère struturel orienté ot de ontrle souvent imposé est le ritère
MC/DC orrespondant à une variante plus rigoureuse du ritère tous-les-branhements (ouverture
individuelle de tous les sous-onditions omposant une instrution onditionnelle). Pour haque
fontion possédant n strutures onditionnelles suessives, il peut y avoir 2n hemins diérents
d'exéutions. Par onséquent, la présene de strutures répétitives (ou boules) peut résulter à
une innité de hemins diérents. Il est alors parfois néessaire de limiter le nombre de passages
dans es strutures répétitives : le ritère de test tous-les-hemins est restreint alors au ritère des
k-hemins. Il s'agit de ouvrir tous les hemins d'exéution ne ontenant pas plus de k itérations
par struture répétitive.
Notons que plusieurs hemins peuvent, de plus, être infaisables 'est-à-dire qu'auune entrée
de la fontion n'entraîne l'exéution de es hemins. Cette diulté est non négligeable : 'est un
problème indéidable dans le as général et NP-omplet pour des variables prenant leurs valeurs
dans des domaines nis.
Toutes les diultés assoiées au test struturel omplexient ou empêhent l'automatisation
des tehniques de test assoiées.
Le test struturel peut se déomposer en deux étapes :
 l'identiation de hemin(s) dont l'exéution est néessaire pour satisfaire un ritère de test,
 la génération d'un as de test (i.e. la détermination d'un ensemble de valeurs pour les va-
riables d'entrée) garantissant que le hemin (ou un des hemins) séletionné(s) sera eeti-
vement exéuté.
Les diultés liées à l'analyse du ode soure sont nombreuses. D'une part, les langages de
programmation ne possèdent pas en général de forme anonique, il s'agit le plus souvent d'uni-
formiser l'implantation d'une fontion par un prétraitement du ode visant à atteindre une forme
anonique failitant l'analyse. D'autre part, pour haque hemin d'exéution suivi, il s'agit de
onstruire le prédiat de hemin assoié orrespondant à la onjontion des ontraintes sur les
valeurs initiales en entrée entraînant l'exéution de e hemin. Le alul de e prédiat de hemin
demande un eort non négligeable lors de l'analyse du ode soure des fontions (expressions à
eets de bord, instrutions de modiation de ot de ontrle, présene d'alias, gestion des types
ottants entre autres). Les tehniques de test struturel possèdent de e fait ertaines restritions
quant à l'ensemble du langage de programmation traité.
Une autre des diultés majeures liées aux méthodes struturelles onerne l'explosion om-
binatoire du nombre de hemins en présene de strutures répétitives omme nous l'avons préisé
préédemment mais aussi en présene d'appels de fontions. Quand le ritère struturel hoisi est
tous-les-hemins, l'explosion ombinatoire onerne, par voie de onséquene, le nombre de as de
test à eetuer. Pour la gestion des appels de fontions, deux méthodes sont ouramment utilisées.
La méthode "inlining" onsiste à déplier le ode soure des fontions appelées dans le ode soure
de la fontion appelante pour y étendre le ritère de test. Cette méthode amplie le problème de
l'explosion ombinatoire du nombre des hemins en ajoutant la ombinatoire du nombre des he-
mins des fontions appelées à la ombinatoire du nombre des hemins de la fontion sous test. Une
autre méthode onsiste à substituer les appels de fontions par des modules simulant le omporte-
ment de la fontion appelée par l'étude de ses spéiations (bouhons fontionnels) ou retournant
des valeurs données en vue de la ouverture de la fontion sous test (bouhons struturels) [Mye79℄
sans prendre en ompte le omportement réel des fontions appelées. Les bouhons fontionnels
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retournent une sortie pour une entrée donnée de la fontion onformément à sa spéiation : la
relation entrées/sorties est ainsi vériée par onstrution. Pour un ontexte d'appel et un domaine
fontionnel donné d'une fontion appelée, diérents hemins en sortie peuvent être exéutés dans
la fontion sous test. Il faut alors pouvoir orienter l'exéution des bouhons fontionnels pour pou-
voir garantir le maintien de la ouverture de la fontion sous test. Or, les bouhons fontionnels
sont assimilables à des omposants boîtes noires. Les bouhons struturels, quant à eux, peuvent
amener à ouvrir des hemins infaisables en réalité du fait que le omportement réel des fontions
appelées est ignoré.
Ce manque d'outillage quant à la gestion des appels de fontion empêhe le passage à l'éhelle
du test unitaire de fontions réalistes.
Nous adressons ette diulté de mise en plae d'une méthode automatique de test struturel.
Nous traitons en partiulier du passage à l'éhelle des tehniques struturelles de test pour le test
de fontions dont le ode fait appel à d'autres fontions et de l'automatisation de es tehniques.
Nous proposons ii une nouvelle méthode de génération automatique de as de test struturels
[WMM04b℄ ainsi qu'une nouvelle gestion des appels de fontion an d'assurer la ouverture stru-
turelle d'une fontion sous test [Mou07℄ . La méthode automatique de test struturel proposée
répond au ritère struturel tous-les-hemins ou sa variante, le ritère des k-hemins. Cette mé-
thode permet d'atteindre une ouverture totale des k-hemins faisables de la fontion sous test
en failitant le problème de la détetion des hemins infaisables pour un oût limité lors de la
détermination des données de test suessives.
En e qui onerne la gestion des appels de fontion, nous avons hoisi de ombiner les aspets
fontionnels et struturels de test pour proter de l'ensemble de leurs avantages.
Nous sommes partis de l'idée d'exploiter les spéiations des fontions pour le test d'une fon-
tion dont le ode fait appel à d'autres fontions. Nous proposons une nouvelle modélisation des
fontions sous test ave instrutions d'appel reposant à la fois sur les informations struturelles de
la fontion sous test et sur les informations fontionnelles issues de la spéiation des fontions
appelées. Nous proposons également deux nouveaux ritères de test struturels permettant de ga-
rantir le maintien de la ouverture de la fontion sous test tout en limitant l'explosion ombinatoire
du nombre de hemins provoquée par les appels de fontions. Notre objetif est de pouvoir main-
tenir la ouverture struturelle de la fontion sous test tout en limitant l'exploration des fontions
appelées an de limiter le problème de l'explosion ombinatoire du nombre des hemins.
1.3 Plan
La première partie de e manusrit présente le ontexte général de la thèse.
Le hapitre 2 dérit et justie le sous-ensemble du langage C onsidéré par notre approhe.
La quasi-totalité du langage C ANSI est traitée. Les odes soures des fontions sont soumis à
un prétraitement de façon à e que les odes prétraités appartiennent à un sous-ensemble préis
du langage C ANSI. Nous dérivons don e sous-ensemble du langage C qui orrespond au sous-
ensemble réellement manipulé lors de la séletion et de la génération des diérents as de test.
Le hapitre 3 aratérise le langage de spéiation utilisé pour modéliser les fontions appelées.
Ce langage de spéiation orrespond à un langage du premier ordre sur domaines nis. Nous
présentons également le format hoisi pour exprimer les spéiations des fontions à savoir une
axiomatisation sous forme de ouples pre/post.
Le hapitre 4 présente la représentation ourante du ode soure des fontions sous test à
savoir le graphe de ontrle d'une fontion (CFG). Ce hapitre introduit également la notion de
hemin d'un CFG et la notion assoiée de prédiat de hemin. Nous insistons sur la notion de CFG
dans la mesure où nous proposons une nouvelle modélisation des fontions sous test ave appels
s'apparentant à la représentation lassique d'un ode soure sous forme de CFG.
Le dernier hapitre de ette partie, le hapitre 5, est onsaré à la présentation du test
de logiiel et des tehniques les plus ouramment utilisées. Les leteurs familiers au test
de logiiel pourront ignorer e hapitre s'ils le désirent mais nous insistons sur le fait que e
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hapitre permet également de xer lairement la terminologie utilisée tout au long de e manusrit.
La seonde partie de e doument est onsarée au problème de la génération automatique de
as de test struturel.
Le hapitre 6 dénit la génération automatique de as de test struturel, sa problématique
ainsi que ses prinipales diultés. Un rapide panorama de tehniques onsarées à la génération
automatique de as de test struturel y est également dressé.
Le hapitre 7 présente en détails notre méthode automatique de génération de as de test
struturel nommée PathCrawler. Cette méthode respete le ritère de test struturel le plus rigou-
reux : le ritère tous-les-hemins ou sa variante, le ritère des k-hemins en présene de strutures
répétitives à nombre élevé d'itérations. Cette méthode adaptative réutilise le prédiat de hemin
du as de test ourant pour déterminer les données du prohain as de test. Les informations
extraites du prédiat de hemin préédent permet de failiter la détetion des hemins infaisables
tout en limitant le oût de la détermination du prohain as de test.
La hapitre 8 illustre plus en détails notre méthode de génération de as de test struturels
par son appliation sur un exemple. Nous disutons également des diultés de passage à l'éhelle
de ette méthode en présene d'instrutions d'appel.
Enn, la troisième partie est, quant à elle, onsarée au traitement partiulier des appels de
fontions.
Dans le hapitre 9, nous faisons tout d'abord une rapide présentation de notre gestion des
appels de fontions et nous dénissons la problématique assoiée.
Le hapitre 10 présente diérentes tehniques de test hargées d'évaluer un ensemble de om-
posants entre eux ou un omposant dans un environnement donné (respetivement le test d'inté-
gration et le test imbriqué). Nous présentons également plus en détails les tehniques d'"inlining"
et d'utilisation de bouhons, tehniques le plus souvent utilisées pour la gestion des appels de fon-
tion. Nous pouvons ainsi nous situer de façon plus préise par rapport aux approhes existantes.
Le hapitre 11 dérit en détails la mise en ÷uvre de notre approhe de gestion des appels. Nous
avons hoisi d'abstraire les fontions appelées par l'étude de leurs spéiations. Nous onstruisons
ainsi une représentation fontionnelle des fontions appelées désignée omme graphe abstrait. Cette
représentation fontionnelle des fontions appelées se substitue aux instrutions d'appel dans le
ode soure de la fontion sous test lors de la onstrution de son graphe de ontrle. Nous
obtenons une nouvelle modélisation des fontions sous test ave instrutions d'appel sous forme
d'un graphe mixte omportant à la fois des informations struturelles de la fontion sous test et
fontionnelles des fontions appelées. Nous dénissons deux nouveaux ritères de test dédiés à
ette représentation garantissant le maintien de la ouverture struturelle de la fontion sous test
et la limitation de l'exploration des fontions appelées.
Le hapitre 12 dérit l'appliation de notre modélisation des fontions sous test sous forme
de graphe mixte dans le adre de la méthode de génération de as de test PathCrawler. Nous
dénissons ensuite les deux nouveaux ritères de test dédiés à ette représentation sous forme de
graphe mixte.
Dans le hapitre 13, nous validons notre approhe par son appliation à deux exemples. Ces
exemples de fontions sous test ave instrutions d'appels sont soumis, dans un premier temps,
aux deux traitements lassiques d'"inlining" et d'utilisation de bouhons. Ensuite, es exemples
sont soumis à l'appliation de nos deux ritères de test appliqués au graphe mixte des fontions
sous test. Les résultats obtenus permettent d'illustrer les gains et avantages de notre approhe par
rapport aux tehniques plus lassiques peu adaptées.
Enn, le dernier hapitre, la onlusion, permettra de dresser un bilan préis de notre travail.
Nous disutons du respet des objetifs initiaux et des améliorations envisagées de la méthode.
Nous expliquons également notre ontribution en donnant quelques-unes des orientations envisa-





Cette partie a pour objetif de dénir toutes les notions néessaires pour la suite de
e doument. Nous avons en eet besoin d'établir lairement ertaines notions pour
aborder les deux thèmes prinipaux de e manusrit à savoir le test unitaire et le test
d'intégration.
Dans un premier hapitre, nous donnerons les prérequis néessaires pour la leture
de e manusrit et nous nous attarderons sur ertains points du langage étudié à
savoir le langage C.
Ensuite, nous onsarerons un hapitre à la spéiation des fontions C à l'aide de
formules de types pre/post.
Dans le hapitre suivant, nous présenterons la notion de graphe de ot de ontrle
omme la représentation interne d'une fontion C utilisée ommunément par les
méthodes de test struturel.
Enn, un dernier hapitre dressera un panorama des prinipales tehniques de test de




La méthode présentée dans e doument s'adresse aux langages impératifs séquentiels et en
partiulier au langage C, langage pour lequel nous avons implanté un prototype de notre stratégie.
Nous supposons le leteur familier ave le langage C. Cependant en as de besoin, le leteur
pourra se référer aux multiples ouvrages dédiés à e langage omme [Ame86℄.
Ce qui nous intéresse dans e doument par rapport au langage C est d'une part la araté-
risation de la notion de ot de ontrle d'un programme ainsi que l'expliitation des notions de
variables d'entrée et de sortie d'une fontion C.
Nous nous limitons dans e hapitre à un sous-ensemble du langage C orrespondant au
sous-ensemble résultant du prétraitement des fontions (f. setion 7.2) sous test opéré en
amont de la génération des as de test dans notre méthode de test struturel PathCrawler. Ce
prétraitement est basé sur l'utilisation de l'analyseur syntaxique CIL [Lan06℄. Nous insistons sur
le fait que nous traitons la quasi totalité du langage C ANSI à quelques restritions près données
dans la setion 7.2.1 et sur le fait que le prétraitement eetué en amont de la génération des as
de test par la méthode PathCrawler simplie et transforme ertaines strutures du langage sous
formes anoniques. Nous verrons également plus tard que le prétraitement modie également le
ot de ontrle de la fontion.
L'annexe A présente d'autres notions du langage C n'appartenant pas au sous-ensemble résul-
tant du prétraitement mais qui seront utiles pour la suite.
2.1 Types de base
En e qui onerne le typage des variables, il existe deux familles prinipales. D'une part, nous
avons les types simples appelés types de bases et d'autre part, nous avons les types omplexes
ou types struturés résultant d'une onstrution de types dont la base repose sur un ou plusieurs
types de bases (omme par exemple une variable de type tableau ontenant n variables d'un type
de base). Nous verrons dans la setion suivante que les types de bases sont susants pour notre
méthode de génération de as de test dans la mesure où les types strutures sont totalement
déomposés.
Chaque type de base est assoié à un intervalle de valeurs muni d'un ordre total dont la
taille est diretement dépendante de la taille en otets assoiée. Le tableau 2.1 nous donne es
intervalles de valeurs pour haque type C de base selon la taille en otets assoiée.
Nous réutiliserons es mêmes intervalles par la suite omme les domaines assoiés aux sortes
de base de notre langage de spéiation (f. hapitre 3).
23
Type de base C Taille (en otets) Intervalle assoié
int 4 [−231; 231 − 1]
short int 2 [−215; 215 − 1]
long int 4 [−231; 231 − 1]
unsigned short int 2 [0; 216 − 1]
unsigned long int 4 [0; 232 − 1]
signed har 1 [−27; 27 − 1]
unsigned har 1 [0; 28 − 1]
oat 4 [−3.438; 3.438](7 hires signiatifs)
double (long oat) 8 [−1.7308; 1.7308] (15 hires signiatifs)
long double (non standard) 10 −3.449321.14932 (quadruple préision)
Tab. 2.1  Intervalles des types de base et taille assoiée en otets
2.2 Notion de variables
Nous onsidérons omme des variables toute variable C délarée de type de base ainsi que
haque élément de type de base des variables struturées. Si un élément de variable de type
struturé est également de type struturé, nous déomposons et élément jusqu'à en déterminer
les éléments de type de base assoiés.
Illustration 1
La délaration de la variable C suivante : "int tab[2℄;" orrespondant à un tableau à 2 éléments
de type entier induit selon notre dénition deux variables t[0℄ et t[1℄ de type int.
Les variables dans le sens où nous l'entendons sont don toutes d'un type de base.
Introduisons dès à présent un onept primordial pour la suite : la notion de ot de ontrle.
Le ot de ontrle réfère à l'ordre dans lequel les instrutions individuelles d'un programme
impératif sont exéutées. Le ot de ontrle est inuené par les diérentes strutures notamment
onditionnelles ou répétitives du langage renontrées le long d'une exéution donnée et dépend don
de la satisfation des onditions assoiées aux strutures du langage et ainsi des valeurs en entrée
injetées au programme (nous reviendrons sur e point dans la setion 2.6.5). L'évaluation des
strutures renontrées en fontion des valeurs en entrée d'une fontion modie don les séquenes
d'instrutions exéutées. C'est ette variabilité des séquenes d'instrutions qui reète la notion
de ot de ontrle.
2.3 Strutures du langage
Le langage C admet des expressions onstruites à partir des diérents opérateurs du langage.
Ces expressions seront notées de façon générique exp.
Il existe des instrutions élémentaires (aluls sur des variables) et des instrutions ondition-
nelles ou répétitives. Nous ne nous attarderons pas ii sur la sémantique des diérentes opérations
élémentaires du langage C (omme la division, l'addition et.). En revanhe, nous allons parler
de l'utilisation de strutures onditionnelles et répétitives utilisées dans le langage après avoir
présenté l'instrution élémentaire du langage à savoir l'aetation.
2.3.1 Instrution élémentaire : l'aetation
En langage C, l'opérateur = est un opérateur que l'on peut interpréter omme l'ation de
donner la valeur du membre droit au membre gauhe.
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Pour une aetation de la forme :
"id = exp;"
ave id l'identiant d'une variable non onstante délaré ave un ertain type et exp une
expression du même type alors l'évaluation de ette aetation, forée par " ;", a pour eet
d'évaluer l'expression exp et de remplaer dans la mémoire le ontenu de la ase dont l'adresse
orrespond à l'identiant id par la valeur de exp. On dit alors ommunément que la valeur des
variables de exp sont utilisées pour dénir la valeur de id.
La notion de dénition d'une variable désigne une modiation de la valeur de elle-i et
la notion d'utilisation d'une variable orrespond à son évaluation 'est-à-dire à la leture de sa
valeur.
Illustration 2
L'exéution de l'aetation "tab[i+2℄=3*x;" signie que la valeur orrespondante à la variable
tab[i+2℄ prend la valeur de l'expression 3*x.
L'aetation est une instrution qui modie l'état de la mémoire du programme.
Les autres strutures du langage C sur lesquelles nous allons nous attarder reposent sur l'éva-
luation et la vériation d'une expression C appelée ondition. Ce point nous amène don à préiser
tout d'abord la notion de vériation d'une ondition en langage C.
2.3.2 Évaluation d'une expression et vériation d'une ondition
Il n'existe pas dans le langage C de type de base omposé de 2 onstantes bien identiées.
Néanmoins, il est possible de distinguer les expressions en les évaluant an de les lasser
respetivement en des expressions onsidérées omme vraies et fausses.
Nous avons, d'une part, le test de validité d'une expression ou d'une donnée C : une expression
est non valide si sa valeur vaut zéro et valide dans le as ontraire.
D'autre part, lorsque le résultat d'une expression logique i.e. une expression ontenant des
opérateurs logiques est une valeur diérente de zéro, ela dénote en langage C la valeur vraie alors
que lorsque la valeur résultante vaut zéro, il s'agit d'une expression onsidérée omme fausse.
Illustration 3
Le résultat de l'expression :
 !expr1 est vériée si expr1 est évaluée à 0 ( ! est l'opérateur C de la négation logique) ;
 expr1&&expr2 est vériée si et seulement si les deux expressions expr1 et expr2 sont vériées
i.e. ne sont pas évaluées à 0 (&& est le "et-logique" du langage C) ;
 expr1||expr2 est vériée si et seulement si l'une au moins des expressions expr1, expr2
n'est pas évaluée à 0 (|| est le "ou-logique" du langage C).
2.3.3 Strutures onditionnelles
Une struture onditionnelle permet à un programme de déider ou non d'exéuter une
séquene d'instrutions en se basant sur la valeur d'une expression appelée ommunément la
ondition de la struture onditionnelle.
Du fait que la valeur d'une expression peut varier d'une exéution à une autre, ela permet à
la fontion de réagir dynamiquement aux diérentes valeurs de l'expression évaluée.
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Une struture onditionnelle est don une instrution C qui entraîne une modiation du
ot de ontrle d'une fontion selon qu'une ondition soit vériée ou non.
Les deux strutures onditionnelles onservées après prétraitement du ode soure des fontions
sous test sont les strutures onditionnelles IfThenElse et IfThen.
Struture IfThenElse
La syntaxe de la première forme d'instrution onditionnelle, la struture onditionnelle
IfThenElse, est présentée dans la gure 2.1 dans laquelle exp, bthen, belse, b représentent








Fig. 2.1  Syntaxe C de la struture IfThenElse
La sémantique de la struture IfThenElse onsiste à exéuter le blo d'instrutions bthen
si l'expression exp est vériée et d'exéuter le blo d'instrutions belse dans le as ontraire.
L'expression exp représente ii soit une variable de type entier soit une expression booléenne sur
des variables. exp est évaluée selon la notion de validité expliquée dans la setion 2.3.2. Deux
ots de ontrle diérents sont réés selon que l'évaluation de l'expression exp est vériée ou non.
Notons que le blo d'instrutions b est quant à lui toujours exéuté après la onditionnelle.
Struture IfThen





Fig. 2.2  Syntaxe C de la struture IfThen
La sémantique de la struture IfThen est similaire à elle de la struture onditionnelle
préédente IfThenElse à la diérene près que si l'expression exp n'est pas vériée auune
instrution spéique est exéutée. Sinon, de façon similaire à la struture IfThenElse, le blo
d'instrutions b est toujours exéuté après la struture onditionnelle. Nous avons toujours la
réation de deux ots de ontrle diérents.
2.3.4 Struture répétitive While
Une struture répétitive est une struture qui permet de répéter un ertain nombre de fois
un blo d'instrutions et e, jusqu'à la vériation d'une expression de la struture entraînant la
sortie de la struture, expression ommunément appelée ondition de sortie de boule.
1
Un blo d'instrutions en langage C désigne soit une instrution seule soit un groupement d'instrutions déli-
mités par des aolades.
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Le langage C ontient, outre la struture répétitive While, deux autres types de strutures
répétitives qui sont expliquées dans l'annexe A.2.
Lors du prétraitement des fontions sous test (f. setion 7.2), les diérentes strutures ré-
pétitives du langage C sont toutes transformées sous une forme anonique orrespondant à une
struture répétitive While.
La struture répétitive While du langage C onsiste à exéuter plusieurs fois suessives un




Fig. 2.3  Syntaxe C de la struture While
En e qui onerne son fontionnement, le blo d'instrutions b1 est exéuté tant que
l'expression exp est vériée. En partiulier, si l'expression exp est toujours vériée, l'instrution
While ne termine jamais, on parle alors de boulage à l'inni.
Le blo d'instrutions b sera exéuté en sortie de la struture While si elle-i termine.
2.4 Autres instrutions de modiation de ot de ontrle
L'instrution break est utilisée dans les strutures répétitives et onditionnelles. Dans une
struture répétitive, ette instrution provoque la sortie immédiate de la struture sans tenir
ompte des onditions de sortie de la struture.
Dans une struture répétitive, l'instrution ontinue produit l'abandon de l'itération ourante
et, si le ondition de sortie l'autorise, le démarrage de l'itération suivante.
L'instrution goto transfère diretement le ontrle du programme à une instrution étiquetée.
Cette instrution permet de ontinuer l'exéution du programme à un autre endroit, dans la même
fontion. On l'utilise de la manière suivante : "goto label;" où label est un identiateur
quelonque. Cet identiateur devra être déni quelque part dans la même fontion, ave la syntaxe
suivante : "label :/*instrutions*/". Ce label peut être mis à n'importe quel endroit dans la
fontion, y ompris dans un autre blo que là où sont utilisées la ou les instrutions goto pointant
vers e label. Les labels doivent être uniques au sein d'une même fontion, mais on peut les réutiliser
dans une autre fontion. Notons que, atuellement, l'outil d'analyse statique CIL [Lan06℄ ne permet
pas de prendre en ompte les gotos
2
arrières (dont le label préède l'instrution goto assoiée dans
le ode).
2.5 Catégories de variables C
En langage C, on distingue diérentes atégories de variables selon leur portée 'est-
à-dire selon leur durée de vie dans l'implantation assoiée. Nous avons les variables dites
globales qui ont une portée qui s'étend à tout le programme dans lequel elles sont délarées
et les variables dites loales qui ont une portée qui se limite au blo dans lequel elles sont délarées.
Nous allons expliiter es points plus en détail.
2
Instrution provoquant un saut vers une autre instrution dans l'implantation d'une fontion
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2.5.1 Variables loales
Dans toute fontion du langage C, on peut délarer loalement (i.e dans le orps de ette
fontion) des variables dites loales.
Les variables loales ont une portée limitée. Lors du prétraitement du ode soure des fontions,
toutes les délarations des variables loales sont remontées au début du blo prinipal de la fontion
qui les ontient.
De façon générale, après le prétraitement, toutes les délarations des variables loales d'une
fontion respetent le shéma suivant :
int fon (...)
{
/*délarations des variables loales de la fontion */
/*orps de la fontion*/
}
Les variables loales sont don toutes délarées au début de la fontion i.e. au début du blo
d'instrutions prinipal de la fontion et par onséquent, les variables loales sont aessibles de
l'instant où la variable est délarée à la n de la fontion.
En langage C, un onit de variables est aratérisé dans un ode soure par le fait que
deux variables (pouvant être de types diérents) aient le même nom en n'étant pas délarées dans
un même blo d'instrutions. La dernière variable délarée ahe tout au long de sa durée de vie
la variable plus anienne de même nom.
Illustration 4
La gure 2.4 est une illustration de ode soure ontenant un onit de variables. En eet, aux
lignes 4 et 11, deux variables i sont délarées. Notons au passage que es deux variables sont de
types diérents.
Lors du prétraitement, outre la remontée des délarations des variables loales au début du
blo prinipal de la fontion, les variables loales sont renommées de façon à éviter tout onit
de variables entre les variables loales d'une même fontion et entre les variables loales d'une
fontion et les variables globales d'un programme ontenant ette fontion.
La portée des variables loales après prétraitement ne peut don pas être limitée par un onit
de variables.
2.5.2 Variables globales
Les variables globales sont les variables délarées hors de toute fontion et par onséquent
hors de tout blo d'instrutions. Leur durée de vie est elle du programme assoié. Les onits de
variables sont également éartés lors du prétraitement pour les variables globales.






/* orps de la fontion */
}
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1 int pbvar(void )
2 {
3 int a;







11 float i=0;} /* début de vie du i flottant */
12 i=2*i; /* le i flottant "ahe" le i entier */
13 }; /*fin de vie du i flottant */
14 return (2*i); /* i représente de nouveau le i entier */
15 }
Fig. 2.4  Fontion C ave onit de variables
Dans la setion suivante, nous allons nous attarder sur une des diultés du langage C très
onnue : la notion de pointeur.
2.5.3 Pointeurs
Une adresse de variable en langage C est onsidérée omme une valeur. Cette valeur est
onstante, ar en général une variable C ne se déplae pas en mémoire et son adresse ne peut être
modiée par l'utilisateur. Il existe en langage C un type de variables permettant de manipuler les
adresses d'autres variables : il s'agit des pointeurs.
Un pointeur est une variable qui ontient l'adresse d'un autre variable. On dit que le pointeur
pointe sur la variable pointée i.e. sur la variable dont il manipule l'adresse. Ii, pointer signie
faire référene à.
Remarque(s) 1
La valeur d'un pointeur peut hanger : ela ne signie pas que la variable pointée est déplaée en
mémoire mais plutt que le pointeur pointe sur une autre variable, variable telle que nous l'avons
déni dans la setion 2.2.
An de savoir e qui est pointé par un pointeur, eux-i disposent d'un type partiulier.
Les pointeurs se délarent en donnant le type de l'objet qu'ils devront pointer, suivi de leur
identiateur préédé d'une étoile.
Illustration 5
La délaration "int *pi;" est la délaration d'une variable pointeur pi ne pouvant référener
que des variables de type entier.
Il est possible de faire un pointeur sur n'importe quel type (types de bases, types struturés,
types pointeurs). Un pointeur sur une variable indique la possibilité d'aéder à l'adresse de ette
variable. Un pointeur permet d'aéder à la variable référenée par le pointeur via la valeur de son
adresse.
Ces deux opérations sont respetivement appelées l'indiretion et le déréférenement. Il
existe deux opérateurs permettant de réupérer l'adresse d'un objet et d'aéder à l'objet pointé.
Ces opérateurs sont respetivement & et *.
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Illustration 6





On ommene tout d'abord par délarer une variable x et un pointeur d'entier p. L'instrution
"p=&x;" onsiste à faire pointer p sur x en lui aetant l'adresse de x désignée par la notation
&x. La valeur de x est modiée par l'instrution "*p=12;" qui onsiste à aeter la valeur 12 à la
variable pointée par p soit à la variable x.
Les pointeurs permettent de modier la valeur de la variable pointée via un autre identiant de
variable e qui nous amène à introduire une nouvelle notion elle de variables synonymes ou alias.
Des variables synonymes ou alias sont des variables désignant une même adresse mémoire. Il
s'agit don de variables diérentes pointant la valeur d'une même ase mémoire.
Illustration 7
Si on reprend l'illustration 6 préédente, la variable x et la variable référenée par le pointeur p
sont des alias.
Pour le moment, nous avons éarté les pointeurs de notre analyse.
2.6 Fontions et proédures en langage C
Nous avons déjà utilisé le terme de fontion C préédement pour désigner une routine C. Un
programme C est omposé d'un ensemble de routines alulant une sous-partie de l'ensemble du
problème traité par la programme. Il s'agit d'un abus de langage dans la mesure où le terme
de fontion désigne un type partiulier de routine. Les deux types de routines en langage C se
distinguent de la façon suivante : une fontion est une routine retournant une valeur d'un type
déni dans sa délaration et une proédure est une routine ne renvoyant pas de valeur partiulière
à l'exéution.
2.6.1 Proédures
Une proédure est une routine dont le type délaré est le type C void. Auune valeur
n'est assoiée à l'exéution d'une proédure.
La délaration d'une proédure orrespond au shéma suivant :
void ma_fontion(...)
{
/*orps de la proédure*/
}
Cela ne signie ependant pas que les proédures ne possèdent pas de variables de sortie et ne
modient pas le ot de ontrle de la routine dans laquelle elles sont appelées. En eet, elles peuvent
modier la valeur de ertaines variables modiables (omme la valeur d'une variable globale) qui
peuvent être onsidérées omme des variables de sortie de la proédure. Nous reparlerons de ela
plus préisément dans la setion 2.6.5.
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2.6.2 Fontions
Le seond as onerne une routine C dont le type est diérent de void et dont la délaration
orrespond au shéma suivant :
un_type ma_fontion (...)
/* un_type est soit un type de base soit un type omplexe*/
{
/*orps de la fontion*/
return(exp);/*exp est la valeur retournée du type un_type*/
}
Ce type de routine retourne une valeur, elle orrespondant à l'évaluation de l'expression exp
ontenue dans l'instrution "return(exp);" et ette valeur doit être de même type que elui
délaré pour la fontion à savoir pour l'exemple un_type. Cette valeur est don la valeur assoiée
à l'exéution de la fontion.
Une fontion est don une routine d'un type un_type autre que void retournant une valeur
de type délaré un_type à la n de son exéution.
Remarque(s) 2
Pour préiser que ertaines routines du langage C peuvent retourner une valeur, nous avons dis-
tingué dans ette setion les fontions et proédures du langage C. Cependant, par la suite, nous
utiliserons le terme fontion pour désigner de façon générale une routine que e soit une proédure
ou une fontion C sauf préision de notre part.
Dans les shémas préédents représentant la syntaxe des fontions et proédures, nous avons
intentionnellement éludé la question des arguments d'une fontion en utilisant la notation suivante
par exemple : "un_type ma fontion (...);". Nous allons maintenant dénir es arguments de
fontion aussi nommés les paramètres d'une fontion
3
.
2.6.3 Paramètres eetifs et paramètres formels d'une fontion
Les paramètres formels d'une fontion sont délarés en même temps que elle-i sous forme
d'une liste de délaration de variables entre parenthèses et aolée au nom de la fontion.
Par exemple, si les variables param1 et param2 toutes deux de type C int sont les para-
mètres de la proédure fon alors la délaration de la proédure fon est de la forme suivante :
void fon(int param1, int param2)
{
/*orps de la fontion*/
}
Expression d'appel
Tout d'abord, attardons nous sur une autre expression du langage C : l'expression d'appel,
notion qui sera essentielle dans notre approhe de test struturel en présene d'appels de fontions.
Cette expression onsiste à utiliser le alul d'une autre fontion (la fontion appelée) dans le
ot de ontrle d'une fontion appelante. Une fois la fontion appelée et l'instrution ontenant
3
Nous rappelons que, par la suite, le terme de fontion désignera de façon générique toute routine C.
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ette expression d'appel évaluée, l'exéution de la fontion appelante est poursuivie ave le résultat
de l'expression d'appel. L'expression d'appel s'érit en utilisant le nom de la fontion utilisée suivi
d'une liste de paramètres appelée la liste des paramètres eetifs d'appel.
Illustration 8
Reprenons la proédure fon dont nous venons de donner la syntaxe. Une expression d'appel
assoiée de ette fontion est de la forme "fon(exp1,exp2);" ave exp1 la première expression
eetive d'appel de la fontion fon et exp2 la seonde, toutes deux typées par int.
Les expressions d'appel font partie des instrutions à eets de bord dans la mesure où elles
peuvent modier la valeur de ertaines variables de la fontion appelante. Après prétraitement
du ode soure d'une fontion, une instrution ontiendra au plus une expression à eets de bord
(e qui induit l'introdution de nouvelles variables). Par voie de onséquene, toute instrution
après prétraitement ontiendra au plus une expression d'appel et auune autre expression à eets
de bords.
Nous venons d'illustrer le as d'un appel de proédure (pour laquelle auune valeur n'est
assoiée à l'exéution). Dans le as d'un appel de fontion, l'expression d'appel ne se ontente
pas d'utiliser le alul de la fontion appelée, elle aete généralement le retour de la fontion ou
une expression sur le retour de la fontion à une variable de la fontion appelante de même type
délaré pour la fontion appelée. Notons qu'il est possible que le retour de la fontion soit non
utilisé.
Illustration 9
Prenons ette fois une fontion fon de type int dont la délaration est de la forme :
int fon(int param1, int param2)
{
/*orps de la fontion*/
return(exp);
}
alors une expression d'appel de ette fontion orrespond à une instrution de la forme
"var = fon(exp1,exp2);".
Notons que dans notre adre, une expression d'appel ne peut être ontenue, après prétraitement,
dans une instrution de la forme "var = fon(exp1,exp2)+1;" ave exp1 la première expression
eetive d'appel, exp2 la seonde dans la mesure où le prétraitement va isoler dans une instrution
l'expression d'appel et dans une autre instrution l'inrémentation de la variable de retour de la
fontion de la façon suivante :
tmp=fon(exp1,exp2);
var=tmp+1;
La variable var est une variable de type int de la fontion appelante prenant la valeur de l'ex-
pression exp retournée par fon inrémentée de 1.
La sémantique de l'expression d'appel de la préédente illustration onsiste tout d'abord à
évaluer la fontion fon ave pour valeurs en entrée les valeurs des expressions eetives d'appel
puis d'aeter à la ase mémoire identiée par var la valeur de retour de la fontion fon.
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Paramètres formels versus paramètres eetifs
Pour illustrer plus en détail es notions de paramètres formels et eetifs, nous allons
développer l'exemple d'une fontion f appelant la fontion g. Les gures 2.5 et 2.6 donnent
respetivement le ode soure des fontions f et g. Notons que es odes soures ne alulent rien
de partiulier et servent simplement d'illustration.
1 int f(int x1 ,int x2)
2 {
3 x1= x2+x1;
4 if (x1 >10)






Fig. 2.5  Code soure de la fontion f







Fig. 2.6  Code soure de la fontion g appelée dans la fontion f
Nous remarquons que la fontion f ontient une instrution d'appel de la fontion g :
"x1=g(x1,x2); Cette instrution peut paraître ambiguë si on regarde les odes soures des deux
fontions. Il faut, en eet, bien distinguer les variables z1 et z2 dans la gure 2.6 qui désignent
les paramètres formels de la fontion g et les variables x1 et x2 de l'expression d'appel de f dans
la gure 2.5 qui sont les paramètres eetifs de g dont les valeurs eetives d'appel vont être
aetées aux paramètres formels de g i.e. aux variables z1 et z2.
Remarque(s) 3
Notons ii que les listes seront notées par des séquenes entre [℄ dont les éléments sont séparés par
des virgules.
Notation 1
La notation |L| ave L une liste d'éléments représente la fontion de taille d'une liste, retournant
le nombre d'éléments de la liste L.
Notation 2
Soit L une liste d'éléments et t le nombre de ses éléments tel que t = |L|, nous désignerons par
elem(L, i) la fontion retournant le ieme élément de la liste L ave 0 ≤ i ≤ t.
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La liste ordonnée des paramètres formels d'une fontion C, notée Pform, est la liste des
arguments délarés de la fontion dans l'implantation pour dérire le orps de la fontion.
Comme nous l'avons déjà suggéré préédemment, une expression d'appel n'est pas obligatoi-
rement exéutée ave des variables omme paramètres eetifs mais peut être exéutée ave des
expressions.
La liste ordonnée des paramètres eetifs d'une fontion, notée Peff , est la liste des
expressions de variables utilisées dans une expression d'appel donnée (une ou plusieurs des
expressions pouvant être réduites à une variable). Les valeurs des paramètres eetifs obtenues
par évaluation sont aetées aux paramètres formels de la fontion appelée pour que elle-i
puisse eetuer son alul.
Illustration 10
Si nous reprenons les odes soures des fontions f et g, nous avons don :
Peff = [x1,x2]
Pform = [z1,z2]
e qui orrespond à l'appel suivant : "g(x1,x2) ;"
Pour une même fontion, les listes Peff et Pform possèdent néessairement le même nombre
d'éléments don vérient
|Peff | = |Pform|
et aussi que les éléments de même rang dans es deux listes doivent être de même type.
Illustration 11
Reprenons la fontion g préédente (f. gure 2.6) appelée via l'instrution suivante
"x1=g(x1+x2,x2-x1);". La liste des paramètres formels ne hange pas : Pform = [z1,z2]. En
revanhe, la liste des paramètres eetifs devient Peff = [x1+x2, x2-x1]. De façon expliite, la
valeur de l'expression "x1+x2" est aetée au paramètre formel z1 et la valeur de l'expression
"x2-x1" est aetée au paramètre z2 et e, avant le alul de la fontion g.
De l'aetation des paramètres formels d'une fontion
Il s'agit don lors de l'appel de g de substituer aux variables ontenues dans Pform les expres-
sions de variables assoiées dans Peff 'est-à-dire de proéder à l'aetation suivante :
elem(Pform, i) = elem(Peff , i)
pour i allant de 1 à |Peff | et e, avant de laner l'exéution de la fontion g.
Cela orrespond don simplement à une aetation séquentielle des paramètres formels de la
fontion 'est-à-dire avant l'évaluation de la fontion appelée, n instrutions d'aetations de la
forme elem(Pform, i) = elem(Peff , i) ; sont évaluées de façon séquentielle ave n = |Peff | e qui
orrespond à la stratégie mise en plae par le langage C.
Remarque(s) 4
Par onstrution elem(Pform, i) est une variable tandis que elem(Peff , i) est une expression.
Dans la mesure où les paramètres formels sont juste délarés et non dénis, il ne peut exister
de relation d'alias entre deux paramètres formels avant l'aetation des valeurs des paramètres
eetifs. Il peut ependant exister entre deux expressions eetives d'appel une relation d'alias
ainsi après l'aetation séquentielle des paramètres formels assoiés eux-i seront aussi liés par
une relation d'aliasing et e, quelque soit l'ordre des aetations des paramètres formels. Le pré-
traitement fore l'ordre d'évaluation des paramètres eetifs d'appel d'une fontion.
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Illustration 12
Prenons l'appel suivant "f(i,i++)" pour la liste suivante des paramètres formels Pform = [x,y].




En isolant les expressions à eets de bord, le prétraitement fore l'évaluation des expressions
eetives d'appel avant l'expression d'appel de la fontion. Ainsi, les paramètres formels x et y
prendront la même valeur lors de l'appel et la variable i est inrémentée de 1.
La notion de pointeur ayant été dénie dans la setion 2.5.3, nous pouvons distinguer les
notions de passage de paramètres par adresse (appelé aussi passage par référene) et de passage
de paramètres par valeur.
2.6.4 Types de passage d'arguments
Il y a deux méthodes pour passer des variables en arguments dans une expression d'appel de
fontion en langage C :
 le passage par valeur et
 le passage par adresse.
Lors d'un appel de fontion, haque paramètre formel orrespond à une variable loale de
la fontion dont la durée de vie orrespond au orps de la fontion appelée. Pour le passage
par valeur, la valeur de l'expression passée en paramètre eetif est aetée à la variable loale
orrespondant au paramètre formel assoié.
Ainsi, la valeur de l'expression passée par valeur est opiée dans une variable loale orrespon-
dant à la délaration du paramètre formel assoié. Auune modiation de la variable loale dans
la fontion appelée ne modie don la variable passée en paramètre eetif.
Illustration 13
Le passage de paramètre par valeur orrespond à l'exemple suivant :
void test(int j) /* j stoke la opie de la valeur passée en
paramètre */
{





test(i); /* Le ontenu de i est opié dans j.
i n'est pas modifié. Il vaut toujours 2. */
test(2); /* La valeur 2 est opiée dans j. */
return (i); /* la valeur de i est retournée par la fontion */
}
Pour le passage par adresse appelé aussi par référene, l'adresse de la variable (ou de
toute expression dont on peut aluler l'adresse) passée en paramètre eetif est aetée à la
variable loale du paramètre formel assoié, variable loale dont la délaration stipule un type
pointeur sur le type de l'expression eetive d'appel assoiée.
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Illustration 14
Le passage de paramètre par adresse orrespond à l'exemple suivant :
void test(int *pj) /* test attend l'adresse d'un entier... */
{






test(&i); /* On passe l'adresse de i en paramètre. */
/* Ii, i vaut 2. */
return 0;
}
Si on regarde le prototype de la fontion test alors on s'aperçoit que son paramètre formel attend
l'adresse d'un entier.
Dans la fontion f, l'adresse de la variable i est passée par référene à la fontion test dans
l'expression d'appel. Si on regarde maintenant le orps de la fontion test, son évaluation or-
respond à modier la ase mémoire dont l'adresse est ontenue dans son paramètre formel en lui
aetant la valeur 2.
Ce paramètre formel ontient l'adresse &i e qui signie que la ase mémoire identiée par i
est aetée par la valeur 2 lors de l'évaluation de la fontion test.
Un passage par adresse permet ainsi d'utiliser diretement la valeur de l'expression eetive
assoiée pour faire les aluls (en déréférençant la variable loale du paramètre formel) dans
la fontion appelée et aussi de onserver les éventuelles modiations de ette expression en
manipulant diretement la valeur stokée à l'adresse mémoire fournie. Les référenes et les
pointeurs fontionnent sur le même prinipe. En eet, si l'on utilise une référene pour manipuler
un objet, ela revient exatement à manipuler un pointeur onstant ontenant l'adresse de l'objet
manipulé. Les référenes permettent simplement d'obtenir le même résultat que les pointeurs
ave une plus grande failité d'ériture.
Ainsi, pour une expression d'appel ave passage par valeur de la forme "fon(&arg);" et
entraînant l'exéution d'une fontion de prototype "void fon(type_arg * arg_form)" ela
onsiste, après le alul de fontion appelée, à faire l'aetation suivante : "arg=*arg_form;".
Les arguments passés par adresse sont aetés de la valeur déférenée des paramètres eetifs
assoiés. Tout argument passé par référene dans une fontion et redéni dans le orps de ette
fontion est onsidéré omme une sortie.
Pour une expression d'appel ave plusieurs passages par adresse, il s'agit, en sortie de la fon-
tion appelée, de proéder à une aetation multiple de es arguments. L'ordre d'aetation n'est




Prenons l'implantation suivante :
void g(int *x1,int *x2, int x3)
{
*x1=2+x3; /*définition de la variable pointée par x1*/




g(&x,&x,3); /*double passage par adresse de x et passage par valeur de 3 */





Les paramètres formels x1, x2 de la fontion deviennent des alias de par l'expression d'appel
qui leur aete la même adresse de variable à savoir "&x", e qui signie que les deux instrutions
de la fontion g modient toutes deux la valeur de la variable x de la fontion f.
Le prétraitement fore l'ordre d'évaluation des expressions de la fontion appelée à la sortie de
l'appel de g dans f de la façon suivante : la variable x est aetée de la valeur 5 orrespondant à
l'évaluation de l'expression 2+x3 puis la variable x est aetée de la valeur 10. On s'aperçoit don
que la onditionnelle if(x==10) est toujours vériée et que don la fontion f retourne toujours
la valeur 1.
Notons que le prétraitement de la fontion sous test préserve la stratégie d'évaluation des expres-
sions du langage C.
2.6.5 Variables d'entrée et variables de sortie d'une fontion C
Préisons maintenant e que nous entendons par variables d'entrée et de sortie pour une fon-
tion C.
Définition  2.6.1
Les variables d'entrée d'une fontion f onstituent l'ensemble des variables de la fontion
utilisées avant d'être dénies (au sens de l'utilisation et la dénition d'une variable vue dans
la setion 2.3.1). Les variables d'entrée d'une fontion orrespondent à un sous-ensemble
des paramètres formels et/ou des variables référenées par es paramètres formels et/ou des
variables globales du programme.
Nous représenterons l'ensemble de es variables d'entrée omme les omposants du veteur
d'entrée, X , de la fontion fon.
Définition  2.6.2
Les variables de sortie d'une fontion fon onstituent l'ensemble des variables dénies
par la fontion et dont la portée s'étend au delà de ette fontion ainsi que l'éventuelle
variable de retour de elle-i.
Nous représenterons l'ensemble des variables de sortie omme les éléments du veteur de sortie,
Y , de la fontion fon.
Si la fontion f est une fontion C et non une proédure (f. setion 2.6), le retour de la
fontion noté R(f) pour une fontion f est un singleton ontenant la valeur de retour freturn de
37
la fontion f. Nous avons don R(f) = {f_return}
Pour une proédure f, R(f) sera don vide.
Illustration 16
Soit l'expression d'appel "x=g(x1,y+x);". Nous avons don :
Peff = [x1, y+x] et R(g) ={g_return}
ave g_return ontenant la valeur assoiée à ette exéution de g. Après exéution de ette
fontion, la valeur de ette variable de retour g_return est aetée à la variable x de la fontion
appelante.
Notons que d'après la aratérisation faite des variables d'entrée et de sortie d'une fontion,
il peut exister des variables de la fontion étant à la fois un élément de X et un élément de Y
mais que leurs valeurs assoiées dans X et Y sont par onséquent diérentes (puisqu'il y a eu
redénition de es variables). Ainsi, une variable peut être à la fois une variable d'entrée et de
sortie de la fontion.
Notation 3
Si une variable x est à la fois un élément de X et de Y , nous distinguerons sa valeur en entrée et
en sortie de la fontion par la notation suivante :
 x représente sa valeur en sortie et
 x_in sa valeur en entrée de la fontion.
L'exemple suivant, basé sur la gure 2.7, reprend une partie des notions de variables C que
nous venons de aratériser.
Variables globales (déclarées 
hors du corps d’une fonction)
Variable locale de la fonction j




   {
   int l;
   l=g1+x1+x2+g2;
donc g1 et g2 sont des   variables d’entrées de la fonction j
Utilisation d’une variable globale avant modification}
La variable l contient la valeur de la variable de retour
de la fonction j
La variable l est bien de type int comme la fonction j
int j(int x1,int * x2)
   g2= 2*l;
Modification d’une variable passee par adresse
donc x2 est  une variable de sortie de la fonction j
Définition d’une variable globale
donc g2 est  une variable de sortie de la fonction j
   return(l);
   *x2=*x2+1;
Fig. 2.7  Illustration des diérents types de variable C
Illustration 17
Dans la gure 2.7 se trouve une implantation d'une fontion j en langage C ave l'identiation
des variables C présentes dans le orps de la fontion.
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Les variables x1 et *x2 sont les paramètres formels de la fontion tels que Pform = [x1,*x2]
et il s'agit ii d'un passage par valeur et d'un passage par adresse don x2 ontient l'adresse d'une
variable de la fontion appelante. Nous avons trois variables globales délarées hors du orps de la
fontion : g0,g1,g2. La variable l est délarée dans le orps de la fontion j, il s'agit don d'une
variable loale à la fontion.
Les variables globales g1, g2 étant utilisées avant toute dénition dans la fontion j, il s'agit don
de variables d'entrée de la fontion j. Nous pouvons don dénir le veteur des variables d'entrée
omme : X = (x1,*x2,g1,g2). Nous observons aussi que la valeur de la variable globale g2 est
modiée et don qu'il s'agit aussi d'une sortie de la fontion e qui impose de distinguer sa valeur
initiale par l'introdution de la valeur g2_in. Nous remarquons aussi que la variable référenée par
la variable x2 est modiée dans le orps de la fontion. Nous avons en fait X = (x1,*x2,g1,g2)
ave la variable g2 valant g2_in en entrée de la fontion et la variable référenée par *x2 vaut, de
la même façon, *x2_in en entrée de la fontion.
Nous onstruisons le veteur de sortie de la fontion. La fontion j est une fontion de type int
don R(j) = {j_return} ave j_return de type int. Nous pouvons don aratériser Y tel que :
Y = (g2,j_return,*x2).
Nous avons quatre variables d'entrée (X possède 4 éléments) et trois variables de sortie (Y
possède 3 éléments).
Remarque(s) 5
L'ordre des variables dans les veteurs X et Y est arbitraire dans l'exemple.
Pour introduire les hapitres suivants et en partiulier le langage de spéiation proposé des
fontions C, nous allons dénir brièvement des dénitions mathématiques assoiées aux fontions
C.
2.7 Introdution à notre modélisation mathématique des
fontions du langage C
Cette setion va nous permettre d'introduire quelques unes des notations utilisées par la suite
lors de la modélisation mathématique des fontions du langage C.
Comme nous venons de le dénir, X est le veteur ontenant les variables d'entrée d'une
fontion et Y le veteur ontenant les variables de sortie d'une fontion. Ainsi pour une fontion
d'implantation f, nous assoions l'opération f(X) = Y .
Remarque(s) 6
Pour une fontion donnée :
 f désignera la fontion dérite en langage naturel (par exemple la fontion addition),
 f désignera l'implantation de la fontion en langage C (par exemple int add(...)
 f la spéiation de la fontion (f(x1, x2) = x1 + x2).
Notation 4
Le symbole des fontions partielles est →.
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Définition  2.7.1
Une fontion f est un nom d'opération muni d'un prol
f : s1 × . . .× sn → s
′
1 × . . .× s
′
m
ave si[i=1..n] et s
′
j [j=1..m]
∈ S ave S l'ensemble des noms de types assoiés aux types C.
Notation 5
Pour la fontion f de prol :
f : s1 × . . .× sn → s
′
1 × . . .× s
′
m
on sera amené à utiliser les deux notations
f(x1, . . . , xn) → (y1, . . . , ym)
f(X) → Y
ave pour onvention : xi le i
eme
élément de X une variable de sorte si et yi le i
eme
élément de Y
une variable de sorte s′i.
Cette notation sera partiulièrement utile par la suite. Les noms des variables xi d'entrée et
yi de sortie pourront également désigner les noms des variables d'aetation des entrées et des
sorties dans l'implantation.
Les points les plus importants abordés dans e hapitre onernent l'identiation des variables
d'entrée et de sortie d'une fontion C ainsi que la simpliation du ode soure des fontions
eetuées lors de leur prétraitement.
L'utilité de e prétraitement sera expliqué plus tard dans le hapitre 7.
La notion de variable d'entrée et de sortie d'une fontion est primordial pour l'utilisation de
nos ouples pre/post de notre langage de spéiation. Le hapitre suivant présente e langage de
spéiation dédié à la spéiation des opérations des fontions C.
Signalons que puisque le prol des opérations est de la forme
f : s1 × . . .× sn → s
′
1 × . . .× s
′
m
pour apturer le fait que les fontions C peuvent avoir plusieurs variables de sortie, la modélisation
mathématique des fontions C ne peut être des fontions simples ave un seul alul (une seule




Spéiation des fontions à base de
formules pre/post
Dans e hapitre, nous allons présenter la modélisation mathématique des fontions du langage
C mise en plae pour notre langage de spéiation.
Une spéiation d'une fontion est une desription du omportement de la fontion (dé-
termination des paramètres et de leur type, de la sortie - ou des sorties de la fontion - , dénition
préise du alul assoié, . . . ). Notons qu'il y a de multiples notations plus ou moins formelles et
omplètes pour exprimer le omportement attendu d'une fontion omme la méthode B [Abr96℄,
les spéiations algébriques [ST97℄, U.M.L [RJB04℄. . . .
Nous travaillons sur un langage de premier ordre [CL93℄ typé étendu ar utilisant des odomaines
multisortés dont la signature est L = (S,V ,F ,P) ave S un ensemble de sortes, V un ensemble
dénombrable de variables typées, F un ensemble d'opérateurs et P un ensemble de prédiats. Il
s'agit plus préisément d'une logique du premier ordre.
3.1 Préisions sur la valeur indénie
Les fontions partielles sont modélisées en étendant haque sorte ave la valeur indénie Undef .
La valeur Undef est systématiquement propagée par appliation d'une opération : dès qu'un
argument est évalué à Undef , le résultat est aussi Undef . Le prédiat IsDef indique si un terme
est déni ou non tel que :
IsDef(Undef) = false
IsDef(f(. . . , Undef, . . .)) = false
De façon générale, tous les prédiats seront dénis (true, false). Un prédiat dont un argument




Nous allons manipuler l'égalité dans notre langage de spéiation, nous préisons qu'il s'agit
d'une égalité dite forte : deux termes t1 et t2 sont égaux s'ils ont la même valeur et qu'ils sont
tous deux dénis tels que IsDef(t1) = IsDef(t2) = true.
Remarque(s) 7
Nous supposons que, les expressions manipulées sont, par onstrution, dénies.
3.2 Sortes, opérateurs et formules de bases
Nous supposons disposer des sortes (types) de base oïnidant ave les types prédénis du
langage C pour lesquels nous onnaissons les domaines nis assoiés. En eet, dans la pratique,
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pour haque sorte de base, son domaine est ni et peut être assoié à l'intervalle de valeurs
représentables sur une mahine du type C assoié omme le montre le tableau 2.1 du hapitre 2,
intervalles munis d'une relation d'ordre total.
Remarque(s) 8
Notons que nous traitons pour l'instant que les réels d'ECLiPSe [WNJ97℄. La diulté de traiter
orretement ette représentation des réels est en grande partie liée aux propriétés mathématiques
extrêmement pauvres des ottants : des propriétés omme l'assoiativité ou la distributivité ne
sont pas vériées pour de nombreuses opérations et la struture des ottants n'est pas un orps. De
plus le résultat d'un alul dépend fortement des aratéristiques de l'unité de alul. De nombreux
travaux traitent de la question de la validation et de la vériation de programmes en présene de
ottants [drV06℄. Nous avons omme perspetive à ourt terme d'intégrer les résultats des travaux
de [BGM06℄ an de pouvoir intégrer les ottants dans notre analyse.
Nous identions un sous-langage L0 = (S0,V0,F0,P0) de L regroupant les symboles (opé-
rateurs ou prédiats) orrespondant aux primitives du langage C à savoir les opérateurs F0,
les prédiats P0 et les sortes primitives S0 extraits du langage C. Le sous-langage L0 ontient,
par exemple, les opérateurs spéiant les symboles du langage C omme l'aès d'un hamp
d'une struture, l'aès à l'élément d'un tableau, . . . . Notons que, à des ns de spéiation du
langage C, nous utilisons aussi des opérateurs supplémentaires non présents en langage C mais
indispensables ii omme l'opérateur de tableau retournant le nombre d'éléments de elui-i.
Notons également que nous utilisons les quantiateurs (universel et existentiel) mais en limitant
leur utilisation sur les seules sortes de S0 ar il s'agit d'intervalles nis munis d'une relation
d'ordre total.
Définition  3.2.1
Nous disposons d'un ensemble de sortes primitives S0 extraites du langage traité (le ode
C) tel que
S0 = {int, short, long, ushort, ulong, char, uchar}
et pour tout s de S0, Dom(s) est le domaine de s tel que
Dom(s) = [Mins,Maxs]
1 ∪ {Undefs}
e qui orrespond à un ensemble ni de valeurs de type s. De plus on a :
∀s1 ∈ S0, ∀s2 ∈ S, (s1 6= s2) ⇒ (Dom(s1) ∩Dom(s2)) = ∅
Le dernier point de la dénition signie que haque valeur orrespond à un unique type. Il est
d'ailleurs parfois néessaire d'expliiter, en pratique, le type assoié. En eet, si on prend les sortes
de base int et long, les supports assoiés sont Dom(int) = [−231 : int; 231 − 1 : int] ∪ {Undefint}
et Dom(long) = [−231 : long; 231 − 1 : long] ∪ {Undeflong}.
Remarque(s) 9
Notons que omme les domaines sont nis, des dépassements de valeurs sont possibles. Travaillant
dans le monde des domaines nis nous prenons en ompte les aluls modulo la taille de l'intervalle
omme pour les fontions C.




Nous disposons d'un ensemble d'opérateurs de base typés, noté F0, portant sur l'ensemble
S0. Chaque opérateur est muni d'un arité sur S∗0 × S
∗
0 et peut être éventuellement annoté
pour éviter toute surharge. L'ensemble F0 ontient les opérateurs prédénis du langage C
ainsi que des opérateurs supplémentaires néessaires pour la spéiation des fontions C :
F0 = {+int×int; +int×short; . . . ;−int×int; . . . ∗int×int; . . . ; %int×int; ...}
Remarque(s) 10
Le typage des fontions C est de façon logique w → w′ ave w ∈ S∗0 et w
′ ∈ S∗0 . Nous pouvons
don avoir une fontion ne possédant pas de variable d'entrée à de multiples variables d'entrée et
il en est de même pour les variables de sortie.
Comme nous l'avons vu auparavant, les fontions ontrairement aux proédures du langage C
peuvent retourner une valeur, appelée valeur de retour de la fontion. De plus, dans la setion 2.6.5,
nous avons déni les variables de sortie d'une fontion C omme les variables dont les modiations
sont onservées en sortie de la fontion y ompris l'éventuelle variable de retour. Plusieurs sorties
sont don possibles pour une fontion en langage C.
Dans un tel as de gure, habituellement pour une fontion C, la spéiation assoiée peut-être
déomposée en plusieurs parties, haque partie orrespondant à une sortie de la fontion omme
dans l'exemple suivant.
Nous désirons n'avoir qu'une seule fontion de spéiation pour haque fontion C an de
rester le plus prohe du langage testé. Notre langage de spéiation ontiendra don des fontions
à odomaines multisortés. Deux hoix s'orent alors à nous :
 utiliser la projetion pour isoler les diérentes sorties de nos fontions ou
 omposer les multidomaines.
D'un point de vue tehnique, la première optique est la plus simple à mettre en plae et don
elle hoisie pour notre méthode.
Notation 6
Nous noterons notre opérateur de projetion pni représentant ii la i
eme
projetion d'un n-uplet.
n étant impliite dans les as évidents, nous surhargerons l'opérateur p en simpliant la notation
pni par pi.
Illustration 18
Ainsi, imaginons que nous avons la fontion f de prol :
f : int→ int× int
et la fontion g de prol :
g : int× int→ int
L'appliation de la fontion g aux sorties de la fontion f s'érit don :
g(p1(f(x)), p2(f(x)))
Introduisons de nouvelles notions omme l'ourrene de variable dans une formule logique




Un terme est une suite de symboles onstruite à partir des règles suivantes :
 true et false sont des termes,
 si x est une variable de type s, alors x est un terme de type s,
 si c est une onstante de type s, alors c est un terme de type s,
 si f est une fontion d'arité > 0 telle que s1×· · ·×sn → s′1×· · ·×s
′
m et que t1, . . . , tn
sont des termes de type si, alors f(t1, . . . , tn) est un terme de type s
′
1 × · · · × s
′
m.
 si t est un terme de sorte s′1 × · · · × s
′
m alors pk(t) est de sorte s
′
k pour k ≤ m.
Définition  3.2.4
Une formule logique atomique est une suite de symboles onstruite à partir des règles
suivantes :
 si r ∈ {<,≤,≥, >,=, 6=} d'arité n > 0 ave t1, . . . , tn des termes ave ti de type si
alors r(t1, . . . , tn) est une formule logique atomique.
 si pred ∈ P est un prédiat d'arité n > 0 ave t1, . . . , tn des termes ave ti de type si
alors pred(t1, . . . , tn) est une formule logique atomique.
Définition  3.2.5
Une formule logique est une suite de symboles onstruite à partir des règles suivantes :
 une formule atomique est une formule,
 si E est une formule, alors ¬E est une formule,
 si E1 et E2 sont des formules, alors
 E1 ∧E2
 E1 ∨E2
 E1 ⇒ E2
 E2 ⇐ E2
 E1 ⇐⇒ E2
sont des formules,
 si x est une variable et E est une formule, alors
 ∀xE
 ∃xE sont des formules
 si x est une variable et s ∈ S le type assoié alors
 x ∈ s
est une formule
Quand une variable x apparaît dans une formule E, on dit qu'il y a une ourrene de x dans
E et les diérents endroits où apparaît la variable x dans la formule E sont nommés les diérentes
ourrenes de x dans E.
Définition  3.2.6
Les ourrenes d'une variable x dans une formule E sont dites des ourrenes libres
dans les as suivants :
 E est atomique et ontient la variable x,
 E est de la forme ¬G ave G une formule et les ourrenes de x sont libres dans G,
 E est de la forme (GαH) ave G et H des formules et α un onneteur binaire dans
{∧,∨,⇒,⇐,⇐⇒} alors les ourrenes libres de x dans E orrespondent à elles de
G ajoutées de elles de H et
 E est de la forme (∃y)G ou (∀y)G ave x 6= y alors les ourrenes libres de x dans
G sont les ourrenes libres de x dans E. Dans le as où x = y alors la variable x ne
possède auune ourrene libre mais uniquement des ourrenes liées.
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Définition  3.2.7
Une variable x est dite libre dans une formule E si elle possède au moins une ourrene
libre dans E.
Notation 7
On notera l'ensemble des variables libres d'une formule E par V arFree(E) et la notation E(X)
signie que les variables libres de E sont inluses dans les omposants de X tel que pour E(X)
V arFree(E) ⊆ X
3.2.1 Domaine et odomaine d'une fontion
Nous allons dénir dans un premier temps la notion de domaine en entrée et en sortie d'une
fontion f notés respetivement Dom(f) et CoDom(f).
Le domaine et le odomaine d'une fontion sont respetivement le produit artésien des do-
maines assoiés aux données en entrée et le produit artésien des domaines assoiés aux données
en sortie de la fontion.
Définition  3.2.8
Le domaine de la fontion f de prol :
f : s1 × . . .× sn → s
′
1 × . . .× s
′
m
se dénit omme : Dom(f) = Dom(s1) × . . . × Dom(sn) et son odomaine se dénit




Ainsi, le domaine de la fontion valAbs (fontion de alul de la valeur absolue dont l'implantation
valAbs n'est pas préisée ii) de prol :
valAbs : long → ulong
est Dom(valAbs) = Dom(long) et son odomaine est CoDom(valAbs) = Dom(ulong).
3.2.2 Domaine de dénition d'une fontion
Le domaine de dénition d'une fontion noté Def(f) orrespond à l'ensemble des valeurs de
Dom(f) sur lequel la fontion f est dénie 'est-à-dire possède une image spéiée dans CoDom(f) :
Def(f) ⊆ Dom(f)
Définition  3.2.9
Le domaine de dénition Def(f) est le sous-ensemble maximal de Dom(f) pour lequel
f|Def(f) est une fontion totale.
Notation 8
On notera f|X la restrition de la fontion f au sous-ensemble X .
Notation 9
Le symbole des fontions totales est 7→
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Illustration 20
Pour la fontion valAbs, toutes les valeurs de Dom(valAbs) ont une image dans CoDom(valAbs)
don Def(valAbs) = Dom(valAbs). Ainsi, la fontion valAbs est une fontion totale de
Dom(valAbs) sur CoDom(valAbs) telle que :
valAbs : Dom(valAbs) 7→ CoDom(valAbs)
Illustration 21
Prenons maintenant la fontion partielle div (fontion de alul de la division entière d'un entier
par un autre entier) de prol :
div : int× int→ int
Toutes les valeurs de Dom(div) n'ont pas une image dans CoDom(div) (as de la division par
zéro) soit Def(div) ⊂ Dom(div) et
Def(div) = (Dom(int) \ {0})×Dom(int)
3.3 Modèle assoié
Nous onsidérons un seul modèleM0 xé pour le langage L0 intuitivement elui qui interprète
les symboles de L0 dèlement par rapport au modèle opérationnel du langage C qui exéute les
symboles de L0. Ce modèle M0 pourra être enrihi par l'utilisateur en dénissant :
 S un ensemble de nouvelles sortes orrespondant à un enrihissement de S0 par l'utilisateur,
 de nouveaux opérateurs (notons que l'utilisateur se devra dans e as de dénir orretement
et opérateur et son domaine de dénition pour maintenir un modèle unique)
 et par onséquent de nouvelles formules.
Pour dénir les sortes assoiées aux types C standards omme les unions, les strutures . . . ,
nous introduisons les onstruteurs de sortes suivants :
Définition  3.3.1
Si s1 et s2 sont des sortes diérentes de S et vali,valj des valeurs du même type s ∈ S ave
i, j ∈ I un ensemble d'entiers naturels,
 {vali, ..., valj} (énumérations)
 s1 ⊎ 2s2 (unions)
 s \ {vali, ..., valj} (ave vali à valj de type s) (sortes restreintes)
 s1 × s2 (strutures)
 s1 ∩ s2
 s1 ∪ s2
sont des nouvelles sortes de S
Nous noterons le modèle ainsi enrihi par l'utilisateurM. Nous manipulerons par la suite L en
partant du prinipe que la spéiation est bien formée. Si e n'est pas le as alors pour tout e qui
aura été mal ou pas spéié et mal ou pas déni, nous nous ontenterons de lever une exeption
(message d'erreur). En eet, nous demandons à l'utilisateur de fournir une spéiation détaillée,
préise et orrete des opérateurs ou fontions supplémentaires fournies.
F et P ont une unique interprétation sur M ainsi pour Ms = Dom(s)
M = ((Ms)s∈S , (fM)f∈F , (predM)pred∈P)
ave fM l'interprétation unique de la fontion f dans notre modèle telle que :
fM : Ms1 × . . .×Msn →Ms′1 × . . .×Ms′m
2⊎ représente l'union exlusive : si la variable x ∈ s1 ⊎ s2 alors x prend une valeur de s1 OU de s2 :s1 ⊎ s2 =
s1 ∪ s2 \ s1 ∩ s2
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pour toute fontion f de prol :
f : s1 × . . .× sn → s
′
1 × . . .× s
′
m
et predM dénit un sous-ensemble de s
′




L'interprétation d'une fontion f sera notée fM telle que :
fM : Dom(f) → CoDom(f)
fM : Def(f) 7→ CoDom(f)
ave f une fontion totale de Def(f) sur CoDom(f).
Illustration 22
Le domaine de la fontion partielle div de prol :
div : int× int→ int
est
Dom(div) = Dom(int)×Dom(int)
et son odomaine est
CoDom(div) = Dom(int)
L'interprétation de la fontion div est don notée :
divM : Dom(int)×Dom(int) → Dom(int)
La fontion div est une fontion totale de Def(div) sur CoDom(div) telle que :
divM : Def(div) 7→ CoDom(div)
Notation 10
Nous notons ν l'interprétation des variables et M |=ν φ la vériation de φ dans le modèle M
selon l'interprétation ν.
3.4 Spéiation des fontions C
Nous avons hoisi d'exprimer les spéiations des fontions sous forme de ouples de pre/post
[Hoa69℄.
L'expression des spéiations sous forme pre/post a été privilégiée pour diérents points :
 le oté simple d'appréhension d'un tel format d'expression (dans le sens aratérisation d'un
sous-domaine en entrée assoié à un omportement préis),
 la simpliité d'expression (nous aurions pu opter par exemple pour les spéiations algé-
briques mais nous les avons jugé plus omplexes pour l'utilisateur) et
 le point de vue outillage (le rle de haque partie de ontraintes des pre/post est laire-
ment déni : valeurs interdites, aratérisation du sous-domaine en entrée, aratérisation
entrées/sorties).
Le format des spéiations hoisi manipule des formules de notre langage L.




Par exemple, prenons la fontion valAbs(X) = Y ave p1(X) = x et p1(Y ) = y alulant la valeur
absolue d'un nombre de prol :
valAbs(x) = (y)
la fontion valAbs est totale
et deux sous-domaines en entrée de la fontion peuvent être distingués :
(x < 0)
(x ≥ 0)
et pour haque sous-domaine orrespond un omportement préis de la fontion (en respetant




Si nous prenons enore l'exemple de la fontion
div(x1, x2) = (y)
la valeur nulle pour x2 est interdite :
(x2 6= 0)
La fontion ne possède pas de omportement partiulier pour de sous-domaines en entrée et le
omportement en sortie de la fontion vérie :
(y = x1/x2)
ave p1(X) = x1, p2(X) = x2 et p1(Y ) = y
Nous avons don besoin de aratériser les ontraintes de bonne utilisation d'une fontion, de
aratériser les sous-domaines en entrée assoié à un omportement donné de la fontion et enn
de aratériser es omportements.
Chaque préondition d'une fontion représente un ensemble de ontraintes (pouvant être des
onjontions et/ou disjontions de ontraintes) à respeter par l'utilisateur pour un bon fontion-
nement de la fontion aratérisant le domaine de dénition de la fontion et les postonditions les
ontraintes que la fontion doit remplir après exéution. Ce format à l'avantage d'être rapidement
ompréhensible par l'utilisateur, de plus il s'agit d'un format ouramment utilisé qui permet une
identiation préise des hangements d'états.
Définition  3.4.1
Les préonditions d'une fontion f de prol f(X) = Y sont un ensemble de propriétés por-
tant sur les variables de X. Nous noterons la onjontion des préonditions d'une fontion
Pre(f,X). Le domaine aratérisé par les préonditions se dénit omme
Dom(Pre(f,X)) = {(a1 . . . an)|M |=ν Pre(f,X)}
ave ν interprétation unique sur M telle que ∀i, 1 ≤ i ≤ n, ν(xi) = ai ave xi = pi(X) pour
X à n omposantes.
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Le domaine des préonditions orrespond au domaine de dénition de la fontion
Dom(Pre(f,X)) = Def(f).
Le non respet de l'ensemble des ontraintes des préonditions d'une fontion orrespond à
une valeur non dénie Undef et l'appliation d'une fontion sur une valeur non dénie orrespond
à un résultat non déni.
Les postonditions traduisent le omportement attendu de la fontion et permettent
d'exprimer les propriétés sur les sorties prévues.
Nous avons hoisi omme format d'expression des postonditions le format suivant :
(1)Post(f,X, Y ) : (D(f,X) ∧Q(f,X, Y ))
ar il est failement ompréhensible par l'utilisateur : D(f,X) détermine un sous-domaine en
entrée de la fontion et Q(f,X, Y ) dénit le omportement attendu pour e sous-domaine par
l'expression des propriétés à vérier pour X et Y . Il est toutefois possible que la postondition
soit exprimée selon le format suivant plus général :
(2)Post(f,X, Y ) : Q(f,X, Y )
dans e as, les ontraintes exprimées par Q(f,X, Y ) s'appliquent sur la totalité du domaine de
dénition de la fontion.
Définition  3.4.2
Les postonditions d'une fontion f telle que f(X) = Y sont un ensemble de propriétés
Post(f,X, Y ) sur les entrées et les sorties de f dont le domaine se dénit omme :
Dom(Post(f,X, Y )) = {(a1 . . . an)|∃b1 . . . bmM |=ν Post(f,X, Y )}
ave ν interprétation unique sur M telle que
∀i, 1 ≤ i ≤ n, ν(xi) = ai
Notons que nous nous limitons ii aux as où Q(f,X, Y ) est une expression fontionnelle de Y
en fontion de X i.e. qui n'induit pas de ontraintes supplémentaires sur X par rapport à D(f,X)
soit :
Dom(Post(f,X, Y )) = Dom(D(f,X))
La seonde partie d'une postondition, Q(f,X, Y ), dénit le omportement attendu de la
fontion dans le odomaine de la postondition :
CoDom(Post(f,X, Y )) = {(b1 . . . bm)|∃a1 . . . an ∈ Dom(Post(f,X, Y )),M |=ν Post(f,X, Y )}
ave ν interprétation unique sur M telle que
∀i, 1 ≤ i ≤ n, ν(xi) = ai
∀j, 1 ≤ j ≤ m, ν(yj) = bi
toujours ave xi = pi(X) pour X à n omposantes et yj = pj(X) pour Y à m omposantes.
Pour une fontion f telle que f(X) = Y , les préonditions Pre(f,X) et haque postondition
Posti(f,X, Y ) peuvent être représentées par analogie au triplet de la logique de Hoare sous la
forme :
Pre(f,X) ∧Di(f,X)[f(X) = Y ]Qi(f,X, Y )
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ave Posti(f,X, Y ) = (Di(f,X) ∧Qi(f,X, Y )). Le sens intuitif du triplet de Hoare préédent est
que si X vérie Pre(f,X) ∧Di(f,X) alors f se termine et à l'issue de l'exéution de f , X et Y
vérient Qi(f,X, Y ).
Pre(f,X) et Posti(f,X, Y ) sont des formules universellement quantiées dans L et respeti-
vement sur X et X ∪ Y .
Nous noterons un ouple pre/post PPi(f,X, Y ) d'une fontion f telle que f(X) = Y
PPi(f,X, Y ) : Pre(f,X) ∧Di(f,X)[f(X) = Y ]Qi(f,X, Y )
PPi(f,X, Y ) = Pre(f,X) ∧Di(f,X), Qi(f,X, Y )
Convention 1
Pour alléger un peu les notations, Dom(f)|Pre(f,X)∧Di(f,X) sera noté Dom(Pre(f,X)∧Di(f,X)).
Le support d'un ouple pre/post PPi(f,X, Y ), Dom(PPi(f,X, Y )) et son odomaine,
CoDom(PPi(f,X, Y )) sont dénis omme :
Dom(PPi(f,X, Y )) = Dom(Pre(f,X)) ∩Dom(Post(f,X, Y ))
= Dom(Pre(f,X)) ∩Dom(Di(f,X)
CoDom(PPi(f,X, Y )) = CoDom{(b1 . . . bm)|∃(a1 . . . an) ∈ Dom(PPi(f,X, Y )),M |=ν Qi(f,X, Y )}
L'interprétation d'un ouple pre/post dans notre modèle vérie :
PPMi (f,X, Y ) =
{(a1 . . . an, b1 . . . bm)|
(a1 . . . an) ∈ Dom(PPi(f,X, Y )), (b1 . . . bm) ∈ CoDom(PPi(f,X, Y )),
M |=ν Pre(f,X) ∧Di(f,X) ∧Qi(f,X, Y )}
ave ν(xi) = ai et ν(yi) = bi.
La spéiation de la fontion f, notée Spec(f,X, Y ) orrespond à un ensemble ni de ouples
pre/post pour f :
Spec(f,X, Y ) : {PPi(f,X, Y )}i∈I
ave I un ensemble d'entiers naturels borné.
Remarque(s) 11
Les domaines des diérents ouples pre/post d'une fontion f sont aussi appelés les diérents
domaines fontionnels de la fontion f . Il s'agit de sous-domaines des valeurs des variables d'entrée
entraînant un même omportement de la fontion.
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Définition  3.4.3
Un domaine fontionnel DFi orrespond au support d'un ouple pre/post de la spéi-
ation tel que :
DFi = Dom(PPi(f,X, Y ))
PPi(f,X, Y ) ∈ Spec(f,X, Y )
3.5 Quelques propriétés des spéiations
Le but de notre langage de spéiation est de aratériser de façon préise le omportement
des fontions appelées pour permettre de modéliser (et simuler) leur omportement pour la mise
en plae d'une méthode de gestion originale des appels de fontions (nous verrons ela plus en
détails dans la partie III) .
Il faut don aratériser de façon très préise notre langage de spéiation en lui xant
quelques restritions, restritions dont nous montrerons la néessité lors de l'expliation de notre
stratégie.
Une des premières restritions logiques est que la totalité du domaine de dénition de la
fontion sous test soit aratérisée dans notre spéiation : il s'agit de la notion de omplètude.
Définition  3.5.1
Soit f : s1 × . . . × sn → s′1 × . . . × s
′
m une fontion C, soit Spec(f,X, Y ) une spéia-
tion pour f . Spec(f,X, Y ) est une spéiation omplète sur son domaine de dénition,






pour Spec(f,X, Y ) : {PPi(f,X, Y )}i∈I et Di(f,X) ∈ PPi(f,X, Y )
Illustration 25
Soit la fontion valAbs retournant la valeur absolue d'un entier et de prol valAbs : long → ulong,
son domaine de dénition
Def(valAbs) = Dom(long)
et sa spéiation
Spec(valAbs,X, Y ) = {PP1(valAbs,X, Y ), PP2(valAbs,X, Y )}
ave p1(X) = x et p1(Y ) = y et ave :
PP1(valAbs,X, Y ) : (true) ∧ (x < 0)[valAbs(x) = y](y = −x)
PP2(valAbs,X, Y ) : (true) ∧ (x ≥ 0)[valAbs(x) = y](y = x)




Dom(PPi(valAbs,X, Y )) = Dom(long)
ave
Dom(PP1(valAbs,X, Y ))) = {x|x ∈ Dom(long), x < 0}
Dom(PP2(valAbs,X, Y ))) = {x|x ∈ Dom(long), x ≥ 0}
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Nous imposons l'absene de ouples pre/post ontraditoires qui introduirait une spéiation
inohérente. Nous désignons par ouples pre/post ontraditoires des ouples pre/post dont les
domaines ne sont pas disjoints mais dont les propriétés sur les variables de sorties sont ontradi-
toires i.e. ne produisent pas les mêmes sorties. La présene de ouples pre/post ontraditoires
dans une spéiation entraînerait des omportements diérents pour un même sous-domaine
d'entrée. Ce qui ne nous permettrait pas de dénir exatement le omportement réel de la fontion
mais un ensemble de omportements possibles.
Définition  3.5.2
Soit la fontion de prol :
f : s1 × . . .× sn → s
′
1 × . . .× s
′
m
Deux ouples pre/post PP1(f,X, Y ), PP2(f,X, Y ) de sa spéiation Spec(f,X, Y ) sont
dits ouples pre/post ontraditoires si la relation suivante est vériée :
∃((a1, .., an), (b1, .., bm)) ∈ PP
M






2 (f,X, Y ),
(b′1, .., b
′
m) 6= (b1, .., bm)
La spéiation Spec(f,X, Y ) est alors dite inohérente.
Par souis de simpliité, nous imposons don que les domaines des ouples pre/post soient
disjoints.
Cette restrition faite sur les spéiations d'une fontion onerne au moins 2 ouples pre/post,
une autre propriété imposée aux spéiations d'une fontion possède le même rle à la diérene
près qu'elle ne s'applique qu'à un seul ouple pre/post (toujours pour des domaines de pre/post
disjoints) : il s'agit de la propriété de déterminisme.
Définition  3.5.3
Une spéiation Spec(f,X, Y ) est dite déterministe si haque ouple pre/post
PPi(f,X, Y ) ∈ Spec(f,X, Y ) vérie la relation suivante :
∀(a1, .., an) ∈ Dom(PPi(f,X, Y )), ∃!(b1, .., bm), ((a1, .., an), (b1, .., bm)) ∈ PP
M
i (f,X, Y ))
Illustration 26
Soit une fontion de prol f : s1× s2 → s′1 et sa spéiation Spec(f,X, Y ) = {PP (f,X, Y )} telle
que :
PP (f,X, Y ) : ((x1 > 0) ∧ (x2 > 0)), (y > (x1 + x2))
ave p1(X) = x1, p2(X) = x2 et p1(Y ) = y. Le retour de la fontion orrespond ii à un ensemble
de valeurs possibles (un intervalle onstruit sur la valeur des variables de X) et non à une valeur
unique en sortie. La spéiation est don non déterministe.
Illustration 27
La fontion pgd(x1,x2) de la gure 3.1 retourne le plus grand diviseur ommun des variables x1
et x2. Il s'agit d'une fontion partielle sur son domaine Dom(pgcd) ar elle n'est dénie que pour
des valeurs stritement positives de x1 et x2.
Si nous onsidérons la spéiation suivante (qui est inomplète) :
Spec(pgcd,X, Y ) = {PP (pgcd,X, Y )}
PP (pgcd,X, Y ) = (Pre(pgcd,X) ∧D(pgcd,X), Q(pgcd,X, Y ))
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6 q = x1 / x2;
7 r = x1 - q*x2;
8 x1 = x2;
9 x2 = r;
10 }




Fig. 3.1  Code soure de la fontion pgd
Pre(pgcd,X) = (x1 > 0) ∧ (x2 > 0)
D(pgcd,X) = true
Q(pgcd,X, Y ) = (min(x1, x2) ≥ y ≥ 1 ∧ (x1%y = 0) ∧ (x2%y = 0))
p1(X) = x1, p2(X) = x2 et p1(Y ) = y.
L'opérateur min() retourne la valeur minimale de ses arguments. L'opérateur % appelé
modulo en langage C retourne le reste de la division de son premier argument par le seond.
La spéiation nous donne ii les aratéristiques de la valeur de retour de la fontion mais
ne permet pas de l'identier exatement. En eet, si nous appliquons la spéiation pour aluler
le pgd ave x1 = 8 et x2 = 24 alors y peut prendre sa valeur dans l'ensemble {1; 2; 4; 8} alors
que le résultat exat est y = 8 ii. Pour que ette spéiation soit déterministe, il aurait fallu
ajouter que la solution exate est la plus grande valeur de l'ensemble e qui orrespond à modier
la seonde partie de la postondition de la façon suivante :
Q(pgcd,X, Y ) = (min(x1, x2) ≥ y ≥ 1 ∧ (x1%y = 0) ∧ (x2%y = 0))∧
¬(∃y2((min(x1, x2) ≥ y2 ≥ 1 ∧ (x1%y2 = 0) ∧ (x2%y2 = 0)))) ∧ (y2 > y)
e qui orrespond à préiser que la sortie est la valeur la plus grande des valeurs possibles de
l'ensemble préédent.
Remarque(s) 12
Nous exluons également de notre analyse les fontions dont les spéiations sont réursives.
Nous ne nous sommes pas penhés sur e point pour l'instant mais ela fait partie des points
envisagés omme une extension de la stratégie de gestion des appels de fontions présentée dans
e manusrit.
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1 int tritype(int i, int j, int k) {
2 int trityp ;
3 if ((i == 0)||(j == 0)||(k == 0))
4 trityp = 4 ;
5 else {
6 trityp = 0 ;
7 if (i==j) trityp = trityp + 1 ;
8 if (i==k) trityp = trityp + 2 ;
9 if (j==k) trityp = trityp + 3 ;
10 if (trityp ==0) {
11 if ((i+j <= k)||( j+k<=i)||( i+k<=j))
12 trityp = 4 ;
13 else trityp = 1 ;
14 }
15 else {
16 if (trityp >3) trityp = 3 ;
17 else if (( trityp ==1)&&( i+j>k))
18 trityp = 2 ;
19 else if (( trityp ==2)&&( i+k>j))
20 trityp = 2 ;
21 else if (( trityp ==3)&&(j+k>i))
22 trityp = 2 ;





Fig. 3.2  Code soure de la fontion tritype
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Illustration 28
La fontion C tritype prend en entrée 3 variables de type entiers de valeurs positives ou nulles
représentant les longueurs des tés d'un triangle et retourne :
 1 si le triangle en question est salène,
 2 s'il est isoèle,
 3 s'il est équilatéral et
 4 s'il ne s'agit pas d'un triangle.
La fontion tritype(X) = Y est de prol :
tritype : Dom(int)×Dom(int)×Dom(int) → Dom(int)
La spéiation assoiée est la suivante :
Spec(tritype,X, Y ) = {PP1(tritype,X, Y ), PP2(tritype,X, Y ), PP3(tritype,X, Y ), PP4(tritype,X, Y )}
ave p1(X) = x1, p2(X) = x2, p3(X) = x3 et p1(Y ) = y1
Pre(tritype,X) = (x1 ≥ 0) ∧ (x2 ≥ 0) ∧ (x3 ≥ 0)
PP1(tritype,X, Y ) =
((Pre(tritype,X)) ∧ ((x1 + x2 ≤ x3) ∨ (x2 + x3 ≤ x1) ∨ (x1 + x3 ≤ x2)), y1 = 4)
PP2(tritype,X, Y ) =
(¬(D1(tritype,X)) ∧ Pre(tritype,X) ∧ ((x1 = x2) ∧ (x2 = x3)), y1 = 3)
ave
D1(tritype,X) = (x1 + x2 ≤ x3) ∨ (x2 + x3 ≤ x1) ∨ (x1 + x3 ≤ x2)
PP3(tritype,X, Y ) =
(¬(D1(tritype,X)) ∧ ¬(D2(tritype,X)) ∧ Pre(tritype,X) ∧ ((x1 = x2) ∨ (x2 = x3)
∨(x1 = x3)), y1 = 2)
ave
D2(tritype,X) = (x1 = x2) ∧ (x2 = x3)
PP4(tritype,X, Y ) =
(¬(D1(tritype,X)) ∧ ¬(D2(tritype,X)) ∧ ¬(D3(tritype,X)) ∧ Pre(tritype,X), y1 = 1)
ave
D3(tritype,X) = (x1 = x2) ∨ (x2 = x3)
Ave Pre(tritype,X), nous pouvons déterminer le domaine de dénition de la fontion omme
Def(tritype) = [0,MaxInt]× [0,MaxInt]× [0,MaxInt]
Cette spéiation répond à nos diérentes restritions :
 la sortie attendue est ii aratérisée de façon unique (les valeurs sont données) don il s'agit
bien d'une spéiation déterministe,
 haque ouple pre/post nie les onditions des autres ouples pre/post garantissant l'absene
de ouples pre/post ontraditoires,
 l'union des domaines des 4 ouples pre/post ouvre exatement le domaine de dénition de
la fontion e qui signie que la spéiation est omplète sur son domaine de dénition.
3.6 Spéiation d'une fontion appelée
Tout e que nous avons dit préédemment sur la spéiation d'une fontion reste vrai pour
des fontions appelées ou des fontions appelantes au sens du langage C.
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Remarque(s) 13
Nous allons ependant préiser un point. La formulation des odes et de la spéiation d'une
fontion peuvent ne rien avoir en ommun. En partiulier, le ode de la fontion f peut s'exprimer
(utiliser) le ode de la fontion g sans pour autant que la spéiation de la fontion f s'exprime
en fontion de la spéiation de la fontion g et vie-versa.
Illustration 29
La gure 3.3 ontient les odes soures des fontions doubleSomme et somme de prols
doubleSomme : int × int → int et somme : int × int → int ave la fontion somme appelée
dans la fontion doubleSomme. Les spéiations assoiées aux fontions sont dénies de la façon
suivante :
Spec(somme,X, Y ) = {PP (somme,X, Y )} = {(Pre(somme,X)∧D(somme,X), Q(somme,X, Y ))}
D(somme,X) = Pre(somme,X) = true
Q(somme,X, Y ) = (p1(Y ) = p1(X) + p2(X))
Spec(doubleSomme,X, Y ) = {PP (doubleSomme,X, Y )} =
{(Pre(doubleSomme,X) ∧D(doubleSomme,X), Q(doubleSomme,X, Y ))}
D(doubleSomme,X) = Pre(doubleSomme,X) = true
Q(doubleSomme,X, Y ) = (p1(Y ) = 2 ∗ (p1(X) + p2(X)))
Nous voyons ainsi que l'imbriation des odes soures ne se vérie pas obligatoirement dans les
spéiations.
1 int somme(int x1 , int x2)
2 {
3 int r;




8 int doubleSomme (int x1 , int x2)
9 {
10 int r;
11 r = 2* somme (x1 , x2);/* instrution d'appel */
12 return r;
13 }
Fig. 3.3  Exemple simple d'appel de fontion
De la même façon, ertaines fontions réursives ('est-à-dire appelées par elles-mêmes) peuvent
être spéiées sans imbriation.
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Illustration 30
Prenons la fontion n_somme qui alule la somme des n premiers nombres entiers de prol :
n_somme : int 7→ int
une spéiation possible est :
Spec(n_somme,X, Y ) = {PP (n_somme,X, Y )} =
{(Pre(n_somme,X), D(n_somme,X), Q(n_somme,X, Y ))}
Pre(n_somme,X) = (p11(X) >= 0)
D(n_somme,X) = true
Q(n_somme,X, Y ) = (p1(Y ) = (p1(X) ∗ (1 + p1(X)))/2)
Sa spéiation est non réursive mais son implantation peut l'être omme le montre la gure 3.4.






7 r=x+n_somme (x -1); /* instrution d'appel */
8 return r;
9 }
Fig. 3.4  Implantation réursive de la fontion n_somme
Nous venons de voir ii l'utilisation des variables d'entrée et de sortie d'une fontion du té
spéiation, e qui justie la distintion faite sur es variables dans le hapitre 2. Notons que du
té des spéiations les variables d'entrée et de sortie sont néessairement deux ensembles bien
distints.
Les spéiations de fontion sont assez simples mais donneront lieu à de nombreuses manipu-




Graphe de ot de ontrle d'une
fontion C
Pour représenter le ot de ontrle d'une fontion, nous utilisons une représentation par un
graphe onnexe orienté G =< N,E, e, s, δ > ave N l'ensemble des n÷uds, E l'ensemble des
ars, un unique n÷ud d'entrée e et un unique n÷ud de sortie s, δ est la fontion d'étiquetage du
graphe tel que les n÷uds sont assoiés à des instrutions de la fontion et les ars à des onditions
modiant le ot de ontrle entre ses instrutions.
L'annexe B ontient toutes les notions et dénitions de la théorie des graphes [Ber58℄ utilisées
dans e manusrit.
4.1 Représentation des strutures du langage C
Reprenons les diérentes strutures du langage C présentées dans le hapitre 2 et un graphe
étiqueté G =< N,E, e, s, δ >.
Nous allons ainsi dénir la représentation des diérentes strutures du langage.
Commençons tout d'abord par le as d'un ensemble d'instrutions séquentielles simples (i.e.







Une première propriété failement observable onerne les ensembles d'instrutions séquen-
tielles simples que nous désignerons omme blos de base du langage C.
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Définition  4.1.1
Un blo de base b est une séquene d'instrutions onséutives ontenant au plus une
jontion au début (i.e. une arrivée de ot d'exéution) et un embranhement à la n (un
départ du ot d'exéution) et vériant :
b = (n1, (n1, n2), n2, . . . , (nk−1, nk), nk)
∀i, 1 ≤ i ≤ k, ni ∈ N
∀i, 1 ≤ i ≤ k − 1, (ni, ni+1) ∈ E
∀j, 2 ≤ j ≤ (k − 1), |pred(nj)| = |succ(nj)| = 1
|succ(n1)| = |pred(nk)| = 1
ave N l'ensemble des instrutions, E l'ensemble des ots d'exéution de N vers N et
pred(ni) (resp. succ(ni)) l'ensemble des ars entrants (resp. sortants) du n÷ud ni.
Convention 2
Pour alléger la représentation graphique, un blo de base orrespond à un unique n÷ud dans le





Fig. 4.1  Représentation d'un blo de base
Les gures 4.2, 4.3, 4.4 ontiennent respetivement la représentation graphique des strutures
IfThenElse, IfThen, Swith, SwithBreak et des strutures onditionnelles dont les syntaxes ont
été présentées dans les gures 2.1, 2.2, 2.3 du hapitre 2 et les gures A.1, A.2, A.3 et A.4 de
l'annexe A où b est le blo suivant la onstrution.
Remarque(s) 14
Un n÷ud tif sans label est ajouté dans les gures 4.2, 4.3, 4.4 pour représenter la sortie des
strutures. Notons que e n÷ud tif n'est ajouté que pour la représentation de es gures an
















































Fig. 4.3  Représentation des strutures Swith et SwithBreak
4.2 Constrution d'un CFG
Ainsi, le CFG onstruit à partir du ode soure d'une fontion est un graphe dont les ars
représentent l'ensemble des branhements introduisant un nouveau ot de ontrle dans la
fontion et les n÷uds représentent les blos de base de la fontion assoiée.
Par branhement du graphe, on entend ii soit une struture onditionnelle soit une stru-
ture répétitive (voir les représentations graphiques de es instrutions dans les gures 4.4, 4.3, 4.2).
Pour onstruire le CFG d'une fontion, il s'agit don d'identier dans l'implantation assoiée
















Structure DoWhile Structure ForDo
Fig. 4.4  Représentation des strutures répétitives du langage C
La méthode lassique pour obtenir les blos de base d'un programme onsiste à en identier
les têtes et à déouper le programme suivant es têtes.
Définition  4.2.1
La tête d'un blo de base (i.e. sa première instrution) est soit :
 la première instrution du programme,
 soit une instrution ible de branhement,
 soit l'instrution suivant un branhement.
Ainsi, haque blo de base débute ave son instrution de tête et se poursuit jusqu'à la
première instrution qui préède une autre instrution de tête ou un branhement.
Une représentation ourante est d'annoter les ars par la ondition de branhement ou par
la négation de ette ondition. Notons que pour une fontion f, les onditions de branhements
sont exprimées en fontion de ses variables d'entrée X mais aussi en fontion des variables loales
à la fontion, que nous représenterons par le veteur XL ave p omposantes pour une fontion
utilisant p variables loales. Nous avons aussi besoin d'une variable supplémentaire ontenant
l'éventuelle valeur de retour de la fontion nommée f_return.
Les blos de bases lairement identiés, nous pouvons formaliser la onstrution du CFG d'une
fontion.
Définition  4.2.2
Un graphe de ot de ontrle d'un programme ou CFG est le graphe onnexe orienté
étiqueté G =< N,E, e, s, δ,X,XL > ave un unique n÷ud d'entrée e et un unique n÷ud de
sortie s dont les n÷uds sont les blos de base du programme et tel que (bi, bj) est un ar du
graphe si et seulement si l'une des deux onditions suivantes est vériée :
 la dernière instrution de bi est un branhement à la première instrution de bj ,
 bj suit immédiatement bi dans l'ordre du programme (e qui implique bj est un n÷ud
suesseur à bi dans le CFG).
X (resp. XL) est le veteur des variables d'entrée (resp. loales) de la fontion assoié à e
CFG. La fontion d'étiquetage est dénie omme :
δ : (δN , δE)
δN : N → LN
δE : E → LE
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ave LN (resp. LE) l'ensemble des blos de base C assoiés à l'ensemble N (resp. l'ensemble
des onditions assoiées à E) ave LE et LN les labels assoiés exprimés en fontion des
variables de X et de XL.
A haque fontion orrespond un ensemble ni de blos de base et de branhements. Ainsi,
en respetant la dénition préédente, à haque ode soure d'une fontion orrespond un unique
CFG.
{
   int b;
    {
     }
  else
   {
   }
}
int fonction_bidon(int x)
  if (x<0)
     b=2x+3;
     x=b*x;
while(b−x>0)
    result=x+b;









Tete bloc b3 (vide)
Tete bloc b4
Tete bloc b5
























Fig. 4.5  Constrution de graphe de ontrle de la fontion fontion_bidon
Illustration 31
La gure 4.5 donne le ode soure de la fontion fontion_bidon et le résultat de la onstrution
de son CFG. Nous avons hoisi, pour alléger la gure, d'annoter les ars du CFG par ai. Par
exemple, l'ar noté a0 orrespond à l'ar (e, b0).
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La fontion fontion_bidon ne fait rien de partiulier mais permet d'illustrer une struture
onditionnelle et une struture répétitive ainsi que la mise en évidene des diérents blos de base
de la fontion par identiation de leurs têtes. Énumérons la onstrution en détails :
 δN(b0) = δN (b3) = ∅
 δN(b1) = {b = 2 ∗ x+ 3;x = b ∗ x; }
 δN(b2) = {b = x− 4; }
 δN(b4) = {result = x+ b;x = x− 2; }
 δN(b5) = {result = x+ result; return(result); }
 δE(a0) = δE(a3) = δE(a4) = δE(a6) = δE(a7) = δE(a8) = ∅
 δE(a1) = {!(x < 0)}
 δE(a2) = {(x < 0)}
 δE(a5) = {(b− x > 0)}
 δE(a7) = {!(b− x > 0)}
Étant donné le nombre d'instrutions possible d'une fontion, le graphe peut failement devenir
d'une taille onsidérable et d'une grande omplexité.
4.3 Chemins d'exéution et prédiats de hemin
Nous allons maintenant dénir la notion de hemin d'exéution dans un CFG.
Définition  4.3.1
Un hemin d'exéution total d'un CFG G =< N,E, e, s, δ,X,XL > orrespond à un
hemin total selon la dénition B.2.1.
Notation 11
La notation d'une séquene de hemin sous la forme (ai, b, aj)∗ indique une séquene assoiée à
une struture répétitive du ode pouvant être itérée de 0 à un nombre inni ou donné de fois selon
le type de la struture répétitive assoiée.
En as de présene d'une struture répétitive dans une fontion, haque exéution de la fontion
ave un nombre d'itérations diérent dans la boule induit un nouveau hemin d'exéution.
Notation 12
La notation Ch∗ représente l'ensemble des hemins dont la seule diérene est le nombre d'itéra-
tions d'une séquene interne annotée (ai, bi, . . . , bj, aj)∗ assoiée à une struture répétitive.
Pour obtenir la trae symbolique d'exéution assoiée à un hemin total donné, nous appliquons
la fontion d'étiquetage sur haque élément de la séquene onstituant e hemin an de réupérer
la liste ordonnée des instrutions exéutées et des onditions évaluées.
Définition  4.3.2
La trae symbolique d'exéution d'un hemin Ch(e, s) = (e, (e, b0), . . . , s) notée
τ(Ch(e, s), δ) ave δ la fontion d'étiquetage du CFG assoié vérie :
τ(Ch(e, s), δ) = (δN (e), δE((e, b0)), . . . , δN(s))
ave δN (e) = δN (s) = ∅
Remarque(s) 15
Il pourra nous arriver par la suite de onfondre le hemin d'exéution d'un CFG en terme de
séquenes d'ars et de n÷uds ave la trae symbolique d'exéution assoiée à e hemin en terme
d'instrutions et de onditions du langage C exprimées en fontion des variables du hemin.
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Les variables présentes dans la trae symbolique d'un hemin onstituent un sous-ensemble
des variables d'entrée, X , de la fontion ainsi qu'un sous-ensemble des variables loales de elle-i,
XL : une variable d'entrée ou loale d'une fontion peut, en eet, ne pas être utilisée dans tous
les hemins de la fontion. Cela nous amène à dénir les variables d'un hemin V ar(Ch,G).
Définition  4.3.3
Les variables d'un hemin V ar(Ch,G) ave G =< N,E, e, s, δ,X,XL > le CFG orres-
pond à l'ensemble des variables de X et de XL utilisées et/ ou dénies dans le hemin Ch
tel que V ar(Ch,G) ⊆ X ∪XL.
Pour notre stratégie de gestion des appels de fontions, nous allons adapter la dénition B.2.2
de hemin partiel d'un graphe de l'annexe B. Cela s'explique du fait que toute instrution d'appel
dans le orps de la fontion sous test est ontenu dans un hemin d'exéution total et que le
sous-hemin allant de l'entrée e du CFG à l'instrution préédant une instrution d'appel permet
de aratériser l'appel donné (nous verrons ela plus tard dans la partie III). La atégorie des
sous-hemins d'exéutions partiels nous intéressant est don les hemins partiels dont le n÷ud
d'origine est l'unique n÷ud d'entrée e du graphe.
Définition  4.3.4
Un hemin d'exéution partiel du CFG, G =< N,E, e, s, δ,X,XL > est un hemin
partiel Ch(ni, nj) au sens de la dénition B.2.2 ave ni = e et nj tel que (nj , nj+1) ∈ E
ave nj+1 un n÷ud du graphe orrespondant à une instrution d'appel dénie dans la setion
2.6.3.
Remarque(s) 16
Par la suite, si nous ne préisons pas qu'un hemin est partiel, il s'agira par défaut d'un hemin
d'exéution total. De façon générique nous noterons Ch(e, n) un hemin partiel ave la notation
Chp(e, n).
Illustration 32
Reprenons la gure 4.5, un exemple de hemin d'exéution total :
Ch(e, s) = (e, a0, b0, a1, b2, a3, b3, a7, b5, a8, s) alors un exemple de hemin partiel peut être
Chp(e, b0) = (e, a0, b0, a1) si b2 était un blo de base ontenant une instrution d'appel.
A un hemin d'exéution orrespond un sous-domaine en entrée de la fontion entraînant
l'ativation de e hemin dans le CFG de la fontion onernée. Pour dénir le sous-domaine en
entrée assoié, il s'agit d'exprimer le prédiat de hemin i.e. les onditions à satisfaire sur les
variables d'entrée de la fontion garantissant l'exéution du hemin assoié.
Définition  4.3.5
Soit un hemin d'exéution noté Ch extrait du CFG issu de l'implantation de la fontion f,
le prédiat de hemin assoié PC(Ch, f,X) est la onjontion de ontraintes exprimées
sur X entraînant l'exéution de e hemin. Un prédiat de hemin est une formule sur L
universellement quantiée sur X.
L'algorithme de la méthode lassique de alul d'un prédiat de hemin est ontenu dans la
gure 4.6.
Nous désignerons par valeurs initiales des variables d'entrée omme les valeurs injetées à la
fontion au moment de son appel 'est-à-dire les valeurs des variables d'entrée de la fontion avant
toute dénition.
Illustration 33
Imaginons ette fois que la trae symbolique d'exéution réupérée est
τ(Ch(e, s), δ) = ((result = 0), (x ≥ 0), (b = x− 4), (b− x > 0), (result = x+ result))
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DEBUT
Pour un hemin Ch de G =< N,E, e, s, δ,X,XL > aluler τ(Ch, δ) et V ar(Ch,G)
Pour haque variable var dans V ar(Ch,G) faire
i← 0,
annoter par i haque ourrene de var avant toute dénition
Pour haque dénition de var par une expression exp faire
i← i+ 1
Tant que var n'est pas redénie faire
indier var par i
Fin Tant que
Fin Pour
Pour haque utilisation de vari
Si i 6= 0 et var 6∈ V ar(Ch,G)|X




PC(Ch, f,X) ← onjontion des onditions de τ(Ch, δ) ainsi modié
FIN
Fig. 4.6  Algorithme lassique de alul de prédiat de hemin
Appliquons la première étape de l'algorithme sur les variables du hemin de la fontion (indier à
zéro les variables avant dénition) :
(result0 = 0), (x0 ≥ 0), (b0 = x0 − 4), (b0 − x0 > 0), (result = x0 + result0)
Pour la seonde étape, on inrémente les indies des variables à haque dénition :
(result0 = 0), (x0 ≥ 0), (b0 = x0 − 4), (b0 − x0 > 0), (result1 = x0 + result0)
La dernière étape onsiste à exprimer les variables du hemin par leur expression exprimée en
fontion des valeurs initiales d'entrée
(result0 = 0), (x0 ≥ 0), (b0 = x0 − 4), (x0 − 4− x0 ≥ 0), (result1 = x0 + 0)
Le prédiat assoié orrespond à la onjontion des onditions C du hemin exprimées en fontion
des valeurs initiales de variables d'entrée soit :
PC(Ch, fonction_bidon, x) = (x0 ≥ 0) ∧ (x0 − 4− x0 ≥ 0) = (x0 ≥ 0) ∧ (−4 ≥ 0)
Un hemin d'exéution est dit faisable quand le système de ontraintes assoié à son
prédiat est satisable 'est-à-dire possède une solution. Dans le as ontraire, on dit que le hemin
est infaisable (ou non exéutable).
Illustration 34
Prenons l'exemple du hemin Ch(e, s) = (e, a0, b0, a1, b2, a3, b3, a7, b5, a8, s) de la gure 4.5 donnant
le CFG de la fontion fontion_bidon. La trae symbolique d'exéution orrespondant à e
hemin est :
τ(Ch(e, s), δ) = ((result = 0), (x ≥ 0), (b = x− 4), (b− x ≤ 0), (result = x+ result))
e qui orrespond au prédiat de hemin omposé du système de ontraintes :
(x0 ≥ 0) ∧ (−4 ≤ 0)
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Ce système de ontraintes possède plusieurs solutions dont : (x0 = 0), le hemin assoié est don
faisable.
Prenons maintenant le prédiat de hemin de l'illustration 33. Le système de ontraintes assoié
est :
(x0 ≥ 0) ∧ (−4 > 0)
Ce système est insatisable don le hemin assoié est infaisable.
Le domaine d'un hemin orrespond à l'ensemble des valeurs en entrée de la fontion vériant
les propriétés dénies dans le prédiat de hemin assoié.
Définition  4.3.6
Soit un hemin d'exéution noté Ch de la fontion f , le domaine de hemin assoié
vérie :
Dom(Ch) = {(a1 . . . an)|M |=ν PC(Ch, f,X)}
ave Dom(Ch) ⊆ Def(f) et ν interprétation unique sur M telle que ∀i, 1 ≤ i ≤ n, ν(xi) =
ai pour X = (x1, . . . , xn).
Les diérentes instrutions d'un hemin permettent de dénir des ontraintes sur les variables
en entrée de la fontion mais aussi des ontraintes induites par le alul du hemin sur les variables
en sortie.
Un hemin d'exéution Ch peut, en eet, être représenté par une relation nommée le alul
du hemin notée Ch(X,Y, f) entre un sous-ensemble des valeurs en entrée et un sous-ensemble
des valeurs en sortie, sous réserve que les aetations présentes dans le hemin Ch soient exéutées.
Le odomaine d'un hemin Ch de la fontion f est tel que :
CoDom(Ch) = {(b1 . . . bm)|∃(a1 . . . an) ∈ Dom(Ch),M |=ν Ch(X,Y, f)}
ave Ch(X,Y, f) le alul du hemin et Y = (y1, . . . , ym).
4.4 Modiation de la onstrution du CFG d'une fontion
ontenant des instrutions d'appel
La dénition usuelle d'une fontion imbriquée est une fontion délarée et dénie loalement
dans le orps d'une autre fontion. Si nous faisons le parallèle ave la délaration d'une variable,
nous pouvons dire qu'une fontion imbriquée est loale à la fontion ontenant sa dénition. Ce
type de fontions n'existe pas en langage C.
Convention 3
Nous allons ependant utiliser la notion de fontion imbriquée pour désigner une fontion appelée
en langage C.
Nous avons fait e hoix pour deux raisons.
 onsidérant que, par la suite, nous allons distinguer régulièrement les fontions C selon
qu'elles soient appelantes ou appelées, nous trouvons que le disours sera moins ambigu si
nous parlons de fontions imbriquées et appelantes plutt que de fontions appelantes et
appelées.
 omme nous nous intéressons aux aluls faits par les fontions, nous pouvons voir le alul
d'une fontion appelée omme imbriqué dans elui de l'appelante : en eet, le alul de
l'appelant préédant l'appel est exéuté puis elui de la fontion imbriquée et enn le alul
de l'appelant suivant l'instrution d'appel.
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Convention 4
Dans la suite de e doument, nous désignerons de façon générique par f la fontion appelante et
par g la fontion imbriquée. Certains exemples feront exeption mais nous le préiserons dans e
as.
4.4.1 Caratérisation d'une fontion imbriquée en langage C
Une fontion imbriquée respetivement de façon direte ou indirete dans une fontion f
est une fontion respetivement utilisée dans le orps de f ou utilisée dans le orps d'une fontion
elle-même utilisée dans le orps de f.
Ainsi pour haque fontion imbriquée dans f, il existe au moins une exéution de f entraînant
l'exéution de ette fontion imbriquée (sauf si l'instrution d'appel est ontenue dans un hemin
infaisable).
Reprenons la préédente dénition, si une fontion f utilise diretement une fontion réursive
g alors la fontion g est imbriquée diretement dans f et diretement dans elle-même. Par voie
de onséquene, la fontion g est aussi imbriquée indiretement dans f : son premier appel est
ontenu dans le ode soure de f et les suivants dans son propre ode soure.
Maintenant que nous avons introduit la notion de fontion imbriquée et d'appel de fontion,
nous allons modier légèrement la onstrution d'un graphe de ot de ontrle (f. setion 4.2).
Ce point demande en partiulier de redénir la notion de blo de base.
4.4.2 Isolation d'une instrution d'appel dans un blo de base
Un blo de base est soit un blo de base au sens de la dénition 4.1.1 soit une instrution
d'appel.
Ainsi, toute instrution C orrespondant à une instrution d'appel de fontion onstituera
maintenant un blo de base à part entière.
Cela implique aussi la modiation de la dénition de la tête d'un blo de base.
Définition  4.4.1
La tête d'un blo de base est soit une tête de blo de base au sens de la dénition 4.2.1
soit une instrution d'appel ou l'instrution suivant une instrution d'appel.
A es dénitions près, la méthode lassique pour obtenir les blos de base d'un programme et
la dénition du CFG donnée dans la setion 4.2 restent identiques.
4.4.3 Illustration
Illustration 35
Nous allons nous appuyer sur le ode soure de la fontion f de prol f : int × int → int dont
le ode C orrespondant ontient un appel de la fontion g de prol g : int× int → int. Le ode
soure de la fontion f est présenté dans la gure 4.7 et le graphe de ontrle assoié est dans la
gure 4.8.
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1 int f(int x1 ,int x2)
2 {
3 x1= x2+x1;
4 if (x1 >10)
5 x1 =(3* x1);
6 else
7 x2=x1;
8 x1=g(x1 ,x2);/* blo de base d'appel*/
9 return(x1); /* blo de base */
10 }





















Fig. 4.8  Graphe de ontrle de la fontion f
Le dernier point à aborder pour terminer la desription du ontexte de ette thèse onerne
le thème du test de logiiel. Le hapitre suivant a pour objetif de rappeler la notion de test que
e soit unitaire ou d'intégration, fontionnel ou struturel mais essentiellement d'expliiter une
terminologie qui sera réemployée dans e manusrit.
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Chapitre 5
Introdution au test de logiiel
Ce hapitre va nous permettre d'introduire les notions et dénitions néessaires sur le test de
logiiel. Nous nous intéresserons ii au voabulaire de base du test ainsi qu'aux tehniques abordées
dans e manusrit à savoir le test unitaire, le test d'intégration et les tehniques struturelles et
fontionnelles.
Les tehniques de test de logiiel sont très nombreuses et variées. Nous ne tentons pas de
dresser un panorama exhaustif mais de nous intéresser aux tehniques pertinentes par rapport à
notre travail.
5.1 Dénitions
Dans ette setion et la setion suivante, nous allons dénir plus ou moins formellement de
multiples notions du test de logiiels. Ces setions peuvent être ignorées par un leteur familier
au test de logiiel. En as de doute sur une terminologie, le leteur pourra toujours se référer
à l'index des onepts et dénition en page 12 pour onsulter la dénition assoiée. Nous nous
bornons uniquement aux notions et à la terminologie utiles pour la suite. Pour l'ensemble de es
dénitions, nous nous appuyons sur l'ouvrage de G. Myers [Mye79℄.
5.1.1 Test de logiiel
La dénition du test selon l'I.E.E.E STD (paru en déembre 1990) est la suivante :
"Le test est l'exéution ou l'évaluation d'un système ou d'un omposant, par des moyens
automatiques ou manuels, pour vérier qu'il répond aux spéiations ou identier les diérenes
entre les résultats attendus et les résultats obtenus "
L'AFCIQ (Agene Française de Contrle Industriel de la Qualité) donne, quant à elle, la dénition
suivante :
 Tehnique de ontrle onsistant à s'assurer, au moyen de l'exéution d'un programme que son
omportement est onforme à des données préétablies 
et selon G. Myers [Mye79℄ dans son livre intitulé The Art of Software Testing
 Tester 'est exéuter le programme dans l'intention d'y trouver des anomalies ou des défauts. .
Ces dénitions permettent de mettre en avant l'objetif du test à savoir la onformité à
la spéiation (expression des fontionnalités et du omportement désirés en langage formel,
semi-formel ou naturel) du programme.
Le prinipal objetif de l'ativité de test logiiel est d'examiner ou exéuter un logiiel dans le
but d'y trouver des défauts.
69
L'origine, la ause d'une erreur lors de l'exéution d'un programme, est désignée omme un
défaut ou plus ommunément omme un bogue (ou "bug").
Les tehniques de test se déroulent en quatre étapes prinipales :
1. la séletion des as de test basée sur l'analyse du ode soure et/ou de la spéiation de la
fontion sous test,
2. l'exéution (ou la simulation de l'exéution) de la fontion pour les valeurs en entrée préé-
demment déterminées (implique la mise en plae d'une tehnique d'observation du ompor-
tement de la fontion et/ou de ses sorties),
3. le verdit de test qui onsiste à déterminer si les sorties obtenues à l'étape préédente sont
onformes à la spéiation (problème de l'orale) et
4. l'arrêt du test quand l'objetif est atteint que e soit en termes de qualité de test ou de
ouverture de test.
5.1.2 Autres dénitions néessaires
Cette setion peut apparaître omme un atalogue des onepts de test logiiel. Nous en
sommes onsients mais il est néessaire de aratériser toutes les notions utiles pour la suite et
également de préiser la terminologie utilisée dans e manusrit. Nous rappelons que nous nous
basons essentiellement sur [Mye79℄.
Un as de test orrespond au ouple des valeurs des veteurs d'entrée injetées à la fontion
et de sortie obtenues après exéution de la fontion sous test (si elle-i termine).
Remarque(s) 17
Nous utiliserons aussi le terme de as de test pour désigner les valeurs en entrée déterminées pour
une exéution donnée du programme sous test.
Un ritère de test détermine les objetifs de ouverture des as de test :
 soit un ensemble préis de points ou portions du ode soure de la fontion (pour une
détermination dite struturelle),
 soit un ensemble préis de fontionnalités du logiiel dénies dans la spéiation de la
fontion (pour une détermination dite fontionnelle).
Définition  5.1.1
Soit P une représentation d'un programme sous test et C le ritère de test appliqué. Soit
EC(P ) l'ensemble des éléments de P aratérisé par C et soit E
′
C(P ) l'ensemble des éléments
de P aratérisé par C ouverts lors des diérents as de test. La ouverture de test Couv






Soit P une représentation d'un programme sous test et C le ritère de ouverture. Soit
EC(P ) l'ensemble des éléments de P aratérisé par C. Un ritère C est ouvert par une
méthode de test sur P si tous les éléments de EC(P ) ont une probabilité qC,N (D) d'être
exéuté pour n as de test ave la probabilité qC,N (D) représentant la qualité de test
assoiée.
Un jeu de test est déni omme l'ensemble des as de test suessifs obtenus par une
tehnique de test sur un logiiel donné.
Un objetif de test est un omportement ou un point ritique du ode que l'on herhe à
exéuter, à atteindre.
Définition  5.1.3
Soit P : Def(P ) 7→ CoDom(P ) le programme sous test, S : Def(P ) 7→ CoDom(P ) sa
spéiation, un orale de test ou verdit de test est la fontion de prol
O : CoDom(P ) × CoDom(P ) → {true, false}
telle que :
∀Xi ∈ Def(X),O(P (X), S(X)) = true si et seulement si P (X) = S(X)
ave Xi le veteur des valeurs des variables d'entrée.
Un test exhaustif est la tehnique de test optimale mais non réalisable en réalité : ette
tehnique onsiste à soumettre au programme tous les veteurs de valeurs d'entrée possibles.
Ferguson et Korel distinguent deux types d'approhes quant aux méthodes de test struturel
[FK96℄ :
 les méthodes dites orientées but et
 les méthodes dites orientées hemin.
Une méthode de test orientée hemin est une méthode de test herhant à déterminer des
données de test en vue de ouvrir un hemin (struturel ou fontionnel pour un automate par
exemple) donné de la fontion.
Une méthode de test orientée but est une méthode de test herhant à déterminer des
données de test en vue de ouvrir un point donné de la fontion et e quelque soit le hemin
amenant à atteindre e point.
Pour une méthode orientée hemin, un hemin est séletionné dans le graphe de ot de
ontrle atteignant l'objet ible. En revanhe, pour une méthode orientée but, l'étape de séletion
du hemin atteignant l'objet ible est éliminée.
L'hypothèse d'uniformité onsiste à admettre que toutes les variables d'un sous-domaine
en entrée de la fontion vont donner un même verdit de test. Cela peut être vériée par exemple
par des tehniques statiques d'analyse de ode.
L'instrumentation onsiste en l'ajout d' instrutions de trae dans le ode an de onnaître
les parties du ode ativées par un as de test.
Un hemin manquant aratérise un hemin d'exéution absent de l'implantation d'une
fontion orrespondant à une fontionnalité attendue de la spéiation et par onséquent non
implantée.
Une partie d'implantation d'un programme qui n'est en réalité jamais exéutée est nommée du
ode mort.
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5.2 Cyle en V et niveaux de test
5.2.1 Cyle en V
Le yle de vie d'un logiiel appelé yle en V (f. gure 5.1) regroupe la totalité des opérations
de développement d'un logiiel depuis l'analyse du besoin exprimé dans la spéiation jusqu'à la
réeption du lient.
La oneption, au sens de la norme ISO9001, quant à elle, représente pour nous l'ensemble
des ativités de la branhe desendante du yle en V. La branhe montante du V représente les















Fig. 5.1  Cyle de vie d'un logiiel ou yle en V
Le yle en V est séparé en deux niveaux : les ativités de vériation et les ativités de
validation.
5.2.2 Validation et vériation
La vériation a pour but de démontrer que les produits logiiels issus d'une phase du yle
de développement sont bien onstruits.
De façon générale, les ativités de vériation répondent aux préoupations du développeur :
" Ai-je fait UN bon logiiel ?"
Il s'agit de savoir si le logiiel a bien été onçu d'un point de vue implantation. La vériation
se situe au niveau du onepteur du logiiel. Elle a également pour but de déteter et de rendre
ompte des fautes qui peuvent avoir été introduites au ours des phases préédant la vériation.
L'objet de la vériation est don de s'assurer de la bonne fabriation des diérents éléments et
de leur non défaillane an d'atteindre un niveau de onane satisfaisant.
Les ativités de validation répondent aux préoupations de l'utilisateur :
"Est-e LE bon logiiel ?.
Il s'agit de vérier si le logiiel répond bien aux attentes de l'utilisateur.
La validation orrespond au proessus d'évaluation du logiiel à la n de son développement
pour s'assurer de l'absene de défaillanes et en partiulier de la orrespondane aux spéiations
des besoins. La validation se situe au niveau des attentes de l'utilisateur. Les ativités de validation
s'eetuent à travers l'utilisation de diérentes tehniques de tests ou de preuve qui assurent la
orretion du programme.
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5.2.3 Diérents niveaux d'ativités de test
Nous voyons que des ativités de test se situent à diérents niveaux sur le yle en V du logiiel
(f. gure 5.1).
Test unitaire
Un omposant représente le plus petit programme omportant des spéiations propres
d'un logiiel.
L'ativité de test qui onsiste don à tester indépendamment les diérents éléments qui
omposent un logiiel est nommée le test unitaire.
La problématique assoiée au test unitaire est la suivante :
"Est-e que mon omposant logiiel est bien implanté ?"
Les premiers tests soumis au logiiel ont pour ible les omposants élémentaires de l'appliation à
tester 'est-à-dire haque élément qui ompose le logiiel est testé individuellement. Le test unitaire
fait partie des ativités de vériation et onerne la oneption.
Test d'intégration
L'ativité de test qui onsiste à tester l'agenement des diérents éléments qui omposent un
logiiel est nommée le test d'intégration.
La problématique assoiée au test d'intégration est la suivante :
"Est-e que mes omposants logiiel fontionnent orretement ensemble ?"
Un test d'intégration est un test qui se déroule dans le yle en V après les tests unitaires. Une
fois tous les omposants testés unitairement , eux-i sont regroupés et soumis à un test global.
L'intégration a pour but de valider le fait que toutes les parties développées indépendamment fon-
tionnent bien ensemble. Le test d'intégration onerne les ativités de validation omme d'ailleurs
le test de validation.
Test de validation
L'ativité de test qui onsiste à tester l'ensemble d'un logiiel en vue de valider ses fontion-
nalités est nommée le test de validation. On parle également de test système.
La problématique abordée est ette fois :
"Est-e que mon logiiel fait bien e qu'il devrait faire ?"
Le test de validation permet de vérier si toutes les exigenes lient dérites dans le doument de
spéiation d'un logiiel, érit à partir de la spéiation des besoins, sont bien respetées.
Cette ativité de test termine le yle en V du logiiel.
5.3 Diérentes tehniques de test
Il existe diérentes lasses de méthodes de test de logiiel selon le fait que le programme soit
exéuté ou non pendant le test. Deux de es méthodes sont lairement diéreniées.
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5.3.1 Test statique
La tehnique de test statique introduit n 70 [Fag℄, [Mye78℄ repose sur l'analyse d'un logiiel
sans exéution de son ode. Il s'agit d'eetuer des analyses statiques détaillées du ode soure ou
des spéiations du logiiel à partir des diérents sénarii (les as de test).
Le test statique peut servir à déteter le ode mort et par onséquent les hemins du graphe
infaisables (ou non exéutables) qui en déoulent. Cette méthode n'entraîne auune exéution du
logiiel, tout as de test ainsi que son résultat étant déduit de l'analyse. Cette méthode permet
d'optimiser l'ériture du ode soure en proédant à une fatorisation des éventuels blo d'instru-
tions répétés et don de limiter son nombre d'erreurs.
5.3.2 Test dynamique
Le terme de test est utilisé parfois pour désigner l'ation d'exéuter le logiiel ave des données
d'entrée hoisies an de vérier le omportement par analyse des données de sorties. Ce prinipe
de test, le plus intuitif pour tout programmeur, désigne en réalité une sous-lasse de test : le test
dynamique.
Nous pouvons remarquer dans les préédentes dénitions du test données par l'AFCIQ et par
G. Myers que le terme de test désigne plus préisément le test dynamique ar es deux dénitions
suggèrent une exéution du omposant.
Il s'agit de la tehnique de test par exellene [FK96℄, [GBR00℄, [WMMR05℄. Cette méthode
s'appuie sur des exéutions du programme pour déterminer progressivement un as de test qui
atteint un point donné du logiiel. Ce type de test inlut :
 la séletion des données de test,
 l'ajout éventuel d'instrutions de trae pour suivre le hemin exat d'exéution,
 l'exéution du logiiel sous test
 et l'analyse des résultats.
Il apparaît aussi évident que, puisque le test est diretement lié à l'exéution du programme,
la validité de ette ativité est stritement dépendante des onditions d'environnement du test.
Ces onditions doivent reéter au plus près les onditions normales d'utilisation, autrement dit
l'environnement opérationnel. Les analyseurs dynamiques de ouverture struturelle permettent
de mesurer le pourentage d'objets testés grâe à l'instrumentation. Ils sont assoiés à un analyseur
statique qui permet de générer les graphes d'appel (représentation graphique des interations entre
les diérents omposants d'un logiiel) pour les tests de validation et les graphes de ot de ontrle
ou de ot de données pour les tests unitaires.
5.3.3 Exéution et évaluation symbolique
L'exéution et l'évaluation se trouvent à la frontière des méthodes de test statiques et
dynamiques. L'exéution symbolique est une tehnique qui onstruit un prédiat de hemin et
des expressions symboliques déterminant les valeurs symboliques de sortie en fontion des valeurs
symboliques d'entrée pour un hemin donné. Les valeurs des paramètres formels sont remplaés
par des valeurs symboliques et les instrutions renontrées le long du hemin sont exéutées selon
leur sémantique.
L'exéution symbolique dynamique est une tehnique qui exéute un programme instru-
menté. On obtient ainsi par des données d'entrée réelles, les données réelles de sortie, le hemin
emprunté et l'expression symbolique du alul de hemin assoié.
La méthode d'évaluation symbolique globale onstruit la desription omplète de la
sortie de la fontion en fontion des valeurs symboliques de ses données d'entrée pour la totalité de
la fontion en se basant sur son graphe de ontrle. L'évaluation symbolique globale n'est pas
exlusivement d'une méthode de test, elle est également utilisée pour des tehniques de preuves
74
dont nous ne parlerons pas ii. L'évaluation symbolique a été introduite par James C. King en
1976 [Kin76℄. Elle a fait l'objet de nombreuses études au début des années 80 mais peu d'outils
performants existent réellement [Cow91℄, [CR85℄ ar ette tehnique se prête diilement à une
utilisation industrielle. Elle permet de soumettre des tests plus élaborés que le test dynamique
omme la soumission de tests génériques ave variables. Cette méthode n'est pas lassée de façon
strite et englobe diérents types d'exéutions symboliques.
Illustration 36
Soit la fontion suivante alulant le double du maximum de deux nombres :










L'évaluation symbolique globale de la fontion aratérise deux omportements :
((a > b, x = 2 ∗ a), (a ≤ b, x = 2 ∗ b))
Remarque(s) 18
Pour l'évaluation symbolique globale, la omplexité de mise en plae de la tehnique est d'autant
plus grande que la totalité du programme est évaluée en une seule fois ontrairement à l'exéution
symbolique qui va évaluer la fontion sous test hemin par hemin.
L'évaluation symbolique est utilisée selon trois optiques :
 le debogage et la ompréhension d'un programme par étude du système réupéré,
 l'optimisation, la simpliation ou la spéialisation d'une fontion par fatorisation et for-
malisation du système,
 et l'appliation à la spéiation formelle.
Son ambiguïté entre méthode statique et dynamique s'explique de par son fontionnement. En
eet, le programme est  exéuté  symboliquement par le testeur d'après la sémantique du ode
soure. En d'autres termes, l'analyse statique du ode soure réalisée par le testeur (ou par le
logiiel de test) permet de simuler l'exéution réelle du programme en lui injetant des variables
d'entrées symboliques.
A ause de l'importane de l'analyse de la sémantique, ertains testeurs lassent ette méthode
dans les méthodes statiques alors que d'autres préfèrent distinguer l'évaluation symbolique des
autres méthodes statiques du fait de la simulation d'exéution.
Les méthodes de test sont aussi distinguées selon le ritère hoisi pour orienter les hoix des
données de test. Le hoix de e ritère dépend tout d'abord de la représentation disponible du
logiiel mais aussi du type de défauts que l'on herhe à mettre en évidene. Par exemple, les tests
reposant sur le ode soure du programme ont une très bonne détetion des défauts alulatoires
du logiiel (division par zéro par exemple).
5.4 Tehniques d'analyse
L'analyse permet de faire ressortir les aratéristiques prinipales d'un programme ou de sa
spéiation. Deux tehniques sont distinguées :
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 les tehniques à ritère fontionnel reposant sur la desription des fontionnalités attendues
du programme, en d'autres termes sur sa spéiation,
 les tehniques à ritère struturel reposant sur l'analyse du ode soure du programme, de
son implantation.
5.4.1 Critère fontionnel
Une tehnique de test fontionnel est une tehnique de test dont la détermination des
diérentes données de test repose sur une étude des spéiations de la fontion sous test.
Les tehniques fontionnelles sont depuis un ertain temps privilégiées pour la génération au-
tomatique de as de test omme pour [ABC
+
02℄, [OB88℄, [DF93℄, [MA00℄, . . . .
En eet, le test fontionnel permet, ontrairement au test struturel qui reste très onret,
de hoisir un niveau d'abstration de la fontion à travers le niveau d'abstration de la spéiation.
Dans e type de tehniques de test, l'aspet implantation n'est pas analysé pour déterminer
les données de test, seul l'aspet spéiation du programme l'est. Le programme est testé à
travers ses interfaes et la séletion des jeux de test va s'eetuer à partir des douments de
spéiation et de oneption. L'idée est de vérier le omportement réel du logiiel par rapport
à son omportement spéié. Les entrées, les sorties et leur relation sont étudiées. Le prinipe est
de s'appuyer sur la spéiation pour dénir une partition sur l'espae des entrées dénies par la
spéiation. Il s'agit de herher la partition la plus ne possible de et espae 'est-à-dire le
plus petit sous-domaine omportant l'ensemble des valeurs des variables d'entrée provoquant un
omportement donné. Pour haque partition, une valeur d'entrée ainsi que la sortie orrespon-
dante (onnue ou aratérisée d'après les spéiations) peuvent être séletionnées par hasard ou
séletionnées plus ou moins près des bords du domaine an de vérier le respet de la spéiation.
Une tehnique usuelle est de s'intéresser aux valeurs limites de haque sous-domaine selon
l'hypothèse que es valeurs sont fortement pathogènes [LW90℄, [LPU02℄, [BDL06℄.
Les méthodes fontionnelles évitent les problèmes d'analyse provoqués par le test struturel. Les
tests fontionnels semblent être les tests les plus près de la démarhe naturelle des programmeurs.
Illustration 37
Un exemple est elui d'un développeur qui vient d'érire une fontion alulant la valeur absolue
d'un entier. Le premier test intuitif est d'exéuter la dite fontion ave une valeur en entrée négative
puis ave une valeur en entrée positive et de vérier la validité du résultat. En eet, la spéiation
du programme permet de déduire le omportement attendu du programme en fontion du variables
d'entrée (ii la valeur absolue d'un entier) et l'exéution permet d'en vérier la orrespondane.
Le défaut des tests fontionnels est le manque de justiation de la représentativité des dif-
férents as de test 'est-à-dire l'absene de l'hypothèse d'uniformité. Si toutes les données d'un
logiiel ne peuvent pas être testées, seules ertaines données dans les diérents domaines sont
testées. Dans un tel as, l'hypothèse d'uniformité est néessaire pour onsidérer les tests omme
susants. De plus, le test fontionnel ne permet pas toujours de mettre en avant toutes les erreurs
issues de l'implantation, e à quoi peut répondre le test struturel.
5.4.2 Critère struturel
Une tehnique de test struturel est une tehnique de test dont la détermination des
diérents as de test repose sur une étude de la struture interne de la fontion sous test i.e. sur
son implantation.
Les tehniques de test struturel, quant à elles, ont pour objetif d'atteindre une ouverture
omplète de ertains objets du ode soure de la fontion sous test.
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Test orienté ot de ontrle
Pour le test orienté ot de ontrle, il s'agit de ouvrir les n÷uds, les ars et les hemins du
graphe de ontrle représentant respetivement les instrutions, les branhements ou les hemins
d'exéution du ode soure [GBR00℄, [GDGM01℄, [Meu01℄, [WMM04a℄.
Illustration 38
En prenant l'exemple de la fontion suivante :




5. if (x !=1)
6. x=2*x;
7. }
Pour le ritère des instrutions, il s'agit de tester au moins une fois toutes les instrutions simples
(pas de saut, de onditionnelle, . . . ) soit de ouvrir les lignes 4  x=1-x;  et 6  x=2*x; . Un
test est susant ave la valeur -3 par exemple en entrée.
Pour le ritère des branhements, il s'agit pour les expressions des instrutions onditionnelles
 (x<0)  et  (x!=1)  de les exerer vériées et non vériées. Deux tests susent ave les
valeurs -3 et 1 en entrée.
Pour le ritère des hemins, ela orrespond aux as où les deux onditions sont fausses, vraies,
la première seulement est vraie et enn seulement la seonde. Seuls trois de es hemins sont
exéutables. Le hemin orrespondant à la vériation de  (x<0)  suivi après l'aetation 
x=1-x; de la non vériation de  (x!=1)  est un hemin infaisable : en eet son prédiat de
hemin orrespond à un système de ontraintes insatisable. Trois tests permettent de ouvrir es
trois hemins ave en entrée -3, 1 et 4 par exemple.
Test orienté ot de données
Pour le test orienté ot de données, les ritères (f. [RW85℄) s'intéressent à la ouverture
des relations entre les dénitions et les utilisations d'une variable. Le graphe de ot de données
orrespond au graphe de ontrle de la fontion dont les n÷uds sont annotés des dénitions et
utilisations des diérentes variables de la fontion. La onstrution d'un jeu de test respetant
es ritères n'est pas toujours possible et est indéidable dans le as général. Les travaux de
[HFGO94℄ ont pour but de omparer l'eaité des ritères ot de données et ot de ontrle.
Selon ses expérimentations, l'eaité des ritères est équivalent et l'utilisation omplémentaire
des deux types de ritères permet d'améliorer l'eaité des tests. Notons que le ritère orienté
ot de ontrle tous-les-hemins reste le ritère le plus rigoureux des ritères struturels et que
son appliation possède une eaité au moins égale aux ritères ots de données.
Test mutationnel
Le test mutationnel est une tehnique indirete pour séletionner ou évaluer une suite de
tests pertinente. Cette tehnique a été introduite par DeMillo [DLS78℄ et par Outt lors de es
travaux de thèse. Le sore de mutation (nombre de mutants tués sur nombre total de mutants
non-équivalents) est une mesure de qualité de la suite de test et don de la qualité du logiiel.
L'étude empirique de [ABL05℄ montre l'eaité des suites de test générées par des tehniques
mutationnelles omme [BHJT00℄, [OAL06℄ ou enore [OVP℄. La abilité de ette approhe dépend
du hoix des opérateurs de mutation et de leur adéquation ave les erreurs réelles de la fontion sous
test. Le nombre et la répartition des mutants générés ainsi que la présene de mutants équivalents
(i.e. ayant le même omportement que la fontion sans erreur injetée) rend la méthode très
oûteuse en temps d'exéution et de réalisation des tests. Le test mutationnel a donné lieu à de
nombreuses publiations que e soit des études empiriques omme [Won93℄ ou pour la réation de
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nouveaux opérateurs de mutation. Cette tehnique reste prinipalement utilisée pour évaluer ou
omparer des méthodes de séletion de as de test.
Objetifs
Le but est de s'assurer que la totalité des diérentes exéutions possibles (ou un nombre maxi-
mal ) du logiiel a été explorée. L'avantage apparent des méthodes struturelles est de ne pas avoir
besoin des spéiations. Cependant les spéiations restent néessaires pour l'orale. En eet, le
omportement du omposant à l'exéution peut être déduit après le test mais rien ne montre que
e omportement d'exéution est onforme au omportement exposé dans les spéiations. La
oneption d'un orale n'est pas totalement éartée pour e type de test, il sut de le déduire par
l'analyse des spéiations, si elles sont disponibles. De plus, une méthode struturelle ne garantit
pas la détetion des hemins manquants possibles [GG75℄ de la fontion.
Dans toutes les stratégies de test struturel étudiées, le but est de maximiser le rapport
entre le nombre d'objets testés et le nombre des objets onernés par le ritère de test hoisi
('est-à-dire de maximiser la ouverture de test). Pour ela, diérentes stratégies de hoix des as
de test ont été mises en plae.
Comme nous l'avons déjà dit, des ritères struturels, le ritère tous-les-hemins hemins de-
mande le plus grand nombre de tests et possède don également la plus grande hane, statistique-
ment, de déteter un bogue. De plus, l'appliation de e ritère rigoureux permet de mieux justier
l'hypothèse d'uniformité. En pratique, les tehniques de test struturel, en partiulier ave le ri-
tère des hemins, ne permettent d'atteindre que très rarement une ouverture omplète des objets
à tester. Cela s'explique par la omplexité et le nombre de aluls néessaires pour déterminer les
valeurs en entrée permettant d'exéuter haque hemin.
5.5 Diérentes stratégies pour déterminer les données de test
Un des meilleurs moyens pour atteindre un niveau de onane satisfaisant serait de pouvoir
séletionner des as de tests ayant le maximum de hanes de déteter des défauts éventuels du
produit logiiel sous test. Ce point est diile et il faut aussi hoisir le ou les tests selon des
ontraintes de oûts et de temps. La suite de e hapitre explique diérentes tehniques de test
proposées dans e but et leurs aratéristiques.
Illustration 39
Étudions deux stratégies de test appliquées à une fontion alulant la somme de deux nombres :
 une simple exéution du logiiel permet de vérier si la sortie orrespond au bon résultat
pour un niveau de onane bas (as où la fontion n'est pas jugée importante),
 une exéution pour haque ombinaison possible d'entrées permet d'atteindre un niveau
de onane maximal (pour une fontion jugée omme primordiale). Ce type de test est
exhaustif (toutes les entrées sont testées) mais n'est possible que lorsque les domaines des
valeurs d'entrées ont un nombre ni d'éléments de taille raisonnable. Pour le as de deux
entrées entières le nombre de ombinaisons s'élève à 232 ∗ 232.
Diérentes stratégies de hoix de as de test peuvent aussi être distinguées selon la règle
de séletion utilisée sur les valeurs des variables d'entrée. Du hoix aléatoire des valeurs à
l'élaboration de règles statistiques en passant par l'utilisation de règles ombinatoires, la stratégie
de séletion des as de test peut-être très variée et dépend le plus souvent des domaines des
valeurs des variables d'entrées et du graphe de ontrle du programme. Auune stratégie n'est
onsidérée omme la plus able dans tous les as, haune possède ses avantages et inonvénients,
tout réside dans la justiation du hoix. Le problème prinipal étant de trouver la bonne
ombinaison entre le ritère et la stratégie de test an de déteter le maximum de défauts. Il est
diile de omparer sur e plan test struturel et test fontionnel par exemple. De plus, même si
une tehnique nous paraît très eae, il se peut que elle soit infaisable dans e ontexte de test
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(données manquantes, méthode trop oûteuse,. . . ) dans e as, on quantiera la ouverture des
tests eetués.
5.5.1 Test exhaustif
Le test idéal est et restera le test exhaustif. Cependant elui-i n'est pas toujours possible.
Ainsi, si haque ombinaison donne un résultat orret et ave une hypothèse justiable de
déterminisme sur le programme sous test, la preuve de la orretion du programme est faite. Il
est faile de voir que le nombre de ombinaisons possibles peut être très grand, le test exhaustif
devenant alors long, fastidieux voire impossible dans ertains as.
L'idée est don de limiter les as de test à un nombre moindre selon un ritère donné an
de maximiser la détetion d'éventuels défauts. Les ritères de séletion se justient selon deux
hypothèse : la lasse d'équivalene ou l'hypothèse d'uniformité.
5.5.2 Stratégie aléatoire
Il s'agit d'une stratégie statistique répondant à une loi uniforme.
Comme son nom l'indique, le test aléatoire onsiste à injeter  au hasard  diérentes valeurs
aux variables d'entrée du programme à étudier. Le omposant est exéuté ave des données hoisies
aléatoirement dans le domaine de dénition de la fontion. La quasi totalité des fontions vont
avoir des traitements diérents selon les valeurs des variables d'entrées. La justiation de ette
tehnique réside sur la faible probabilité du programme de s'exéuter selon le même traitement
tout au long de l'analyse e qui orrespondrait à une suession de tests ave des valeurs d'entrées
similaires. Ainsi, plus le nombre de as de test est grand, plus le pourentage d'objets testés est
onsidéré omme élevé [GDGM01℄. Le problème prinipal étant qu'il faut un très grand nombre
de tests pour espérer tester tous les traitements possibles et que ertains d'entre eux seront testés
plusieurs fois alors que le test d'autres traitements seront testés plus tard (si on arrive à les
atteindre).
5.5.3 Stratégie statistique
Le prinipe du test statistique [GDGM01℄, [TFW91℄ est dérivé de la génération de as de test
aléatoire. Il s'agit de ouvrir en priorité les éléments de probabilité minimale dénis par un ritère
de test donné fontionnel ou struturel. Des éléments de probabilité minimale sont les éléments
ayant statistiquement le moins de hane d'être ouverts. Dans [TFW91℄, la détermination des
éléments de probabilité minimale est manuelle et dans [GDGM01℄, elle est automatique.
Il s'agit don d'une stratégie aléatoire orientée.
5.5.4 Stratégie ombinatoire
Le ritère de test ombinatoire ou model-based [CDFP97℄ s'applique aux programmes (ou
aux spéiations) ayant des variables d'entrée qui prennent leurs valeurs dans des domaines
disrets et assez petits. L'exemple typique est un programme où toutes les variables d'entrée sont
de type booléen. Pour et exemple, le test exhaustif est possible sauf pour un très grand nombre
de variables d'entrée. La génération des as de test est alors failité par onstrution de toutes les
ombinaisons légitimes des valeurs d'entrée [GMSB96℄. Le test ombinatoire garantit la détetion
de toute erreur qui dépend d'une ertaine ombinaison de valeurs d'un sous-ensemble de 1 à n
variables d'entrée du programme ou de sa spéiation. Le test sera don fait ave toutes les




Plus la omplexité d'un ode est grande en termes de nombre de lignes et de nombre de strutures
onditionnelles et répétitives, plus la probabilité pour elui-i de ontenir des erreurs est élevée.
Atteindre un niveau de onane satisfaisant ne signie pas avoir établi formellement la orretion
du produit logiiel. En eet, si le test ne détete auune anomalie, rien ne prouve qu'un test plus
élaboré n'en déouvrira pas.
Nous reprenons la itation bien onnue et aeptée dans la ommunauté du test de E. W.
Dijkstra extrait de "Notes On Strutured Programming" en 1970 :
"Program testing an be used to show the presene of bugs, but never to show their absene"
Il faut en partiulier éviter une mauvaise utilisation de la stratégie de test qui onsisterait à
hoisir des tests uniquement pour illustrer le bon fontionnement du produit logiiel. De plus, pour
des parties ruiales de ertains logiiels ritiques, il peut être judiieux de suivre des méthodes
de preuve en omplément des méthodes de tests [DGM93℄. Les méthodes de test fontionnelles et
struturelles sont omplémentaires : haune ouvre un type d'anomalies spéiques et auune ne
peut don être jugée omme étant la plus performante. Il est important de noter que, puisque le
test n'est qu'un outil de validation partielle, il n'est pas question de dégager une préférene pour
une méthode de test plutt qu'une autre. Seule une étude et une bonne évaluation du problème
orientent le hoix de la tehnique de test.
Dans ette partie, nous avons posé les bases néessaires à la leture de e manusrit
en dénissant ou redénissant tous les onepts utiles.
Nous avons ainsi préisé toutes les notions jugées importantes en e qui onerne le
langage C, la modélisation proposée des fontions par notre langage de spéiation,
la notion de graphe de ot de ontrle d'une fontion et pour nir les notions et la
terminologie du test de logiiel utilisée dans e manusrit.
Toutes les briques prinipales ayant été posées, nous allons pouvoir aborder dans




Génération de as de test unitaires
struturels
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Cette partie est onsarée aux méthodes de test unitaire à ritère struturel.
Ce type de tehniques onerne la méthode de test unitaire PathCrawler présentée
dans e manusrit.
En quelques mots, la méthode PathCrawler est une méthode de génération de as
de test unitaire dynamique et itérative appliquant le ritère struturel des hemins
et destinée aux langages impératifs séquentiels et en partiulier au langage C pour
lequel un prototype a été implanté.
Dans un premier hapitre, nous allons présenter le problème général de la génération
automatique de as de test struturel et dresser un panorama de quelques tehniques
de test hoisies pour leur similitude ave PathCrawler ou pour illustrer ertaines
diultés des méthodes struturelles.
Le hapitre suivant s'attardera sur la méthode PathCrawler, méthode qui a été
initialement proposée dans le adre de mon stage de D.E.A. [Mou03℄ et qui a été
mûri et améliorée depuis. Nous y détaillerons son prinipe de base, ses prinipales
aratéristiques ainsi que son fontionnement détaillé.
Le hapitre suivant permettra d'illustrer ette méthode en déroulant son appliation
sur une fontion C de tri fusion merge e qui permettra de mettre ainsi en avant les
points forts de la méthode.
Enn, un dernier hapitre dressera un bilan de la méthode et permettra de justier
pourquoi nous avons hoisi de remplaer le traitement "inlining" des fontions ap-





Dans e hapitre, nous allons présenter d'une part la méthode lassique utilisée pour la gé-
nération automatique de as de test struturel (ATDG
1
) ainsi que les problèmes renontrés lors
de sa mise en plae. Ensuite, nous dresserons un rapide panorama de quelques travaux existants
hoisis soit pour leur solution proposée aux problèmes d'ATDG soit pour leurs similitudes ave
notre propre méthode de test.
6.1 Problème de la génération automatique de as de test
struturel
Commençons tout d'abord par présenter la méthode lassique de génération automatique des
as de test pour l'appliation d'un ritère struturel.
6.1.1 Méthode lassique
La méthode ourante pour la génération automatique des as de test ou ATDG est omposée
de six étapes prinipales représentées et numérotées dans la gure 6.1.
1. Tout d'abord, via une analyse statique du ode soure de la fontion sous test, le graphe de
ot de ontrle (CFG) est onstruit. Cette étape est représentée par la partie grisée de la
gure 6.1.
2. A partir de e CFG et du ritère struturel appliqué, l'ensemble des objets du graphe à
atteindre est déterminé.
3. On séletionne tout d'abord un premier objet à ouvrir. Il s'agit ensuite de séletionner un
hemin du CFG atteignant e point (pour une méthode dite orientée hemin) ou l'ensemble
des hemins atteignant e point (pour une méthode dite orientée but).
4. A partir de e ou es hemins, on détermine alors le(s) prédiat(s) de hemin assoié(s)
vérié(s) par toute donnée de test atteignant l'objet à ouvrir si elui-i est atteignable.
5. On reherhe ensuite des données de test satisfaisant e prédiat de hemin.
6. Dès qu'un objet du CFG est ouvert, un nouvel objet est séletionné parmi eux restants à
ouvrir et les phases 3 à 5 sont répétées jusqu'au taux de ouverture désiré.
Illustration 40
Prenons, omme exemple, la fontion C getmid qui retourne la valeur intermédiaire de trois entiers
passés en arguments dont le ode se trouve dans la gure 6.2. Pour alléger notre exemple, nous ne
réérirons pas les onditions des strutures onditionnelles : nous avons hoisi de les annoter sous
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Fig. 6.1  Déroulement de la méthode struturelle lassique
la forme ci (dont la orrespondane est expliitée dans le ode soure de la fontion) et tel que
ci+1 = ¬ci pour i impair ∈ [1..11].
Tout d'abord, ette fontion est soumise à une analyse statique an de réupérer et onstruire
le CFG orrespondant présenté dans la gure 6.3.
Si nous hoisissons le ritère des branhements, il faut tester haque ondition au moins une
fois omme étant vériée et non vériée. Les 4 séquenes de hemin suivantes :
1. (e, b1, c1, b2, c3, b5, b7, b8, c8, b15, s),
2. (e, b1, c1, b2, c4, b3, c6, b6, b7, b8, c7, b9, c9, b12, b14, b15, s),
3. (e, b1, c1, b2, c4, b3, c5, b4, b6, b7, b8, c7, b9, c10, b10, c12, b13, b14, b15, s) et
4. (e, b1, c2, b8, c7, b9, c10, b10, c11, b11, b13, b14, b15, s)
permettent par exemple de ouvrir la totalité des branhements.
Si nous hoisissons un ritère plus exigeant, elui des hemins, il faut tester toutes les exéutions
possibles soit toutes les suessions possibles des diérents ars du graphe, e qui onstitue au total
16 hemins dans le graphe soit 16 as de tests diérents.
L'exemple est plutt simple ii ar la fontion de la gure 6.2 ne omporte que 6 instrutions
onditionnelles. De plus, nous nous sommes limités uniquement à la détermination de l'ensemble
des objets à ouvrir (étape 2 de la gure 6.1). Cependant, il reste à déterminer les prédiats de
hemin, de vérier la satisabilité de eux-i pour, dans le as positif, déterminer les données de
test assoiées et dans le as négatif (objet non atteignable) de reommener es étapes pour un
autre objet à ouvrir. Nous allons voir dans la setion suivante la diulté de mises en ÷uvre de
es étapes.
6.1.2 Les prinipaux problèmes
Pour des fontions plus réalistes, les méthodes d'ATDG se heurtent à de nombreux problèmes
que nous allons présenter en dépliant toutes les étapes de la méthode lassique.
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1 int getmid(int x1 , int x2 , int x3)
2 { int mid;
3 mid = x3;
4 if (x2 < x3) /* 1 = (x2 <x3) et 2=(x2 >=x3) */
5 { if (x1 < x2) /* 3 */
6 mid = x2;
7 else
8 if (x1 < x3) /* 5 */
9 mid = x1;
10 }
11 if (x2 >=x3) /* 7 */
12 { if (x1 > x2) /* 9 */
13 mid = x2;
14 else
15 if (x1 > x3) /* 11 */





































Fig. 6.3  Graphe(getmid)
L'explosion ombinatoire des hemins
Un des problèmes propres au test struturel apparaissant rapidement est le problème de la
ombinatoire des hemins. Ce problème n'est pas lié à la génération des as de test mais onerne
l'appliation de ritère de test struturel. Cela s'explique failement du fait qu'un ritère de test
fort exige un nombre élevé de as de test.
Même ave une fontion simple omme la fontion getmid, nous nous aperevons que l'appliation
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d'un ritère struturel entraîne un nombre de tests élevé en partiulier, pour le ritère des hemins.
En eet, e ritère demande un grand nombre de as de test du fait que le nombre de hemins
roît de façon exponentielle en terme des instrutions onditionnelles ou répétitives présentes dans
le ode soure de la fontion sous test. Pour ette raison, le ritère des hemins, malgré le haut
niveau de onane qu'il proure, est en réalité peu appliqué pour le test et e, même pour des
systèmes jugés ritiques.
Calul des prédiats de hemins ave alias
Une fois un hemin ou un ensemble de hemins atteignant l'objet à ouvrir identié, il
s'agit de déterminer les données de test orrespondantes. Pour ela, une phase néessaire est la
détermination du (ou des) prédiat(s) de hemin assoié(s).
Pour le alul du prédiat de hemin à partir du hemin ible, il faut substituer les variables du
hemin par leur valeur symbolique 'est-à-dire par leur expression en fontion des valeurs initiales
des variables d'entrée. Il faut alors pouvoir identier la valeur symbolique d'une variable à haque
instant de l'exéution, valeur qui est diretement liée au hemin d'exéution suivi. La diulté
survient ave la gestion des données struturées et/ou des pointeurs, en partiulier ave la gestion
des variables synonymes ou alias.
Illustration 41






6. /* .... */
A la ligne 3, nous avons la réation de deux hemins d'aès équivalents : &tab[1℄+2 et pt qui
représentent aussi le hemin d'aès &tab+3. L'instrution de la ligne 4 est équivalente à l'instru-
tion *(&tab+3+1)=5; ou enore à l'aetation tab[4℄=5;. Ainsi, l'expression de la ligne 5 est
toujours vériée.
La méthode simple de substitution de alul de prédiat de hemin omme expliquée dans la
gure 4.6 du hapitre 4 va assoier à e hemin la ontrainte PC = (tab[4] = 5) e qui signie que
la orrespondane entre *(pt+1) et tab[4℄ n'est pas identiée.
La méthode simple de substitution de alul de prédiat est insusante en présene de poin-
teurs. Deux optiques sont alors envisageables.
On peut utiliser des tehniques de substitution plus élaborées 'est-à-dire prenant en ompte à
haque instant du ode une modélisation exate de la mémoire pour permettre la prise en ompte
eae et exate des alias omme pour notre méthode de test expliquée dans la setion 7.3.1. On
peut aussi proéder à un renommage des variables de la fontion à haque nouvelle dénition pour
la mise en plae d'une mise sous forme statique à assignation unique omme dans [GBR00℄ par
exemple. Il s'agit là, de la stratégie la plus souvent adoptée que nous verrons plus en détails un
peu plus tard dans la setion 6.2.1.
Détetion des hemins infaisables
Une fois le (ou les) prédiat(s) de hemin déterminé(s), il s'agit de résoudre le(s) système(s) de
ontraintes assoié(s) à es prédiats dont toute solution onstitue une donnée de test atteignant
l'objet à ouvrir.
Le problème onerne alors la résolution de es systèmes de ontraintes et en partiulier
la détetion de leur insatisabilité. Pour montrer qu'un hemin est infaisable, il faut montrer
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l'insatisabilité de la onjontion des ontraintes de son prédiat. Ce problème est indéidable
dans le as général et dans le meilleur des as, NP-omplet pour des ontraintes sur des variables
prenant leurs valeurs dans des domaines disrets [JM94℄ 'est-à-dire pour le langage C, tous les
domaines de types entiers C.
Nous rappelons que si un prédiat de hemin orrespond à un système de ontraintes
insatisable alors le hemin qu'il modélise est dit infaisable.
Illustration 42
Reprenons l'exemple préédent 40 ave la fontion getmid de la gure 6.2. Ave les mêmes sé-
quenes de hemins hoisies pour ouvrir le ritère des branhements, nous obtenons les prédiats
suivants :
1. (x2 < x3) ∧ (x1 < x2) ∧ (x2 < x3),
2. (x2 < x3) ∧ (x1 ≥ x2) ∧ (x1 ≥ x3) ∧ (x2 ≥ x3) ∧ (x1 > x2),
3. (x2 < x3) ∧ (x1 ≥ x2) ∧ (x1 < x3) ∧ (x2 ≥ x3) ∧ (x1 ≤ x2) ∧ (x1 > x3) et
4. (x2 ≥ x3) ∧ (x2 ≥ x3) ∧ (x1 ≤ x2) ∧ (x1 ≥ x3).
L'insatisabilité des systèmes de ontraintes est immédiate pour les prédiats 2 et 3 dans la mesure
où ils ontiennent deux ontraintes ontraditoires. Les deux autres prédiats (1 et 4) orrespondent
quant à eux à des systèmes de ontraintes satisables e qui signie que des données d'entrée
peuvent être déterminées pour ouvrir es deux hemins.
L'exemple est simple ii mais généralement, devant la omplexité des expressions algébriques
manipulées, la détetion de hemins infaisables peut failement rendre la méthode inutilisable.
Traitement des strutures répétitives
Nous pouvons donner omme autre exemple d'instane de hemin infaisable le as où le nombre
maximal d'itérations pour une struture répétitive est indéterminable. Pour e as, le problème
des hemins infaisables est lié à un autre problème : elui du traitement des strutures répétitives
omme la struture While présentée dans le hapitre 2 dans la setion 2.3.4 et les strutures
répétitives ForDo et DoWhile présentée en annexe A dans la setion A.2. Nous en distinguons
deux lasses :
 elles à nombre xe d'itérations et
 elles à nombre variable d'itérations.
Une struture répétitive à nombre xe d'itérations est une struture répétitive à
nombre onstant de passages dans le orps de la struture.
Une struture répétitive à nombre d'itérations variable est une struture répétitive
dont le nombre de passages dépend des valeurs des variables de la fontion.
Il est également possible de renontrer une struture répétitive innie quand le nombre de
passages est inni dans le orps de la struture répétitive (exemple d'une struture répétitive
while(1)) 'est-à-dire en as de non terminaison. De plus en présene de variables dynamiques,
nous entendons toutes les variables du ode qui sont allouées ou libérées dynamiquement, le
problème de gestion des alias augmente par la possible réation d'une innité d'alias en as de
présene d'une alloation dynamique d'une variable de type pointeur dans une struture répétitive.
En e qui onerne les strutures répétitives ave l'appliation du ritère struturel des hemins,
diérentes optiques sont adoptées :
1. Une première optique, la moins rigoureuse, onsiste à ouvrir la fontion ave un as de test
orrespondant à auune itération dans la struture répétitive et un as de test orrespondant
à au moins une itération dans la struture répétitive. Cette stratégie est assez simple à mettre
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en plae mais proure un niveau de onane trop faible dans la mesure où un seul as de
test entraînant au moins une itération de la struture répétitive ne peut garantir que ette
struture est valide pour l'ensemble de ses itérations.
2. Une seonde optique, la plus rigoureuse, onsiste quant à elle à ouvrir toutes les itérations
possibles de la struture répétitive. Le problème étant alors la diulté d'appliation d'une
telle stratégie en présene d'une fontion ontenant de multiples strutures répétitives (le
nombre de as de test à eetuer roit exponentiellement) et la possible présene de strutures
répétitives innies.
3. Une autre optique, onsiste à ouvrir uniquement les hemins de longueur bornée, on parle
du ritère des hemins-longn
2
ave n la longueur totale maximale des hemins ouverts
[Gou04℄. La diulté étant ii de déterminer la longueur n susante. On se rend ompte
que le nombre d'itérations ouvertes dans la boule dépend de la omplexité du programme
ave l'hypothèse que plus un programme est omplexe, plus ses hemins d'exéution sont
d'une longueur élevée. Cette limitation de la longueur totale des hemins ouverts borne
indiretement le nombre d'itérations des strutures répétitives des hemins.
4. Enn, la dernière optique, propose de tester toutes les itérations de la struture répétitive au
nombre inférieur ou égal à k (le plus souvent xé par l'utilisateur). Ce ritère restreint don
la ouverture aux hemins ontenant au plus k itérations par struture répétitive y ompris
en présene de strutures répétitives imbriquées. Cette dernière solution est elle adoptée
fréquemment. Cette restrition du ritère struturel des hemins se nomme le ritère des
k-hemins et possède un niveau de rigueur supérieur à la première optique présentée pour
tout k > 1 et peut-être appliquée à des odes réalistes en adaptant la valeur de k. Rien ne
garantit ependant qu'une erreur ne soit pas présente à partir de la k+ 1eme itération de la
struture répétitive. Ainsi, pour appliquer e ritère, il faut pouvoir justier que e nombre
de passages est faisable et susant pour déteter les éventuelles erreurs du programme, si
elles existent e que l'on désigner par l'hypothèse de régularité.
6.2 Travaux de reherhe antérieurs
Dans ette setion, nous allons ommener par présenter quelques travaux répondant aux
problèmes de l'ATDG préédemment présentés et en partiulier au problème traitant de l'analyse
syntaxique du ode des fontions.
Ensuite, nous allons dresser un rapide panorama non exhaustif de tehniques existantes
d'ATDG. Nous avons hoisi de présenter diérentes méthodes d'ATDG pour leurs similitudes
ave notre propre tehnique de génération de as de test struturel unitaire.
6.2.1 Forme SSA
Un moyen renontré pour simplier la détermination des prédiats de hemin ('est-à-dire la
tradution des instrutions du hemin en terme de ontraintes exprimées sur les valeurs initiales
des variables d'entrée de la fontion sous test) est une mise sous forme statique à assignation
unique (SSA) du omposant sous test [CFK
+
91℄ omme dans [GBR00℄,[SD01℄.
2
S. D. Gouraud nomme e ritère le ritère des n-hemins mais pour éviter toute ambiguïté ave le ritère des
k-hemins, nous avons déidé d'utiliser une autre terminologie.
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Définition  6.2.1
La forme SSA est une version équivalente, sémantiquement parlant, d'une fontion où
haque variable possède une dénition unique et dans laquelle haque utilisation d'une va-
riable fait référene à une dénition unique.
La mise sous en forme SSA onsiste à renommer une variable dès que elle-i est redénie.
Ainsi, plus auune ambiguïté ne repose sur les valeurs des variables. Les instanes de variables
peuvent être vues omme des variables à valeur unique tout omme des variables logiques. Cette
modélisation simplie le alul des dépendanes lors de l'analyse du programme, assure l'uniité
des dénitions et permet la ommutativité des instrutions à partir du moment où les dénitions
de variables ne sont pas dépendantes du ot de ontrle de la fontion ('est-à-dire hors présene de
struture onditionnelle et/ou répétitive). Chaque variable étant renommée à haque redénition,
l'ordre des instrutions devient sans importane, les instrutions sont ommutatives. Ainsi, les
instrutions sont vues omme des ontraintes et sont indépendantes du hemin du graphe de
ontrle.
1 int fontion (int x)
2 {
3 int a,b ;
4 a=12 ;/* définition de a*/
5 b=3*a;/* définition de b*/
6 b=b+2;/* définition de b*/
7 a=x*b;/* définition de a*/
8 return(a);
9 }
Fig. 6.4  Fontion avant mise sous forme SSA
Illustration 43
Dans la gure 6.4, la variable a prend suessivement les valeurs 12 puis la valeur de l'expression
x*b. De même, la variable b prend la valeur de l'expression 3*a puis la valeur de l'expression
b+2. La valeur des variables a, b dépend don de la ligne d'instrution onsidérée dans le ode.
Après la mise sous forme SSA de la gure 6.5, plus auune onfusion n'est possible : la variable
a1 vaut 12, a2 vaut la valeur de l'expression x0*b1, b1 vaut l'expression 3*a1 et la variable b2
vaut la valeur de l'expression b1+2.
1 int fontion (int x0)
2 {
3 int a0 ,b0 ;
4 a1 =12 ;





Fig. 6.5  Fontion après mise sous forme SSA
Tout d'abord, le nom des valeurs initiales des variables sont indiées de la valeur zéro. Hors
présene de struturelle onditionnelle et/ou répétitive, le ode soure est analysé séquentiellement
et à haque dénition de variable, le nom de ette variable est indié de l'indie de sa valeur ourante
plus un et à haque utilisation de variable, le nom de elle-i est indié de l'indie de sa valeur
ourante. Par ette tehnique, la valeur d'une variable peut être onnue pour un hemin donné
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mais ela introduit de nombreuses variables supplémentaires qui ne simplient pas le problème du
traitement des alias.
L'uniité des dénitions n'est pas aussi simple dès que le ode soure de la fontion ontient
des strutures répétitives et/ou onditionnelles introduisant de nouveaux ots de ontrle.
1 void fontion (int x)
2 {









Fig. 6.6  Autre fontion avant mise sous forme SSA
Illustration 44
Si nous regardons la gure 6.6, la valeur de la variable a à la ligne 10 est dépendante de la
vériation de la struture onditionnelle 'est-à-dire orrespond soit à la valeur de l'expression
symbolique 2*x soit à 2*3*12.
Ainsi, lors de la présene de strutures de ontrle, des assignations partiulières sont mises
en plae par l'introdution de phi-fontions [CFK
+
91℄ retournant l'ensemble des valeurs ourantes
possibles d'une variable à un point du ode donné selon le ot de ontrle préédemment suivi.
Ces fontions sont utilisées quand une dénition de variable et don son renommage dépend du
hemin suivi.
Illustration 45
Reprenons la gure 6.6, sa mise sous forme SSA ave utilisation des phi-fontions est ontenue
dans la gure 6.7. La fontion spéiale phi-fontion(a2,a3) utilisée dans la setion 6.7 renvoie
l'instane de la variable a dépendante de la vériation de la struture onditionnelle.
1 void fontion (int x1)
2 {
3 int a,b ;
4 a1=12 ;
5 b1=3* a1;




10 a4=2*phi -fontion (a2 ,a3);
11 }
Fig. 6.7  Seonde fontion après mise sous forme SSA
6.2.2 Méthode points-to analysis
Pour la gestion des pointeurs (f. setion 2.5.3), la méthode "points-to analysis" de Emami,
Ghiya et Hendren [EGH94℄ est très souvent utilisée omme dans [GBR00℄. Cette méthode alule
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un sur-ensemble de relations de pointages i.e. toutes les variables pouvant être pointées. La nature
de haque pointage est prise en ompte ou sens "relation de pointage ertaine" et "relation de
pointage probable". En eet, selon le hemin d'exéution suivi, un pointeur peut faire référene
à diérentes variables si sa relation de pointage est dénie dans une struture onditionnelle ou
répétitive du langage C. Dans un tel as, la relation de pointage est diretement dépendante du
ot de ontrle suivi lors de l'exéution de la fontion.














15 p3=&y; /* point B*/
16 }
17 p1=&z; /* point C*/
18 }
Fig. 6.8  Fontion exemple pour la méthode points-to
Les relations de pointage ertaines sont notées (p, q,D) e qui signie que la variable p pointe
sur la variable q. Les relations de pointage possibles sont notées quant à elles (p, q, P ) 'est-à-dire
que p peut pointer sur q. D dénote don une relation de pointage ertaine et P une relation de
pointage probable.
Illustration 46
Étudions le as de la gure 6.8 aux points A, B, C du ode. Les relations de pointages sont liées
au ot de ontrle de la fontion suivi à l'exéution. L'appliation de la méthode points-to aux
diérents points de la fontion nous donne :
 A : (p1, x,D), (p2, y,D), (p3, z,D)
 B : (p1, x,D), (p2, z,D), (p3, y,D)
 C : (p1, z,D), (p2, y, P ), (p3, z, P ), (p2, z, P ), (p3, y, P )
Ainsi si un pointeur p pointe vers un entier, alors toutes les variables de type entier suseptibles
d'être pointées, lui seront liées par la fontion spéiale points_to().
Illustration 47
Ainsi pour la fontion de la gure 6.8, au point C du ode soure, l'ensemble des relations de
pointage pouvant être assoiées aux pointeurs sont :
 p1 = points_to(&z)
 p2 = points_to(&y,&z)
 p3 = points_to(&y,&z)
Nous remarquons que la fontion points_to possède un seul argument pour les relations de pointage
ertaines et plusieurs arguments pour les relations de pointage probables.
Dans le as de relations de pointage non ertaines, haque sénario doit être pris en ompte
lors de l'analyse de la fontion sous test.
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Nous allons maintenant présenter des travaux de reherhe d'ATDG lassés selon leur similitude
ave notre approhe. Nous retenons les aratéristiques prinipales de notre approhe à savoir
l'aspet dynamique, l'utilisation de la PLC pour la stratégie de séletion des as de test et la
détermination des prédiats de hemin, l'appliation du ritère des hemins et l'aspet adaptatif
de la méthode.
6.2.3 Aspet dynamique
Les méthodes dynamiques de génération de as test struturel sont assez nombreuses omme
par exemple [FK96℄, [KWF92℄, [GN97℄, [MM98℄, [GMS98℄. Le grand avantage de es méthodes
onerne la gestion des données dynamiques et le problème des hemins infaisables qui est dans
ertains as simplié voire éliminé. En partiulier, la génération dynamique aléatoire de as de
test, exéute la fontion sous test en générant au hasard des données de test jusqu'à atteindre
la ouverture de test désirée. Les hemins exéutés sont tous par dénition faisables. Pour une
génération aléatoire et sans analyse du ode soure, seuls les hemins exéutés sont analysés et
par onséquent, les hemins infaisables ne sont don pas identiés ainsi que le ode mort qui
en déoule. Le point faible des tehniques dynamiques est l'utilisation d'heuristiques pour la
reherhe des données de test [Kor90℄, [MM98℄, [GN97℄.
Nous avons hoisi de présenter une des approhes dynamiques les plus onnues à savoir la
méthode de Bogdan Korel fontionnant sur une heuristique de reherhe de minima de fontion
[Kor90℄.
Il s'agit d'une méthode dynamique de génération automatique de as de test struturel
respetant le ritère "toutes les instrutions", pour des programmes implantés en Pasal. Elle
s'appuie sur une tehnique d'énumération des valeurs sans auune propagation de ontraintes.
Elle s'apparente à une tehnique "générer et tester" (f. annexe C) dans la mesure où le test
de ohérene des valeurs se fait après les instaniations des variables du système de ontraintes
assoié au problème de la génération du as de test suivant.
La reherhe de minima de la fontion de branhe a pour objetif de dénir un as de test
satisfaisant un hemin donné supposé faisable, le hemin Ch. Un premier as de test, X1, est
séletionné aléatoirement. Le hemin emprunté Ch1 est réupéré lors de l'exéution. Si Ch1 est
identique à Ch alors l'objetif est atteint. Sinon, on détermine F omme la fontion de branhe
de la première ondition de branhement diéreniant Ch de Ch1.
Pour atteindre le hemin ible à ouvrir, il s'agit de minimiser des fontions de branhes
modélisant la diérene entre le dernier hemin ouvert et le hemin ible.
Nous notons op les opérateurs d'égalité ou d'inégalité. Chaque ontrainte du prédiat de hemin
est don de la forme E1 op E2 ave Ei des expressions arithmétiques exprimées sur les valeurs
initiales des variables d'entrée. Ces ontraintes sont transformées sous la forme F rel 0 où F est
une fontion de branhe omme dénie par Korel valant E2−E1 ou E1−E2 et rel est la relation
déoulant de op ave rel ∈ {>,>=,=}.
Illustration 48
Ainsi pour l'expression ( x>=10 ), la transformation nous donne 10 − x ≥ 0 soit la fontion de
branhe F (x) = 10− x.
Si le prédiat de la branhe est vérié, la fontion de branhe orrespondante F est négative ou
nulle et inversement. Cette approhe évalue les fontions des branhes pour haque valeur d'entrée
lors de l'exéution.
On détermine le sens de reherhe via la reherhe de minima de la fontion de branhe pour
savoir si on doit inrémenter ou dérémenter les valeurs (pour plus de détails sur la reherhe de
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solutions onsulter [Kor90℄) et ainsi de suite jusqu'à détermination d'un veteur d'entrée ouvrant
le hemin ible Ch.
Le problème ii est que, dans de nombreux as, diérents minima loaux peuvent être détermi-
nés. Cette méthode peut éhouer dans sa reherhe de solutions quand la modiation du veteur
d'entrée n'inue pas diretement sur la fontion de branhe évaluée tout simplement si la fontion
de branhe orrespondante du hemin est inatteignable en réalité. Ces deux points en font une
méthode peu appliable en réalité ar la détermination des as de test reste diile dans la mesure
où elle repose sur une heuristique de reherhe.
6.2.4 Utilisation de la PLC
La puissane de la PLC
3
(f. annexe C) en fait un outil de plus en plus présent dans les
méthodes de test struturel [GDGM01℄, [GBR00℄, [SD01℄, [Meu01℄, [BCH
+
04℄ ou également pour
des méthodes fontionnelles [PO01℄, [MA00℄.
Nous avons hoisi ii de présenter la méthode Inka [Got00℄, [GBW06℄, [GBR00℄ ar il s'agit de
la méthode de test struturel jugée la plus prohe de notre approhe au moment de sa réation.
Cet outil a été réalisé dans le adre de la thèse d'Arnaud Gotlieb [Got00℄ dirigée par Mihel
Rueher et Bernard Botella. L'outil permet de résoudre le problème de la génération automatique
de as de test struturel par la mise en ÷uvre d'une approhe s'appuyant sur l'utilisation de la
PLC [GBR00℄. Cette approhe s'adresse aux programmes implantés en langage C ou C++. Un
prototype a été réalisé dans le adre du projet RNTL Inka, il analyse le hier soure préproessé
et génère un système de ontraintes assoié. A partir du ode soure du programme sous test et
d'un ritère struturel, la fontion de l'outil Inka onsiste à fournir un jeu de données d'entrée du
programme vériant la ouverture requise.
La première étape est la mise sous forme SSA (présentée dans la setion 6.2.1) du omposant
sous test. Ce point est important pour deux raisons :
 la résolution de ontraintes est implantée en Prolog,
 l'analyse syntaxique du ode soure est simpliée par l'uniité des dénitions de variables.
Le programme est transformé en un système de ontraintes traduisant la globalité du programme.
Ce résultat peut être omparé à une évaluation symbolique globale (f. hapitre 5) où l'ensemble
d'un programme est modélisé sous un ensemble d'expressions algébriques traduisant l'algorithme
de elui-i.
Le hoix d'un point à atteindre dans le CFG permet de poser des ontraintes supplémentaires
devant être satisfaites pour atteindre le point séletionné : il s'agit don d'une méthode orientée
but. Ces ontraintes sont obtenues par analyse des dépendanes dans le programme entre les
variables utilisées dans le point séletionné (instrution ou ondition de branhement) et les
dénitions de es mêmes variables. Le programme sous test et un point séletionné du graphe sont
ainsi tous deux transformés en un système de ontraintes équivalent. Si le système de ontraintes
est inonsistant alors le point séletionné ne peut être atteint. Une solution d'un tel système de
ontraintes onstitue une donnée de test qui atteint le point séletionné. La méthode dière selon
que la faisabilité d'un hemin est prise en ompte ou pas. Si elle n'est pas prise en ompte, seules
les instrutions préédentes au point séletionné sont onsidérées ; sinon toutes les instrutions
sont onsidérées ar un hemin peut être infaisable à ause d'une instrution suessive au point
séletionné.
Dans ertains as, le temps alloué pour la résolution du système de ontraintes est insusant,
ela onduit à hanger d'heuristique. Certains as spéiques restent toutefois inaessibles par
3
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l'indéidabilité du problème de la génération automatique de as de test struturel en présene de
strutures répétitives dont la terminaison ne peut être garantie.
La résolution de e système s'appuie sur les tehniques lassiques de la PLC (tehniques de
ltrage, énumération des valeurs, propagation de ontraintes) omme expliquées en annexe C.
Pour le hoix des valeurs des variables d'entrées, la stratégie Inka onsiste à diviser le domaine de
haque variable en deux pour tester la onsistane aux bords des sous-domaines. La détetion d'un
sous-hemin infaisable permet d'éliminer les valeurs inonsistantes des domaines des variables et
don de réduire l'espae de reherhe. Pour traiter la gestion des pointeurs, la méthode SSA est
étendue en une forme Pointeur-SSA ave utilisation de la méthode points-to analysis.
La plupart des opérateurs du C sont traités y ompris les opérateurs de traitements bit à bit
et les opérateurs logiques. La réursivité est également traitée.
La nouvelle version Inkav2 permet la prise en ompte des ottants, des strutures dynamiques,
des pointeurs, des données dynamiques mais les instrutions non struturées (goto, break,
ontinue,...) ainsi que les instrutions spéiques d'entrée/sortie, le transtypage (modia-
tion d'un type d'une variable) et les aspets polymorphiques du langage C++ restent éartés de
l'analyse.
Notre approhe est omparable en de nombreux points à ela mais dière de ette méthode
par la gestion de ertaines instrutions non struturées, le transtypage, par le ritère struturel
hoisi plus rigoureux. De plus, notre stratégie de séletion des as de test simplie le problème
des hemins infaisables. Cependant, nous n'avons pas enore inlus la dimension objet dans notre
stratégie.
6.2.5 Critère struturel des hemins
Il n'existe pas de travaux antérieurs sur la génération des as de test des hemins ar le ritère
tous_les_hemins est quasiment inappliable pour de nombreuses fontions réelles. Cependant,
des travaux de reherhes proposent une restrition de e ritère omme dans [GDGM01℄ ou
[SMA05℄ qui se limitent à la ouverture des hemins-longn 'est-à-dire des hemins de longueur
maximale n ou à une appliation du ritère des k-hemins, k bornant le nombre d'itérations par
struture répétitive omme dans notre approhe [Mou04℄. D'autres travaux omme [LY00℄, [MS04℄
ou omme [GMS98℄ sont des méthodes orientées hemin qui utilisent un algorithme génétique ou
d'une méthode itérative basée sur une élimination gaussienne.
Cependant, omme nous l'avons dit préédemment, les méthodes de test orientées-hemin
ontiennent une phase de séletion des hemins supplémentaire par rapport à une méthode
orientée but. Ce problème ajouté au nombre de tests induits par l'appliation du ritère des
hemins justie la non appliation de es méthodes à l'ensemble des hemins du CFG de la
fontion sous test.
Nous avons hoisi ii de présenter le travail de thèse de Sandrine-Dominique Gouraud [Gou04℄
onernant une méthode de génération de as de test struturel statistique pour les ritères toutes
les instrutions, tous les branhements ainsi que tous les hemins-longn pour du ode C.
Comme nous l'avons déjà dit dans le hapitre 5, le test statistique est dérivé du test aléatoire
ajouté de probabilités sur les objets du CFG pour les méthodes statistiques struturelles. Le test
aléatoire orrespond à une méthode statistique ave probabilité uniforme. Pour de plus amples
informations sur les méthodes de test statistiques onsultez [TFW91℄.
L'idée proposée dans [Gou04℄ est d'automatiser la proposition faite par [TFW91℄ qui est d'aug-
menter la qualité de test en ouvrant en priorité les objets du graphe à probabilité minimale.
Pour ela, l'ensemble Cn des hemins de longueur inférieur ou égal à n est identié ave cn le
nombre des hemins de et ensemble. L'ensemble des hemins de Cn passant par un objet e du
graphe est noté Cen.
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La diulté onsiste à déterminer la bonne valeur de n assurant une bonne qualité de test :
l'optique hoisie est de xer n omme la longueur maximale des hemins minimaux de la fontion.
Un hemin minimal est identié omme un hemin ne ontenant que des iruits élémentaires ou
nuls.
Pour une méthode de test aléatoire ave SA l'ensemble des objets du graphe à ouvrir alors la
probabilité de tirer un élément e de SA est de p(e) = 1|SA| . Cependant, la probabilité de ouvrir
e ∈ SA ne orrespond pas à la probabilité de tirer e diretement dans la mesure où on peut ouvrir
e en tirant un autre élément de SA. Ainsi, la probabilité de ouvrir e ∈ SA ave ck le nombre de


















la probabilité de ouvrir e en tirant l'élément k.





= 0. L'idée est de limiter le
tirage à un sous-ensemble de SA pour limiter la ardinalité de l'ensemble où s'eetue le tirage et
don d'augmenter les probabilités minimales et par onséquent d'améliorer la qualité de test.
Pour l'appliation du ritère des hemins-longn, SA est réduit à un unique élément obligatoire
de la fontion orrespondant à un blo ou à un ar obligatoire 'est-à-dire ontenu dans tous les
hemins de Cn.
Une fois un hemin tiré, le prédiat de hemin est déni et le système de ontraintes assoié
est résolu par l'utilisation de la PLC. Toute solution de e système onstitue une donnée de test
pour le as de test suivant.
En présene de strutures répétitives dans le ode, le ritère des instrutions et des branhe-
ments est préféré au ritère des hemins-longn de par le nombre de tests qu'il impose. De plus,
la qualité de test obtenu pour e ritère est souvent moindre que pour les deux premiers omme
l'explique S.-D. Gouraud dans [Gou04℄.
Cette méthode a donné de bons résultats sur des exemples aadémiques. Un prototype
AuGuSTe a été implanté mais se limite atuellement aux fontions et proédures C ne possé-
dant que des passages d'arguments par valeurs et ne traitant qu'un sous-ensemble restreint du
langage (pas de types de données omplexes, d'instrutions de modiation de ot, . . . ).
6.2.6 Aspet adaptatif
Nous pouvons iter trois méthodes adaptatives de test struturel se basant sur la struture
du CFG de la fontion sous test pour la stratégie de séletion des as de test. La méthode la plus
onnue est elle de Bogdan Korel nommée "haining-approah" [FK96℄ mais nous pouvons aussi
iter [MC96℄ ou enore [PM87℄.
Nous ne présenterons pas en détail ii la méthode de Korel [FK96℄ fontionnant sur une étude
des dépendanes des n÷uds du graphes en termes de dénition et d'utilisation de variables ouplée
à une fontion de minimisation pour déterminer les diérentes données de test. En revanhe,
nous allons nous attarder sur la méthode de Prather et Myers [PM87℄ qui, ertes, n'a jamais été
implantée à notre onnaissane mais qui, ontrairement aux autres méthodes dynamiques, n'a
pas l'objetif d'atteindre un point donné du CFG mais repose, omme pour notre méthode, sur
une réutilisation d'un préxe du prédiat de hemin du as de test ourant.
Cette méthode applique le ritère des branhements. Une première exéution aléatoire du ode
permet de ouvrir un premier hemin d'exéution de la fontion. A partir de e hemin, le prédiat
de hemin assoié est exprimé sous la forme d'une onjontion ordonnée des prédiats de branhes
parourues :
PC = c1 ∧ . . . ∧ cn
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ave ci le prédiat de la i
eme
branhe du hemin déterminée par substitution arrière.
L'étape suivante onsiste alors à déterminer tous les préxes réversibles de e prédiat de
hemin.
Définition  6.2.2
Pour un prédiat de hemin
PC = c1 ∧ . . . ∧ cn
un préxe réversible est un préxe de PC de la forme c1 ∧ . . . ∧ ci ave i ≤ n tel que le
système c1 ∧ . . . ∧ ¬ci soit satisable.
Cette notion de préxe réversible sera reprise dans le hapitre 7 présentant notre méthode de
test unitaire PathCrawler.
Le veteur d'entrée du prohain as de test orrespondra alors à une solution du plus petit
préxe réversible identié du prédiat de hemin ourant. Les éventuels préxes réversibles non
séletionnés sont stokés en mémoire.
Ce veteur d'entrée permet de ouvrir un nouveau hemin du CFG et don de déterminer un
nouveau prédiat de hemin sur lequel on applique la même stratégie. Si auun préxe réversible
n'est identié pour un prédiat de hemin, on réutilise un préxe réversible préédemment
identié mais non enore utilisé qui permet d'atteindre une branhe non ouverte et ainsi de suite
jusqu'à la ouverture de tous les branhements de la fontion.
Illustration 49
Prenons l'exemple de la fontion :














Un premier veteur d'entrée X1 = (0, 0) orrespond à PC = ¬c1∧¬c2∧¬c3. Le plus petit préxe
réversible est ¬c1 e qui nous donne pour le seond as de test X2 = (1, 0) par exemple. Le préxe
réversible ¬c1 ∧ ¬c2 non utilisé est stoké (le préxe ¬c1 ∧ ¬c2 ∧ ¬c3 est non réversible ii).
Le prédiat de hemin ouvert est ensuite PC = c1 ∧ c2 ∧ ¬c3. Le plus petit préxe réversible
devient c1 ∧ c2 (¬c1 ayant déjà été ouvert et c1 ∧ c2 ∧ ¬c3 est non réversible).
La branhe restant à ouvrir est ii c3, le veteur d'entrée X3 = (1, 1) permettrait d'atteindre
et objetif, son prédiat de hemin assoié étant PC = c1 ∧ ¬c2 ∧ c3. Cependant, le seul préxe
réversible ¬c1 ∧ ¬c2 ne permet pas de ouvrir ette branhe.
Ainsi, une branhe aessible peut ne pas être atteinte par ette méthode de par le fait que
rien ne garantit que les préxes réversibles identiés passent par toutes les branhes du CFG.
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6.2.7 CUTE : une méthode prohe
Nous allons également nous attarder sur trois méthodes [GKS05℄, [CE05℄, [SMA05℄ qui pré-
sentent plusieurs similitudes ave notre approhe, en partiulier la méthode CUTE [SMA05℄ qui
propose de ouvrir tous les hemins-longn faisables d'une fontion C (ou Java). Cette méthode
proède tout d'abord à une transformation du ode soure de la fontion sous test et une ins-
trumentation mise en plae via l'analyseur syntaxique CIL [Lan06℄. Elle utilise une "onoli"
exéution dénie dans [SMA05℄ omme une exéution onrète et symbolique de la fontion sous
test :
 une première exéution onrète sur le ode instrumenté permet de onstruire un modèle
symbolique de la fontion et
 diérentes exéutions symboliques de e modèle permettent d'atteindre la ouverture désirée.
Cette méthode propose don de ouvrir tous les hemins-longn faisables de la fontion sous test
par une méthode adaptative basée sur un solveur de ontraintes pour les ontraintes linéaires et
l'utilisation du baktraking et réutilisant la struture du prédiat de hemin ourant pour mettre
en plae une exploration en profondeur d'abord bornée du CFG symbolique de la fontion sous
test.
Les valeurs onrètes des variables de type pointeur sont approximées par des valeurs abstraites.
Ces approximations peuvent amener à de possibles exéutions de hemins non faisables et de façon
symétrique la non exéution de tous les hemins faisables de la fontion sous test. Notons ii que
les similitudes ave notre méthode de test (f. hapitre 7) sont très nombreuses mais que nous
traitons les ontraintes non-linéaires et que nous nous distinguons par notre traitement des alias
que nous expliquerons dans le hapitre 7.
Nous venons de présenter le problème de l'ATDG et les diultés renontrées lors de sa mise
en plae ainsi que diérents travaux existants. Dans le hapitre suivant, nous allons présenter notre




Nous allons présenter dans e hapitre notre approhe pour la génération automatique de as
de test struturel que nous avons appelé la méthode PathCrawler. A la n de e hapitre, nous
appliquerons la méthode sur un exemple orrespondant à un noyau du langage C. Un exemple
plus omplet sera traité dans le hapitre suivant.
Cette approhe onerne la quasi totalité du ode C ANSI. Un premier prétraitement du ode
soure transforme le ode soure sous test sous une forme anonique et simpliée sémantiquement
équivalente. Cette transformation du ode soure permet d'obtenir le sous-ensemble du langage
C étudié dans le hapitre 2. Il s'agit d'une phase très importante de la méthode dans la mesure
où elle simplie la phase d'analyse et la mise en plae de la stratégie. De plus, lors de e
prétraitement, une instrumentation du ode est mise en plae, nous permettant de réupérer la
trae symbolique des hemins exéutés.
Nous allons tout d'abord ommener par donner l'idée diretrie de la méthode dans une
première setion et ensuite nous irons plus en détails quant au fontionnement et la mise en plae.
7.1 Idée diretrie
7.1.1 Caratéristiques et prinipe de base
Notre approhe dière des autres méthodes d'ATDG en plusieurs points. Tout d'abord, il
s'agit d'une méthode à la volée e qui signie qu'au lieu de onstruire le CFG au début, un
autre graphe de la fontion sous test ('est-à-dire l'arbre des hemins faisables d'exéution) est
onstruit au fur et à mesure des diérents as de test.
Pour être plus préis, nous onstruisons l'arbre des hemins d'exéution faisables de la fontion
sous test. Cette stratégie représente une éonomie de oût qui serait lié à la onstrution préalable
du CFG de la fontion sous test et évite d'énumérer les hemins du CFG y ompris les hemins
infaisables.
Notation 13
Nous notons le veteur d'entrée du i
eme
as de test Xi omme les valeurs du veteur des variables
d'entrée X de la fontion sous test.
Contrairement aux méthodes lassiques d'ATDG, nous ne dénissons pas au préalable un objet
du graphe à ouvrir pour le prohain as de test, nous ne pouvons don par parler d'approhe
orientée hemin ou orientée but. Notre stratégie est semblable à [PM87℄ 'est-à-dire que la déter-
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Fig. 7.1  Prinipe de base de notre approhe
hemin ourant an de limiter le domaine des entrées enore non ouvert via une stratégie de
diagonalisation telle que
Xi ∈ ¬(Dom(Ch1) ∪ . . . ∪Dom(Chi−1))
ave Xi le i
eme
veteur d'entrée et Dom(Chi) le domaine ouvert au i
eme
as de test.
Il s'agit don d'une méthode de test itérative et adaptative. Cependant, ontrairement à
la stratégie de Prather et Myers [PM87℄, nous ne nous limitons pas au ritère des branhements
mais à un ritère plus strit, elui des k-hemins. De plus, notre méthode assure une exploration
totale de tous les hemins faisables de la fontion. Ce point sera détaillé dans la setion 7.3.1
traitant de la séletion des as de test par réutilisation de la struture du prédiat de hemin
ourant.
Notre approhe ([Mou03℄, [Mou04℄, [WMM03℄, [WMM04a℄) est omparable à une exéution
symbolique dynamique. Comme expliqué dans la gure 7.1, la fontion sous test, f , est instru-
mentée pour réupérer la trae de son exéution sous forme de la trae symbolique du hemin
suivi, τ(Chi). Cette trae symbolique permet de aluler le prédiat de hemin orrespondant
PC(Chi, f,X). Le as de test suivant est ensuite déterminé par réutilisation des informations du
prédiat de hemin du as de test ourant dans le domaine des entrées enore non ouverts et ainsi
de suite jusqu'à e que tous les hemins (faisables) aient été testés.
7.1.2 Domaines suessifs des as de test
Au début du test, nous disposons du ode soure de la fontion f sous test ainsi que son
domaine de dénition Def(f) fournis tous les deux par l'utilisateur.
Notation 14
Le sous-domaine de Def(f) enore non ouvert avant de générer le ieme as de test désigné omme
le domaine de séletion du prohain as de test est noté SDi ave initialement SD0 = Def(f).
La première exéution du ode instrumenté se fait aléatoirement en hoisissant un veteur
d'entrée, X1 dans SD0 e qui permet d'amorer le test.
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L'exéution de X1 nous permet de dénir le prédiat de hemin orrespondant PC(Ch1, f,X).
A e prédiat de hemin orrespond le domaine d'entrée Dom(Ch1) expliitant quels sont les
veteurs Xi dont l'exéution emprunte le hemin Ch1. Le veteur d'entrée du prohain as de test
sera hoisi dans le domaine de séletion du prohain as de test SD1 issue de la diérene de SD0
et du domaine Dom(Ch1) ouvert pour le premier as de test :
SD1 = SD0 \Dom(Ch1) = Def(f) \Dom(Ch1)
Notation 15
Le omplémentaire d'un domaine D1 dans un domaine D2 sera noté D1(D2) tel que :
D1(D2) = D2 \D1
Ainsi, en reprenant ette notation, SD1 = D1(Def(f)) .
Convention 5
Pour simplier les notations, le omplémentaire d'un domaine quelonque D dans le domaine de
dénition de la fontion sous test Def(f) sera noté de façon impliite D au lieu de D(Def(f)).
Nous avons don, toujours en reprenant ette notation, SD1 = Dom(Ch1).
Nous pouvons ainsi formaliser le omplémentaire de Dom(Chi) dans Def(f) noté Dom(Chi)
omme :
Dom(Chi) = {X ∈ Def(f)|¬PC(Chi, f,X)}
De façon générale, si n hemins faisables existent, nous pouvons modéliser ainsi les domaines
de séletion suessifs :
SD0 = Def(f)
∀i ∈ 1..n, SDi = SDi−1 ∩Dom(Chi−1) = Dom(Ch1)... ∩Dom(Chi−1)
e qui orrespond aussi à
SDi = SDi−1 \Dom(Chi)





Fig. 7.2  Domaines des valeurs d'entrée des as de test
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7.1.3 Exploration en profondeur d'abord du CFG
Notre objetif est de garantir l'exploration totale du CFG de la fontion ou du moins de son
graphe des hemins faisables. Une exploration en profondeur d'abord du CFG permet
d'atteindre et objetif hors présene de hemins de longueur innie.
Notation 16
Les ontraintes suessives d'un prédiat de hemin Chi seront notées C
j
i où 1 ≤ j ≤ pc
i
et notre
prédiat est de la forme :
(1)PC(Chi, f,X) = c
1




Le plus long préxe réversible du prédiat de hemin PC(Chi, f,X) ave la dernière ontrainte
niée est noté MaxCi(X) tel que
MaxCi(X) = (c
1





ave, pour j ∈ [2..pci], c1i ∧ . . . ∧ c
j−1
i ∈ PC(Chi, f,X) et c
j
i ∈ PC(Chi, f,X).
En pratique, la stratégie de séletion des as de test de PathCrawler réutilise la struture du
prédiat de hemin ourant pour déterminer MaxCi(X) aratérisant un sous-domaine de SDi
que nous noterons SSDi. La détermination du omplémentaire des domaines en entrée ouverts
dans le domaine de dénition de la fontion sous test SDi possède un oût de alul alors que la
stratégie de séletion des as de test, nous permet quasiment sans alul de déterminer MaxCi et
don SSDi un sous-domaine du omplémentaire non ouvert. Nous raisonnons don en pratique
sur SSDi et non sur SDi omme nous l'avions laissé entendre dans la setion préédente.
L'exploration en profondeur d'abord du CFG se fait ainsi en résolvant le système de ontraintes
MaxCi(X) orrespondant au plus long préxe du prédiat de hemin ourant ave la dernière
ontrainte niée.
Nous utilisons la PLC (f. annexe C) pour résoudre MaxCi(X) orrespondant à un CSP
(V,D,C) selon la dénition C.2.1 ave V l'ensemble des variables d'entrée de la fontion, D les
domaines assoiés à haque variable d'entrée et C les ontraintes de MaxCi exprimées en fontion
des variables d'entrée.
AMaxCi(X) orrespond le domaine SSDi, sous-domaine en entrée du omplémentaire SDi des
domaines d'entrée ouverts dans le domaine de dénition. Une solution de MaxCi(X) onstituera
le as de test Xi+1 pour le test suivant ave
SSDi ⊆ SDi
SSDi = {X ∈ Def(f)|MaxCi(X)}
Xi+1 ∈ SSDi → Xi+1 ∈ SDi
Deux remarques importantes sont à faire sur e point :
 PC(Chi+1, f,X) le prédiat obtenu par exéution de f pour le veteur d'entréeXi+1 ontien-
dra MaxCi(X) omme préxe et
 la négation de PC(Chi, f,X) (exprimée selon (1)) ontenue dans MaxCi(X) ontient l'ex-
lusion des domaines de hemins préédemment ouverts.
Ainsi, nous avons hoisi de déterminer le domaine du prohain as de test en réutilisant la
struture du dernier prédiat alulé. L'exploration de l'arbre des hemins faisables d'exéution











































Fig. 7.3  Illustration de notre stratégie
Notons que l'exploration en profondeur d'abord du graphe prend en ompte le ritère des k-
hemins e qui signie que MaxCi(X) ne ontient pas plus de k itérations dans les strutures
répétitives de la fontion sous test.
Illustration 50
Dans la la gure 7.3, l'exploration de ¬Cond5 est arrêtée ar elle provoquerait l'exéution d'un
hemin à plus de k itérations dans une struture répétitive.
L'avantage de ette stratégie de séletion par réutilisation de la struture du prédiat de
hemin ourant permet de aratériser failement un système de ontraintes aratérisant un
sous-domaine en entrée enore non ouvert. Ce sous-domaine en entrée non ouvert SSDi se
détermine failement par notre stratégie. Caratériser à haque as de test le omplémentaire
des domaines des hemins ouverts dans le domaine de dénition de la fontion aurait été plus
omplexe à mettre en ÷uvre. De plus l'information sur les ontraintes des prédiats de hemin
nous permet de failiter la détetion des hemins infaisables.
Maintenant que nous avons expliqué brièvement le fontionnement de notre méthode, nous
allons aller plus en détail en ommençant par le prétraitement du ode soure de la fontion sous
test eetué en amont de la génération des diérents as de test.
7.2 Prétraitement du langage C
Nous étudions des programmes implantés en langage C que nous soumettons dans un premier
temps à un analyseur syntaxique CIL [Lan06℄ qui va transformer le ode pour nous donner un
programme C équivalent.
7.2.1 Sous-ensemble du langage C ANSI onsidéré
Le programme de base doit être implanté en ANSI C [KR04℄ à quelques restritions près
omme :
 les points enore non traités mais dont le traitement est en étude :
 les fontions à nombre variable d'arguments,
 les alloations et libérations dynamiques de mémoire (la diulté réside dans les possibles
strutures de données irulaires et le nombre d'alias potentiellement inni en déoulant),
 les appels aux fontions d'entrée/sortie de la bibliothèque "ANSI Runtime",
 les types ottants (float, double,...), une solution a été proposée dans [BGM06℄ mais
nous ne l'avons pas enore intégrée pour le moment,
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 les onversions de types expliites ou impliites sur des types non entiers et
 les pointeurs de fontions.
 les points ne possédant pas de solution onnue ou dont le traitement révèle une grande
diulté de mise en plae :
 les sauts de ode arrières (instrution goto), limitation imposée par l'utilisation de CIL
[Lan06℄,
 les fontions réursives (explosion ombinatoire induite et ritère des k-hemins non
adapté),
 les strutures ou unions de type void* (problème de polymorphisme)
Dans la suite, nous exluons l'ensemble des restritions données i-dessus.
Nous allons donner ii quelques illustrations des prinipales modiations du programme de
base lors du prétraitement pour obtenir le programme équivalent qui sera soumis à la méthode






        (via utilisation defonction C sous test
fonction C equivalente
Fig. 7.4  Prétraitement du langage C
7.2.2 Déomposition des onditions multiples
Une des premières transformations du ode de la fontion sous test eetuée lors du prétraite-
ment onerne la déomposition des onditions multiples du ode à savoir les déisions omposées
de onjontion et/ou disjontion de onditions booléennes que nous désignerons omme onditions
élémentaires.
1 void ondmult (int x1 ,int x2)
2 {









Fig. 7.5  Fontion C ave onditions multiples
La fontion équivalente obtenue après prétraitement du ode onsiste à déomposer es ondi-
tions multiples en une suession de onditions élémentaires.
Illustration 51
La gure 7.5 ontient le ode d'une fontion C ontenant des instrutions onditionnelles à ondi-
tions multiples. L'équivalent obtenu de la fontion ondmult est présenté dans la gure 7.6. Si nous
regardons la ligne 3 de la gure 7.5, la ondition de la struture onditionnelle est la ondition
multiple disjontive ((x1>5)||(x2==4)) qui sera vériée à partir du moment où au moins une
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des onditions élémentaires est vériée. Si nous regardons maintenant la transformation de ette
ondition multiple dans la gure 7.6, nous nous aperevons que elle-i est déomposée en deux
strutures onditionnelles imbriquées (f. les lignes 4 et 10 de la gure). La deuxième struture
onditionnelle est ontenue dans le blo orrespondant à la non vériation de la première partie
de la ondition. Cela s'explique par le fait que pour une ondition multiple disjontive, il sut de
vérier un unique membre de ette ondition pour que elle-i soit vériée. Ce point orrespond
à la sémantique opérationnelle du langage C pour laquelle les sous-onditions sont satisfaites par
ordre jusqu'à la satisfation de la ondition multiple omplète.
En revanhe, pour une ondition multiple onjontive omme à la ligne 7 de la gure 7.5
(((x1>0)&&(x2<0))), il sut qu'un unique membre ne soit pas vérié pour que la ondition ne
le soit pas non plus. Nous nous aperevons ainsi que la transformation de ette ondition multiple
dans la gure 7.6 orrespond à deux strutures onditionnelles imbriquées (f. les lignes 16 et 18
de la gure) mais que, ette fois, la deuxième struture onditionnelle est ontenue dans le blo
orrespondant à la vériation de la première partie de la ondition.
1 void ondmult (int x1 , int x2 )
2 {
3 {
4 if (x1 > 5) /* première ondition de la disjontion */
5 {




10 if (x2 == 4) /* seonde ondition de la disjontion */
11 {




16 if (x1 > 0) /* première ondition de la onjontion */
17 {
18 if (x2 < 0) /* seonde ondition de la onjontion */
19 {
















Fig. 7.6  Déomposition des onditions multiples
Du fait que toutes les onditions multiples soient déomposées en une suession de onditions
élémentaires, la fontion initiale ontient moins ou autant de hemins que la fontion obtenue
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après prétraitement. L'appliation du ritère des k-hemins sur la fontion transformée assure que
le ritère est aussi vérié sur la fontion initiale : ouvrir tous les hemins après prétraitement du
ode revient à ouvrir tous les hemins du ode initial de la fontion sous test.
Illustration 52
La gure 7.7 ontient le CFG de la fontion ondmult avant le prétraitement et le CFG de la
même fontion après prétraitement. On passe de trois hemins dans le CFG à 5 hemins après





















Fig. 7.7  CFG avant et après prétraitement
Ainsi, notre ritère de test, grâe à la déomposition des onditions multiples, permet
d'atteindre également le ritère MC/DC [CS94℄.
Définition  7.2.1
Le ritère de ouverture MC/DC (Modied Condition/Deision Coverage) est satisfait
si et seulement si toutes les instrutions de la fontion ont été ouvertes et que pour haque
déision
1
, toutes les ombinaisons possibles des onditions élémentaires inuant sur la valeur
de la déision ont également été ouvertes au moins une fois.
Le ritère MC/DC est une variante du ritère des branhements et l'un des ritères les plus
utilisés dans les appliations industrielles, notamment les appliations ritiques dans des domaines
omme l'aéronautique. Ce ritère est imposé, pour ertains niveaux de ritiité omme pour la
norme DO178-B.
1
Une déision est une ondition de branhement pouvant soit être omposée d'une ondition booléenne élémen-
taire (sans opérateur logique) soit d'une onjontion et/ou disjontion de onditions booléennes élémentaires. Une
déision est don équivalente à une ondition élémentaire ou à e que nous avons appelé une ondition multiple.
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Illustration 53
Pour la déision suivante : D = (A∧ (B ∨C)), l'appliation du ritère MC/DC impose de trouver
pour haque ondition élémentaire, 2 as de test modiant la valeur de D pour des valeurs xées
des autres onditions de la déision :
 pour A :
 A = 0, B = 1, C = 1 ⇒ D = 0
 A = 1, B = 1, C = 1 ⇒ D = 1
 pour B :
 A = 1, B = 1, C = 0 ⇒ D = 1
 A = 1, B = 0, C = 0 ⇒ D = 0
 pour C :
 A = 1, B = 0, C = 1 ⇒ D = 1
 A = 1, B = 0, C = 0 ⇒ D = 0 (orrespond au seond as de test pour B)
Cinq as de test susent pour respeter le ritère MC/DC pour la déision D.
Remarque(s) 20
Certains langages, omme le langage C, possèdent des opérateurs "ourts-iruits". Si nous prenons
la ondition omposée (ond1 && ond2) évaluée en C, l'opérateur disjontif n'évalue la seonde
ondition que si la première est vériée. Pour des langages ontenant de tels opérateurs, toutes
les ombinaisons de onditions simples d'une ondition multiple ne sont pas évaluées. Le ritère
MC/DC est alors adapté dans la norme DO178-B omme expliqué dans [CS94℄.
Le langage C possédant des opérateurs "ourts-iruits", un nombre moindre de as de test est
requis pour atteindre le ritère MC/DC (f. illustration 54). La ouverture des hemins du ode
soure prétraité de la fontion sous test permet ainsi de garantir la ouverture du ritère MC/DC
sur le ode soure initial de la fontion sous test.
Illustration 54
Nous reprenons la déision D = (A ∧ (B ∨ C)) pour la soumettant à la méthode PathCrawler.
Le ode soure est transformé selon la déomposition des onditions multiples expliquée préé-
demment. L'appliation de l'exploration en profondeur d'abord du graphe de ontrle transformé
entraîne les as de test suivants :
 A = 1, B = 1 ⇒ D = 1
 A = 1, B = 0, C = 1 ⇒ D = 1
 A = 1, B = 0, C = 0 ⇒ D = 0
 A = 0 ⇒ D = 0
Le ritère MC/DC adapté aux langages à opérateurs "ourt-iruit" est atteint.
Nous onstruisons un jeu de test plus grand que elui du ritère des hemins e qui renfore
la rigueur de nos tests. En e qui onerne une possible perte d'information quant à la ouverture
du ode initial, nous verrons plus tard que lors de l'instrumentation nous réupérons également,
pour les onditions de branhe, les informations assoiées dans le ode initial de la fontion sous
test. Cela nous permet don de savoir quels hemins de la fontion sous test initiale (avant pré-
traitement) ont été ouverts.
7.2.3 Conits de variables
Une seonde étape du prétraitement onsiste en un renommage des variables an d'éliminer
tout onit de variables entre les variables loales d'une fontion donnée d'une part et entre les
variables loales des fontions d'un programme et ses variables globales d'autre part.
La fontion équivalente obtenue après prétraitement du ode ontient les mêmes variables
loales à l'exeption des elles onernées par le onit de variables qui ont été renommées. De
plus, lors du prétraitement, les délarations des variables loales sont regroupées et remontées en
début de fontion.
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1 int pbvar(void )
2 {
3 int a ;
4 int i ;
5 har  ;
6 int j ;
7 float i___0 ;/* renommage et remontée de la variable */
8 {
9 a = 1;
10  = (har )"";





16 if (i >= 3)
17 {
18 goto while_0_break ;
19 }
20 i___0 = (float )0;










Fig. 7.8  Élimination des onits de variables
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Illustration 55
Le résultat du prétraitement appliqué à la fontion pbvar de la gure 2.4 page 29 est présenté
dans la gure 7.8.
Les deux variables de même nom, i, délarées à deux moments diérents de la fontion (lignes
5 et 12 de la gure 2.4, page 29) sont renommées (f. ligne 4 et ligne 7 de la gure 7.8). De plus,
toutes les délarations des variables loales se situent entre les lignes 3 et 7 alors que dans la
fontion initiale de la gure 2.4, les délarations loales étaient étalées dans le orps de la fontion.
Ainsi, il n'existe plus que des variables loales dont la portée onerne le orps d'une fontion
et non des variables loales dont la portée se limite à un blo interne d'une fontion.
Remarque(s) 21
Comme nous l'avons déjà dit, les onits de variables sont supprimés entre :
 les variables loales d'une fontion donnée et
 les variables loales et les variables globales d'un même programme.
Cela signie don que deux fontions d'un même programme peuvent posséder des variables loales
de même nom à la ondition que e nom ne soit attribué à auune des variables globales du même
programme.
7.2.4 Forme anonique des strutures répétitives
Nous nous aperevons également dans la gure 7.8 préédente que la struture répétitive While
(f. setion 2.3.4) initiale a également été transformée. En eet, lors du prétraitement, toutes les
strutures répétitives du langage sont mises sous une forme anonique.
1 void boule(int x1 ,int x2)
2 {
3 int i;




8 }while (x1 <0);












Fig. 7.9  Fontion C ave strutures répétitives
Illustration 56
La gure 7.9 ontient le ode d'une fontion C ontenant les diérents types de strutures ré-
pétitives du langage présentées dans la setion 2.3.4 et en annexe, à la setion A.2. La fontion
équivalente obtenue après prétraitement du ode transforme toutes es strutures répétitives sous
une forme anonique omme le montre la gure 7.10 ontenant la fontion équivalente générée.
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1 void boule(int x1 , int x2 )
2 {
3 int i ;
4 {
5 {
6 while (1) /* anienne struture répétitive DoWhile */
7 {
8 while_0_ontinue : ;
9 x2 = x2 / 2;
10 x1 ++;
11 if (x1 >= 0)
12 {






19 while (1) /* anienne struture répétitive While*/
20 {
21 while_1_ontinue : ;
22 if (x2 > 15)
23 {
24 goto while_1_break ;
25 }





31 i = 0;
32 {
33 while (1) /* anienne struture répétitive ForDo*/
34 {
35 while_2_ontinue : ;
36 if (i > 12)
37 {
38 goto while_2_break ;
39 }
40 x1 =x1 + x2;








Fig. 7.10  Mise sous forme anonique des strutures répétitives
Nous ne nous attarderons pas ii à détailler la transformation de haque type de struture
répétitive. Nous faisons simplement remarquer que la forme anonique assoiée par le prétraite-
ment onsiste en la réation d'une struture répétitive innie (while(1)) ontenant une struture
onditionnelle dont la ondition est elle de la struture répétitive initiale et dont la vériation
entraîne l'exéution du orps de la struture répétitive et la non vériation entraîne au saut dans
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le ode à l'extérieur de la struture répétitive via l'utilisation de l'instrution goto. Pour de plus
amples détails, le leteur pourra se reporter à [Lan06℄.
7.2.5 Transformation des strutures onditionnelles Swith et
SwithBreak
Les strutures onditionnelles ne sont, quant à elles, pas modiées par le prétraitement à
l'exeption de elles ontenant des onditions multiples et des strutures onditionnelles Swith et
SwithBreak présentées en annexe dans la setion A.1.
1 int main () {
2 int result;
3 swith (i) { /* début de la struture onditionnelle SwithBreak */
4 ase 0 :
5 result =0;
6 break;
7 ase 1 :
8 result =1;
9 break;








Fig. 7.11  Exemple d'utilisation d'une struture onditionnelle SwithBreak
Illustration 57
La gure 7.11 ontient le ode d'une fontion C ave une struture onditionnelle SwithBreak qui
a été déomposée en une imbriation de strutures onditionnelles IfThenElse (f. gure 7.12).
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1 int main (void )
2 {
3 int i ;
4 int result ;
5 if (i == 0) /* anienne struture onditionnelle Swith */
6 {




11 if (i == 1)
12 {




17 if (i == 2)
18 {









28 result = 0;
29 goto swith_0_break ;
30 swith_0_1 :
31 result = 1;
32 goto swith_0_break ;
33 swith_0_2 :
34 result = 2;
35 goto swith_0_break ;
36 swith_0_default :










47 return (result );
48 }
Fig. 7.12  Transformation d'une struture onditionnelle SwithBreak
7.2.6 Isolement des expressions à eets de bord
Une autre transformation non négligeable faite pendant le prétraitement onerne les expres-
sions à eets de bord. Après prétraitement, haque instrution ontient au plus une expression à
eets de bord via l'insertion de nouvelles variables.
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1 int f(int x)
2 {
3 return (x ++ + g(x));
4 }
Fig. 7.13  Fontion ave expressions à eets de bords
1 int f(int x)
2 {
3 int tmp ;
4 int tmp___0 ;
5 {
6 tmp = x;
7 x ++;
8 tmp___0 = g(x);
9 return (tmp + tmp___0 );
10 }
11 }
Fig. 7.14  Isolement des expressions à eets de bord
Illustration 58
Si nous regardons le ode soure de la gure 7.13 à la ligne 3, nous pouvons observer une instrution
onsistant en la somme de deux expressions à eets de bord : x++ et g(x). Cette instrution est
déomposée en deux instrutions ontenant haune une des expressions à eets de bord (f. gure
7.14 aux lignes 7 à 9).
Cette transformation permet une meilleure analyse de la fontion sous test : les eets de bords
sont plus failement identiables e qui nous permet de onnaître plus failement la valeur d'une
variable à haque instant.
7.2.7 Instrumentation
Chaque blo élémentaire d'aetations et ondition du ode soure sont transformées sous
forme de termes Prolog (f. gure 7.1) ontenant des annotations supplémentaires pour les ondi-
tions de strutures répétitives utilisées pour la mise en ÷uvre du ritère des k-hemins. Lors du
prétraitement de la fontion, une table d'assoiation (ontenue dans un programme Prolog généré
automatiquement) est réée automatiquement pour donner pour haque branhement la ondition
et le blo élémentaire d'aetations séquentiel orrespondant. Nous ajoutons en parallèle, dans
le ode soure transformé, les instrutions de trae ontenant les identiants des onditions et
blos élémentaires d'aetations vériés lors de l'exéution de la fontion dans le but modéliser le
hemin suivi en un système de ontraintes logiques du premier ordre.
Table d'assoiation
Un programme Prolog (notre table d'assoiation ontenue dans le programme Prolog généré
automatiquement) est ainsi généré lors de l'instrumentation ontenant les diérents termes or-
respondant aux aetations block_assignments(ida, [termesa]) et aux diérentes onditions du
ode block_condition(idc, clausec, a(NL,NumCond, fonc, neg/pos, [annot_boucle])) ave :
 ida l'identiant des aetations C assoiées et [clausea] la liste des termes équivalents Prolog,
 idc l'identiant de la ondition C assoiée et clausec son équivalene en termes Prolog,
 a(NL,NumCond, fonc, neg/pos, [annot_boucle]) l'annotation assoiée aux onditions ave :
 NL le numéro de la ligne du ode soure initiale ontenant ette ondition,
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 NumCond le numéro de ette ondition à la ligne NL pour le as de onditions multiples,
 fonc le nom de la fontion soure,
 pos si la dite ondition a été vériée ou neg sinon et
 [annot_boucle] l'annotation assoiée aux onditions de struture répétitive que nous ver-
rons plus en détails dans le hapitre 8.
Remarque(s) 22
Dans les instrutions de trae, nous n'imprimons pas diretement les termes Prolog assoiés mais
leurs identiants. La orrespondane se fait don via le programme Prolog généré.
Les problèmes possibles quant à une instrumentation sont les suivants :
 la taille du ode est plus onséquente (fateur 4 en général),
 l'instrumentation ne doit pas modier le omportement du omposant sous test.
Représentation anonique des noms de variables et hemins d'aès
La omplexité du langage C néessite une uniformisation des noms de variables et hemins
d'aès par rapport aux diérentes notations possibles, en partiulier pour les tableaux et pointeurs
mais aussi pour les strutures, les unions,. . . . Nous avons don xé ertaines formes anoniques
pour l'ériture de es variables et hemins d'aès. La gure 7.1 donne le formatage des diérents
types de référene aux variables du langage C utilisées dans les termes Prolog assoiés.





variable simple var var
tableau tab[n℄ cont(tab, n)
matrie mat[n℄[p℄ cont(cont(tab, n), p)
struture strut.hamp cont(struct, i).is_struc(struct, champ, i)
struture pointée strut->hamp cont(cont(struct, 0), i).is_struc(cont(struct, 0), champ, i)
union union.hamp cont(union, i).is_struc(union, champ, i)
union pointée union->hamp cont(cont(union, 0), i).is_struc(cont(union, 0), champ, i)













&mat[0℄[0℄ ad(cont(cont(mat, 0), 0))
Tab. 7.1  Formatage des variables dans les termes Prolog
Grâe à la table d'assoiation générée, la trae du hemin suivi lors de l'exéution est trans-
formée en termes Prolog dont la gure 7.2 en donne la signiation.
Illustration 59
JX=2*Y+1K ≡ Jaffect(X,+(mult(2, Y ), 1))K
J((X-2) > 5)K ≡ Jcond(sup,−(X, 2), 5)K
Notre méthode traite enore bien d'autres opérations (opérateurs logiques ou binaires,. . . ) mais
nous avons préféré ne présenter dans e tableau que les termes Prolog orrespondant aux as les
plus ourants.
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Code C orrespondant Termes Prolog Correspondane langage naturel
E1=E2 affect(E1, E2) Aetation de la valeur de l'expression
E2 à l'expression E1
if (E1 Rel E2) cond(Rel, E1, E2) Condition : la relation Rel est vraie
entre E1 et E2, Rel appartenant à >,
>=, <, <=, !=, ==
> sup supériorité strite
>= supegal supériorité non strite
!= diff inégalité strite
== egal égalité
< inf infériorité strite
<= infegal infériorité non strite
E1*E2 mult(E1, E2) multipliation
E1/E2 div(E1, E2) division entière
E1+E2 +(E1, E2) addition
E1-E2 −(E1, E2) soustration
E1%E2 mod(E1, E2) reste de la division entière
Tab. 7.2  Équivalene de la syntaxe C et de la syntaxe Prolog
Ces termes Prolog sont uniquement exprimés en fontion de noms anoniques de variables et de
onstantes. De plus, les expressions omportant des opérations ave des onstantes sont simpliées
par un proessus d'évaluation partielle lors de l'instrumentation.
Simpliation des termes Prolog
Des règles de simpliation sont aussi appliquées lors de la réation de la table d'assoiation
(f. tableau 7.3). Le but est de réduire la diulté d'analyse lors de la substitution implantée en
ECLiPSe.
D'autres simpliations sont également possibles pour la réériture de hemins omplexes d'a-
ès à une variable omme par exemple les règles similaires à la deuxième et troisième ligne du
tableau 7.3 appliquée à la soustration, la multipliation ou la division entière. Une telle simpli-
ation failitera l'analyse ultérieure des alias .
Notation 18
La notation exp1  exp2 signie que l'appliation des règles de simpliation sur l'expression
exp1 a pour résultat l'expression exp2.
Code C Réériture en termes
Prolog
Simpliation des termes Règles appli-
quées
*&var cont(ad(var), 0) var cont(ad(x), 0) 
x
&tab+2 +(ad(cont(tab, 0)), 2) ad(cont(tab,+(0, 2))) ≡ ad(cont(tab, 2)) +(ad(x), c)  
ad(+(x, c))
3+12 +(3, 12) 15 +(n1, n2)  n3
où n3 est le
résultat de
l'évaluation de
la somme de n1
et n2
Tab. 7.3  Exemples de règles de simpliation des termes Prolog
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Les règles de simpliation données sur les termes Prolog faisant intervenir l'addition de la
gure 7.3 s'appliquent de façon identique à tous les opérateurs présentés dans la gure 7.2.
Illustration 60
La lause +(2,+(B,mult(3 ∗ 5))) est simpliée en +(17, B).
Remarque(s) 23
Les règles de simpliation sont appliquées aussi lors de la substitution.
Annotation des ontraintes
La ombinatoire des hemins due aux strutures onditionnelles et en partiulier répétitives
nous oblige souvent à restreindre notre ritère à elui des k-hemins.
Pour respeter e ritère de test, nous avons mis en plae, lors de l'instrumentation, une anno-
tation des onditions assoiée aux strutures répétitives telle que haque ontrainte est assoiée à
sa nature dans le ode à savoir :
 une entrée de struture répétitive,
 une sortie de struture répétitive,
 la première ondition d'entrée de struture répétitive pour une ondition multiple,
 . . .
Ces informations seront réutilisées par la suite lors de notre stratégie de séletion des as de test
expliquée dans la setion 7.3.2.
7.3 Notre approhe
La méthode se déroule don en quatre étapes prinipales :
1. le prétraitement, la réation du laneur de test et la ompilation de la fontion sous test sont
exéutés en début de test,
2. un hoix aléatoire d'une donnée de test Xi dans le domaine de séletion SSDi−1 (sous-
domaine de Def(f) enore non ouvert),
3. le alul du prédiat PC(Chi, f,X) via la trae symbolique d'exéution τ(Chi) réupérée
dénissant le domaine en entrée ouvert pour e as de test Dom(Chi) et de SSDi le
omplémentaire de Dom(Chi) dans SSDi−1
4. la résolution des ontraintes MaxCi(X) (selon notre stratégie de hoix de as de test pour
déterminer la prohaine donnée de test Xi+1 dans le domaine de séletion déni à l'étape
préédente SSDi et répétition des étapes 2 à 4 jusqu'à une ouverture de 100% des hemins
faisables de la fontion ou la aratérisation d'un domaine de séletion vide.
Contrairement à la majorité des autres méthodes dynamiques de génération de as de test,
nous n'utilisons pas un algorithme de reherhe heuristique pour la résolution des ontraintes mais
la PLC (f. annexe C), habituellement utilisée pour des méthodes statiques. De e fait, nous qua-
lions notre méthode omme une méthode hybride dans la mesure où elle utilise des tehniques de
méthode dynamique et de méthode statique de génération de as de test ([WMMR05℄, [WMM04a℄).
7.3.1 Calul du prédiat de hemin
Nous devons don dénir le prédiat de hemin orrespondant à la trae symbolique d'exé-
ution réupérée en substituant les variables de sortie par leur expression en termes des valeurs
initiales des variables d'entrée.
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Dans le meilleur des as ('est-à-dire sans alias), une simple méthode de substitution par
remontée dans le ode est susante (f. gure 4.6 du hapitre 4).
Cependant, ette méthode simple de alul de prédiat de hemin est insusante dans le as
général.
Pour pallier e problème, nous avons mis au point une méthode de substitution disposant
d'une modélisation de la mémoire permettant d'identier toutes les orrespondanes d'alias à
haque instant de l'exéution du ode.
Le traitement des alias est simplié par rapport à d'autres méthodes ar nous ne traitons
qu'un seul hemin d'exéution à la fois qui est, de plus, totalement déroulé. Nous n'avons don
pas besoin de passer sous une forme intermédiaire du type SSA pour lever l'ambiguïté d'une
valeur ni par un traitement des pointeurs du type points-to (f. setion 6.2.2). De plus, dans notre
modèle mémoire, toutes les instrutions de la fontion sont ordonnées selon leur ordre d'exéution
dans le ode e qui nous permet d'annoter la valeur symbolique de haque variable par un numéro
indiquant l'ordre des annotations.
Convention 6
Notre alul des prédiats de hemin repose sur l'hypothèse suivante :
deux variables d'entrée de type pointeur ne peuvent pas pointer sur des strutures de données ayant
des adresses mémoire en ommun. Cette hypothèse éarte uniquement un type d'alias préis.
Lors de la leture de la valeur symbolique d'une variable dont le hemin d'aès est indexé par
des paramètres d'entrée de la fontion sous test, les éventuelles ontraintes sur es paramètres
d'entrée sont également réupérées du modèle de la mémoire. Ainsi, en as d'utilisation des
variables d'entrée, dans un hemin d'aès, tous les as possibles de relations sur les variables
d'entrée inuant sur le hemin suivi sont onsidérés.
Illustration 61
Prenons omme as de gure la trae symbolique réupérée suivante :
τ(Chi) = (v = x ∗ 2, v = v − y, pt = &tab[2], tab[2] = x, ∗(pt+ v) = y, tab[y + 4] > 5, tab[1] = 10)
ave pour variables d'entrée : p1(X) = x, p2(X) = y et p3(X) = z après substitution et mise sous
forme anonique, nous obtenons :
(v = x∗2, v = x∗2−y, pt = tab+2, tab[2] = x, ∗(tab+2+x∗2−y) = y, tab[y+4] > 5, tab[1] = 10)
La ondition tab[y+ 4] > 5 est vériée mais trois sénarii peuvent être distingués dans le prédiat
de hemin alulé :
1. ∗(tab+ 2 + x ∗ 2− y) = y est équivalent à ∗(tab+ y + 4) = y,
2. tab[2] = x est équivalent à tab[y + 4] = x et
3. les deux sénarii préédents ne sont pas vériés et tab[y + 4] > 5.
Les ontraintes assoiées à es sénarii sont, en respetant le même ordre :
1. ((y + 4 = 2 + x ∗ 2− y) ∧ (y > 5))∨
2. ((y + 4 6= 2 + x ∗ 2− y) ∧ (y + 4 = 2) ∧ (x > 5))∨
3. ((y + 4 6= 2 + x ∗ 2− y) ∧ (y + 4 6= 2) ∧ (tab[y + 4] > 5))
Dans un tel as, nous utilisons les valeurs réelles des variables d'entrée pour identier préisément
quel as est elui orrespondant à e as de test et les autres sénarii seront explorés automati-
quement lors de la négation de es ontraintes d'alias du as de test donnant lieu à e hemin e
qui nous permet d'éliminer la disjontion dans nos prédiats de hemin.
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7.3.2 Propriétés et utilisation des prédiats de hemin dans
PathCrawler
Cette partie est primordiale pour la suite ar toute notre méthode de test est basée sur le alul
et la réutilisation des prédiats de hemins.
Nous rappelons que haque prédiat, PC(Chi, f,X), est une onjontion de pc
i
onditions de
branhes (projetées sur les entrées) ou ontraintes d'alias suessives renontrées le long du hemin
orrespondant. Ces onditions de branhe sont ordonnées par l'ordre d'exéution des onditions
orrespondantes. Nous onservons ette onjontion ordonnée dépliée dans la mesure où ela four-
nit une information importante sur la faisabilité des hemins que nous allons exploiter pour notre
stratégie de séletion des as de test.
Le rle des prédiats de hemins étant essentiel pour notre méthode, il est don néessaire de
retenir les propriétés suivantes pour le prédiat de hemin du as de test ourant :
 le prédiat de hemin ourant est alulé en partant de la trae symbolique d'exéution du
as de test ourant qui orrespond à un hemin d'exéution faisable et par onséquent le
système de ontraintes assoié au prédiat de hemin est toujours satisable,
 tous les préxes de e prédiat sont satisables (puisque la totalité de la onjontion
du prédiat est faisable).
De plus, le prétraitement des onditions multiples dans l'implantation de la fontion sous test
entraîne que le CFG modié de la fontion sous test ne possède que des onditions de branhes
simples. Le prédiat de hemin orrespondant à la onjontion des prédiats de branhe ela signie
que les prédiats de hemins manipulés dans la méthode PathCrawler sont des onjontions de
onditions simples (les prédiats de hemin ne possèdent auune disjontion).
La négation de PC(Chi, f,X) exprimé sous la forme (1) à la page 101 orrespond à la disjon-
tion de tous ses préxes ave la dernière ondition niée
2
:
(2) : ¬PC(Chi, f,X) =
∨
j=2..pci








Pour illustrer la formule (2), supposons que le prédiat PC(Ch1, f,X) du premier as de test




1. Le domaine de
séletion du prohain as de test orrespond don à SSD1 ⊆ Dom(Ch1). La négation du prédiat
PC(Ch1, f,X), e qui donne :























e qui orrespond bien à l'expression de (2).
Remarque(s) 24
Notons que haque onjontion de la disjontion (2) orrespond à un préxe de hemin du CFG
enore non exploré à la ieme étape de notre stratégie de test.
Appliation du ritère des k-hemins
La dénition de MaxCi(X) est modiée pour prendre en ompte les annotations des
ontraintes mises en plae lors de l'instrumentation plus préisément la ontrainte imposée par le
ritère de test à savoir un nombre maximal d'itérations dans une struture répétitive limité à k.
2
Nous rappelons que l'expression des prédiats de hemins sous la forme (1) ontient une information sur l'ordre
de vériation des ontraintes ontenues dans le prédiats : la ontrainte c1
i









Ainsi, si une ondition orrespond à la tête d'une struture répétitive après k itérations et si
elle est la ondition d'entrée de struture répétitive (par exemple la dernière ondition à vérier
pour une ondition omposée onjontive) alors sa vériation entraîne une nouvelle entrée dans
la struture répétitive après plus de k itérations. Dans un tel as, nous oupons don la branhe
assoiée de l'arbre de reherhe.
Dans le as d'une ondition multiple d'entrée de struture répétitive, nous déterminons don le
rle, déterminant ou non pour l'entrée ou la sortie de struture répétitive grâe aux informations
tirées de l'instrumentation et transmises aux ontraintes onernées.
Cependant, il n'est pas exlu qu'une solution au système de ontraintes du domaine de séletion
d'un prohain as de test puisse provoquer une nouvelle entrée dans la struture répétitive après
k itérations.
En eet, le veteur d'entrée du prohain as de test sera une solution au système de ontraintes
assoié à SSDi+1. Nous garantissons que MaxCi(X) ne ontient pas plus de k itérations par
struture répétitive mais nous ne pouvons pas garantir que le prédiat d'un autre as de test,
solution de MaxCi(X), n'entraînera pas plus de k itérations de ette même struture répétitive
ou d'une autre struture répétitive.
Problème des hemins infaisables
En e qui onerne le problème des hemins infaisables, notre méthode failite leur détetion.
Cela s'explique par trois aratéristiques de notre méthode de test :
 nous ne traitons qu'un seul hemin d'exéution de la fontion sous test à la fois,
 de plus, e hemin est totalement déroulé
3
et enn
 haque nouveau as de test est déterminé omme la solution d'un système de ontrainte
omposé d'un préxe onnu omme satisable ave la négation de sa dernière ontrainte.
Ainsi, si le système de ontraintes de MaxCi(X) est insatisable, nous savons que ette insatis-
abilité provient de l'ajout au préxe satisable de ¬cji (f. formule (2)).
Nous pouvons don utiliser, dans la phase de labelling (f. annexe C) ette information :
 dans le meilleur des as, il s'agit de onfronter la ontrainte niée à haque ontrainte du
préxe satisable an de mettre en évidene l'insatisabilité du hemin,
 sinon nous utilisons le alul des dépendanes
4
des variables de la dernière ontrainte. Dans e
as, l'ensemble des ontraintes faisant intervenir une variable dépendante d'une des variables
de la dernière ontrainte est onfrontée à la dernière ontrainte niée et
 dans le pire des as (si toutes les variables sont onernées par la négation
5
) la omplexité
devient exponentielle soit par rapport au nombre de ontraintes, soit par rapport au nombre
de variables dans les ontraintes soit par rapport à la taille des domaines énumérés et nous
ne gagnons rien.
Nous avons don mis en plae la gestion d'un TimeOut pour les insatisabilités non
détetées, la reherhe est arrêtée après le dépassement du TimeOut et est reportée à la n de
la génération des as de test. Cependant, les expérienes faites sur divers exemples onrment
la rareté des TimeOut. Cela nous onforte dans l'idée d'une bonne détetion des hemins
infaisables.
3
La trae du hemin exéuté réupéré orrespond à un unique ot de ontrle et ontient don la séquene de
toutes les aetations et onditions vériées pour e hemin (indépendamment du fait qu'elles appartiennent à une
struture répétitive, onditionnelle ou à un blo d'instrutions élémentaire).
4
Deux variables sont dites dépendantes si une des deux variables est dénie par l'utilisation de la valeur de la
seonde variable ou si une des deux variables en dénie par l'utilisation d'une troisième variable dont la valeur est
dépendante de la valeur de la seonde variable.
5
Toutes les variables du système de ontraintes sont dépendantes des variables de la ontrainte niée.
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La satisabilité de ontraintes formées de onjontion de ontraintes arithmétiques booléennes
sur des domaines nis d'entiers est déidable mais NP-omplet. Elle est implantée en programma-
tion logique ave ontraintes dans l'environnement ECLiPSe [WNJ97℄ et en partant de la proédure
de résolution utilisée dans [MA00℄ et dans [GDGM01℄. Nous utilisons les heuristiques de labelling
suivantes :
 la stratégie appliquée pour les valeurs des variables représentant des dimensions d'autres
variables onsiste à hoisir les valeurs les plus basses possibles,
 nous herhons dans un premier temps les valeurs des variables ontraintes (autre que les
variables représentant des dimensions de strutures de données) pour lesquelles nous hoi-
sissons une valeur aléatoire orientée vers le milieu des domaines ourant après l'appliation
de la propagation des ontraintes et
 nous hoisissons aussi en premier d'instanier les variables les plus ontraintes du système.
L'avantage du premier point est de tester des strutures à dimension nulle dont le traitement est
souvent soure d'erreurs. De plus, le temps d'exéution est réduit dans la mesure où un nombre
faible d'éléments des variables struturées est généré et utilisé.
Le fait que les dimensions de variables struturées soient hoisies de valeur faible permet
souvent de limiter le nombre d'itérations des strutures répétitives omme elles orrespondant à
un parours de es variables struturées. Nous limitons les as de test superus orrespondant à
un hemin ontenant plus de k itérations dans une struture répétitive donnée.
Notre stratégie de hoix de as de test est eae ar elle tire prot du méanisme du baktrak
de la PLC. De plus, l'espae de reherhe peut enore être réduit en prenant en ompte d'autres
ontraintes lors de la résolution omme des ontraintes fournies par l'utilisateur pour satisfaire un
objetif de test donné.
7.4 Stratégie de résolution de PathCrawler
La stratégie de résolution présentée ii est inspirée du solveur de ontraintes de l'outil GATeL
[MA00℄ implantée dans l'environnement ECLiPSe [WNJ97℄.
Notre heuristique de "labelling" (f. annexe C) onsiste à hoisir des dimensions de variables
struturées les plus petites possibles. Ainsi, nous sommes surs de générer des as de test pour des
strutures de données de taille nulle qui sont souvent soure d'erreurs (quand elles sont autorisées).
De plus, il arrive souvent que le nombre d'itérations d'une struture répétitive soit lié à la dimension
d'une variable struturée. Par onséquent, pour de telles strutures répétitives, nous limitons de
façon indirete le nombre d'itérations. Pour les variables ne représentant pas des dimensions, un
générateur de données aléatoire est utilisé dans le tiers médian des domaines des variables après
propagation de ontraintes. Si toutes les valeurs du tiers médian n'aboutissent à auune solution
alors les autres valeurs du domaine sont également explorées.
Remarque(s) 25
Les CSP manipulés orrespondent aux prédiats de hemins ourants dont la dernière ontrainte
à été niée soit MaxCi(X). Une solution d'un tel CSP orrespond à une donnée d'entrée pour le
prohain as de test.
Le hoix de la variable à instanier orrespond à une variable assoiée à un maximum de
ontraintes et dont le domaine de valeurs est le plus petit. Nous hoisissons également à e
moment d'instanier en priorité les variables onernées par la dernière ontrainte niée du prédiat
de hemin ourant.
Ce proessus est itéré jusqu'à la satisfation de toutes les ontraintes du CSP en vue d'une
aetation totale onsistante.
Cette stratégie de randomisation permet d'avoir une solution diérente à haque résolution
d'un prédiat de hemin représenté par un CSP. Pour la séletion d'un as de test, lors de la
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résolution du préxe de prédiat de hemin ourant ave la dernière ondition niée (modélisé sous
la forme d'un CSP), les données d'entrée déterminées ne seront pas toujours les mêmes valeurs.
Ce point nous permet de vérier l'eaité et la onstane de notre méthode de génération de as
de test unitaire pour des données de test générées variables.
Nous allons maintenant illustrer onrètement notre méthode sur un premier exemple.
7.5 Appliation à la fontion getmid
Nous avons hoisi de reprendre la fontion getmid de la gure 6.2, page 85 prenant en arguments
trois entiers et retournant la valeur intermédiaire de eux-i.
Nous allons suivre l'appliation de notre méthode sur ette fontion au l des diérents as de
test.
7.5.1 Remarques préalables
Tout d'abord, observons le CFG de ette fontion, représenté par la gure 6.3 à la page 85.
An de failiter la ompréhension de l'exemple, nous rappelons que haque ar est annoté d'un
numéro unique de type ci ave ci = ¬ci+1 pour i impair ∈ [1..11] étiqueté de la ondition de
branhe assoiée. Le graphe ontient au total 16 hemins dont ertains sont en réalité infaisables.
En eet, pour σN la fontion d'étiquetage assoiée au n÷uds du graphe de ontrle de la fontion,
nous avons :
 σN (c2) = ¬σN (c8) et
 σN (c1) = ¬σN (c7).
Les ontraintes assoiées aux n÷uds c2 et c8 sont ontraditoires. Tout hemin passant à la fois
par c2 et c8 ou c1 et c7 sera don infaisable puisque son prédiat est insatisable.
Remarque(s) 26
Pour et exemple, nous allons onfondre les ars du CFG ave les labels assoiés ainsi cj désignera
à la fois l'ar cj et sa ontrainte assoiée σN (cj).
La gure 7.15 ontient la fontion équivalente instrumentée lors du prétraitement et la gure
7.16 ontient le programme généré ontenant les termes Prolog orrespondant aux aetations et
onditions vériées.
Lors de l'exéution de la fontion instrumentée, les traes réupérées sont de la forme :
".id1 : id2 : id3.id4" où les identiants préédés d'un point omme id1 et id4 sont des identi-
ants orrespondant aux termes block_condition et les identiants préédés de deux points sont
des identiants orrespondant aux termes block_assignments du programme Prolog généré.
7.5.2 Appliation
Nous devons tout d'abord déterminer le domaine de dénition Def(getmid) de la fontion.
Auune ontrainte n'est imposée entre les diérentes variables d'entrée don :
Def(getmid) = Dom(int)×Dom(int)×Dom(int)
Nous hoisissons pour et exemple de restreindre les domaines assoiés aux variables d'entrée
de la fontion, possibilité aussi oerte à l'utilisateur pour orienter le test de la fontion sur un
sous-domaine en entrée de la fontion jugé ritique.
Notation 19
Comme nous venons de le préiser, l'utilisateur peut restreindre les domaines des variables d'entrée
pour orienter les tests. Le domaine assoié à la fontion Dom(f) peut don être restreint par l'uti-
lisateur à un sous-domaine que nous noterons Dom(f)|user tel que Dom(f)|user ⊆ Dom(f). Dans
e as, le domaine de séletion du premier as de test est également restreint à un sous-domaine du
domaine de dénition de la fontion que nous noterons Def(f)|user tel que Def(f)|user ⊆ Def(f).
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1 int getmid(int x1 , int x2 , int x3 )
2 { int mid ;
3 {
4 printf(":1");
5 mid = x3;
6 if (x2 < x3) {
7 printf(".2");
8 if (x1 < x2) {
9 printf(".4:6 ");
10 mid = x2;
11 } else {
12 printf(".5");
13 if (x1 < x3) {
14 printf(".7:9 ");
15 mid = x1;




20 } else {
21 printf(".3");
22 }
23 if (x2 >= x3) {
24 printf(".10");
25 if (x1 > x2) {
26 printf(".12:14");
27 mid = x2;
28 } else {
29 printf(".13");
30 if (x1 > x3) {
31 printf(".15:17");
32 mid = x1;









42 return (mid );
43 }
44 }}
Fig. 7.15  Fontion getmid après prétraitement dont instrumentation
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1 blok_assignments (18,[ affet(res__getmid ,mid )℄).
2 blok_assignments (17,[ affet(mid , x1 )℄).
3 blok_assignments (16 ,[℄).
4 blok_assignments (15 ,[℄).
5 blok_assignments (14,[ affet(mid , x2 )℄).
6 blok_assignments (13 ,[℄).
7 blok_assignments (12 ,[℄).
8 blok_assignments (11 ,[℄).
9 blok_assignments (10 ,[℄).
10 blok_assignments (9,[ affet(mid , x1 )℄).
11 blok_assignments (8 ,[℄).
12 blok_assignments (7 ,[℄).
13 blok_assignments (6,[ affet(mid , x2 )℄).
14 blok_assignments (5 ,[℄).
15 blok_assignments (4 ,[℄).
16 blok_assignments (3 ,[℄).
17 blok_assignments (2 ,[℄).
18 blok_assignments (1,[ affet(mid , x3 )℄).
19 blok_assignments (0 ,[℄).
20
21 blok_ondition (16, ond (infegal ,x1 ,x3 ,a(18,1, getmid.,neg ,[℄))).
22 blok_ondition (15, ond (sup ,x1 ,x3 ,a(18,1, getmid.,pos ,[℄))).
23 blok_ondition (13, ond (infegal ,x1 ,x2 ,a(15,1, getmid.,neg ,[℄))).
24 blok_ondition (12, ond (sup ,x1 ,x2 ,a(15,1, getmid.,pos ,[℄))).
25 blok_ondition (11, ond (inf ,x2 ,x3 ,a(13,1, getmid.,neg ,[℄))).
26 blok_ondition (10, ond (supegal ,x2 ,x3 ,a(13,1, getmid.,pos ,[℄))).
27 blok_ondition (8, ond(supegal ,x1 ,x3 ,a(10,1, getmid.,neg ,[℄))).
28 blok_ondition (7, ond(inf ,x1 ,x3 ,a(10,1, getmid.,pos ,[℄))).
29 blok_ondition (5, ond(supegal ,x1 ,x2 ,a(7,1, getmid.,neg ,[℄))).
30 blok_ondition (4, ond(inf ,x1 ,x2 ,a(7,1, getmid.,pos ,[℄))).
31 blok_ondition (3, ond(supegal ,x2 ,x3 ,a(5,1, getmid.,neg ,[℄))).
32 blok_ondition (2, ond(inf ,x2 ,x3 ,a(5,1, getmid.,pos ,[℄))).
Fig. 7.16  Termes générés à l'instrumentation de la fontion getmid
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Ainsi, nous restreignons le domaine de haque variable d'entrée à l'intervalle [−100..100], nous
avons don :


















































































Fig. 7.17  Illustration de notre stratégie sur la fontion getmid
Convention 7
Pour ci une ondition de branhe, nous noterons c
′
i son expression en fontion des valeurs initiales
des variables d'entrées.
Le premier domaine de séletion SSD0 orrespond don à Def(getmid)|user dans lequel
un premier veteur d'entrée X1 est hoisi aléatoirement tel que X1 = (−21, 26,−31). Le
prédiat de hemin assoié est PC(Ch1, getmid,X) = (c
′2 ∧ c′7 ∧ c′10 ∧ c′11). On applique
la stratégie de séletion de as de test pour déterminer MaxC1 en onservant le plus long
préxe réversible de PC(Ch1, getmid,X) et en niant sa dernière ontrainte. On obtient
MaxC1(X) = (c
′2 ∧ c′7 ∧ c′10 ∧ ¬c′11).
Le seond veteur d'entrée X2 est une solution de MaxC1(X) tel que X2 = (30, 72, 58). Le
prédiat assoié est PC(Ch2, getmid,X) = (c
′2∧ c′7∧ c′10∧ c′12) de la même façon on détermine
MaxC2(X) = (c
′2 ∧ c′7 ∧ ¬c′10).
Le troisième as de test orrespond à X3 = (13,−53,−73),















réversible ii ar c′2 et c
′
7 sont des ontraintes équivalentes. Par baktrak, nous réupérons don
le seond plus long préxe réversible de PC(Ch3, getmid,X) à savoir MaxC3(X) = (¬c′2).
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Pour le quatrième as de test, nous obtenons X4 = (21,−12, 39),
















8 est également insatisable
c′8 = c
′







Pour le inquième as de test, nous avons X5 = (17,−60,−11),





















insatisable pour les mêmes raisons que le test préédent.
Enn le dernier as de test orrespond au veteur d'entrée X6 = (21, 71, 85) ave













able toujours pour les mêmes raisons et tous les autres préxes ayant déjà été explorés, le test
est don terminé pour ette fontion.
La gure 7.17 ontient le sous-graphe des hemins faisables du CFG déouverts le long des
diérents as de test.
7.5.3 Analyse
Les 6 hemins faisables de la fontion getmid ont bien été ouverts et quatre préxes insatis-
ables ont été oupés de l'arbre de reherhe :
 c′2 ∧ ¬c
′
7



















Les 10 hemins insatisables ont été éliminés de notre étude par la oupure des branhes
assoiées aux préxes insatisables identiés.
Nous rappelons que notre méthode a eetué des hoix aléatoires pour le premier as de test
dans Def(getmid)|user et pour les as de test suivants dans les domaines de séletion suessifs
SSDi. Ainsi, an d'analyser et de valider les résultats de notre méthode, nous l'avons exéutée 10
fois sur la fontion getmid.
A haque fois, 6 as de test sont générés orrespondant aux 6 hemins exéutables de la fontion
et les 4 préxes insatisables sont identiés e qui permet bien d'éliminer les 10 hemins infaisables.
Les temps d'exéution CPU en seondes sur un PC de 2GHZ fontionnant sous Linux sont :
0.01, 0.02, 0.00, 0.02, 0.01, 0.01, 0.00, 0.03, 0.01, 0.01. Ces temps inluent l'exéution de la fontion
instrumentée ainsi que les nombreuses opérations sur des hiers (ommuniation et trae). De
plus, nous ne notons pas de variation notable dans les temps d'exéution. Ces résultats sont
fortement enourageants de par leur stabilité et leur vitesse e qui laisse enore entrevoir des
améliorations pour l'avenir dans la mesure où notre implantation peut enore être optimisée.
Dans e hapitre, nous nous sommes onentrés sur notre méthode de test unitaire struturelle
PathCrawler pour laquelle nous avons présenté le prinipe de base, ses aratéristiques et les détails
des diérentes étapes. Dans la dernière setion, nous l'avons illustrée en l'appliquant à la fontion
getmid, fontion ontenant de nombreux hemins infaisables.
Dans le hapitre suivant, nous allons présenter son appliation sur un exemple plus omplet
(strutures répétitives, hemins infaisables, préonditions et tableaux) qui permettra d'illustrer
plus en détails les points omplexes traités par la méthode. Ce hapitre dressera également une




Illustration détaillée et analyse
Dans e hapitre nous allons appliquer la méthode PathCrawler à la fontion merge, fontion de
tri fusion de tableaux d'entiers. Cette fontion va nous permettre de démontrer plus en détails les
points forts de notre méthode en e qui onerne le alul de prédiats de hemin, la manipulation
de tableaux, la prise en ompte de préonditions, l'appliation du ritère des k-hemins et enn la
détetion des hemins infaisables.
Ensuite, nous dresserons un bilan ritique de notre approhe et nous expliquerons pourquoi
nous avons hoisi de nous orienter vers une méthode de test mixte 'est-à-dire une méthode de
test intégrant à la fois les aspets struturel et fontionnel de la fontion sous test e qui nous
permettra d'introduire et de justier la troisième partie de e manusrit.
8.1 Appliation de la méthode PathCrawler à une fontion
de tri fusion
Dans ette setion, nous allons utiliser l'exemple de la fontion merge dont le ode soure est
présenté dans la gure 8.1.
8.1.1 Etude de la fontion merge
Cette fontion possède quatre variables d'entrée t1[℄, t2[℄, l1, l2 respetivement deux
tableaux d'entiers et les tailles des tableaux assoiées. Le tableau t3[℄ est l'unique variable de
sortie de la fontion dans lequel tous les éléments des tableaux en entrée vont être insérés par
ordre roissant.
Une grande partie des hemins d'exéution de la fontion sont en réalité infaisables. En eet,
la première struture répétitive utilise tous les éléments de t1 ou de t2, la seonde struture
répétitive utilise les éléments restants de t1 et la troisième struture répétitive utilise les derniers
éléments de t2. Ainsi, la sortie de la première struture répétitive signie qu'un des deux tableaux
a été vidé et don que seule une des deux strutures répétitives suivantes sera exéutée.
La fontion merge est tout d'abord soumise à notre prétraitement des fontions dont le résultat
est ontenu dans la gure 8.2. La gure 8.3 ontient les lauses Prolog générées à l'instrumentation.
Dans la gure 8.3, nous pouvons observer en partiulier les annotations de ontraintes mises
en plae pour les strutures répétitives. Par exemple, à la ligne 28 l'annotation de la lause
block_condition a(5, 1,merge, neg, [b(pexit)]) signie qu'il s'agit de la première ondition de la
ligne 5 de la fontion initiale, que ette ondition est niée e qui orrespond à la sortie de
la struture répétitive (ondition multiple onjontive). De même, à la ligne 27, l'annotation
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1 void merge (int t1[℄, int t2[℄, int t3[℄, int l1 , int l2) {
2 int i = 0;
3 int j = 0;
4 int k = 0;
5 while (i < l1 && j < l2) {/* struture répétitive 1 */
6 if (t1[i℄ < t2[j℄) { /* struture onditionnelle */









16 while (i < l1) {/* struture répétitive 2*/




21 while (j < l2) {/* struture répétitive 3*/





Fig. 8.1  Fontion merge
a(5, 2,merge, pos, [b(entry)]) signie qu'à la ligne 5, la seonde ondition élémentaire est vériée
e qui orrespond à l'entrée dans la struture répétitive.
8.1.2 Données fournies par l'utilisateur
La fontion possède 5 paramètres formels mais seulement 4 de es paramètres sont de réelles
variables d'entrées de la fontion. De plus, les tableaux t1, t2 sont de taille variable. Nous dénis-
sons de façon automatique un sur-ensemble des variables d'entrée de la fontion dans lequel nous
demandons à l'utilisateur de dénir les réelles variables d'entrée de la fontion merge. Par défaut,
les domaines assoiés aux variables d'entrée sont les domaines assoiés aux types C délarés et le
domaine des dimensions des strutures de données est [1, 1] mais nous orons à l'utilisateur la pos-
sibilité de dénir son propre domaine en entrée pour la fontion Dom(merge)|user qui orrespond
à un domaine restreint du domaine global de la fontion.
Dans le as de variables d'entrée struturées, l'utilisateur doit dénir haque domaine des
omposants de es variables omme les éléments d'un tableau, les hamps d'une struture, les
valeurs déréférenées,. . . . Une forme limitée de la quantiation universelle ('est-à-dire sur des
domaines nis) peut être utilisée pour dénir les domaines des omposants indexés.
Nous demandons également à l'utilisateur de fournir les relations de dépendanes entre les
variables et les ontraintes assoiées dénissant les onditions de bonne utilisation de la fontion.
Dans notre exemple, la variable d'entrée l1 est utilisée omme indie pour aéder aux éléments
de t1 de même pour l2 et t2 ainsi les variables l1, l2 ne peuvent être de valeurs négatives et ne
peuvent exéder la valeur de la taille des tableaux assoiés. De plus, les éléments de t1 et de t2
doivent être initialement triés par ordre roissant.
Les propriétés fournies par l'utilisateur pour notre exemple sont don :
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1 void merge(int *t1 , int *t2 , int *t3 , int l1 ,int l2 )
2 { int i ; int j ; int k ;
3 {
4 printf(":1");
5 i = 0; j = 0; k = 0;{
6 while (1) {
7 while_0_ontinue :;
8 if (i < l1) { /*1*/
9 printf(".2");
10 if (j < l2) { /*3*/
11 printf(".4");
12 } else { /*4*/
13 printf(".5");
14 goto while_0_break ;}}
15 } else { /*2*/
16 printf(".3");
17 goto while_0_break ;}
18 if ((*( t1 + i)) < (*(t2 + j))) { /*5*/
19 printf(".6:8");
20 (*(t3 + k)) = (*(t1 + i));
21 i ++;
22 } else { /*6*/
23 printf(".7:9");





29 { while (1) {
30 while_1_ontinue : ;
31 if (i < l1) { /*7*/
32 printf(".11");
33 } else { /*8*/
34 printf(".12");
35 goto while_1_break ;}
36 printf(":13");
37 (*(t3 + k)) = (*( t1 + i));
38 i ++;k ++;}
39 while_1_break : ;}
40 { while (1) {
41 while_2_ontinue :;
42 if (j < l2) { /*9*/
43 printf(".14");
44 } else { /* 10*/
45 printf(".15");
46 goto while_2_break ; }
47 printf(":16");
48 (*(t3 + k)) = (*( t2 + j));




Fig. 8.2  Fontion merge prétraitée et instrumentée
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1 blok_assignments (16,[ affet(ont (t3 , k), ont (t2 , j)), affet(j, +(j, 1)),
2 affet(k, +(k, 1))℄).
3 blok_assignments (15 ,[℄).
4 blok_assignments (14 ,[℄).
5 blok_assignments (13,[ affet(ont (t3 , k), ont (t1 , i)), affet(i, +(i, 1)),
6 affet(k, +(k, 1))℄).
7 blok_assignments (12 ,[℄).
8 blok_assignments (11 ,[℄).
9 blok_assignments (10,[ affet(k, +(k, 1))℄).
10 blok_assignments (9,[ affet(ont (t3 , k), ont (t2 , j)), affet(j, +(j, 1))℄).
11 blok_assignments (8,[ affet(ont (t3 , k), ont (t1 , i)), affet(i, +(i, 1))℄).
12 blok_assignments (7 ,[℄).
13 blok_assignments (6 ,[℄).
14 blok_assignments (5 ,[℄).
15 blok_assignments (4 ,[℄).
16 blok_assignments (3 ,[℄).
17 blok_assignments (2 ,[℄).
18 blok_assignments (1,[ affet(i, 0), affet(j, 0), affet(k, 0)℄).
19 blok_assignments (0 ,[℄).
20 blok_ondition (15, ond (supegal ,j,l2 ,a(21,1, merge ,neg ,[b(exit )℄))).
21 blok_ondition (14, ond (inf ,j,l2 ,a(21,1, merge ,pos ,[b(entry )℄))).
22 blok_ondition (12, ond (supegal ,i,l1 ,a(16,1, merge ,neg ,[b(exit )℄))).
23 blok_ondition (11, ond (inf ,i,l1 ,a(16,1, merge ,pos ,[b(entry )℄))).
24 blok_ondition (7, ond(supegal ,ont (t1 , i),ont (t2 , j),a(6,1,merge ,neg ,[℄))).
25 blok_ondition (6, ond(inf ,ont (t1 , i),ont (t2 , j),a(6,1,merge ,pos ,[℄))).
26 blok_ondition (5, ond(supegal ,j,l2 ,a(5,2,merge ,neg ,[b(exit )℄))).
27 blok_ondition (4, ond(inf ,j,l2 ,a(5,2,merge ,pos ,[b(entry )℄))).
28 blok_ondition (3, ond(supegal ,i,l1 ,a(5,1,merge ,neg ,[b(pexit )℄))).
29 blok_ondition (2, ond(inf ,i,l1 ,a(5,1,merge ,pos ,[b(pentry )℄))).
Fig. 8.3  Clauses Prolog générées pour la fontion merge
 dim(t1) = l1
 dim(t2) = l2
 l1 ∈ [0..100]
 l2 ∈ [0..100]
 ∀i ∈ [0..l1− 1], t1[i] ∈ [0..100]
 foralli ∈ [1..l1− 1], t1[i] ≥ t1[i− 1]
 ∀j ∈ [0..l2− 1], t2[j] ∈ [0..100]
 ∀j ∈ [0..l2− 1], t2[j] ≥ t1[j − 1]
De plus, nous xons la valeur de k à 2 dans notre exemple pour l'appliation du ritère des
k-hemins e qui orrespond à 126 hemins théoriques dont seuls 17 sont en réalité infaisables.
Enn, l'utilisateur peut également fournir un orale sous la forme d'une fontion C prenant
en arguments à la fois les variables d'entrée et les variables de sortie de la fontion merge an de
pouvoir établir un verdit de test à haque as de test.
8.1.3 Cas de test suessifs
Le premier veteur d'entrée, X1, est hoisi dans le domaine restreint par l'utilisateur de merge




Nous donnerons les hemins suivis par les diérents as de tests en terme de séquene de
onditions de branhes vériées selon les annotations de 8.2.
Ainsi, le premier veteur d'entrée est X1 = ([], [], 0, 0) qui orrespond à la séquene
Ch1 = (c2, c8, c10) et au prédiat de hemin
PC(Ch1,merge,X) = (0 ≥ l1) ∧ (0 ≥ l1) ∧ (0 ≥ l2). Le plus long préxe réversible non exploré
est PC(Ch1,merge,X) ainsi MaxC1 = (0 ≥ l1) ∧ (0 ≥ l1) ∧ ¬(0 ≥ l2).
Pour le seond veteur d'entrée, solution de MaxC1, t2 possède ette fois un élément et t1 est
toujours vide. Il n'y a don qu'un seul passage dans la troisième struture répétitive de la fontion.
Le troisième as de test, orrespondra à t1 vide et t2 à deux éléments soit à deux passages
dans la troisième struture répétitive. La détermination de MaxC3(X) prendra en ompte le
nombre d'itérations dans ette troisième struture en évitant un troisième passage (k = 2) dans
la struture répétitive e qui donnera par baktrak MaxC3(X) = ¬(0 ≥ l1) (f. gure 8.4) et



































Fig. 8.4  Illustration de notre stratégie sur la fontion merge
Nous donnons i-dessous la liste des as de test eetués sur la fontion merge ave pour
onvention les valeurs des éléments de tableaux sous forme d'une liste omme omposant de Xi et
ci′ l'expression de la ondition ci après substitution en termes des valeurs initiales des variables
d'entrée. De plus, nous notons TestMaxCi la première tentative pour aluler MaxCi dans la
mesure où parfois TestMaxCi sera insatisable ou possédera plus de k itérations par struture
répétitive.
1. X1 = ([], [], 0, 0), Ch1 = (c2, c8, c10),
TestMaxC1 = (c2
′ ∧ c8′ ∧ ¬c10′)
2. X2 = ([], [−3], 0, 1), Ch2 = (c2, c8, c9, c10),
TestMaxC2 = (c2
′ ∧ c8′ ∧ ¬c9′)
3. X3 = ([], [−52, 30], 0, 2), Ch3 = (c2, c8, c9, c9, c10),
TestMaxC3 = (c2
′ ∧ c8′ ∧ c9′ ∧ ¬c9′)
4. X4 = ([−5], [], 1, 0), Ch4 = (c1, c4, c7, c8, c10),
TestMaxC1 = (¬c1′)
5. X5 = ([−41,−8], [], 2, 0), Ch5 = (c1, c4, c7, c7, c8, c10),
TestMaxC5 = (c1
′ ∧ c4′ ∧ c7′ ∧ ¬c7′)




7. X7 = ([24], [67, 88], 1, 2), Ch7 = (c1, c3, c5, c2, c8, c9, c9, c10),
TestMaxC7 = (c1
′ ∧ c3′ ∧ c5′ ∧ c2′ ∧ c8′ ∧ c9′ ∧ ¬c9′)
8. X8 = ([−67, 14], [−22], 2, 1), Ch8 = (c1, c3, c5, c1, c3, c6, c1, c4, c7, c8, c10),
TestMaxC8 = (c1
′ ∧ c3′ ∧ c5′ ∧ ¬c1′)
9. X9 = ([−77,−27, 0], [−61], 3, 1), Ch9 = (c1, c3, c5, c1, c3, c6, c1, c4, c7, c7, c8, c10),
TestMaxC9 = (c1
′ ∧ c3′ ∧ c5′ ∧ c1′ ∧ c3′ ∧ c6′ ∧ c1′ ∧ c4′ ∧ c7′ ∧ ¬c7′)
10. X10 = ([−1, 23], [46], 2, 1), Ch10 = (c1, c3, c5, c1, c3, c5, c2, c8, c9, c10),
TestMaxC10 = (c1
′ ∧ c3′ ∧ c5′ ∧ c1′ ∧ c3′ ∧ ¬c5′)
11. X11 = ([−68,−37], [−14, 29], 2, 2), Ch11 = (c1, c3, c5, c1, c3, c5, c2, c8, c9, c9, c10),
TestMaxC11 = (c1
′ ∧ c3′ ∧ c5′ ∧ c1′ ∧ c3′ ∧ c5′ ∧ c2′ ∧ c8′ ∧ c9 ∧ ¬c9′)
12. X12 = ([−69,−36, 28], [−5], 3, 1),Ch12 = (c1, c3, c5, c1, c3, c5, c1, c3, c6, c1, c4, c7, c7, c7, c8, c10),
TestMaxC12 = (c1
′ ∧ c3′ ∧ c5′ ∧ c1′ ∧ ¬c′3)
13. X13 = ([−23], [−50], 1, 1), Ch13 = (c1, c3, c6, c1, c4, c7, c8, c10),
TestMaxC13 = (c1
′ ∧ c3′ ∧ ¬c6′)
14. X14 = ([41, 73], [9], 2, 1), Ch14 = (c1, c3, c6, c1, c4, c7, c7, c8, c10),
TestMaxC14 = (c1
′ ∧ c3′ ∧ c6′ ∧ c1′ ∧ c4′ ∧ c7′ ∧ ¬c7′)
15. X15 = ([−30], [−69, 24], 1, 2), Ch15 = (c1, c3, c6, c1, c3, c5, c2, c8, c9, c10),
TestMaxC15 = (c1
′ ∧ c3′ ∧ c6′ ∧ c1′ ∧ ¬c3′)
16. X16 = ([−30], [−73,−13, 15], 1, 3), Ch16 = (c1, c3, c6, c1, c3, c5, c2, c8, c9, c9, c10),
TestMaxC16 = (c1
′ ∧ c3′ ∧ c6′ ∧ c1′ ∧ c3′ ∧ c5′ ∧ c2′ ∧ c8′ ∧ c9′ ∧ ¬c9′)
17. X17 = ([31, 56], [−17, 64], 2, 2), Ch17 = (c1, c3, c6, c1, c3, c5, c1, c3, c5, c2, c8, c9, c10),
TestMaxC17 = (c1
′ ∧ c3′ ∧ c6′ ∧ c1′ ∧ c3′ ∧ c5′ ∧ ¬c1′)
18. X18 = ([27], [−54,−26], 1, 2), Ch18 = (c1, c3, c6, c1, c3, c6, c1, c4, c7, c8, c10),
TestMaxC18 = (c1
′ ∧ c3′ ∧ c6′ ∧ c1′ ∧ c3′ ∧ ¬c6′)
19. X19 = ([−52,−26], [−79,−65], 2, 2), Ch19 = (c1, c3, c6, c1, c3, c6, c1, c4, c7, c7, c8, c10),
TestMaxC19 = (c1
′ ∧ c3′ ∧ c6′ ∧ c1′ ∧ c3′ ∧ c6′ ∧ c1′ ∧ c4′ ∧ c7′ ∧ ¬c7′)
Nous avons don généré 19 as de test diérents pour 17 hemins exéutables : les as de test
12 et 17 ontiennent plus de 2 itérations par struture répétitive : nous rappelons que nous ne
garantissons pas la non génération de as de test superus omme expliqué dans la setion 7.3.2.
Nous avons identié en tout 25 préxes de hemins insatisables ou >k éliminant 109 hemins de
la fontion.
Pour prouver l'eaité de la méthode, nous exéutons PathCrawler 10 fois de suite sur la
fontion merge ave k = 5 et des domaines non restreints pour les éléments des tableaux en
entrée. Le nombre total de hemins est de 4536 dont seuls 321 sont faisables et respetent k. A
haque exéution, 337 as de test sont générés et 317 préxes insatisables ou > k sont éliminés
de l'arbre de reherhe exluant 4215 hemins.
Les temps d'exéution CPU en seondes sur un PC de 2GHZ fontionnant sous Linux sont :2.06,
2.08, 2.04, 2.05, 1.98, 2.09, 1.96, 2.04, 2.06, 2.02.
Les résultats sont prometteurs et notre heuristique de labelling parait eae ar en 2 seondes
654 préxes prédiats ont été générés ou rejetés, e temps inluant l'exéution de la fontion et
les diverses ommuniations et opérations entre hiers.
8.2 Analyse de la méthode PathCrawler
8.2.1 Points en étude
Comme nous l'avons préisé dans le hapitre 7, nous traitons un sous-ensemble du langage C
ANSI mais ertains points non traités sont atuellement en étude (f. setion 7.2.1).
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Nous ne traitons par enore, par exemple, les odes réursifs à ause du problème ombinatoire
de hemins. Cependant, une limitation du nombre d'appels de es fontions selon le même
prinipe que le traitement des strutures répétitives à nombre variable d'itérations est envisagé.
Un traitement dynamique des appels de fontions réursives lors de l'instrumentation permettra
la mise en orrespondane des variables formelles de la fontion appelée aux variables aetives
de l'appel en terme des variables d'entrée.
Notre méthode de substitution ore un traitement omplet des alias y ompris pour les
éventuelles relations sur les variables d'entrée inuant sur le hemin emprunté. Cependant, un as
n'est pas traité : quand une variable en entrée pointe vers une autre variable en entrée.
La résolution de ontraintes en présene de ottants dénie par Gotlieb, Mihel et Botella
[BGM06℄ n'est pas enore intégrée dans notre approhe. Pour l'instant, nous utilisons les réels
d'Elipse [WNJ97℄ en attendant d'implanter les résultats de travaux préédemment ités.
Une de nos autres perspetives est, omme nous l'avons déjà laisser entendre, d'étendre notre
méthode à d'autres langages de programmation impératifs an ne plus se limiter à la seule étude
du langage C.
De plus, notons que le test aux bords des domaines est un test plus fort que le test des hemins




8.2.2 Étapes non automatisées
Notre méthode s'adresse aux langages impératifs et plus partiulièrement au langage C pour
lequel un prototype a été implanté. Cependant, ertains points demandent toujours l'intervention
de l'utilisateur et restent don manuels.
En eet, l'utilisateur, dans la onguration atuelle, doit identier tout d'abord les entrées et
sorties eetives de la fontion (y ompris les éventuelles variables globales) dont l'outil fournit
un sur-ensemble. De plus, il doit pouvoir préiser ertains types : par exemple, les tableaux de
taille variable sont onsidérés omme des pointeurs. Il faut don que l'utilisateur préise e point
en modiant le type de la variable identiée omme un pointeur en un tableau de taille variable
et si possible de fournir une variable ontenant la taille de e tableau (omme pour l'exemple de
la fontion merge où la variable l1 ontient la taille du tableau de taille variable t1). L'utilisateur
peut fournir es diérentes données néessaires d'une façon simple via une interfae intuitive.
Ainsi, l'utilisateur doit parfois préiser les dénitions des domaines des variables d'entrée
et des ontraintes d'environnement assoiées. Il doit également fournir les préonditions de la
fontion néessaires pour déterminer le domaine de dénition de la fontion.
Pour l'établissement d'un verdit de test, l'utilisateur devra également fournir une fontion C
jouant le rle d'orale pour la fontion sous test.
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8.2.3 Intégration d'aspets fontionnels à la méthode PathCrawler
Le test struturel est une stratégie néessaire dans la mesure où elle seule peut déteter
ertaines erreurs d'implantation. Le but est de s'assurer que la totalité des diérentes exéutions
possibles du logiiel a bien été explorée. Cependant, les spéiations deviennent néessaires
pour la mise en ÷uvre d'un orale qui analyse la orretion des sorties du programme ou pour le
traitement du problème des hemins manquants [GG75℄.
L'idée du test fontionnel est, quant à lui, de vérier le omportement réel du logiiel
par rapport à son omportement spéié. Son apport prinipal est justement l'élimination du
problème des hemins manquants et de permettre la mise en plae d'un verdit de test.
Nous avons envisagé, hormis l'amélioration des aspets manquants de notre approhe, une
extension de notre méthode vers d'autres ontextes an de ne plus se limiter simplement à une
tehnique de test struturel. Ces perspetives sont possibles grâe à la faible omplexité et à
l'eaité de notre méthode de test. L'objetif de la stratégie de test mixte est d'atteindre un test
omplet du point de vue de l'implantation et des spéiations.
Cette extension est possible en enrihissant l'instrumentation de la fontion par des informa-
tions issues des spéiations et par le fait que notre stratégie de test reste ouverte à l'ajout de
nouvelles ontraintes.
Prenons par exemple le problème des hemins manquants adressé uniquement par des
méthodes fontionnelles. Pour que notre méthode de test adresse également e point et en
supposant disposer des spéiation omplètes de la fontion sous test exprimées via un langage
de spéiation sous forme de ouples pre/post 3, il s'agirait de ouvrir struturellement haque
domaine des ouples pre/post 'est-à-dire haque domaine fontionnel DFi de la fontion sous test.
De plus, l'analyse automatisée des préonditions formalisées dans la spéiation de la fontion
nous permettrait de générer automatiquement le domaine de dénition de la fontion en exluant
du domaine les valeurs interdites, en identiant lairement les variables d'entrée et de sortie de
la fontion et en prenant en ompte les ontraintes entre les variables au lieu de le demander à
l'utilisateur.
Enn, pour le problème de la génération automatique d'un orale de test, il s'agirait de ouvrir
struturellement haque domaine fontionnel, DFi, de la fontion en utilisant la postondition
Qi(f,X, Y )
1
omme orale pour e domaine fontionnel.
8.2.4 Traitement des appels de fontions dans la fontion sous test
Le traitement des appels de fontion dans la fontion sous test onsiste, dans PathCrawler, à
étendre le ritère de test au ode soure des fontions appelées. Il s'agit d'un traitement "inlining"
des fontions appelées. L'avantage d'un tel traitement est de prendre en ompte le omportement
réel des fontions appelées. Le problème assoié à e traitement est le même que le problème de
la gestion des strutures répétitives du ode : la ombinatoire des hemins des fontions appelées
s'ajoute à elle de la fontion sous test rendant l'appliation d'un ritère strite omme elui des
k-hemins inappliable pour des fontions réalises ave appels de fontion.
1
Nous rappelons qu'une postondition Qi(f, X, Y ) est un ensemble de ontraintes aratérisant la relation entre
les variables d'entrée et de sortie de la fontion pour un domaine fontionnel donné DFi (f. hapitre 3).
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Dans la partie suivante, nous allons expliquer la stratégie de traitement des fontions appelées
proposée dans e manusrit. Nous expliquerons également omme nous allons inorporer ette
gestion des appels de fontion à la méthode PathCrawler que nous venons de présenter.
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Dans ette partie, nous nous sommes intéressés au problème de la génération
automatique de as de test struturels et nous avons présenté quelques travaux
assoiés.
Ensuite, nous nous sommes penhés sur notre méthode de génération de as de
test unitaire struturels, la méthode PathCrawler, dont nous avons expliqué les
aratéristiques et les diérentes étapes. Nous avons ensuite appliqué PathCrawler à
deux fontions exemples pour illustrer de façon plus onrète son déroulement.
Dans le dernier hapitre, nous avons fait un bilan ritique de la méthode en expli-
quant ses limitations atuelles mais aussi les limitations propres à toutes méthodes
purement struturelles. De e onstat, nous avons eu l'idée de modier ette méthode
pour y intégrer des aspets fontionnels an d'obtenir, omme nous le dénissons,
une méthode de test mixte.
La mise en plae d'une stratégie de test mixte a pour objetif premier le traitement des
appels de fontion traités par "inlining" initialement dans la méthode PathCrawler.
Ce traitement "inlining" n'est pas adapté à une méthode de test struturel en général
et en partiulier pour un ritère de test aussi rigoureux que elui que nous appliquons.
La partie suivante va nous permettre de présenter les traitements lassiques des appels
de fontion dans une méthode de test unitaire. Nous présenterons ensuite omment
nous proposons d'abstraire les fontions appelées via l'utilisation de leurs spéia-
tions exprimées sous forme de ouples pre/post. Enn, nous utiliserons ette modélisa-
tion fontionnelle des fontions appelées dans la fontion sous test que nous proposons
d'intégrer dans la méthode PathCrawler pour garantir le maintien de la ouverture
de la fontion sous test en limitant au maximum l'exploration des fontions appelées.
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Troisième partie
Génération de as de test struturels
et traitement des appels de fontions
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Cette partie présente la stratégie proposée pour la gestion des appels de fontion
pour la méthode PathCrawler. Cette stratégie possède deux objetifs prinipaux à
savoir le maintien de 100% des k-hemins de la fontion sous test et la limitation au
maximum de l'exploration des hemins des fontions imbriquées.
Un premier hapitre sera onsaré au ontexte général de test en termes de notions
de ontexte d'appel et de domaine d'appel des fontions imbriquées et du graphe
d'appel de la fontion sous test. Nous donnerons nos objetifs et motivations et le
prinipe général de la stratégie de gestion des appels de fontions proposée dans e
doument.
Dans le seond hapitre, nous dresserons un panorama des tehniques de test
d'intégration et de test imbriqué existantes. Nous verrons au ours de ette partie
que notre gestion des appels de fontion se situe à la frontière de es deux tehniques
de test.
Dans le hapitre suivant, nous dérirons plus en détails la stratégie de gestion des
appels de fontion proposée dans e manusrit. Nous expliquerons l'abstration des
fontions imbriquées par l'utilisation de leurs spéiations axiomatiques sous forme
de ouples pre/post omme expliqué dans le hapitre 3. Cette abstration sera inluse
dans le alul des prédiats de hemins que nous désignerons omme prédiats de
hemins mixtes dans la mesure où eux-i seront onstruits d'une part à partir des
informations struturelles de la fontion sous test et fontionnelles des fontions
imbriquées. Cette modélisation des prédiats de hemins nous permettra ainsi de
modier la notion de graphe de ot de ontrle d'une fontion ontenant des blos
d'appel pour la onstrution de e que nous désignons omme un graphe mixte. Le
graphe mixte de la fontion sous test orrespondant au CFG de la fontion sous test
dans lequel les blos d'appels ont été remplaés par une représentation fontionnelle
des fontions imbriquées.
Cela nous amènera ensuite à soumettre notre modélisation des fontions sous test
ontenant des instrutions d'appels à la méthode PathCrawler selon un des premiers
ritères de test que nous dénirons. Nous verrons que e ritère permet de maintenir
la ouverture struturelle des k-hemins de la fontion sous test tout en limitant
l'exploration des fontions imbriquées. Nous proposerons ensuite un autre ritère de
test à appliquer à la nouvelle modélisation des fontions sous test ave instrutions
d'appel limitant la possible redondane des as de test eetués dans la ouverture
des hemins struturels de la fontion sous test.
Un hapitre sera ensuite onsaré à la validation de la méthode pour la soumission de
la nouvelle modélisation des fontions sous test ave instrutions d'appels selon les
deux nouveaux ritères de test dénis. Nous omparerons les résultats ainsi obtenus
sur es fontions aux traitements habituels proposés pour la gestion des appels de
fontion dans les méthodes de test unitaires par l'utilisation de bouhons fontionnels
et struturels.
Enn, dans un dernier hapitre, nous dresserons un bilan de la stratégie. Nous analy-
serons en détails notre méthode en terme de ouverture et nous dresserons une ritique
détaillée de notre stratégie. Pour nir, nous disuterons des extensions envisagées et




L'approhe de PathCrawler, telle que présentée dans le hapitre 7, quant à la gestion des appels
de fontions onsiste en un traitement dit "inlining" des fontions imbriquées e qui signie que
le ritère de ouverture de la fontion sous test est étendu aux fontions qu'elle appelle. Un tel
traitement ajoute la ombinatoire des hemins des fontions imbriquées à elle de la fontion sous
test. Ainsi, pour une fontion sous test "non jouet" faisant appel à d'autres fontions, l'appliation
d'un tel ritère struturel de test risque de devenir trop exigeant en terme de nombre de tests.
La problématique qui se pose est don la suivante : omment pouvons-nous limiter l'exploration
des fontions imbriquées et par onséquent le nombre de tests à exéuter tout en garantissant le
maintien de 100% des (k-)hemins de la fontion sous test ?
Dans e hapitre, nous justions notre approhe et nous dénissons le matériel néessaire pour
la suite à savoir la notion de ontextes d'appel et domaines d'appel d'une fontion imbriquée et
de graphe d'appel de la fontion appelante.
9.1 Motivation
L'objetif de notre approhe est de proposer une approhe plus eae que le traitement
"inlining" des fontions imbriquées en terme d'explosion ombinatoire des hemins tout en évitant
de ouvrir des hemins non exéutables en réalité pour ne pas émettre de fausses alertes.
Nous allons voir plus en détails l'inidene d'un traitement "inlining" des fontions imbriquées
sur la ombinatoire des hemins de la fontion sous test.
9.1.1 Limitations du traitement "inlining" des fontions imbriquées
Le traitement "inlining" onsiste à déplier le ode des fontions imbriquées. Les
instrutions d'appels sont remplaées par le ode soure des fontions imbriquées en adaptant le
nom des diérentes variables (paramètres, alias, et).
Prenons la fontion f telle que f(X) = Y de la gure 9.1 possédant un blo d'appel pour la
fontion imbriquée g. Il existe n ≥ 1 hemins exéutables partiels dans la fontion f préédant
l'appel de g.
Il existe m ≥ 1 hemins partiels exéutables dans f suédant l'appel de g. Si nous nous
limitons à la ouverture struturelle de la fontion f, n ∗m hemins ontenant tous l'appel de la
fontion imbriquée g sont à ouvrir.
De plus, il existe dans le graphe de la fontion g imbriquée p ≥ 1 hemins internes exéutables.
Si nous déplions le ode de la fontion imbriquée, l'appel de g est remplaé par son graphe de ot
de ontrle en adaptant les noms des variables de la fontion imbriquée.
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es
n chemins d’exécution partiels avant 
m chemins d’exécution partiels
Appel de la fonction imbriquée g
appel 
Fig. 9.1  Graphe de ontrle de f shématisé
La gure 9.2 ontient une shématisation du graphe de f de la gure 9.1 ave le dépliage
de la fontion imbriquée ontenant n ∗ m ∗ p hemins au total. Cela orrespond à un fateur p
supplémentaire (p étant le nombre de hemins d'exéution faisables de la fontion imbriquée). Le
dépliage de la fontion imbriquée introduit potentiellement des hemins infaisables supplémentaires
à identier.
Pour une fontion imbriquée assez simple et par onséquent ontenant peu de hemins exéu-
tables, ette stratégie de dépliage de la fontion imbriquée peut être une stratégie susante. En
revanhe, dès que la fontion imbriquée se omplexie (nombre onséquent de hemins, présene
de strutures répétitives, . . . ) ou dès lors que le nombre d'appels à des fontions imbriquées aug-
mente de façon signiative, ette stratégie se heurte au problème de l'explosion ombinatoire des
hemins et par onséquent au nombre des as de test à eetuer.
Ainsi, même si elle ore une bonne ouverture de la fontion sans amener à ouvrir des hemins
inexéutables en réalité, le problème de l'explosion ombinatoire des hemins est amplié par ette
tehnique.
9.1.2 Vers une stratégie de test mixte
Définition  9.1.1
Une méthode de test mixte est une méthode de test utilisant à la fois des aspets fon-
tionnel et struturel pour la détermination des diérents as de test.
Comme nous l'avons dit à la n de la dernière partie, l'utilisation d'aspets fontionnels dans
une méthode de test struturelle permet d'envisager une amélioration de l'eaité et une exten-
sion de la méthode de test.
Le test fontionnel possède la apaité de tester une fontion omplexe, au moins en partie,
grâe à la possibilité de hoisir le niveau de détail de la desription fontionnelle. Ainsi, il peut
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sm chemins d’exécution partiels
e
n chemins d’exécution partiels avant 
appel 
entrée dans la fonction g
sortie de la fonction g
p chemins  exécutables
de la fonction imbriquée
Fig. 9.2  Graphe de ontrle de f ave dépliage de g
être appliqué à un ode omplexe (omposé d'un très grand nombre de hemins) pour lequel une
stratégie de test struturel poserait des problèmes d'eaité et de ombinatoire des hemins.
L'intérêt du test mixte onsiste à utiliser le test fontionnel pour pallier aux
inonvénients du test struturel. Le test fontionnel permet de hoisir le niveau d'abstration
utilisé par le hoix du niveau de détails de la spéiation. Nous hoisissons ainsi de limiter
l'exploration des fontions imbriquées en les abstrayant par une modélisation fontionnelle
reposant sur leurs spéiations.
Notre volonté de mise en plae d'une tehnique de test mixte onerne partiulièrement le
problème de l'explosion ombinatoire des hemins provoqué par un traitement "inlining"
1
des
fontions imbriquées dans la fontion sous test.
Notre idée est don de remplaer le traitement "inlining" des fontions imbriquées par une
stratégie mixte de gestion des appels de fontions.
1
Rappelons que ela signie que le ritère de test des k-hemins est appliqué également au ode soure des
fontions imbriquées dans la fontion sous test.
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9.2 Contextes d'appel d'une fontion
L'exéution d'une fontion imbriquée est dépendante de son environnement 'est-à-dire pour
notre as à l'exéution de la fontion appelante.
Dans une instrution d'appel, la onguration d'appel établie par les paramètres eetifs peut
inuener diretement le omportement de la fontion imbriquée.
De plus, les hemins partiels de la fontion appelante préédant une instrution d'appel
inuent diretement sur le omportement d'une fontion imbriquée. En eet, le domaine en entrée
d'une fontion imbriquée est restreint par les aluls et prédiats de hemin assoiés à es hemins
partiels qui réduisent les domaines des expressions eetives d'appel, des variables globales et des
variables référenées par les paramètres eetifs d'appel utilisées omme entrées de la fontion
imbriquée.
Illustration 63
Soient une fontion imbriquée g de prol : g : int × int × int → int, Pform = [a, b] la liste des
paramètres formels de g où a et b sont de type int, la liste des paramètres eetifs Peff = [x, y−x]
où x et y sont aussi de type int, un hemin partiel préédant l'instrution d'appel est Chp : (x >
15, y = x+3, v = y+x) où v est une variable globale de la fontion appelante. Les deux premières
entrées de la fontion g orrespondent aux paramètres formels et la troisième à la variable globale
utilisée en entrée. Après l'exéution du hemin partiel, nous pouvons réduire les domaines des
variables de la fontion sous test :
 x ∈ [16,MaxInt]
 y ∈ [19,MaxInt] et
 v ∈ [35,MaxInt]
Pour e hemin partiel préédant l'appel et par la onguration d'appel des paramètres eetifs,
la fontion imbriquée est appelée sur sont domaine d'entrée restreint à :
Dom(x)|CoDom(Chp) ×Dom(y − x)|CoDom(Chp) ×Dom(v)|CoDom(Chp) =
[16,MaxInt]× ([MinInt,MaxInt− 16])× [35,MaxInt]
La notion de ontexte d'appel orrespond à une exéution donnée d'une fontion imbriquée
aratérisée par le ouple omposé du hemin partiel préédant l'appel et par la liste des expressions
eetives d'appel.
9.2.1 Dénition d'un ontexte d'appel
Définition  9.2.1
Un ontexte d'appel d'une fontion est aratérisé par le ouple (Chpi ,Peffi) où Chpi
est le hemin préédant l'appel imbriqué dans la fontion appelante et Peffi est la liste des
paramètres eetifs de l'appelant pour le hemin assoié.
A un blo d'appel donné d'une fontion peut orrespondre diérents hemins partiels et
don diérents ontextes d'appels. Une fontion imbriquée est aratérisée par l'ensemble de ses
ontextes d'appel.
Définition  9.2.2
L'ensemble des ontextes d'appel d'une fontion imbriquée g noté CtxA(f → g) dans
une fontion f est la liste des ouples (Chpi ,Peffi) de haun des ontextes d'appel de la
fontion imbriquée. Soit la fontion g à n ontextes d'appel diérents dans la fontion f,
l'ensemble des ontextes d'appel de la fontion imbriquée se dénit omme :
CtxA(f → g) = [(Chp1 ,Peff1), . . . , (Chpn ,Peffn)]
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Notation 20
L'extration du ieme élément d'une liste L se note elem(L, i) ainsi l'extration du ieme ontexte
d'appel de la fontion imbriquée g dans la fontion f se note elem(CtxA(f → g), i) où
i ≤ |CtxA(f → g)|.
1 int f(int x1 , int x2)
2 {
3 int y;
4 if (x1 >=0)
5 {
6 x1=x1+3;
7 x2 =3* x2;





13 y=g(x2 -x1 ,x2);/* instrution d'appel */
14 }
15 y=3*y;
16 return y ;
17 }


























Fig. 9.4  CFG de la fontion f de la gure 9.3
Illustration 64
Étudions la fontion f dont le ode soure est donné dans la gure 9.3, fontion ontenant un
appel imbriqué de la fontion g. Nous onstruisons dans un premier temps le graphe de ontrle
de la fontion f dont le résultat est présenté dans la gure 9.4.
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Il existe deux blos d'appel diérents de la fontion g représentés par les blos de base grisés
dans la gure 9.4 (f. les blos b4, b5 respetivement aux lignes 8 et 13 du ode soure assoié).
Pour haque blo d'appel, il existe un unique hemin dans la fontion f préédant l'appel soit un
seul ontexte d'appel :
 pour le blo d'appel b4 :
(Chp1,Peff1) où Chp1 = (e, a0, b1, a1, b2, a3) et Peff1 = [x1, x2] et
 pour le blo d'appel b5 :
(Chp2,Peff2) où Chp2 = (e, a0, b1, a2, b3, a4) et Peff2 = [x2 − x1, x2].
On a don
CtxA(f → g) = [(Chp1 ,Peff1), (Chp2 ,Peff2)]
Nous venons de aratériser les ontextes d'appel d'une fontion imbriquée dans le as simple.
Nous allons généraliser au as où une struture répétitive préède une instrution d'appel.
9.2.2 Contextes d'appel et struture répétitive
Dans le as où une struture répétitive préède l'exéution d'une instrution d'appel, haque
hemin d'exéution partiel possédant un nombre d'itérations diérent dans la struture répétitive
introduit un nouveau ontexte d'appel pour la fontion imbriquée.
Une instrution d'appel d'une fontion imbriquée peut avoir un nombre élevé de hemins par-
tiels la préédant dans la fontion appelante. Cependant, le nombre de hemins partiels faisables
peut être potentiellement grand mais est toujours borné y ompris en présene de struture ré-
pétitive préédant l'instrution d'appel. Nous insistons sur e point ar ela signie que la liste
ontenant les ontextes d'appel d'une fontion ne peut pas être une liste innie. En eet, une
innité de hemins partiels préédant une instrution d'appel reviendrait à la présene d'une
struture répétitive innie avant ette instrution d'appel. Or, une struture répétitive innie, par
dénition, ne se termine pas et par onséquent toutes les instrutions suédant ette struture
d'appel ne sont pas exéutées (y ompris, pour le as qui nous intéresse, l'instrution d'appel).
De plus, omme nous l'avons expliqué, haque hemin partiel préédant une instrution d'appel
dénit une partition sur le domaine d'entrée de la fontion imbriquée, l'ensemble de es partitions
étant exlusives. Une innité de hemins partiels orrespondrait à la aratérisation d'une innité
de partitions sur le domaine d'entrée de la fontion imbriquée qui est un domaine ni. De plus,
rappelons également que l'appliation du ritère des k-hemins borne à k le nombre de passages
par struture répétitive.
1 int ff(int z1 ,int z2)
2 {
3 while (z1 <0)
4 z1= z2+z1;
5 z1= 2*z2;
6 z2= gg(z1*z2 ,z2 -z1);
7 return(z2);
8 }
Fig. 9.5  Code soure de la fontion sous test ff
La fontion ff dont l'implantation est donnée dans la gure 9.5 ontient une struture répétitive
préédant l'appel de la fontion imbriquée gg. Le graphe de ot de ontrle de la fontion ff assoié
se trouve dans la gure 9.6.
Nous allons dénir CtxA(ff → gg) l'ensemble des ontextes d'appel de la fontion gg dans la


















Fig. 9.6  Graphe de ontrle de la fontion ff
 Chpff1 = (e, a0, b1, a3, b3, a4, b4, a5, s) (pas d'itération dans la struture répétitive)
 Chpff2 = (e, a0, b1, a1, b2, a2, b1, a3, b3, a4, b4, a5, s) (1 itération dans la struture répétitive)
 Chpff3 = (e, a0, b1, a1, b2, a2, b1, a1, b2, a2, b1, a3, b3, a4, b4, a5, s) (2 itérations dans la stru-
ture répétitive)
 ...
La forme générale des hemins dans la fontion ff amenant à l'appel de gg est de la forme sui-
vante : Ch∗pff = (e, a0, b1, (a1, b2, a2, b1)
∗, a3, b3, a4, b4, a5, s). L'expression des paramètres eetifs
de l'appel de gg est Peff = [z1 ∗ z2; z2− z1] quelque soit le nombre d'itérations dans la struture
répétitive préédant l'appel.
Nous obtenons don :
CtxA(ff → gg)∗ = [(Ch∗pff ,Peff )]
ave [(Ch∗pff ,Peff )] représentant par abus de notation la liste des ouples
[(Ch0pff ,Peff ), (Ch
1
pff
,Peff ), . . . , (Chkpff ,Peff )]. Chaque hemin partiel de la fontion sous
test ff ayant un nombre d'itérations diérent dans la struture répétitive préédant l'appel
introduit un nouveau ontexte d'appel pour la fontion imbriquée gg.
Quand un hemin partiel de la fontion sous test amenant à un blo d'appel ontient lui-même
une autre instrution d'appel, l'analyse se omplique. Dans un tel as, d'un point de vue purement
struturel, haque hemin de la fontion imbriquée faisable ontenu dans un des hemins partiels
de la fontion appelante introduit un nouveau ontexte d'appel de la fontion imbriquée. En
pratique, pour une méthode de test "inlining", haque blo d'appel est remplaé par l'expression
des hemins struturels imbriqués préédée de l'aetation de ses paramètres formels et suédés
par l'aetation des variables de sortie de la fontion imbriquée
2
.
Nous ne nous attardons par sur e point ar l'abstration des hemins internes aux fontions
imbriquées que nous proposons dans le hapitre 11 éarte ette diulté.
9.3 Domaine d'appel d'une fontion imbriquée
Chaque ontexte d'appel d'une fontion imbriquée aratérise une partition de son domaine
en entrée sur laquelle la fontion imbriquée va être exéutée. Cela nous amène à dénir ette
2
Nous avons expliqué e point dans la setion 2.6.5 du hapitre 2.
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partition du domaine d'entrée omme le domaine d'appel DomA(g, elem(CtxA(f → g), i)) pour
i ≤ |CtxA(f → g)| d'une fontion imbriquée g pour un ontexte d'appel donné.
Convention 8
Pour alléger la leture et les notations, nous désignerons par la suite le domaine d'appel d'un ieme
ontexte d'appel DomA(g, elem(CtxA(f → g), i)) par la notation simpliée suivante
DomAi(g, f → g)
pour tout i entier tel que 1 ≤ i ≤ |CtxA(f → g)|.
Remarque(s) 27
Nous rappelons que la notation D1|D2 représente la restrition du domaine D1 au domaine D2.
Illustration 65
Nous avons déjà illustré la notion de domaine d'appel d'une fontion sans en avoir utilisé la
terminologie exate. L'illustration 63 à la page 140 dérit la aratérisation du domaine d'appel
de la fontion g dans la fontion f pour un ontexte d'appel donné CtxA(f → g) = [(Chp,Peff )].
On obtient pour ette illustration :
DomA(g, f → g) = [16,MaxInt]× ([MinInt,MaxInt− 16])× [35,MaxInt]
Les valeurs en entrée de la fontion imbriquée sont issues des valeurs des variables de la fon-
tion appelante ou de variables globales. L'exéution du hemin partiel dans la fontion appelante
restreint le domaine de es variables au odomaine de e hemin partiel. Le domaine d'appel or-
respond au domaine en entrée de la fontion pour des variables en entrée dont les domaines sont
réduits au odomaine du hemin partiel.
Le domaine d'appel d'une fontion DomAi(g, f → g) est un sous-domaine de Dom(g), le
domaine de la fontion g.
Le domaine d'appel d'une fontion g dans une fontion f pour un ontexte d'appel donné
elem(CtxA(f → g), i) = (Chp,Peff ) pour i ≤ |CtxA(f → g)| orrespond à :
DomAi(g, f → g) = Dom(g)|CoDom(Chp)
3
Notons que le fait de ouvrir tous les hemins de la fontion appelante revient à exéuter tous les
hemins partiels préédant une instrution d'appel. Par onséquent, toutes les fontions imbriquées
sont appelées sur haun de leurs ontextes d'appel et don sur haun de leurs domaines d'appel.
9.4 Graphe d'appel
Notre représentation de graphe d'appel
4
modélise, omme tout graphe d'appel (nous verrons
ette notion plus préisément dans la setion 10.1.2) diérentes relations entre la fontion sous
test et les fontions imbriquées. Pour notre représentation, une relation onsidérée entre entre
deux fontions est un ontexte d'appel reliant es deux mêmes fontions.
Soit l'ensemble F dans lequel sont énumérées les fontions imbriquées dans la fontion sous test.
Si nous reprenons le ode de la fontion sous test f dont l'implantation est donnée dans la gure
9.3, nous avons don F = {g}. Pour haque fontion imbriquée, il s'agit ensuite de déterminer
tous les ontextes d'appel.
A partir de es informations, nous pouvons onstruire le graphe d'appel de la fontion
appelante.
3
Sous réserve que le odomaine de Chp est onvenablement projeté sur les bonnes variables d'entrée de la
fontion g.
4
Notre notion de graphe d'appel dière de la notion usuelle : il s'agit en réalité d'un arbre et non d'un graphe
mais nous avons hoisi de réutiliser la terminologie habituelle.
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Définition  9.4.1
Un graphe d'appel d'une fontion f est le graphe onnexe orienté
GAppelP :< f, F,A, δ > où :
 F est l'ensemble omposé des fontions imbriquées dans la fontion f,
 A est une relation binaire de f vers F représentant les diérents ontextes d'appels
entre la fontion sous test et les fontions imbriquées et
 δ est la fontion d'étiquetage δ : (δF , δA) où
δF : F → LF
δA : A→ LA
où LF (resp. LA) l'ensemble des fontions imbriquées assoiées à l'ensemble F (resp.
l'ensemble des ontextes d'appel de la fontion f vers les fontions imbriquées assoié
à A).
La présene d'un ar (Ff1, Ff2) dans un graphe d'appel signie que la fontion f2 assoiée
au n÷ud Ff2 est imbriquée dans la fontion f1 assoiée au n÷ud Ff1 'est-à-dire que la fontion
f1 ontient une instrution d'appel pour f2. L'étiquetage de et ar, δA(Ff1, Ff2) ontient le
ontexte d'appel assoié.
Les gures 9.7 et 9.8 ontiennent respetivement les graphes d'appel des fontions f et ff dont
l'implantation est donnée dans les gures 9.3 et 9.5 et dont les ontextes d'appel des fontions






Fig. 9.7  Graphe d'appel de la fontion f
Le graphe d'appel de la fontion ff faisant intervenir une struture répétitive avant l'instrution




Fig. 9.8  Graphe d'appel de la fontion ff
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9.5 Prinipe de base
Nous nous plaçons dans une stratégie asendante de test 'est-à-dire que les fontions
imbriquées ont déjà été testées unitairement et jugées onformes à leurs spéiations. Notre
idée est d'utiliser les spéiations exprimées sous forme de ouples pre/post (f. hapitre 3) des
fontions imbriquées an de les abstraire pour limiter leur exploration tout en maintenant la
ouverture struturelle de la fontion appelante.
Notre stratégie de gestion des appels de fontion proposée dans e manusrit s'insrit don
dans le ouplage des tehniques de test fontionnel et struturel.
En eet, nous proposons d'appliquer une méthode de test mixte destinée au traitement des
fontions imbriquées et d'inorporer ette gestion des appels à la méthode PathCrawler présentée
dans le hapitre 7.
Nous avons hoisi de onserver et d'exéuter les fontions imbriquées dans la fontion
sous test an de onserver le omportement réel de la fontion sous test et de ne perdre
auune information. Nous abstrayons les fontions imbriquées par leurs spéiations lors du par-
ours des hemins exéutés et du alul des prédiats de hemins assoiés dans la fontion sous test.
Notre objetif est d'assurer la ouverture omplète des hemins faisables de la
fontion sous test ('est-à-dire la fontion appelante) tout en limitant l'exploration
des fontions imbriquées pour éviter l'explosion ombinatoire des hemins.
Nous détaillerons de façon préise notre approhe dans le hapitre 11. Avant ela, dans le
hapitre suivant, nous allons dresser un panorama des tehniques existantes pour le traitement
des fontions imbriquées et nous nous situerons par rapport à es diérentes tehniques.
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Chapitre 10
État de l'art et positionnement
Nous allons dans e hapitre dresser un rapide panorama des tehniques existantes ayant pour
objetif de tester une entité (fontion, omposant) s'insérant dans un ensemble d'entités (pro-
gramme, système à base de omposants).
10.1 Généralités
Commençons tout d'abord par rappeler quelques notions vues dans le hapitre 5.
10.1.1 Test unitaire, test d'intégration et test imbriqué
Le test unitaire a pour objetif de vérier que haque omposant individuel
1
fontionne orre-
tement, indépendamment des autres omposants et e, sur l'ensemble de son domaine de dénition.
Le test d'intégration onsiste, quant à lui, à tester l'agenement des diérents omposants
d'un système ainsi que la façon dont ils ommuniquent entre eux [Bei90℄. Son prinipal ob-
jetif est de déteter les problèmes d'interfae entre les modules omposant un logiiel an
de mettre en évidene des défauts de ommuniation ou d'interdépendane (omme les aès
aux données, la transmission des données, la détetion d'eets de bords ou enore, selon la na-
ture du logiiel, la synhronisation, et) de modules validés individuellement avant leur intégration.
Introduisons maintenant un as partiulier de tehnique de test à savoir le test imbriqué
(ou en ontexte).
Le test imbriqué (ou test en ontexte) a pour but de vérier qu'un omposant possède un
omportement à l'exéution onforme à elui de sa spéiation lorsqu'il interagit ave d'autres
omposants. Cette atégorie de test s'adresse aux systèmes reposant sur de multiples interations
et ommuniations entre modules (omme les protooles de ommuniation, les systèmes de
ontrles avioniques,...).
Ainsi, le test d'intégration s'oriente plus vers le test d'un groupement de omposants testés
unitairement alors que le test imbriqué s'oriente vers le test unitaire d'un omposant donné dans
un environnement préis 'est-à-dire au sein du groupement de omposants auquel il appartient.
1
la plus petite entité de ode ompilable et exéutable, e qui, pour notre approhe, désigne les fontions (ave
retour) et/ou proédures (sans retour) du langage C
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10.1.2 Graphe d'appel
Lors du test d'intégration, une des premières étapes est de onstruire le graphe d'appel de
l'ensemble des omposants du programme sous test.
Il existe de multiples façons de représenter un graphe d'appel de fontion. Il s'agit dans un
premier temps d'identier lairement e que l'on entend par relation entre omposants. En eet,
selon le type de relations entre omposants auquel on s'intéresse pour le test d'intégration, une
relation pourra désigner :
 un appel simple entre deux omposants 'est-à-dire pour le langage C, toute instrution
d'appel (f. setion 2.6.3) d'une proédure sans variable de sortie omme par exemple l'appel
d'une proédure d'ériture dans un hier,
 un appel ave utilisation des sorties (le omposant appelé est soit une fontion, soit une
proédure dont les variables de sortie sont réutilisées par le omposant appelant),
 un partage de variables (deux fontions utilisant et/ou dénissant une même variable globale
sans instrution d'appel de l'une des fontions à l'autre),
 une ommuniation indirete (fontions aédant à un même hier),
 et.
Une fois la notion de relation entre fontions lairement dénie, le graphe d'appel onsistera
en un graphe onnexe orienté dont les n÷uds seront les diérents omposants du programme sous
test et les ars les relations entre es omposants lairement dénies au préalable.
Convention 9
Comme nous l'avons vu dans la dénition 9.4.1 de notre graphe d'appel, nous nous intéressons aux
relations entre omposants dénies par haque ontexte d'appel des fontions imbriquées dans la
fontion sous test.
La représentation ourante est de relier les fontions dont l'une possède dans son orps une
instrution d'appel à la seonde. Ainsi un ar (Nf,Ng) indique que la fontion f assoiée au n÷ud
Nf fait appel à la fontion g assoiée au n÷ud Ng.
Définition  10.1.1
Une graphe d'appel simple d'une fontion f est le graphe onnexe orienté
G =< Nf,N,E > ave :
 Nf le n÷ud d'entrée de G assoié à la fontion f,
 N l'ensemble des n÷uds du graphe représentant les fontions imbriquées utilisées par
la fontion f et
 E, relation binaire de Nf vers N , l'ensemble des ars du graphe représentant les
diérentes instrutions d'appel.
Remarque(s) 28
Par la suite, sans autre préision de notre part, la notion de graphe d'appel désignera la dénition
9.4.1 plus rihe que la dénition 10.1.1.
Illustration 66
Le graphe d'appel de la fontion fA de la gure 10.1, ave fA la fontion assoiée au n÷ud d'entrée
A, indique que les fontions assoiées aux n÷uds B et C sont appelées par la fontion fA et que
la fontion assoiée au n÷ud B appelle également la fontion assoiée au n÷ud D.
Les feuilles d'un graphe d'appel représentent les fontions de plus bas niveau dans la hiérarhie
du logiiel. La raine du graphe ou n÷ud d'entrée représente la fontion raine du logiiel
'est-à-dire la fontion de plus haut niveau dans la hiérarhie du logiiel.
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   y=fB(x);




















Fig. 10.1  Graphe d'appel simple de la fontion fA
10.1.3 Diérents types de bouhons
Lors du test d'intégration, les fontion testées ne peuvent pas être exéutées en isolation. Il est
ainsi souvent indispensable de pouvoir simuler les fontions imbriquées enore non intégrées et/ou
de stimuler les entrées et sorties de la fontion sous test. L'intégration progressive des fontions
requiert don l'utilisation et le développement de omposants logiiels onçus pour être substitués
lors de l'assemblage aux fontions enore non développées ou intégrées. Ces omposants logiiels
supplémentaires sont de deux types :
 les bouhons (stubs) pour remplaer les fontions imbriquées enore non intégrées et
 les laneurs (drivers) pour remplaer les fontions appelantes enore non intégrées.
Pour les bouhons, il faut distinguer les bouhons dits struturels des bouhons dits fontion-
nels.
Un bouhon struturel est un omposant logiiel se substituant à la fontion imbriquée
assoiée qui retourne toutes les valeurs en sortie forçant l'exéution de l'ensemble des hemins
struturels de la fontion sous test y ompris eux pouvant être en réalité infaisables (le ompor-
tement de la fontion imbriquée est don ignoré ii).
Illustration 67
Ave le ritère des branhements appliqué à la setion de ode suivante :




il faut ouvrir au moins une fois la branhe aédant au blo de base bthen et la branhe aédant
au blo de base belse.
L'expression (f(x) < 0) est remplaée par le bouhon struturel (bf(x)) qui retournera 0 puis
1 an d'atteindre la ouverture donnée indépendamment du vrai omportement de la fontion
remplaée.
L'utilisation de bouhons struturels requiert la onstrution d'un bouhon pour haque blo
d'appel de la fontion imbriquée (y ompris les blos d'appel suédant une struture répétitive)
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sauf si la fontion qu'il remplae est passive i.e. qu'il s'agit d'une proédure ne dénissant auune
variable.
Les propriétés de la fontion remplaée ne sont pas utilisées lors de la réation du bouhon
assoié, seule l'objetif de la ouverture de la fontion appelante est pris en ompte. Le problème
de e type de bouhon est qu'il peut amener à ouvrir des hemins infaisables en réalité.
Illustration 68
Reprenons l'exemple préédent de l'illustration 67, la fontion f est en réalité la fontion de alul
du arré d'une valeur telle que f(x) = x2. L'expression (f(x)<0) n'est jamais vériée alors que
le bouhon struturel va forer la ouverture des deux branhes de la onditionnelle y ompris la
branhe infaisable.
Un bouhon fontionnel est un omposant logiiel exéutable qui simule le vrai omporte-
ment de la fontion qu'il remplae en fournissant les mêmes sorties pour les mêmes entrées.
Le bouhon fontionnel est plus omplexe à mettre en ÷uvre que le bouhon struturel mais
plus rigoureux ar il s'agit d'un omposant logiiel ayant la même interfae et les mêmes réations
vis-à-vis des appels extérieurs qu'une fontion donnée. Son but est de remplaer e dernier en tant
que omposant dans l'assemblage : le bouhon étant jugé omme able ar onstruit à partir
de spéiations validées, toute erreur ne peut lui être attribuée et l'intégration omposant par
omposant permet la loalisation rapide des erreurs dans l'assemblage.
10.1.4 Laneurs
Un laneur est un omposant logiiel ayant la même interfae et les mêmes ations d'appel
qu'une fontion donnée. Il a pour objetif de remplaer une fontion appelante dans l'assemblage.
Illustration 69








et que nous intégrons la fontion g avant la fontion f alors ette dernière fontion est remplaée
par un laneur qui fera appel à la fontion g.
10.1.5 Graphe d'aessibilité
Pour le test imbriqué 'est-à-dire le test d'un omposant donné dans un système à base
de omposants, le système est modélisé sous forme d'un automate omposé d'un nombre ni
d'états. Chaque omposant représente un état donné du système. Deux états du système sont
généralement distingués à savoir l'état initial dans lequel le système est dit "en attente" et l'état
nal dans lequel le système est arrêté (ne peut plus prendre un nouvel état) ou dans lequel le
système redevient "en attente" (il s'agit du as le plus général où l'état initial et l'état nal sont
onfondus). L'automate modélisant le système sous test orrespond à un graphe dont les n÷uds
représentent les états du systèmes et les ars représentent les ations à eetuer pour passer d'un
état à l'autre. Cet automate est appelé graphe d'aessibilité et orrespond à un système de
transitions étiqueté dont tous les états sont aessibles par un hemin de longueur nie depuis au
moins le n÷ud d'entrée orrespondant à l'état initial du système.
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Définition  10.1.2
Un graphe d'aessibilité G =< Ni,Nf,N,E, δ > est un graphe onnexe orienté étiqueté
ave :
 N un ensemble ni de n÷uds assoiés aux diérents états du programme,
 E un ensemble de N vers N représentant les transitions (ations) permettant le pas-
sage d'un état à un autre état,
 δ la fontion d'étiquetage δ : (δN , δE) ave
δN : N → LN
δE : E → LE
ave LN (resp. LE) l'ensemble des états assoiés à l'ensemble N (resp. l'ensemble des
ations provoquant des transitions d'états assoiées à E),
 le n÷ud d'entrée Ni assoié à l'état initial du système ave Ni ∈ N
 le n÷ud de sortie Nf assoié à l'état nal du système (souvent onfondu ave l'état
initial).
Illustration 70
S'il existe un ar (ni, ni+1) ∈ E et ni et ni+1 ∈ N alors si le système se trouve dans l'état assoié à
ni et que l'ation assoiée à l'ar (ni, ni+1) est exéutée alors la transition est ativée et le système



































Fig. 10.2  Graphe d'aessibilité simplié pour un système modélisant une mahine à afé
La gure 10.2 ontient le graphe d'aessibilité d'un système modélisant le fontionnement
d'une mahine à afé.
Intuitivement, le graphe d'aessibilité, en général ylique, est le graphe minimal (en nombre
de transitions et d'états) représentant tous les omportements possibles (i.e. toutes les suites de
transitions) d'un système. Pour un nombre ni d'états n (5 pour l'exemple assoié à la gure 10.2)
orrespond un nombre n de n÷uds dans le graphe d'aessibilité et pour haque transition entre
deux états (8 pour l'exemple assoié à la gure 10.2) orrespond un ar dans le graphe. Les ars
redondants sont ensuite éliminés.
Pour des systèmes omplexes, les graphes d'aessibilité assoiés sont de grande taille. La
diulté de tester un omposant donné du système orrespond à l'atteignabilité de e omposant
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sous test. A partir de l'état initial du système, il s'agit de déterminer la séquene des transitions
permettant d'atteindre le omposant voulu, d'ativer l'état assoié à e omposant et de remettre
le système dans un état stable à savoir dans l'état initial.
10.2 Test imbriqué ou en ontexte
Les tehniques de test imbriqué s'adressent en partiulier aux systèmes ontenant des ompo-
sants fortement onnetés et dont la ommuniation entre omposants joue un rle prépondérant.
Ces tehniques se justient sur deux aspets prinipaux :
 la omplexité du système sous test ne permet pas de le tester dans sa totalité,
 l'importane des interations entre omposants ne permet pas de les tester unitairement et
indépendamment les uns des autres.
Le test imbriqué onsiste don à tester un omposant enfoui dans un environnement appelé
ontexte (inluant le omposant sous test) jugé orret.
10.2.1 La mise en plae de tehniques de test imbriqué
Un des problèmes majeurs de es approhes onerne la onstrution du graphe d'aessibilité
du fait que l'explosion ombinatoire résultant de la onstrution et en partiulier de l'exploration du
graphe d'aessibilité limite l'appliabilité de la méthode omme l'explique [YCA99℄. Le problème
de la onstrution du graphe d'aessibilité touhe la plupart des tehniques de test imbriqué.
Selon un ritère donné (dénissant les objets à ouvrir), il s'agit alors de déterminer les hemins
et les séquenes de tests orrespondantes dans le graphe d'aessibilité.
Définition  10.2.1
Une séquene de test atteignant un état assoié à ni est un hemin du n÷ud initial Ni
au n÷ud nal Nf du graphe d'aessibilité G =< Ni,Nf,N,E, δ > ontenant le n÷ud ni
orrespondant à la séquene suivante :
(n0, (n0, n1), n1, . . . , (ni−1, ni), ni, (ni, ni+1), . . . , (nn−1, nn), nn)
où n0 = Ni, nn = Nf et nj ∈ N où (nj , nj+1) ∈ N pour j ∈ [0, .., n− 1] et nj ∈ N .
Une séquene de test se déompose en trois parties :
 le sous-hemin de Ni à la transition préédant l'état sous test ni orrespondant à la
séquene (n0, (n0, n1), n1, . . . , (ni−1, ni)) se nomme le préambule de la séquene,
 le orps de test qui est le n÷ud assoié à l'état sous test ni et
 le postambule est le sous-hemin de la transition suédant l'état sous test à l'état nal
orrespondant à la séquene ((ni, ni+1), . . . , (nn−1, nn), nn).
Illustration 71
On reprend le système représenté par la gure 10.2. On veut tester l'état Restitution argent
assoié au n÷ud n4.
Un préambule orrespond à atteindre un état préédent l'état à tester ('est-à-dire un n÷ud
prédéesseur du n÷ud de l'état à tester) omme le n÷ud n2 orrespondant à l'état Attente
séletion boisson par exemple (Ni, a0, n1, a3, n2).
Le orps de test onsistera à ativer la transition a5 Annulation qui nous amène à l'état
voulu n4 soit (a5, n4).
Le postambule onsiste à revenir à l'état nal Attente et la transition a7 est automatique
don (a7, Nf).
Une séquene de test est don (Ni, a0, n1, a3, n2, a5, n4, a7, Nf).
Une séquene de test orrespond à une suite d'ations à générer pour parourir un hemin
donné du graphe d'aessibilité et ensuite d'identier les entrées orrespondantes à haque ation.
Les entrées induisant ette séquene d'ations sont obtenues omme pour toute génération de
as de test par une analyse statique du ode du système ou par une analyse de ses spéiations.
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Convention 10
Par la suite, nous entendrons par séquene de test, la séquene des valeurs en entrée entraînant
les ations ativant les transitions atteignant l'état ible.
10.2.2 Constrution des séquenes de test
Les méthodes de test imbriqué s'appuient sur diérentes tehniques. [YCA99℄ et [LSKP96℄
utilisent, entre autres tehniques de génération de as de test, la minimisation des séquenes
de test (par l'identiation des transition redondantes ou inutiles entre autres), la génération
des séquenes de test à la volée omme dans [FJJV96℄ qui fontionne selon un parours en
profondeur d'abord du graphe ave la prise en ompte des transitions déjà ou non parourues et
la reherhe du plus ourt hemin par la onstrution de la séquene de test.
Les algorithmes les plus ouramment utilisés se distinguent pour leur stratégie de séletion
des séquenes de test. Ils orrespondent à l'appliation d'un ritère struturel sur le graphe
d'aessibilité. On parle d'algorithme struturel. Dans ette setion, tous les travaux sont des
algorithmes struturels est le ritère hoisi est toutes les transitions du graphe d'aessibilité
(équivalent au ritère toutes-les-branhes si on projette sur un graphe de ontrle). Il s'agit alors à
partir du n÷ud initial de trouver le hemin (ou l'ensemble des hemins) le plus ourt permettant
de ouvrir au moins une fois toutes les transitions. Même si la onstrution du graphe ne pose
pas de problème dans ertains as, la reherhe du plus ourt hemin reste un problème NP-diile.
Une première tehnique est la marhe aléatoire [MC94℄ qui, omme son nom l'indique,
onsiste à parourir le graphe d'aessibilité aléatoirement. Il s'agit d'une tehnique à la volée : la
onstrution totale du graphe est évitée. Cependant les séquenes de test générées ne sont pas op-
timisées. De plus, ette tehnique impose de manipuler des séquenes de test souvent onséquentes
du fait qu'elles soient aléatoires et qu'il faille atteindre un état donné du système.
Ces deux algorithmes sont en pratique négligés au prot d'algorithmes plus eaes dont nous
allons donner quelques exemples.
La marhe aléatoire guidée
Une variante est la marhe aléatoire guidée [LSKP96℄ qui fontionne de la même façon
mais ave la possibilité d'orienter l'exploration du graphe selon les transitions déjà parourues.
Les séquenes de test sont évidemment plus ourtes que dans la tehnique totalement aléatoire
mais restent non optimisées puisque ela reste un problème NP-omplet. Le hoix de la transition
est là enore aléatoire mais s'eetue parmi l'ensemble des transitions restant à tester dans un
premier temps et si et ensemble est insusant pour l'état ourant, une transition déjà parourue
est ativée.
Algorithme "Hit-or-Jump"
Enn, une dernière tehnique nommée "Hit-or-Jump" [CLRZ99℄ s'apparente un peu à un
ouplage des tehniques de la marhe aléatoire et de la marhe aléatoire guidée. Il s'agit d'une
reherhe loale autour d'un état ourant dans le graphe réduit à une taille de voisinage déni par
l'utilisateur. Si e voisinage omporte des transitions non testées, on parourt elles-i (on parle
de "Hit" qui orrespond à une tehnique orientée) sinon on éarte du test tout e voisinage (on
parle de "Jump" qui orrespond à un déplaement aléatoire dans le graphe). Malheureusement,
il s'agit d'une heuristique dont la méthode peut éhouer mais elle-i permet tout de même
d'éviter la onstrution totale du graphe ontrairement à l'algorithme struturel et permet, dans
le as idéal, d'obtenir des séquenes de test plus ourtes que la tehnique de marhe aléatoire. La
reherhe loale permet de diminuer les séquenes ("Hit") mais elles-i sont ampliées par les
phénomènes aléatoires ("Jump").
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10.2.3 Mise en parallèle ave nos besoins
Notre objetif est de limiter la ombinatoire des hemins dans les fontions imbriquées et par
onséquent le nombre de as de test tout en maintenant la ouverture de tous les hemins fai-
sables de la fontion sous test. Essayons de faire un parallèle entre le test imbriqué et notre objetif.
Si on assimile notre graphe d'appel de la fontion sous test et un graphe d'aessibilité, les
transitions représentent les diérentes instrutions d'appel. Une ouverture de tous les ars (transi-
tions) du graphe d'aessibilité est équivalente à une ouverture de tous les ars du graphe d'appel
d'une fontion 'est-à-dire une ouverture de toutes les instrutions d'appel de toutes les
fontions imbriquées du graphe d'appel si nous raisonnons en termes de graphe.
Cela orrespond don à ouvrir toutes les instrutions d'appel de la fontion sous test au moins
une fois. Or, selon les onditions d'appel d'une fontion imbriquée, plusieurs hemins en sortie de
la fontion imbriquée peuvent être exerés : la simple exéution de haque instrution d'appel
est don insusante pour garantir le maintien de la ouverture de la fontion appelante. Cette
tehnique ne permet pas de garantir la ouverture de 100% des k-hemins faisables de la fontion
sous test. L'appliation de ette stratégie ne s'adapte don pas à nos besoins.
10.3 Test d'intégration
C'est lors de la phase de test d'intégration que seront prises en ompte les fontions préexis-
tantes implantées lors d'un préédent projet et réutilisées pour le logiiel sous test. Une erreur
alors souvent observée est une utilisation de la fontion hors domaine 'est-à-dire un appel de
fontion ave des valeurs en entrée n'appartenant pas au domaine de dénition de la fontion.
Les fontions imbriquées sont ainsi testées dans leurs réels ontextes d'utilisation y ompris
l'utilisation possible hors domaine alors que le test unitaire d'une fontion se limite à la ouverture
de son domaine de dénition.
Peu de méthodes sur le test d'intégration sont formalisées. En eet, on observe généralement
une extension peu appropriée des méthodes de test unitaire au test d'intégration.
10.3.1 Granularité onsidérée
On parle de test d'intégration pour de nombreux types de test. Tout dépend de la granularité
onsidérée. En eet, le test d'intégration a pour objetif de tester simultanément diérents om-
posants ommuniquant entre eux. On peut onsidérer un omposant omme étant une fontion,
une proédure donnée d'un logiiel ou une lasse, la méthode d'une lasse pour les langages orien-
tés objets [JE94℄. On peut également diserner diérents niveaux de test d'intégration omme le
test d'intégration omposant/omposant, le test d'intégration logiiel/omposant ou enore le test
d'intégration logiiel/logiiel.
Pour notre stratégie, nous nous situons dans l'optique omposant/omposant ave la notion
de omposant désignant une fontion et/ou une proédure du langage C omme dénies dans le
hapitre 2.
Rappelons que le test d'intégration ne onsiste pas à répéter les tests unitaires sur des groupes
de omposants mais de tester leur omposition. On remarque ependant de nombreuses tehniques
de test d'intégration dérivant des tehniques de test unitaires.
10.3.2 Méthodes dérivées des méthodes unitaires fontionnelles
La plupart des tehniques de test d'intégration sont des tehniques reposant sur l'étude des
spéiations des diérents modules. Elles s'apparentent beauoup aux tehniques unitaires de
test fontionnelles.
Les jeux de tests sont dénis par l'étude des douments de oneption et/ou de spéiation.
Ils ont pour objetif de vérier la bonne intégration des omposants intégrés à la dernière étape.
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Le prinipal avantage d'une méthode fontionnelle est de pouvoir hoisir le degré de préision
selon le degré de préision de la déomposition fontionnelle. L'inonvénient majeur du test d'inté-
gration fontionnel est de ne tester que les omportements spéiés et non tous les omportements
réels d'une fontion. Il est en eet possible qu'une erreur d'implantation introduise un nouveau
omportement de la fontion diérent de elui spéié ou absent de la spéiation. Une tehnique
fontionnelle peut ainsi ne pas déteter un omportement réel de la fontion si elui-i est non
spéié.
Méthodes dites "ategory-partition"
Les méthodes "ategory-partition" sont les tehniques de test d'intégration parmi les plus
ourantes. Elles reposent sur un déoupage fontionnel de la fontion selon ses diérentes fon-
tionnalités [OB88℄. Il s'agit d'identier l'ensemble des variables d'entrées inuençant es fontion-
nalités et de générer les diérentes as de test en faisant varier méthodologiquement les valeurs
de l'ensemble de ses variables d'entrée. Les diérentes fontionnalités du programme permettent
de dénir les atégories de la fontion qui, elles-mêmes, seront partitionnées en diérentes lasses
d'équivalenes sur les entrées ou "hoies". Pour haque partition, les lasses d'équivalenes sont
disjointes mais leur union doit ouvrir totalement le domaine des variables d'entrée de la partition.
Une atégorie d'une fontion est un sous-domaine d'une fontion hoisi selon un ritère
préis (le domaine d'une des variables d'entrée de la fontion sous test par exemple)
Une lasse d'équivalene d'une fontion est un sous-domaine d'une atégorie de fontion
ontenant des valeurs des variables d'entrée ayant des propriétés ommunes et un même traitement
dans la fontion.
Les étapes (toutes manuelles) de ette méthode sont au nombre de inq :
 analyse des spéiations an d'identier les diérentes unités (omposants) du logiiel,
 identiation du domaine d'entrée en terme de paramètres et de variables d'environnement
qui modient haque unité fontionnelle,
 identiation des atégories orrespondant à un partitionnement de la fontion orrespondant
à une fontionnalité donnée selon les variables en entrée par exemple,
 partitionnement des atégories préédemment dénis en lasses d'équivalenes ou "hoies"
et
 spéiation des ombinaisons possibles des "hoies" à tester.
Seul le dernier point est modié selon le ritère de test hoisi.
Si nous prenons omme omposant une fontion F , une atégorie orrespond au domaine de
haune de ses variables d'entrée et haque atégorie est partitionnable en lasses d'équivalene
pour haque sous-domaine des variables d'entrée orrespondant à un des domaines fontionnels de
la fontion. Le système est supposé se omporter de manière similaire pour tous les éléments d'une
même lasse. De plus, si une atégorie possède l lasses d'équivalenes alors l'union de es l lasses
d'équivalene ouvre exatement le domaine de la atégorie assoiée et haque lasse d'équivalene
dénit un sous-domaine de la atégorie.
De plus, les lasses d'équivalene sont disjointes entre elles.
Ainsi, pour une fontion f de prol
f : s1 . . . sn → s
′
1
nous pouvons dénir n atégories (une par variable d'entrée) et dénir diérents sous-domaines
de es atégorie (un par domaine fontionnel de la fontion). Chaque sous-domaine orrespondant
à une lasse d'équivalene de la fontion.
Illustration 72
Exemple extrait de [OB88℄ :
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Une fontion de tri prend en entrée une variable représentant un tableau d'éléments de taille va-
riable et de type indéni et retourne la permutation des éléments du tableau de façon à e qu'ils
soient triés selon un ritère prédéni (ette fontion ne possède don qu'un seul domaine fontion-
nel). La fontion produit également deux sorties parallèles retournant les éléments minimum et
maximum du tableau. Les atégories identiées sont alors la taille du tableau, le type des éléments,
la valeur maximale et minimale ainsi que la position initiale de es deux derniers éléments. Une





en se basant sur les observations d'erreurs typiques des tableaux. Si on prend en ompte que la
mémoire allouée pour des tableaux de taille variable orrespond à des blos de 256, on peut aussi
partitionner la atégorie taille du tableau selon que sa taille soit inférieure, égale ou supérieure
à 256.
L'avantage de ette approhe est de reposer sur une étude rigoureuse de l'inuene des va-
riables d'entrée. On peut ritiquer le fait que la reherhe d'erreurs ne soit pas orientée vers la
ommuniation et les onnexions entre modules 'est-à-dire vers les points que le test d'intégration
doit justement éprouver.
10.3.3 Méthodes dérivées des méthodes unitaires struturelles
Une autre optique est de dériver des tehniques de test unitaire en onstruisant les as de test
sur une étude du ode soure des omposants sous test. Ces tehniques, requérant plus de as de
tests, interviennent souvent pour les logiiels dont le niveau de onane exigé est grand.
Les tehniques reposent généralement sur le prinipe de l'étude du ot de ontrle ou du ot
de données [Spi92℄ an de tester un maximum de séquenes d'appels de fontions et de mettre en
évidene les anomalies des ots de ontrle ou de données apparaissant aux interonnexions des
modules. Pour ela, il s'agit de onstruire, par exemple, le graphe de ot de ontrle de la fontion
appelante totalement déplié 'est-à-dire en remplaçant les appels de fontions par le graphe de ot
de ontrle des fontions imbriquées. Dans e graphe déplié, on supprime tout hemin ne passant
par auune transition d'appel omme le montre la gure 10.3. Ce sous-graphe ainsi extrait peut
alors être soumis à ritère struturel habituel.
Un ritère de test hoisi peut être, par exemple, DD-paths (hemins de déision à déision,
pour des déisions onséutives) le test de tous les hemins possibles entre deux instrutions
onditionnelles du ode soure.
Illustration 73
Si on regarde la gure 10.3 (le graphe de ontrle déplié de la fontion imbriquée est repérable par
ses n÷uds sur fond grisé), il existe 3 n÷uds déisionnels : 1,2 et 1' après suppressions des hemins
ne passant par auune transition d'appel. L'appliation du ritère DD-paths onsistera don à
ouvrir tous les hemins reliant es diérents n÷uds entre eux i.e. tous les hemins ontenant l'ar
(1, 2) ou les séquenes ((2, 3), 3, (3, 1′)), ((2, 4), 4, (4, 1′)).
Une variante est le ritère MM-paths [Jor85℄ (hemins de module à module) orrespondant
à la ouverture de tous les ars entrants et sortants des n÷uds imbriqués lors du dépliage de la
fontion appelante.
Illustration 74
Toujours en se basant sur la gure 10.3, il s'agit de ouvrir tous les hemins entre deux modules
e qui signie tous les hemins ontenant les ars reliant deux modules entre eux, à savoir tous les
hemins ontenant (3, 1′), (4, 1′), (5, 1′) et (3′, 6). Les n÷uds déisionnels sont les n÷uds 1, 2, 1′.
Ce ritère orrespond dans notre as à ouvrir toutes les instrutions d'appels et retour de
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Fig. 10.3  Exemple de graphe de ontrle ave dépliage de la fontion imbriquée.
retours mais tous les hemins faisables e qui orrespond à ouvrir toutes les ombinaisons
possibles des appels et retours des fontions imbriquées pour les hemins ontenant des
instrutions d'appels tout en limitant la ombinatoire des hemins des fontions imbriquées.
Selon le type de logiiel testé, on pourra aussi hoisir de ouvrir tous les aès aux données
onurrents ou tous les as de synhronisation, et.
Une autre stratégie que l'on peut iter omme dérivant du test unitaire est le test des valeurs
aux limites des domaines [LW90℄ que e soit pour les méthodes struturelles ou fontionnelles.
En eet, il s'avère qu'une grande proportion des erreurs se trouve aux bords des domaines : une
erreur typique lors de l'implantation est par exemple d'utiliser une inégalité strite au lieu d'une
inégalité simple ou inversement.
Cette tehnique d'une part élimine des hemins struturels de la fontion appelante (e que
nous ne voulons pas) et s'apparente beauoup à un traitement " inlining" des fontions imbri-
quées pouvant entraîner rapidement une explosion ombinatoire des hemins et par onséquent du
nombre des as de test à eetuer.
10.3.4 Méthodes dites "oupling-based"
Les méthodes que nous venons de voir dans la setion préédente dérivent de méthodes de
test unitaire struturel et peuvent être remises en question dans la mesure où les diérents as
de test ne sont pas déterminés par une étude en vue de trouver les erreurs d'interonnexions des
diérents modules d'un programme ou d'un système.
Il existe ependant un type de méthodes struturelles d'intégration n'étant pas dérivées du
test unitaire mais orientées vers les onnexions entre modules d'un programme.
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Tout d'abord, le ode soure du programme est analysé an d'identier les diérentes relations
entre les divers omposants. La méthode repose don sur une tehnique struturelle basée sur une
lassiation en niveaux pour la ommuniation entre les fontions. Ces niveaux sont dénis en
fontion :
 des appels de omposants,
 du partage de variables globales,
 de passage de variables en paramètres, et.
Outt, Harold et Kolte vont même jusqu'à une distintion entre les usages des paramètres
entre les modules (utilisation lors d'un alul, lors d'une déision ou de façon indirete) [OHK93℄ :
 l'utilisation de la valeur d'une variable dans un alul omme dans une instrution, dans
l'expression d'une sortie ou dans l'appel d'un autre omposant,
 l'utilisation d'une variable dans une ondition [FW88℄,
 l'utilisation de la valeur d'une variable pour la modiation de la valeur d'une seonde
variable utilisée par la suite dans une ondition [OHK93℄.
Ils proposent une lassiation en 12 niveaux diérents dépendant du type d'utilisation des
variables entre les modules, omme par exemple :
 "independant oupling" : deux modules indépendants (auune relation les liant) et
 "all-oupling" : un des omposants appelle le seond sans partager auune variable ni pa-
ramètre.
 . . .
Par soui de simpliation, es 12 niveaux peuvent ependant être regroupés en quatre sous-
groupes. Ainsi, deux modules seront dits liés diéremment s'ils partagent ou non une variable,
s'ils ommuniquent via un objet externe omme un hier. Ces relations entres les modules
permettent de onstruire un graphe de relation dont les n÷uds représentent un ensemble ni
de fontions et les ars un ensemble des relations entre deux fontions. Pour ette représen-
tation il faut onstruire un graphe pour haque type de relation prise en ompte entre les fontions.
Il s'agit alors de dénir les objets du graphe à ouvrir par le hoix d'un ritère de test (tous
les ars, les n÷uds, ...). Cette méthode est justiée dans la mesure où le but est de tester les
interonnexions des omposants et que les diérents as de test dépendent diretement du type de
es interonnexions.
Dans [JO95℄, une onfrontation des résultats des méthodes de type "ategory-partition" et
"oupling-based" sur une même fontion donne la seonde méthode omme plus eae (meilleure
détetion des erreurs pour moins de as de test et moins de temps de génération).
Le test d'intégration se faisant en ajoutant des modules à un ensemble déjà testé, le type d'as-
semblage des modules (un par un ou par groupes de modules) ainsi que l'ordre de leur intégration
permettent de diérenier les diérentes méthodes existantes.
10.3.5 Intégration par inrément ou par agrégats
Lors d'un test d'intégration, il faut faire un hoix entre intégrer un module à la fois ou intégrer
progressivement entre eux des groupes de omposants. On parle respetivement d'intégration
par inrément et d'intégration par agrégats.
L'intégration par inrément possède l'avantage d'une meilleure loalisation des erreurs. En eet,
de façon générale, l'erreur sera due au dernier omposant intégré. En revanhe, une telle démarhe
demande un nombre de tests plus élevé ar les étapes intermédiaires seront plus nombreuses. Il
faudra aussi onsidérer la réation importante de logiiels bouhons pour simuler les modules pas
enore intégrés.
Notons qu'il est possible d'intégrer en une seule fois tous les omposants mais ela rend parti-
ulièrement diile la loalisation des diérentes erreurs, on parle alors d'intégration massive
ou "big-bang".
158
10.3.6 Méthodes d'intégration asendantes et desendantes
Une fois tous les modules identiés et le graphe d'appel onstruit, il faut hoisir un ordre d'as-
semblage. Il s'agit d'un hoix déliat qui doit prendre en ompte la disponibilité des omposants,
la néessité ou non de réation de logiiels bouhons et/ou laneurs ainsi que l'arhiteture du
logiiel testé.
La méthode asendante ou "bottom-up" repose sur une agrégation en priorité des modules
les plus bas dans la hiérarhie d'appels, l'intégration se fait à partir des feuilles du graphe d'appel.
Les modules font tous, au préalable, l'objet de tests unitaires
2
. Nous onsidérons le test unitaire
des modules omme la première étape du test d'intégration. Ensuite les diérents modules vont
être intégrés par étapes intermédiaires en remontant dans le graphe d'appel. Son avantage est
d'éliminer le nombre de bouhons dans la mesure où les fontions de bas niveau sont intégrées
avant les fontions de plus haut niveau. Cette démarhe néessite ependant la réation de
nombreux logiiels laneurs an de simuler l'appel des modules intégrés. Le oût de oneption
d'un omposant laneur est moindre par rapport à elui d'un omposant bouhon mais néessite
tout de même un travail d'analyse non négligeable : il remplae la fontion appelante don et doit
don appelé la fontion sous test ave les bons arguments.
Convention 11
Dans les trois exemples qui vont suivre nous allons nous appuyer sur le gure 10.1 représentant le
graphe d'appel de la fontion fA représenté par le n÷ud A et utilisant les fontions fB, fC, fD
représentées respetivement par les n÷uds B,C,D. Pour simplier les exemples, nous onfondrons
les n÷uds ave les fontions assoiées e qui signie que A désignera à la fois le n÷ud A et la
fontion fA.
Illustration 75
En reprenant la gure 10.1, la méthode "bottom-up" onsiste en l'ordre d'intégration suivant :
D,C,B,A. Il faut réer, dans l'ordre, un laneur pour D, un laneur pour C puis un laneur pour
B et C.
La méthode desendante ou "top-down" débute quant à elle par les modules de plus haut
niveau 'est-à-dire à partir de la raine du graphe d'appel. La détetion des problèmes d'arhite-
ture est plus préoe que la méthode préédente et les jeux de test peuvent être réutilisés pendant
les diérentes étapes intermédiaires. En eet, les omposants de plus hauts niveaux sont tout
d'abord intégrés et e sont es omposants qui prennent en entrée les jeux de test pour appeler
les autres omposants. Les jeux de test de la première phase du test d'intégration peuvent don
être réutilisés aux phases suivantes an de mettre à l'épreuve les derniers omposants intégrés
et don de plus bas niveau. Cette démarhe demandera la réation de nombreux bouhons (au
moins un par blo d'appel dans la fontion sous test).
Illustration 76
Toujours ave la gure 10.1, l'ordre d'intégration de la méthode desendante est inversée par
rapport à la méthode asendante. Il faut don réer ette fois un bouhon pour B, un bouhon
pour C et un bouhon pour D.
Une autre optique possible est de oupler les deux préédentes méthodes, on parle alors
d'intégration en sandwih. L'ordre d'intégration dépend alors du ontexte. On peut par
exemple hoisir d'intégrer au plus tt les omposants jugés les plus ritiques (suseptibles de
posséder plus d'erreurs) an d'identier au plus vite les erreurs et limiter ainsi le oût de la
orretion des problèmes. L'idée est, dans e as, d'aronter au plus tt les diultés attendues
mais demande également la réation de nombreux logiiels bouhons et de logiiels laneurs. Ii,
2
Lors du test unitaire de fontions du programme, des laneurs et bouhons sont réés pour haune des fontions
du programme.
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la logique de l'arhiteture n'est pas prise en ompte pour les diérents as de test.
Illustration 77
En reprenant la gure 10.1 et en onsidérant que l'ordre de ritiité des modules est : C, B, D, A.
L'ordre d'intégration est C, B, D, A , il faut don réer un laneur pour C, un laneur pour B et
C , un bouhon pour D puis un laneur pour B et C et un laneur pour D.
Remarque(s) 29
Plus les modules intégrés sont omplexes, plus la réation de bouhons est oûteuse. Il vaut mieux
don privilégier la réation de laneurs et don une méthode "bottom-up" ou alors pour des
modules ritiques lairement identiés une méthode en sandwih basée sur l'ordre de ritiité des
modules.
Toutes es méthodes peuvent avoir une justiation selon les objetifs du test, la ritiité et la
omplexité des modules. Il s'agit don d'étudier la plus pertinente pour un ontexte donné.
10.4 Une méthode originale de gestion des appels
Ce manque d'outillage quant à la gestion des appels de fontion empêhe le passage à l'éhelle
pour des fontions réalistes. [God07℄ s'intéresse au problème du passage à l'éhelle des méthodes
struturelles de test unitaires dynamiques de test en présene d'appels de fontion. L'idée est de
tester unitairement les fontions de bas niveau (les fontions imbriquées) selon le prinipe présenté
dans [GKS05℄ et de onserver toutes les informations issues de e test unitaire des fontions
imbriquées en termes des ontraintes sur les valeurs en entrée et en sortie pour haque hemin
des fontions imbriquées. Ces informations onstituent un "résumé" du fontionnement des
fontions imbriquées. Ainsi, lors du test d'une fontion utilisant une de es fontions, les fontions
imbriquées sont abstraites par la disjontion des ontraintes sur les valeurs en entrée et en sortie
de la fontion pour haun des hemins ouverts préédemment. Notons que [God07℄ ressemble à
notre approhe à la diérene près qu'elle utilise des ouples "pre/post struturels" et que nous
utilisons des ouples pre/post fontionnels d'abstration supérieure et omplets sur le domaine de
dénition de la fontion imbriquée. De plus, le test unitaire de [GKS05℄ se limite à la ouverture
de hemins dont la longueur maximale a été xée, ela signie les hemins faisables non ouverts
(ar de longueur trop grande) ne sont pas pris en ompte dans le "résumé" des fontions imbriquées.
10.5 Parallèle ave les tehniques existantes pour la gestion
des appels de fontion
10.5.1 Maintien de la ouverture de la fontion sous test
Utilisation de bouhons struturels
Une optique est de remplaer les appels de fontions par des bouhons struturels. Une
tehnique qui, omme nous l'avons expliqué un peu avant dans la setion 10.1.3, possède le
défaut de se onentrer uniquement sur la fontion sous test et sur le ritère de test appliqué
sans prendre en ompte le omportement réel des fontions imbriquées. De plus, ette tehnique
néessite l'implantation d'un bouhon struturel pour haun des ontextes d'appel des fontions
imbriquées et peut amener à ouvrir des hemins infaisables.
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Inorporation des sorties des appels de fontion omme entrées de la fontion sous
test
Une autre tehnique possédant les mêmes inonvénients est de dénir les sorties des fon-
tions imbriquées omme des variables d'entrée de la fontion sous test. Cela permettrait
d'obtenir 100% des hemins faisables de la fontion sous test sans explosion ombinatoire. Les sor-
ties des fontions imbriquées seront là aussi alulées uniquement en vue d'atteindre une ouverture
donnée de la fontion sous test et non de reéter le omportement réel des fontions imbriquées. Le
traitement des sorties des fontions imbriquées omme des entrées de la fontion sous test intro-
duirait de plus un grand nombre de hemins supplémentaires inexistants dans la fontion sous test
ou hemins infaisables en réalité. Comme pour les bouhons struturels, le problème majeur est
que les sorties de la fontion sous test seront non onformes à la réalité. Cela nous empêhe alors
un verdit de test ar on ne peut savoir si le omportement de la fontion sous test est non valide
à ause d'un défaut de la fontion sous test ou au omportement non onforme d'un bouhon par
rapport à la fontion qu'il remplae.
Pour toutes es raisons, nous avons exlu es deux tehniques de notre analyse.
10.5.2 Prise en ompte du omportement des fontions imbriquées
Une autre approhe est de proéder au test unitaire de la fontion en utilisant des bouhons
fontionnels pour les appels de omposants (f. setion 10.1.3).
Bouhon fontionnel et ombinatoire des hemins
Nous réutilisons la fontion f modélisée dans la gure 9.1 de la page 138 telle que f(X) = Y
et possédant un blo d'appel pour la fontion imbriquée g où n hemins exéutables partiels dans
la fontion f amènent à l'appel de g et m hemins exéutables suèdent l'appel de la fontion
imbriquée g jusqu'à la sortie de la fontion f. En utilisant un bouhon fontionnel basé sur les
domaines fontionnels de la fontion imbriquée g, si nous supposons que ette fontion possède x
domaines fontionnels ela signie que n∗m∗x hemins struturo-fontionnels sont alors à ouvrir.
Une spéiation se situe à un niveau d'abstration supérieur au ode implanté. Le test unitaire
ave bouhons fontionnels pour les appels de omposant permet de limiter la ombinatoire des
hemins si nous émettons l'hypothèse suivante :
à un domaine fontionnel de la spéiation d'une fontion orrespond au moins un hemin stru-
turel dans le graphe de ontrle de la fontion.
Cette hypothèse est rédible dans la mesure où haune des fontionnalités attendues du pro-
gramme doit être implantée dans le ode soure et que deux fontionnalités distintes dans une
spéiation ne peuvent pas, en pratique, orrespondre à un même hemin d'exéution dans le
graphe.
Bouhon fontionnel vs. traitement "inlining"
Selon l'hypothèse préédente, l'utilisation de bouhons fontionnels limite la ombinatoire
des hemins. En eet, pour p le nombre de hemins struturels de la fontion imbriquée et x le
nombre de ses domaines fontionnels où x ≤ p, le nombre de hemins dans la fontion sous test
à ouvrir peut être multiplié par p ave un traitement "inlining" et par x par l'utilisation d'un
bouhon fontionnel.
Dans le meilleur des as, la ombinatoire est limitée par l'utilisation d'un bouhon fontionnel
par rapport à un traitement "inlining" et dans le pire des as, la ombinatoire n'est pas ampliée
par rapport au dépliage de la fontion 'est-à-dire si à haque domaine fontionnel orrespond
exatement un hemin struturel dans le graphe de la fontion imbriquée (toujours selon la même
hypothèse raisonnable en pratique).
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Bouhon fontionnel et maintien de la ouverture de la fontion sous test
L'abstration des hemins internes aux fontions imbriquées permet le limiter l'explosion
ombinatoire des hemins par rapport à un traitement "inlining". Cependant, ette tehnique
possède le désavantage de ne pas garantir, du fait de l'abstration, le maintien de la ouverture
de la fontion sous test. En eet, les hemins struturels de la fontion sous test sont abstraits
par la séquene d'un hemin partiel struturel préédant l'appel, un domaine fontionnel de la
fontion imbriquée et un hemin partiel struturel suédant et appel. Or, il est possible que
pour un hemin partiel struturel préédant un appel peuvent être ativés plusieurs domaines
fontionnels de la fontion imbriquée et de même, il est possible que pour un domaine fontionnel
ativé puissent être exéutés plusieurs hemins struturels en sortie. Il faut alors pouvoir orienter
l'exéution des bouhons fontionnels pour pouvoir garantir le maintien de la ouverture de la
fontion sous test. Or, les bouhons fontionnels peuvent être vus omme des modules "boites
noires" retournant pour une entrée donnée, la sortie attendue onforme à la spéiation ainsi que
la relation entrées/sorties exerée : la relation entrées/sorties est ainsi vériée par onstrution.
L'utilisation de bouhons fontionnels ne prend pas en ompte la possibilité de plusieurs hemins
exéutables en sortie de la fontion imbriquée qu'il remplae e qui peut amener à ne pas ouvrir
ertains hemins faisables de la fontion appelante.
10.5.3 Positionnement
Le but est de tester la fontion dans son ontexte réel d'utilisation sans rajouter de hemins
supplémentaires aux hemins exéutables de la fontion sous test. Il faut ependant pouvoir ga-
rantir le maintien de la ouverture de 100% des hemins faisables de l'appelant pour atteindre
notre objetif. Nous nous sommes don basés pour notre stratégie sur les tehniques "inlining" et
basées sur l'utilisation de bouhons fontionnels an de tirer parti de leurs avantages respetifs et
de répondre à leurs inonvénients.
Notre approhe peut s'apparenter à une méthode de test d'intégration dans laquelle les fon-
tions appelées sont substituées par des bouhons fontionnels. Nous verrons dans le hapitre suivant
que nous allons être amenés à ouvrir haque domaine fontionnel des fontions imbriquées pour
haun de leurs ontextes d'appel. Le fait que les fontions imbriquées soient exéutées dans leur
ontexte réel (l'abstration des fontions imbriquées n'intervient qu'au moment de la modélisation
des hemins ouverts) apparente également ette méthode à une méthode de test imbriqué.
Maintenant que nous avons positionné notre approhe quant à la gestion des appels de fontion
par rapport aux tehniques existantes de test d'intégration et de test imbriqué, nous allons pouvoir
dérire plus en détails l'approhe que nous proposons dans le hapitre suivant.
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Chapitre 11
Desription et mise en ÷uvre
Nous allons dérire dans e hapitre la modélisation que nous proposons pour les hemins
struturels ontenant des instrutions d'appel. Nous allons nous attarder sur haque étape ainsi
que sur la mise en ÷uvre de notre stratégie. Nous rappelons que notre objetif est de maintenir la
ouverture des k-hemins de la fontion sous test tout en limitant au maximum l'exploration des
fontions imbriquées.
11.1 Prétraitement des fontions sous test ave appels im-
briqués
Notre méthode s'adresse aux fontions sous test implantées en langage C ontenant des appels
de fontion. Cependant, il est important de rappeler que le ode soure testé subit au préalable
un prétraitement simpliant son analyse.
Parallèlement à la mise en plae des instrutions de trae, le ode soure de la fontion sous
test est soumis au prétraitement expliqué dans la setion 7.2. Le point sur lequel nous allons nous
attarder onerne le traitement des expressions à eets de bord dont l'instrution d'appel fait
partie. Comme expliqué dans la setion 7.2.6, après le prétraitement des odes soures eetué par
CIL [Lan06℄, haque instrution possède au plus une expression à eets de bord.






7 int f(int x,int y)
8 {
9 y=somme(x,y); /* simple appel*/
10 if (somme(x,y) >100) /* ondition de branhement sur un appel*/
11 x=2* somme(y,x+y); /* produit d'un appel de fontion */
12 else
13 y=2+ somme(x,x+y); /* somme d'un appel de fontion */
14 }
Fig. 11.1  Fontion C ave instrutions d'appel
Soit le hier implanté en langage C ontenant une fontion imbriquée somme et une fontion
appelante f de la gure 11.1. Ce hier ontient diérentes instrutions d'appel de fontion à
savoir un simple appel, une ondition de branhement et diérentes opérations sur le retour de la
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fontion imbriquée. La gure 11.2 ontient le résultat du prétraitement du ode soure du hier
de la gure 11.1.
Les appels de fontion sont extraits des onditions de branhement et haque instrution d'ap-
pel est de la forme tmp=somme(...);.
Illustration 78
L'instrution x=2*somme(y,x+y); à la ligne 11 de la gure 11.1 est transformée en la séquene
d'instrutions (lignes 14 et 15 de la gure 11.2) :
tmp =somme(y, x + y);
x = 2 * tmp;
où la variable tmp est une variable réée lors du prétraitement.
Le retour des fontions imbriquées est aeté à une variable de l'appelant potentiellement réée
lors du prétraitement.
1 int somme(int a , int b )
2 { int y ;
3 y = a + b;
4 return (y);
5 }
6 int f(int x , int y )
7 { int tmp ;
8 int tmp___0 ;
9 int tmp___1 ;
10 y =somme(x, y); /* pas de modifiation notable */
11 tmp___1 =somme(x, y);/* extration de l'appel de fontion
12 de la ondition de branhement */
13 if (tmp___1 > 100) {
14 tmp =somme(y, x + y); /* appel de fontion isolé*/




19 tmp___0 =somme(x, x + y); /* appel de fontion isolé*/




Fig. 11.2  Résultat du prétraitement sur le hier de la gure 11.1
Remarque(s) 30
Par soui de lisibilité, nous avons té les instrutions de trae rajoutées lors du prétraitement.
Un appel de fontion étant une expression à eets de bord, toute instrution
d'appel ne peut être présente que dans une instrution séquentielle simple et par
onséquent ne peut pas être utilisée dans une ondition de branhement.
11.2 Graphe abstrait
Comme nous l'avons vu, le dépliage du graphe de ontrle des fontions imbriquées dans le
graphe de ontrle de la fontion sous test augmente de façon signiative le nombre de hemins
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de la fontion sous test. Le ritère des k-hemins peut alors être rapidement inappliable sur des
fontions réalistes. Nous désirons don onstruire un graphe propre aux fontions imbriquées d'un
niveau d'abstration supérieur par rapport à un graphe de ontrle et e, en s'appuyant sur les
spéiations des fontions imbriquées.
11.2.1 Prinipe
Nous voulons onserver la notion et les informations des hemins struturels dans la fontion
sous test tout en abstrayant les hemins struturels des fontions imbriquées par des "hemins
fontionnels" issus de l'analyse de la spéiation des fontions imbriquées.
L'idée est d'abstraire les hemins struturels imbriqués par l'expression des ouples
pre/post assoiés dans la spéiation de la fontion imbriquée. Nous onstruisons don
un graphe abstrait tel que, pour haque ouple pre/post dans la spéiation d'une fontion
imbriquée orrespond un unique "hemin fontionnel" dans notre graphe.
Ce graphe abstrait des fontions imbriquées doit pouvoir se substituer au blo d'appel des
fontions imbriquées dans le graphe de ontrle de la fontion sous test. Comme le graphe de
ontrle d'une fontion, le graphe abstrait est un graphe onnexe, orienté, étiqueté et possédant
un unique n÷ud d'entrée et un unique n÷ud de sortie.
11.2.2 Caratérisation du graphe abstrait d'une fontion
De façon générale, omme pour un ode soure, nous allons représenter les spéiations d'une
fontion imbriquée g sous forme de graphe. Nous partons d'une représentation prohe du graphe
de ot de ontrle d'une fontion à savoir un graphe onnexe orienté ave une unique entrée et
une unique sortie. Les onditions de branhements orrespondent aux onditions sur les entrées
de la fontion imbriquée des diérents ouples pre/post exprimées par les ontraintes Pre(g,W )∧
Di(g,W ).
Remarque(s) 31
Nous raisonnons toujours ave l'hypothèse que Qi(g,W,Z) ne ontient pas de ontraintes supplé-
mentaires sur W .
Reprenons les propriétés imposées aux spéiations expliitées dans le hapitre 3 à partir de
la page 51.
La spéiation d'une fontion étant omplète selon la dénition 3.5.1, au moins un ouple pre/post
est ativé à l'appel de la fontion imbriquée : un ensemble de ontraintes Pre(g,W ) ∧ Di(g,W )
est vérié ave l'hypothèse de bonne utilisation de la fontion 'est-à-dire sans utilisation de la
fontion imbriquée hors domaine. Il existe don au moins un hemin exéutable dans le graphe
abstrait d'une fontion imbriquée pour haun de ses appels.
Les domaines fontionnels de la spéiation sont exlusifs entre eux an d'éviter toute spé-
iation ontraditoire (f. dénition 3.5.2). Un seul et unique hemin du graphe abstrait peut
être ativé pour haque appel d'une fontion imbriqué.
Les n÷uds représentent des meta-instrutions de la forme FIND(Z|Qi(g,W,Z)) aratérisant
la relation entrées/sorties dénie par les ontraintes ontenues dans les Qi(g,W,Z). La spéia-
tion est déterministe selon la dénition 3.5.3. Les meta-instrutions FIND(Z|Qi(g,W,Z)) or-
respondant à des prédiats existentiels de Z déterminent une unique instaniation de Z vériant
Qi(g,W,Z) pour une instaniation donnée de W vériant Pre(g,W ) ∧Di(g,W ).
Ainsi, à partir de haque instaniation de W , il existe une unique instaniation de Z selon la
sémantique de notre graphe abstrait.
Notre représentation des fontions imbriquées sous forme de graphe abstrait orrespond à un
graphe de hauteur 2 ave n le nombre de ouples pre/post dans la spéiation omme le
montre la gure 11.3. La sémantique de e graphe orrespond à la sémantique de la struture
onditionnelle SwithBreak du langage C donnée dans l'annexe A 'est-à-dire à une struture
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onditionnelle à hoix multiples exlusifs.
Définition  11.2.1
Soit g une fontion dénie par sa spéiation Spec(g,W,Z) à n ouples pre/post. Le graphe
abstrait de la fontion g assoiée à Spec(g,W,Z) est le graphe étiqueté
GAbs :< N,E, δ, e, s > où e est l'unique n÷ud d'entrée et s l'unique n÷ud de sortie. N est
un ensemble ni de 2 + n n÷uds (dont les n÷uds e et s). E est un ensemble de N vers N
représentant les 2 ∗ n ars du graphe. La fontion d'étiquetage assoiée est δ : (δN , δE) telle
que :
 δN : N \ {e, s} → LN ,
 δE : Ee → LE où Ee représente les n ars de la forme (e, ni) ,
 δE : Es → true où Es représente les n ars de la forme (ni, s) et Ee ∩ Es = E.
ave LN l'ensemble des meta-instrutions FIND(Z|Qi(g,W,Z)) et LE l'ensemble des














Fig. 11.3  Représentation du graphe abstrait de la fontion g à partir de Spec(g,W,Z)
11.2.3 Deux Illustrations
La fontion valeur absolue valAbs
Nous nous appuyons sur la spéiation de la fontion valAbs pour la onstrution de notre
graphe abstrait :
Spec(valAbs,W,Z) = {PP1(valAbs,W,Z), PP2(valAbs,W,Z)}
PP1(valAbs,W,Z) = (Pre(valAbs,W )∧D1(valAbs,W ), Q1(valAbs,W,Z)) = (true∧w < 0, z = −w)
PP2(valAbs,W,Z) = (Pre(valAbs,W )∧D2(valAbs,W ), Q2(valAbs,W,Z)) = (true∧w ≥ 0, z = w)
Les veteurs W et Z tels que p1(W ) = w et p1(Z) = z représentent respetivement les
variables fontionnelles en entrée et en sortie de la fontion imbriquée valAbs.
Selon les aratéristiques données dans la setion préédente, nous pouvons onstruire le graphe




Pre(valAbs,W) : truePre(valAbs,W) : true
D1(valAbs,W): w<0
(FIND Z | Q1(valAbs,W,Z))
   Q1(valAbs,W,Z):z=−w Q2(valAbs,W,Z):z=w
(FIND Z | Q2(valAbs,W,Z))
Fig. 11.4  Graphe abstrait de la fontion valAbs
La fontion valeur médiane getmid
Nous reprenons l'exemple de la fontion getmid, utilisée dans la partie 2 de e manusrit
omme une appliation à la méthode PathCrawler (f. hapitre 7). Cette fontion retourne la
valeur médiane des valeurs de es trois variables d'entrée. Soient p1(W ) = w1, p2(W ) = w2,
p3(W ) = w3 et p1(Z) = z1, la spéiation assoiée à ette fontion est la suivante :
Spec(getmid,W,Z) = {PP1(getmid,W,Z), PP2(getmid,W,Z)}
PP1(getmid,W,Z) = (Pre(getmid,W ) ∧D1(getmid,W ), Q1(getmid,W,Z))
PP2(getmid,W,Z) = (Pre(getmid,W ) ∧D2(getmid,W ), Q2(getmid,W,Z))
PP3(getmid,W,Z) = (Pre(getmid,W ) ∧D3(getmid,W ), Q3(getmid,W,Z))
où
Pre(getmid,W ) = w1 6= w2 ∧ w1 6= w3 ∧ w2 6= w3
D1(getmid,W ) = (w1 < w2 ∧ w2 < w3) ∨ (w1 > w2 ∧ w2 > w3)
D2(getmid,W ) = (w2 < w1 ∧ w1 < w3) ∨ (w2 > w1 ∧ w1 > w3)
D3(getmid,W ) = (w2 < w3 ∧ w3 < w1) ∨ (w2 > w3 ∧ w3 > w1)
Q1(getmid,W,Z) = (z1 = w2)
Q2(getmid,W,Z) = (z1 = w1)
Q3(getmid,W,Z)) = (z1 = w3)
Remarque(s) 32
Notons ii que nous exluons le as où des variables en entrée de la fontion getmid ont la même
valeur.
Le graphe abstrait assoié à la fontion getmid est donné dans la gure 11.5.
Comme nous l'avons préisé au début de ette setion, le graphe abstrait d'une fontion im-
briquée a pour objetif de se substituer au graphe de ontrle de la fontion imbriquée lors du
dépliage du CFG de la fontion sous test. Il s'agit don de remplaer le blo d'appel dans le CFG
de la fontion sous test par le graphe abstrait de la fontion imbriquée. Il s'agit alors de faire les











Pre(getmid,W): (w1!=w2 /\ w2!=w3 /\ w1!=w3)
D3(getmid,W): (w2<w3 /\  w3<w1) \/ (w2>w3 /\ w3>w1)
D2(getmid,W): (w2<w1 /\  w1<w3) \/ (w2>w1 /\ w1>w3)
Pre(getmid,W): (w1!=w2 /\ w2!=w3 /\ w1!=w3)
D1(getmid,W): (w1<w2 /\  w2<w3) \/ (w1>w2 /\ w2>w3)
Pre(getmid,W): (w1!=w2 /\ w2!=w3 /\ w1!=w3)
Fig. 11.5  Graphe abstrait de la fontion getmid
11.3 Interonnexion du graphe de ontrle sous test aux
graphes abstraits imbriqués
Nous allons expliquer dans ette setion l'interonnexion du CFG de l'appelant aux graphes
abstraits des fontions imbriquées et plus préisément l'interonnexion entre les variables strutu-
relles de l'appelant et les variables abstraites de la spéiation des fontions en question.
11.3.1 Introdution sur un exemple
Nous prenons un exemple faisant intervenir un appel de la fontion valAbs. Nous donnons tout
d'abord le ode soure de la fontion appelante ainsi que elui de la fontion imbriquée dans la
gure 11.6.



















Fig. 11.6  Fontion f sous test appelant la fontion valAbs
La gure 11.7 ontient le graphe abstrait de la fontion valAbs ainsi que le graphe de ontrle
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Graphe de controle de f Graphe abstrait de valAbs
(FIND z | Q2(w,z))
Q2(w,z):z=w



































(FIND z | Q1(w,z))
   Q1(w,z):z=−w
S
Fig. 11.7  Graphe de ontrle de f et graphe abstrait de valAbs
On se rend ompte ii que la diulté onsiste à fusionner les deux graphes en un an
d'obtenir notre graphe struturo-fontionnel pour la fontion sous test et en partiulier à mettre
en orrespondane les variables onrètes (dans le sens, issues de l'implantation) de f aux variables
abstraites (dans le sens, issues de la spéiation) de la fontion imbriquée.
Nous désignerons le graphe struturo-fontionnel que nous allons onstruire omme le graphe
mixte de la fontion sous test.
La modélisation de notre langage de spéiation se veut être la plus prohe possible de la
modélisation du langage C. Ce point justie la mise en orrespondane des variables onrètes de
la fontions sous test aux variables abstraites des fontions imbriquées.
De façon intuitive sur et exemple, nous pouvons onstruire failement le graphe mixte de la
fontion sous test f en remplaçant l'instrution ontenant l'appel de la fontion valAbs par :
 une instrution d'initialisation du paramètre d'entrée de valAbs représenté par la variable
abstraite w par la valeur du paramètre eetif d'appel (pour l'exemple l'expression a+b),
 une instrution sous forme d'un Case
1
à hoix multiples sur la valeur du paramètre d'entrée
ave des onditions représentées par les Pre(g,W )∧Di(g,W ) de Spec(g,W,Z) et des meta-
instrutions basées sur les Qi(g,W,Z) permettant de déterminer la valeur de z et
 une instrution d'aetation de la valeur de sortie abstraite z à la variable x de f.
Convention 12
La sémantique du Case à hoix multiples sur W orrespond à tester W en le soumettant aux
diérentes onditions des ouples pre/post de la spéiation à savoir les Di(g,W ) pour ensuite
évaluer la meta-instrution assoiée de la forme :
FIND(Z|Qi(g,W,Z))
e qui permet ave les hypothèses sur Spec(g,W,Z) de dénir de façon unique les valeurs en sortie
don une instaniation de Z pour une instaniation donnée de W .
1
Nous l'appelons ainsi ar la sémantique du graphe abstrait est similaire de la sémantique de la struture
SwithBreak (appelée aussi Case).
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Pour notre exemple, on obtient ainsi :
x=valAbs(a+b); => w=a+b;









(FIND z | Q1(w,z))
   Q1(w,z):z=−w
(FIND z | Q2(w,z))
Q2(w,z):z=w
D2(w): w>=0D1(w) : w<0
x=z
Pre(w) : true Pre(w) : true
Fig. 11.8  Graphe mixte de la fontion sous test
La gure 11.8 ontient le résultat de la onstrution du graphe mixte orrespondant à une
fusion du graphe de ot de ontrle de la fontion sous test au graphe abstrait de la fontion
imbriquée présentés dans la gure 11.7 ave une mise en orrespondane des variables onrètes
de l'appelant et des variables abstraites de la fontion imbriquée.
Dans la gure 11.8, nous avons grisé les instrutions supplémentaires orrespondant à ette
mise en orrespondane des variables.
La première mise en orrespondane onsiste à aeter aux variables d'entrée, représentées
par W , les valeurs des expressions onrètes eetives d'appel. Pour la gure 11.8, ela orres-
pond à l'ajout de l'égalité w = a + b. La seonde mise en orrespondane orrespond quant à
elle à l'aetation des valeurs des variables abstraites de sorties Z aux variables onrètes de la
fontion appelante. Pour la gure 11.8, ela orrespond à l'ajout de l'égalité x = z. Dans la
représentation des graphes mixtes, nous mettons aussi en relief le graphe de ot de ontrle de
la fontion appelante (par des èhes en gras), graphe que nous herhons à ouvrir selon notre
ritère struturel.
11.3.2 Besoin de onrétisation de l'interfae
Dans la préédente setion, le fait que la fontion imbriquée ne prenne qu'une seule valeur en
entrée et retourne qu'une seule valeur en sortie n'en fait pas une illustration très représentative
de la onstrution de notre graphe mixte. Dans la plupart des as, il peut y avoir plusieurs en-
trées et plusieurs sorties et la mise en orrespondane des variables onrètes et abstraites requiert
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plus d'eorts. Pour ela, il est néessaire que l'utilisateur fournisse une interfae onrète préi-
sant les relations des variables struturelles et fontionnelles des fontions imbriquées. Autrement
dit, la mise en ÷uvre de notre approhe requiert des informations supplémentaires à l'utilisateur
qui néessite la mise en plae d'un format dédié (éventuellement assoié à des méanismes de
vériation).
Démonstration du besoin de aratérisation via un exemple
Prenons la gure 11.9 ontenant la fontion f sous test appelant la fontion div alulant la
division de deux termes passés en entrée et retournant le quotient entier de ette division ainsi
que le reste de elle-i. En entrée, la variable x1 ontient la valeur du numérateur, *x2 la valeur
du dénominateur et en sortie la valeur retournée orrespond à x1/*x2 et le reste de la division
entière est ontenu dans *x2.
1 int div(int x1 ,int * x2)
2 {
3 int result ;
4 result = x1/(* x2);
5 *x2=x1 %(* x2);
6 return (result );
7 }




12 q=div(a,&r); /* passage de r par adresse et de a par valeur */
13 return(q);
14 }
Fig. 11.9  Fontion f sous test appelant la fontion div
Le passage d'argument par adresse permet ii de retourner plus d'une sortie pour la fontion
imbriquée. La spéiation assoiée préise que ette fontion n'est pas dénie pour des valeurs
en entrée négatives. La variable d'entrée p2(W ) = w2 représente le numérateur, p1(W ) = w1 le
dénominateur, p1(Z) = z1 le reste de la division entière et p2(Z) = z2 le résultat de la division
entière.
Spec(div,W,Z) = {PP1(div,W,Z)}
PP1(div,W,Z) = (Pre(div,W ) ∧D1(g,W ), Q1(g,W,Z)) =
((w2 ≥ 0 ∧ w1 > 0) ∧ true, w2 = z1 + (z2 ∗ w1) ∧ z1 < w1)
Nous mettons ii l'aent sur les diultés de mise en orrespondanes des variables du graphe
de ot de ontrle de l'appelant et des variables abstraites de la fontion imbriquée présentés dans
la gure 11.10 pour la onstrution du graphe mixte de la fontion appelante.
D'après la spéiation, nous savons que la fontion prend deux entrées représentées par w1
et w2 telles que W = (w1, w2) et deux sorties z1 et z2 telles que Z = (z1, z2). Le ode soure de
la fontion div nous permet de dénir les deux paramètres formels tels que Pform = [x1, x2] et
l'analyse du ode soure de la fontion appelante, nous permet de dénir les paramètres eetifs
































P1(w) : W1>=0 /\ W2>0
 Q1(W,Z): W1=Z1+(Z2*W2)/\Z1<W2
(FIND Z |Q1(W,Z)) 
Graphe abstrait de divGraphe de controle de f
Fig. 11.10  Graphe de ontrle de f et graphe abstrait de div
Nous avons don deux possibilités pour initialiser W à savoir :
w_1=a; /* OU */ w_1=r;
w_2=r; w_2=a;
Toujours grâe à l'analyse du ode soure on peut établir que la variable q reçoit une des sorties
de la fontion imbriquée et qu'une autre est aetée à la variable r, passée par adresse.
Deux possibilités diérentes s'orent enore à nous pour réupérer les valeurs de sortie de notre
fontion imbriquée à savoir :
q=z_1; /* OU */ r=z_1;
r=z_2; q=z_2;




Nous désignons l'implantation d'une fontion g par ode(g).
L'utilisateur nous fournit l'interfae assoiée au ode soure et à la spéiation d'une fontion
imbriquée. Ainsi une fontion g imbriquée est modélisée de la façon suivante :
Fct(ode(g), Spec(g,W,Z), I(g))
ave I(g) l'interfae fournie par l'utilisateur aratérisant le lien entre les variables onrètes et
abstraites de la fontion imbriquée. Cette interfae est indépendante des diérentes ourrenes
d'appel de ette fontion imbriquée ar elle dépend uniquement du ouple (ode(g),Spec(g,W,Z)).
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Nous disposons de plusieurs informations non liées à l'ourrene d'appel utiles pour la mise
en orrespondane des variables à savoir :
 Pform est la liste ordonnée des paramètres formels de la fontion imbriquée réupérée lors
de l'analyse du ode soure de elle-i,
 V arGlob la liste des variables globales pouvant être utilisées et/ou dénies dans g,
 W fourni lors de la spéiation de la fontion est le veteur de n omposantes représentant
les n entrées de la fontion dans la spéiation et
 Z aussi fourni lors de la spéiation de la fontion est le veteur de p omposantes repré-
sentant les p sorties de la fontion dans la spéiation.
De plus, pour la ieme ourrene statique d'appel, nous pouvons par analyse du ode dénir :
 Peffi est la liste ordonnée des paramètres eetifs de la fontion imbriquée pour une our-
rene donnée ii la ieme par onvention de notation et
 Ri l'éventuelle variable de la fontion appelante réupérant la valeur de retour de la fontion
g pour la ieme ourrene d'appel. Rappelons, qu'après prétraitement, haque instrution
ontient au plus une expression à eets de bord (f. gures 11.1 et 11.2). Ainsi, la variable
de Ri ne peut prendre que la valeur de retour d'un appel de fontion et non une expression
de ette valeur de retour.
Rappelons ii que le nombre d'éléments de Pform est identique à elui de Peffi tel que :
|Pform| = |Peffi |
et aussi que le domaine du keme élément de haune de ses listes est identique e qui orrespond
à un même typage à savoir :
Dom(elem(Pform, k)) = Dom(elem(Peffi))
le keme élément de Pform prend la valeur de l'expression orrespondant au keme élément de Peffi
pour ette ourrene d'appel.
Convention 13
Lorsque la fontion imbriquée est une fontion C et non une proédure dans le sens où elle retourne
une valeur, nous introduisons une nouvelle variable onrète pour représenter la valeur de retour
de la fontion. Par onvention, nous noterons ette variable return___fonc pour une fontion
ave retour nommée fonc.
L'ensemble préédent noté Ret(g) représente soit l'ensemble vide ∅ pour le as d'une proédure g
ou pour une fontion g l'ensemble à un élément tel que : Ret(g) = {return___g}.
Une ourrene d'appel est ainsi aratérisée par le ouple (Ri,Peffi). L'interfae I(g) relie les
variables statiques abstraites (W,Z) aux variables onrètes de Pform, V arGlob et Ret(g).
L'interfae I est une appliation de prol :
I : W ∪ Z → (V arGlob ∪ Pform ∪Ret(g)))
Notons que seul un sous-ensemble des paramètres formels et des variables globales représentant
des entrées et/ou sorties de la fontion est utilisé. En eet, un paramètre formel peut ne pas être
déni ni utilisé dans la fontion auquel il appartient et de même pour les variables globales du
programme auquel appartient la fontion g.
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L'interfae I est éventuellement représentable par une liste de n + p ouples de la forme
suivante :




où v1, ..., vn, vv1, , ..., vvp ∈ (V arGlob ∪ Pform ∪Ret(g)) ave la possibilité qu'une de ses variables
soit présente dans diérents ouples de I.
Préisons la dualité existante entre les entrées W et les sorties Z abstraites de la fontion.
Les variables d'entrées abstraites d'une fontion imbriquée sont aetées par les valeurs des
expressions des variables onrètes de la fontion sous test et après détermination des sorties
abstraites, un sous-ensemble des variables onrètes de la fontion sous test sont aetées des
valeurs des variables abstraites de sortie selon les informations fournies par l'interfae.
Reprenons ainsi l'exemple de l'appel de la fontion div de la gure 11.9. L'interfae fournie
est :
I = {(w1, ∗x2), (w2, x1), (z1, ∗x2), (z2, g___result)}
Pour ette ourrene, nous avons Peff = [a,&r] et R = q. Soient Pform = [x1, ∗x2] et
Ret(g) = g___result, les liens entre Pform et Peff ainsi qu'entre Ret(g) et R.
Cela nous permet d'établir la mise en orrespondane exate entre les variables onrètes et




Dans l'interfae la variable w1 est rattahée à la variable *x2 deuxième élément de Pform : w1
prend don la valeur de la seonde expression eetive d'appel Peff = [a,&r] soit la valeur de la
variable r.
Nous pouvons alors onstruire le graphe mixte de la fontion f (f. gure 11.11).
Modions maintenant la fontion sous test pour voir le as d'une ourrene d'appel plus
omplexe. Pour ela, nous modions l'instrution d'appel de la gure 11.9 de la façon suivante :
q=div(a,&r); /* devient */ q=div(a*a,&r) +1;
Comme nous l'avons déjà dit préédemment, le ode est tout d'abord soumis au prétraitement
de façon à e qu'une instrution séquentielle possède au plus une instrution d'appel. Ainsi l'ins-
trution ontenant l'appel est transformée de la façon suivante :
q=div(a*a,&r) +1; /* => */ tmp= div(a*a,&r);
q=tmp+1;
Ainsi, la variable de l'ourrene d'appel Ri orrespondra toujours à la variable éventuelle de
Ret(g) et en auun as à une expression sur ette même variable.
Lors de l'analyse du ode soure de la fontion imbriquée, nous allons déterminer que
Ri = {tmp} et que Peffi = [a ∗ a, r]. En utilisant toujours la même interfae











r=z1 Recuperation de Z
q=z2
w2=a
Pre(w) : w1>=0 /\ w2>0
Fig. 11.11  Graphe mixte de la fontion f appelant la fontion div
 w1 est assoié à la variable *x2 orrespondant à elem(Pform, 2), lui-même assoié à
elem(Peffi, 2) soit la variable r,
 w2 est assoié à la variable x1 orrespondant à elem(Pform, 1), lui-même assoié à
elem(Peffi, 1) soit l'expression a*a,
 z1 est assoié à la variable *x2 orrespondant à elem(Pform, 2), lui-même assoié à
elem(Peffi, 2) soit la variable r,
 z2 est assoié à la variable g___result orrespondant à Ret(g), lui-même assoié à Ri soit
la variable tmp.
La mise en orrespondane des variables abstraites et onrètes de la fontion imbriquées est ainsi :
w_1=r; w_2=a*a;
r=z_1; tmp=z_2;
11.3.3 Diérentes types des variables d'entrée et de sortie d'une fon-
tion C
Comme nous l'avons vu dans les exemples préédents, il existe diérentes façons pour passer
une variable omme argument (par valeur ou par adresse) d'une fontion et aussi pour onserver/-
réupérer les modiations opérées dans une fontion (retour de fontion, passage par adresse). Il
existe une autre possibilité : l'utilisation de variables globales dont la valeur peut servir en entrée
et en sortie de la fontion imbriquée ar toute modiation est onservée en dehors des appels
de fontion. Nous allons ii nous attarder sur es diérentes façons de passer une variable omme
entrée et/ou sortie d'une fontion imbriquée et les onséquenes induites par rapport à l'interfae
de la fontion imbriquée.
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11.3.4 Conséquene sur l'interfae
Le passage par valeur d'argument dans une fontion orrespond à réer une variable loale
dans la fontion imbriquée de la valeur initiale passée par argument. Toute modiation faite
à e paramètre est loale à la fontion imbriquée et par onséquent e paramètre ne peut faire
partie que des variables en entrée de la fontion et non de ses variables en sortie. Une variable
passée omme argument par valeur peut être assoiée uniquement à une des variables d'entrée de
la spéiation.
Le retour de fontion représente la valeur retournée par une fontion à la n de son exéution.
Cette valeur est une valeur de sortie généralement réupérée par une variable de la fontion sous
test qui peut don n'être assoiée qu'à une variable de sortie de la spéiation par l'interfae
fournie par l'utilisateur.
Lors d'un passage par adresse d'une variable, toute modiation faite dans la fontion
est diretement faite au ontenu de l'adresse mémoire de la variable passée par adresse. Par
onséquent, toute modiation faite dans le orps d'une fontion est onservée à la sortie de
la dite fontion pour toutes les variables passées par adresse. Ainsi une variable passée omme
argument par adresse peut être assoiée à une variable d'entrée et/ou à une variable de sortie de
la spéiation de la fontion imbriquée.
Enn, une variable globale est une variable aessible en leture et ériture dans toute fontion
appartenant au même hier dans lequel elle est délarée. Cela signie que toute modiation faite
dans une fontion est onservée à sa sortie. Une variable globale peut également être assoiée à
une variable en entrée et/ou en sortie de la spéiation.
11.4 Constrution du graphe mixte d'une fontion sous test
En remplaçant tous les blos d'appel dans le CFG de la fontion sous test par les graphes
abstraits des fontions imbriquées assoiées, graphes préédés et suédés des aetations de mise
en orrespondane des variables onrètes et abstraites, nous obtenons e que nous dénissons
omme le graphe mixte de la fontion sous test.
Une instrution d'appel est remplaée par une séquene d'aetations et de meta-instrution
basées sur la spéiation et l'interfae assoiée de la fontion imbriquée. Nous désignerons par
call(g(i)) l'instrution de la ieme ourrene d'appel de la proédure ou fontion imbriquée g. Nous
désignerons aussi par ode(f) le ode soure de la fontion appelante.
Commençons tout d'abord par donner l'algorithme général de substitution.
BEGIN SUBSTITUTION APPEL
ENTRÉES : code(f), Spec(g,W,Z),Pform, I(g), Ret(g)
Pour haque call(g(i)) dans ode(f) faire :




POST-APPEL(I(g),Pform,Peffi , Ri, Ret(g))
FinPour
END SUBSTITUTION APPEL
Cet algorithme fait appel à un premier algorithme PRE-APPEL qui a pour objetif l'initiali-
sation des variables abstraites d'entrée W par les valeurs des expressions eetives des variables
onrètes de la fontion imbriquée.
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BEGIN PRE-APPEL
ENTRÉES : Pform, I(g),Peffi
Pour les n ouples (wk, v) ∈ I(g) faire :
Si v ∈ Pform tel que elem(Pform, r) = v faire :
wk = elem(Peffi , r)
Sinon faire :





De même, l'algorithme POST-APPEL permet d'aeter à un sous-ensemble des variables
onrètes de la fontion sous test les valeurs des sorties abstraites Z.
BEGIN POST-APPEL
ENTRÉES : Pform, I(g),Peffi , Ri, Ret(g)
Pour les p ouples (zl, vv) ∈ I faire :
Si vv ∈ Pform tel que elem(Pform, r) = vv faire :
elem(Peffi , r) = zl
Sinon faire :
Si vv ∈ Ret(g) alors faire :
Si Ri 6= ∅ alors faire :
elem(Ri, 1) = zl
/*le as ontraire signie que le retour de fontion est non utilisé */
FinSi






Enn, il nous reste à insérer les meta-instrutions issues de la spéiation de la fontion.
BEGIN META-INSTRUCTIONS
ENTRÉES :Spec(fonc,W,Z)
Érire instrution de hoix Case sur W
Pour haque ouple (Pre(fonc,W ) ∧Di(fonc,W ), Qi(fonc,W,Z)) ∈ Spec(fonc,W,Z)
Traduire les ontraintes de Pre(fonc,W ) ∧Di(fonc,W ) en onditions du Case
Implanter le prédiat existentiel (FIND Z|Qi(fonc,W,Z)) en instrutions du Case
FinPour
END META-INSTRUCTIONS
En e qui onerne l'ordre des aetations des variables abstraites d'entrée et des variables
onrètes par les valeurs des variables abstraites de sortie, nous prenons en ompte l'ordre d'af-
fetation du langage C. Notons que nous exluons le as omportant une relation d'alias entre les
variables d'entrée de la fontion appelée.
Ce graphe mixte d'une fontion sous test peut être manipulé omme tout autre graphe de ot
de ontrle : nous pouvons le ouvrir selon un ritère de test struturel habituel.
Une telle modélisation permet ainsi de onserver une méthode struturelle de test ave ou-
verture de graphe tout en abstrayant les hemins struturels des fontions imbriquées par des
meta-instrutions fontionnelles. Ces meta-instrutions étant issues des spéiations des fon-
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tions imbriquées, le omportement réel de es fontions est don pris en ompte ave un niveau
supérieur d'abstration e qui permet de limiter l'explosion ombinatoire des hemins induite d'un
traitement des fontions imbriquées selon une stratégie "inlining". Le nombre de hemins à ouvrir
est don diminué tout en maintenant la ouverture struturelle désirée de la fontion sous test.
Le hapitre suivant réutilise notre modélisation des hemins struturels de la fontion sous test
ave appels pour l'appliquer à notre méthode de test PathCrawler.
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Chapitre 12
Soumission du graphe mixte d'une
fontion sous test à la méthode
PathCrawler
Dans e hapitre nous allons reprendre la stratégie de séletion des as de test de la méthode
PathCrawler présentée dans le hapitre 7. Nous n'allons plus appliquer ette stratégie sur le graphe
de ot de ontrle de la fontion sous test mais sur le graphe mixte d'une fontion sous test onte-
nant des appels de fontions selon la modélisation expliquée dans le hapitre 11. Nous dénirons
ainsi un nouveau ritère de test approprié à la nouvelle modélisation des fontions sous test ave
appels.
Dans une première setion, nous verrons l'appliation de e nouveau ritère de test sur le graphe
mixte de la fontion sous test et nous disuterons de la ouverture de test en déoulant.
Dans la setion suivante, nous dénirons un nouveau ritère de test dédié à la nouvelle modéli-
sation des fontions sous test ave appels permettant d'éviter une redondane dans la ouverture
des hemins struturels de la fontion sous test.
12.1 Contexte
Initialement, dans la méthode de test unitaire PathCrawler, les fontions imbriquées sont
soumises à un traitement "inlining" ajoutant la ombinatoire des hemins des fontions imbriquées
à la ombinatoire des hemins de la fontion sous test omme le montre la gure 12.1.
Nous avons présenté dans le hapitre 11 préédent une nouvelle modélisation des hemins
struturels ontenant des instrutions d'appel. Par une utilisation de la spéiation exprimée
sous forme de ouples pre/post, les hemins internes des fontions imbriquées sont abstraits par
l'expression du domaine fontionnel imbriqué orrespondant.
Nous onservons les odes soures (ou exéutables) des fontions imbriquées qui sont exéutés lors
des diérents as de test de la fontion sous test e qui nous permet de onserver la réelle exéution
de la fontion sous test. C'est lors du alul du prédiat de hemin du as de test ourant que les
hemins internes aux fontions imbriquées sont abstraits par leur expression fontionnelle e qui
nous amène à substituer dans le CFG de la fontion les blos d'appel par leur graphes abstraits
onstruits à partir de leur spéiation ave une mise en orrespondane des variables struturelles
et fontionnelles. Nous obtenons ainsi e que nous dénissons omme le graphe mixte de la fontion
sous test (f. gure 12.2).
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depliage du CFG de g 
CFG de f
CFG de g
Fig. 12.1  Illustration du dépliage de la fontion g appelée dans la fontion f
C'est l'utilisateur qui fournit la spéiation des fontions imbriquées et nous lui demandons
de respeter les diérentes ontraintes imposées. Il est ependant possible qu'une ou plusieurs de
e
s
Graphe de controle Graphe mixte obtenu
s
e
Remplacement du bloc d’appel 
par le graphe abstrait fonctionnel associe
bloc d’appel
Fig. 12.2  Du graphe de ontrle au graphe mixte de la fontion sous test
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es ontraintes ne soient pas respetées.
En as de spéiation non omplète, deux traitements sont envisageables :
 nous pouvons proposer à l'utilisateur soit un traitement "inlining" de la fontion onernée
sur tout son domaine de dénition,
 soit un traitement "inlining" uniquement pour le sous-domaine d'entrée non spéié Def(g)\
Dom(Spec(g,W,Z)).
De même, pour une spéiation non déterministe, plusieurs instaniations de Z peuvent or-
respondre à une unique instaniation de W . Nous pouvons hoisir de onserver la première instan-
iation de Z puis de passer à un autre as de test. Dans e as, nous ne pouvons pas garantir le
maintien de la ouverture des hemins de la fontion sous test. Pour être surs de ne perdre auun
hemin struturel de la fontion sous test, il faut forer toutes les instaniations possibles de Z.
Cela peut entraîner une redondane entre les diérents as de test.
Pour des domaines fontionnels non exlusifs, deux as sont à distinguer selon que les post-
onditions assoiées soient ou non ontraditoires. Si les postonditions onordent (les mêmes
sorties sont obtenues) alors nous perdons en eaité ar nous pouvons ouvrir deux fois le même
domaine de la fontion imbriquée à savoir le domaine ommun entre deux domaines fontionnels
non exlusifs. C'est le sénario le moins ennuyeux même si ela peu entraîner une redondane des
tests. En revanhe, si les postonditions sont ontraditoires (diérentes sorties sont obtenues),
nous revenons au as d'une spéiation non déterministe.
Dans la setion suivante, nous allons utiliser e graphe mixte omme le graphe de ot de
ontrle de la fontion sous test et le soumettre à la stratégie de PathCrawler.
12.2 Enodage du graphe abstrait dans PathCrawler
Comme pour la méthode unitaire PathCrawler, l'enodage en ontraintes se fait lors de la
onstrution du hemin parouru pour le as de test ourant. Comme pour les instrutions de
trae, la trae fontionnelle issue d'un graphe abstrait et don de la spéiation d'une fontion
imbriquée est enodé au moment de la onstrution du hemin et de la détermination du prédiat
de hemin assoié. Les ontraintes enodées à partir du graphe abstrait d'une fontion imbriquée
omme les ontraintes enodées à l'instrumentation font parti des deux systèmes de ontraintes
manipulés : le prédiat de hemin et les ontraintes du prohain domaine de séletion des as de
test.
Il est important de préiser que, jusqu'à présent, 'est-à-dire sans graphe abstrait, les sys-
tèmes de ontraintes manipulés dans PathCrawler sont uniquement des onjontions de onditions
simples renontrées le long d'un hemin d'exéution donné. Cei est dû à la déomposition des
onditions multiples lors du prétraitement des fontions sous test.
Deux as sont à distinguer :
 l'enodage ommun ave l'instrumentation des fontions dans la méthode PathCrawler et
 l'enodage propre au graphe abstrait du langage de spéiation.
12.2.1 Contraintes arithmétiques : enodage dans la ontinuité de
PathCrawler
Les ontraintes issues de la spéiation orrespondant à des ontraintes arithmétiques restent
dans la ontinuité de l'enodage vu pour l'instrumentation des fontions dans le hapitre 7 pré-
sentant la méthode PathCrawler. Des ontraintes arithmétiques sont des ontraintes d'égalité, de
diérene ou d'inégalité entre des expressions arithmétiques sur les domaines nis. Une expression
arithmétique sur les domaines nis est une expression arithmétique utilisant les opérateurs las-




La diulté d'enodage onerne la rihesse du langage de spéiation présenté dans le ha-
pitre 3 à savoir les quantiateurs universel et existentiel, la disjontion et la négation.
Le quantiateur existentiel sur domaine ni orrespond à une disjontion de base sur tous les
éléments du domaine et de même la quantiation universelle sur domaine ni à une onjontion
sur tous les éléments du domaine.
Nous utilisons alors des ontraintes booléennes. Une ontrainte booléenne sur les domaines
nis est une expression omposée à partir des opérateurs booléens omme le "non logique", le "ou
logique", le "et logique" . . . .
Le traitement le plus souvent observé des ontraintes à onneteurs logique est la réiation
de es ontraintes. Les opérandes d'une ontrainte booléenne peuvent être la valeur entière 0
(interprétée omme "faux"), la valeur entière 1 (interprétée omme "vrai"), une variable booléenne
(dont le domaine est restreint aux valeurs 0 et 1) ou une ontrainte booléenne. Une ontrainte
utilisée omme une opérande de ontrainte booléenne est "réiée" en la remplaçant par une variable
booléenne représentant la valeur de ette ontrainte. Dès que le solveur de ontraintes peut déduire
que ette ontrainte est vraie alors la variable booléenne est instaniée à 1 et à 0 si le solveur de
ontraintes arrive à prouver quelle est fausse. Cette variable booléenne est ensuite remplaée dans
le système de ontraintes par sa ontrainte d'origine de valeur onnue maintenant.
Les disjontions de ontraintes réiées sont onsidérées omme des ontraintes omme les
autres. Ces disjontions onnetent des variables booléennes issues de la réiation des ontraintes.
Il est possible d'utiliser des versions réiées des opérateurs de omparaison (<, =, et.). Nous pou-
vons aussi utiliser des opérateurs booléens pour permettre d'exprimer des disjontions ou négations
de ontraintes. Une variable booléenne ontenant la valeur de vérité d'une ontrainte réiée peut
être utilisée dans une quelonque ombinaison de ontraintes booléennes. Notons que les disjon-
tions sont plus failes à prouver omme vraies et les onjontions à réfuter.
L'impliation se traduit et se manipule omme une disjontion. En eet, la formule A⇒ B est
équivalente à la formule ¬A ∨B.
Enn, pour la négation, il faut préiser les diérentes règles de simpliation omme le résultat
de la négation sur un quantiateur, une onjontion, une négation et...
Remarque(s) 33
L'eaité de résolution des ontraintes réiées n'est ertainement pas optimale. Ces ontraintes
réiées pourront être remplaées par la suite par des ontraintes globales omme pour le traitement
de la struture onditionnelle IfThenElse dans INKA [Got00℄ ou enore omme dans [MA00℄.
12.2.3 Enodage du FIND
L'enodage du FIND est diret dans notre ontexte. En eet, si une des branhes de notre
graphe abstrait a été exerée les ontraintes assoiées Pre(g,W ) et Di(g,W ) sont vériées e qui
permet de dénir une instaniation pourW répondant également aux ontraintes du hemin partiel
préédant l'appel dans la fontion sous test. La soumission de es ontraintes et de Qi(g,W,Z)
à notre solveur de ontraintes orrespond à un CSP dont la solution est de déterminer toutes les
instaniations valides de Z. Du fait que nos spéiations soient omplètes et déterministes, pour
une instaniation donnée de W , il existe une unique instaniation de Z répondant au CSP.
12.3 Dénition d'un nouveau ritère de test pour la ouver-
ture du graphe mixte d'une fontion sous test
Nous soumettons don le graphe mixte de la fontion sous test présenté dans la gure 12.3 à
la stratégie PathCrawler dans le but de ouvrir tous les hemins faisables du graphe mixte de la
fontion sous test. Nous dénissons un nouveau ritère de test, le ritère TLCM pour tous-les-
hemins-mixtes. Pour l'exemple de la gure 12.3, notre graphe mixte ontient en tout 24 hemins




Le ritère TLCM orrespond à ouvrir les hemins du graphe mixte de la fontion sous
test orrespondant à la ouverture :
 de haque hemin struturel faisable de la fontion sous test et













Fig. 12.3  Graphe mixte de la fontion f
Nous raisonnons uniquement en terme de hemins ouverts. Le graphe de ontrle de la fon-
tion sous test est elui de la gure 12.2 omposé de 4 hemins struturels. Nous supposons ii que
tous les hemins du graphe mixte de la gure 12.3 sont faisables. Nous réutilisons les annotations
des n÷uds du graphe pour dérire les diérents hemins ouverts pendant les as de test suessifs.
Nous rappelons que la stratégie de séletion des as de test de PathCrawler onsiste à ouvrir
le graphe selon une stratégie en profondeur d'abord en niant la dernière ontrainte du prédiat de
hemin ourant omme expliqué dans le hapitre 7.
Un premier as de test sur le graphe mixte de la gure 12.3 nous amène à ouvrir le hemin
(e, b0, b2, df2, b4, b5, s). Selon la stratégie PathCrawler, le seond as de test permet de ouvrir
le hemin (e, b0, b2, df2, b3, b5, s). Pour le prohain as de test, on remonte dans les ontraintes
du prédiat e qui onsiste à nier une ontrainte interne à la fontion imbriquée 'est-à-dire de
forer le passage dans un autre domaine fontionnel de la fontion imbriquée. Le hemin struturel
ouvert est alors (e, b0, b2, df3, b3, b5, s). La ouverture des hemins du graphe mixte s'arrête dès
que tous les hemins faisables ont été ouverts. La gure 12.4 illustre les premiers hemins ouverts








Fig. 12.4  Chemins ouverts lors de l'appliation du ritère TLCM
12.3.2 Analyse
Couverture de la fontion sous test et de la fontion imbriquée
L'appliation du ritère TLCM sur le graphe mixte de la fontion sous test selon la stratégie
de séletion de PathCrawler onsiste à ouvrir tous les hemins faisables du graphe mixte et plus
préisément en raisonnant en termes de hemins struturels et de hemins abstraits :
 tous les hemins partiels struturels de la fontion sous test en sortie de haque hemin
abstrait de la fontion imbriquée sont ouverts,
 tous les hemins abstraits de la fontion imbriquée pour haque hemin partiel struturel
amenant à une instrution d'appel sont ouverts.
Ainsi, d'une part, l'appliation du ritère TLCM sur le graphe mixte de la fontion sous test
amène à ouvrir tous les hemins struturels faisables de la fontion sous test sont ouverts ainsi que
tous les hemins abstraits faisables de la fontion imbriquée pour haque hemin partiel struturel
amenant à l'appel de la fontion imbriqué. L'appliation du ritère TLCM sur le graphe mixte de
la fontion sous test onsiste ainsi en une double ouverture à savoir une ouverture struturelle
des hemins de la fontion sous test et une ouverture fontionnelle des domaines fontionnels de
la fontion imbriquée pour haun de ses ontextes d'appel.
Test en ontexte de la fontion imbriquée
Nous rappelons que la fontion imbriquée est exéutée lors des diérents as de test et que
l'abstration de ses hemins internes est faite lors du alul des prédiats de hemin omme ex-
pliqué dans le hapitre 11. Nous disposons des valeurs réelles en entrée et en sortie de la fontion
imbriquée à haque as de test de la fontion sous test. La fontion imbriquée est exéutée dans
son environnement réel (la fontion sous test) et pour haun de ses ontextes d'appel.
La spéiation de la fontion imbriquée exprimée sous forme de ouples pre/post (Pre(f,X)∧
Di(f,X), Qi(f,X, Y )) permet de tester en ontexte la fontion appelée : les valeurs en entrée de la
fontion imbriquée vérient les ontraintes de la première partie Pre(f,X)∧Di(f,X) d'un ouple
pre/post de la spéiation et ses valeurs en sortie doivent vérier la seonde partie Qi(f,X, Y )
du même ouple pre/post.
Nous pouvons don failement et sans eort mettre en plae une méthode de test en ontexte
de la fontion imbriquée. Étant dans une stratégie asendante de test, les fontions de bas niveaux
(appelées) sont testées unitairement avant les fontions de plus haut niveau (appelantes). Disposant
du ode soure (ou de l'exéutable) des fontions imbriquées et la fontion imbriquée ayant été
testée unitairement et validée par rapport à ses spéiations via l'orale, nous pouvons mettre
en plae une tehnique de test en ontexte pour es fontions. Une idée serait ii de réutiliser
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la spéiation des fontions imbriquées omme orale dans le ontexte 'est-à-dire de vérier
à haque exéution que les entrées et sorties réelles de la fontion imbriquée vérient bien les
spéiations et don la relation entrées/sorties spéiée. Qi(f,X, Y ) jouerait le rle d'orale
pour le domaine en entrée de la fontion aratérisé par Pre(f,X) ∧Di(f,X). Cela permettrait
également de vérier l'absene de biais dans la ouverture de la fontion appelante 'est-à-dire pas
d'utilisation des fontions imbriquées en dehors de leurs domaines de dénition.
Remarque(s) 34
De façon générale, en disposant du ode soure d'une fontion et d'une spéiation formalisée, il
est possible de ouvrir struturellement ette fontion en utilisant la spéiation pour la mise en
plae d'un orale.
On pourrait ainsi augmenter la onane dans la fontion sous test en lui appliquant une
méthode de test fontionnel dans le ontexte. Cela permettrait d'identier des utilisations des
fontions imbriquées hors domaine, défaut ouramment déteté lors du test d'intégration et du
test en ontexte. De plus, nous pourrions également lever une de nos hypothèses à savoir le test
préalable unitaire des fontions appelées. En eet, nous pourrions tester parallèlement la fontion
sous test struturellement et les fontions imbriquées fontionnellement dans le ontexte.
Redondane dans la ouverture des hemins struturels de la fontion sous test
Lors de l'appliation de la méthode PathCrawler sur le graphe mixte de la fontion sous test
de la gure 12.3, les hemins ouverts lors des trois premiers as de test sont :
 (e, b0, b2, df2, b4, b5, s),
 (e, b0, b2, df2, b3, b5, s) et
 (e, b0, b2, df3, b3, b5, s) (f. gure 12.4).
Si nous nous onentrons uniquement sur les hemins struturels de la fontion sous test, nous
remarquons que eux-i sont ouverts plusieurs fois. Par exemple le seond et le troisième as de
test de notre graphe mixte ouvre le même hemin struturel à savoir (e, b0, b2, b3, b5, s).
L'appliation du ritère TLCM sur le graphe mixte de la fontion sous test peut entraîner
une redondane dans la ouverture struturelle des hemins de la fontion sous test. Toujours en
supposant que tous les hemins du graphe mixte de la gure 12.3 sont faisables, nous ouvrons
don ses 24 hemins alors que notre objetif premier est de ouvrir uniquement les 4 hemins
struturels de la fontion sous test.
Nous allons don proposer dans la setion suivante un nouveau ritère de test à appliquer au
graphe mixte de la fontion sous test an d'éviter ette redondane de tests.
12.4 Autre ritère de ouverture du graphe mixte d'une fon-
tion sous test
En nous onentrant uniquement sur notre objetif premier qui est la ouverture de tous les
hemins faisables de la fontion sous test, nous éartons don l'éventuel test en ontexte des
fontions imbriquées pour nous orienter uniquement sur la ouverture struturelle des hemins des





Le ritère TLCS orrespond à ouvrir les hemins du graphe mixte de la fontion sous
test orrespondant à la ouverture de haque hemin struturel faisable de la fontion sous
test.
L'exploration systèmatique de tous les domaines fontionnels de la fontion imbriquée nous
permet de garantir le maintien de la ouverture de 100% des hemins faisables de la fontion
sous test. Cela s'explique failement dans la mesure où un hemin partiel en sortie de la fontion
imbriqué peut-être non exéutable pour un domaine fontionnel donné de la fontion imbriqué
et exéutable pour un autre de ses domaines fontionnels. Le fait de forer le passage dans tous
les domaines fontionnels nous garantit don de ouvrir tous les hemins partiels exéutables en
sortie de la fontion imbriquées.
Cependant, nous venons de voir, dans la setion préédente que la négation systématique des
domaines fontionnels des fontions imbriquées introduit une redondane dans la ouverture des
hemins de la fontion sous test.
L'idée est don de nier un domaine fontionnel d'une fontion imbriquée uniquement si il existe
un hemin partiel en sortie de ette fontion qui n'a pas pu être ouvert et e, an de trouver
un domaine fontionnel de la fontion imbriquée (s'il en existe un) permettant de ouvrir e
hemin partiel enore non ouvert. Nous dénissons ainsi le nouveau ritère TCLS pour tous-les-
hemins-struturels orrespondant à une restrition du préédent ritère TLCM orrespondant à
la ouverture unique des hemins struturels de la fontions sous test éliminant toute redondane
entre les diérents as de test.
12.4.2 Couverture du graphe mixte d'une fontion sous test pour le
ritère TLCS
L'appliation du ritère TLCS sur le graphe mixte d'une fontion sous test orrespond à forer
le passage dans un nouveau domaine fontionnel de la fontion imbriquée pour un ontexte d'appel
donné uniquement s'il existe un hemin partiel struturel en sortie de la fontion imbriquée n'ayant
pas enore été ouvert. Ainsi, si tous les hemins partiels struturels en sortie ont été ouverts,
la stratégie proède à la négation de la ontrainte du prédiat de hemin préédant l'appel de la
fontion imbriquée par baktrak.









Fig. 12.5  Chemins ouverts lors de l'appliation du ritère TLCS
Nous reprenons le premier as de test de la setion préédente ouvrant le hemin
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(e, b0, b2, df2, b4, b5, s). Selon la stratégie PathCrawler, la dernière ontrainte du prédiat de
hemin orrespondant à une ontrainte de la fontion sous test est niée et don le hemin
(e, b0, b2, df2, b3, b5, s) est ouvert. Pour le prohain as de test, la stratégie amène à nier une
ontrainte interne à la fontion imbriquée. Tous les hemins partiels en sortie de la fontion
imbriquée ayant déjà été ouverts par les as de test préédents, la négation du domaine
fontionnel de la fontion imbriquée est inutile. La stratégie proède à un baktrak onsistant
à nier la ontrainte préédant l'appel de la fontion. Le troisième as de test ouvre ainsi
le hemin (e, b0, b1, df3, b3, b5, s). Le quatrième et dernier as de test ouvre alors le hemin
(e, b0, b1, df3, b4, b5, s). Tous les hemins struturels de la fontion sous test ont été ouverts, le
test s'arrête don (f. gure 12.5).
Nous identions pour haque ontexte d'appel d'une fontion imbriquée l'ensemble des les
hemins en sortie de la fontion enore non ouverts. Lorsque nous forçons un nouveau domaine
fontionnel de la fontion imbriquée, nous forçons haun des hemins en sortie enore non exé-
utés pour le ontexte d'appel en ours. Ainsi, nous ne ouvrons pas de hemin en sortie de la
fontion imbriqué qui aurait déjà été ouvert par un domaine fontionnel préédemment ativé.
Par l'appliation du ritère TLCS au graphe mixte des fontions sous test, nous maintenons la
ouverture de 100% des hemins de la fontion sous test (les 4 hemins ont bien été ouverts) en
enlevant une redondane dans les tests des hemins struturels de la fontion sous test (4 as de
test ont été susants).
12.5 Conlusion
Nous avons dérit dans e hapitre la soumission du graphe mixte d'une fontion sous test
au as partiulier de la méthode de test PathCrawler. Notons que notre modélisation du graphe
mixte des fontions sous test peut être reprise par une autre méthode de test struturel unitaire.
L'appliation du ritère TLCM sur le graphe mixte d'une fontion sous test permet d'une
part de limiter la ombinatoire des hemins tout en garantissant le maintien de la ouverture des
hemins de la fontion sous test. De plus, l'appliation de e ritère permet la mise en plae d'une
ouverture mixte de la fontion sous test dans le sens d'une ouverture struturelle des hemins
de la fontion sous test et d'une ouverture fontionnelle des domaines fontionnels des fontions
imbriquées via une méthode de test en ontexte.
L'appliation du ritère TLCS sur le graphe mixte de la fontion sous test permet également
la limitation de la ombinatoire des hemins et le maintien de la ouverture des hemins de la
fontion sous test. Dans e manusrit, nous nous plaçons dans une optique de ouverture de la
fontion sous test et non dans une optique de test imbriqué. Lors de l'appliation du ritère TLCS
sur le graphe mixte, la redondane des tests des hemins struturels de la fontion sous test est
éliminée.
Notre objetif est atteint par l'appliation des deux ritères TLCM et TLCS : l'explosion
ombinatoire des hemins est limitée grâe à notre modélisation des hemins struturels ontenant
des instrutions d'appel et la ouverture de tous les k-hemins faisables de la fontion sous test est
maintenue. L'utilisateur pourra don hoisir à sa guise et selon ses besoins et objetifs le ritère
de test à appliquer sur le graphe mixte de la fontion sous test.
.
Dans le hapitre suivant, es deux stratégies vont être appliquées sur deux exemples de fon-
tions qui seront également soumises à deux traitements des appels de fontion plus lassiques (un




Dans e hapitre, nous allons soumettre deux exemples de fontions sous test utilisant des
fontions imbriquées tout d'abord à un traitement "inlining" et à un traitement par bouhons
fontionnels. Nous verrons ainsi les limitations de es deux tehniques en terme d'explosion
ombinatoire des hemins et de non maintien de la ouverture de 100% des hemins de la fontion
sous test. Ces deux exemples de fontions sous test utilisant des fontions imbriquées seront
ensuite modélisés sous forme de graphe mixte suessivement soumis aux deux nouveaux ritères
de test dénis.
Par les diérents traitements de es fontions, nous pourrons ainsi illustrer plus en détails nos
stratégies de gestion des appels de fontion et aussi leurs apports.
13.1 Analyse d'un premier exemple : appel de la fontion
maarthy
La fontion maarthy est généralement utilisée en preuve de programme omme exemple
an de vérier la orretion de son algorithme et de prouver sa terminaison. Nous avons hoisi
d'utiliser ette fontion an d'illustrer autre hose à savoir le gain obtenu en terme d'explosion
ombinatoire des hemins par l'appliation des ritères TLCM et TLCS sur le graphe mixte de la
fontion sous test.
13.1.1 Présentation de la fontion imbriquée maarthy
Son implantation repose sur une réursivité double imbriquée qui introduit un grand nombre de
hemins struturels (f. gure 13.1). Elle est dénie que sur un domaine en entrée entier et positif
ou nul [0,MaxInt]. Elle retourne la valeur 91 pour toute valeur en entrée inférieure ou égale à 101
et elle retourne la valeur d'entrée soustraite de 10 pour toute valeur en entrée supérieure ou égale
à 102 omme le dénit sa spéiation dans la gure 13.2.
Code soure et spéiation
Si nous déplions le ode soure de la fontion maarthy, nous pouvons omptabiliser un
nombre élevé de hemins orrespondants aux as suivants :
 un hemin struturel vériant la ondition C "(x>100)" dans la struture onditionnelle (f.
gure 13.1 e qui orrespond au domaine d'entrée [101,MaxInt]
 101 hemins struturels ontenant un nombre diérent d'instrutions d'appel réursif, haun
de ses hemins orrespondant à une des valeurs de [0, 100].
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1 int maarthy (int x) {
2 if (x >100)
3 return (x -10);
4 else
5 return (maarthy (maarthy (x+11)));
6 }
7 int f(int x)
8 {
9 if ((x <0)) /*1 */
10 x=-x;
11 x= maarthy (x);






Fig. 13.1  Implantations des fontions f et maarthy
1 FUNCTION maarthy
2 /* requires




7  ((w >101) => (z=w- 10))




Fig. 13.2  Spéiation de la fontion maarthy
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En eet, si nous exéutons la fontion sur quelques valeurs en entrée du domaine [0, 100], nous
voyons en réalité que le double appel imbriqué orrespond à inrémenter la valeur en entrée de la
fontion maarthy jusqu'à e que elle-i soit égale à 101.
Pour information, sur le domaine de dénition de la fontion maarthy Def(maccarthy) =
[0,MaxInt], il existe 102 hemins struturels exéutables au total.
13.1.2 Traitement "inlining" de la fontion maarthy
Nous allons don tester ii la fontion f appelant la fontion maarthy omme présentée
dans la gure 13.1 en utilisant un traitement "inlining" de la fontion imbriquée. Pour ela, nous
soumettons la fontion f à la méthode de test PathCrawler initiale 'est-à-dire étendant le ritère
de test au ode soure de la fontion imbriquée maarthy.
Remarque(s) 35
Nous avons dit dans le hapitre 7 que la méthode PathCrawler ne traite pas les fontions réursives.
En réalité, la méthode ne traite pas toutes les fontions réursives. La fontion maarthy fait
partie des exeptions ar la diulté du traitement des fontions réursives onerne la possible
perte de valeur des variables à ause d'un onit de variables entre les diérents appels de la même


















Fig. 13.3  Graphe de ontrle de la fontion appelant la fontion maarthy
La graphe de ot de ontrle de la fontion f est ontenu dans la gure 13.3. Nous ne onstrui-
sons pas elui de la fontion imbriquée maarthy du fait que notre représentation des graphes
de ontrle n'est pas adaptée aux fontions réursives imbriquées sauf en as de dépliage total de
elui-i e qui induirait un graphe d'une taille trop onséquente.
La fontion f ne possède qu'une seule variable d'entrée de type entier telle que p1(X) = x. La
fontion f de prol
f : int→ int
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ne possède pas de préondition don le domaine fontionnel de la fontion f est Def(f) =
[MinInt,MaxInt].
Appliation
Pour illustrer notre exemple, nous hoisissons de limiter e domaine de dénition de la façon
suivante : Def|user(f) = [−150, 150]. Nous soumettons 3 fois suessives la fontion f à la méthode
PathCrawler ave un traitement "inlining" des fontions imbriquées. Nous obtenons à haque fois
205 as de test. Les temps d'exéution CPU en seondes sur un PC de 2GHZ fontionnant sous
Linux sont : 4.69, 4.63 et 3.26.
Analyse
Nous ne détaillons pas ii les diérents as de test obtenus en détail. Cependant nous avons vu
dans la setion préédente que 102 hemins struturels sont exéutables dans la fontion imbriquée
maarthy sur l'ensemble de son domaine de dénition.
La première struture onditionnelle de la fontion sous test peut être aratérisée de la façon
suivante :
 la première branhe de la struture onditionnelle (ar a2 dans la gure 13.3) est ativée
pour toute valeur dans [−150,−1] de la variable d'entrée de f et sa vériation est suivie de
la soustration de 0 par la valeur de la variable d'entrée de f.
 la seonde branhe de la struture onditionnelle (ar a1 dans la gure 13.3) est ativée
pour toute valeur de [0, 150] de la variable d'entrée de f et sa vériation n'introduit auune
dénition de variables.
L'instrution d'appel de la fontion imbriquée maarthy suit diretement ette struture ondi-
tionnelle dans l'implantation de la fontion sous test. La fontion imbriquée est don exéutée sur
le domaine d'appel [0, 150] si la branhe de la struture onditionnelle orrespondant à l'ar a1
est ativée e qui orrespond à 102 hemins exéutables dans la fontion imbriquée maarthy.
De même, la fontion imbriquée est don exéutée sur le domaine d'appel [1, 150] si la branhe de
la struture onditionnelle orrespondant à l'ar a2 est ativée e qui orrespond à 101 hemins
exéutables dans la fontion imbriquée.
L'instrution d'appel est suivie d'une seonde instrution onditionnelle qui teste la valeur de
retour de la fontion imbriquée par rapport à la valeur 95 (ars a5 et a6 dans la gure 13.3).
L'implantation de la fontion sous test orrespond en tout à 4 hemins struturels exéutables.
La fontion imbriquée quant à elle retourne soit la valeur 91 soit la valeur en entrée soustraite de
10. En raisonnant sur es données, les hemins struturels de la fontion sous test f dépliés dans
la fontion imbriquée maarthy orrespondent aux 8 as suivants :
1. tout hemin déplié passant par les ars a2 et a5 du graphe de ontrle de la fontion sous
test et dont la valeur de retour de la fontion imbriquée est 91
1
,
2. tout hemin déplié passant par les ars a2 et a5 du graphe de ontrle de la fontion sous
test et dont la valeur de retour de la fontion imbriquée est diérente de 91
2
,
3. tout hemin déplié passant par les ars a1 et a5 du graphe de ontrle de la fontion sous
test et dont la valeur de retour de la fontion imbriquée est 91 ,
4. tout hemin déplié passant par les ars a1 et a5 du graphe de ontrle de la fontion sous
test et dont la valeur de retour de la fontion imbriquée est diérente de 91,
5. tout hemin déplié passant par les ars a2 et a6 du graphe de ontrle de la fontion sous
test et dont la valeur de retour de la fontion imbriquée est 91,
1
Nous rappelons que la fontion imbriquée maarthy retourne 91 pour toute valeur en entrée dans [0, 101]
2
Nous rappelons que la fontion imbriquée maarthy retourne la valeur de la variable d'entrée soustraite de 10
pour toute valeur en entrée dans [102, MaxInt]
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6. tout hemin déplié passant par les ars a2 et a6 du graphe de ontrle de la fontion sous
test et dont la valeur de retour de la fontion imbriquée est diérente de 91,
7. tout hemin déplié passant par les ars a1 et a6 du graphe de ontrle de la fontion sous
test et dont la valeur de retour de la fontion imbriquée est 91.
8. tout hemin déplié passant par les ars a1 et a6 du graphe de ontrle de la fontion sous
test et dont la valeur de retour de la fontion imbriquée est diérente de 91.
Reprenons es diérents as par ordre pour raisonner en termes de sous-domaines d'entrée de la
fontion sous test f et en nombre de hemins dépliés orrespondant :
1. le sous-domaine en entrée de f assoié est [−101,−1] e qui fait en tout 100 hemins dépliés,
2. le sous-domaine en entrée de f assoié est [−104,−102] e qui fait 1 hemin déplié,
3. le sous-domaine en entrée de f assoié est [0, 101] e qui fait en tout 101 hemins dépliés,
4. le sous-domaine en entrée de f assoié est [102, 104] e qui fait 1 hemin déplié,
5. le sous-domaine en entrée de f assoié est ∅ ar si la fontion imbriquée retourne 91, la
branhe orrespondante à l'ar a6 ne peut être ativée,
6. le sous-domaine en entrée de f assoié est [−150,−105] e qui fait 1 hemin déplié,
7. le sous-domaine en entrée de f assoié est ∅ ar si la fontion imbriquée retourne 91, la
branhe orrespondante à l'ar a6 ne peut être ativée et
8. le sous-domaine en entrée de f assoié est [105, 150] e qui fait 1 hemin déplié.
Ce qui nous fait en tout 205 hemins dépliés exéutables que nous avons ouverts en 205 as
de test.
Si nous regardons le graphe de ot de ontrle de la fontion sous test f dans la gure 13.3, nous
observons que la fontion ne ontient que 4 hemins struturels à ouvrir. Un traitement "inlining"
de la fontion imbriquée maarthy nous a amené à ouvrir plus de hemins que néessaire : dans
notre as, 201 hemins supplémentaires ont été ouverts.
13.1.3 Utilisation de bouhons fontionnels
Si nous étudions la spéiation de la fontion maarthy de la gure 13.2, nous pouvons
observer que elle-i est omposée de deux ouples pre/post et don de deux domaines fontionnels :
Spec(maccarthy,W,Z) = {PP1(maccarthy,W,Z), PP2(maccarthy,W,Z)}
ave
PP1(maccarthy,W,Z) = (Pre(maccarthy,W ) ∧D1(maccarthy,W ), Q1(maccarthy,W,Z))
PP2(maccarthy,W,Z) = (Pre(maccarthy,W ) ∧D2(maccarthy,W ), Q2(maccarthy,W,Z))
et p1(W ) = w et p1(Z) = z
Pre(maccarthy,W ) = w ≥ 0
D1(maccarthy,W ) = w > 101
D2(maccarthy,W ) = w ≤ 101
Q1(maccarthy,W,Z) = (z = w − 10)
Q2(maccarthy,W,Z) = (z = 91)




Pour l'utilisation de bouhons fontionnels, le ode soure d'une fontion imbriquée n'est pas
exploré. L'instrution d'appel est remplaée dans un bouhon fontionnel qui retourne la même
sortie que la fontion imbriquée qu'il remplae en se basant sur l'étude de sa spéiation ainsi
que la relation entrées/sorties vériées néessaire pour le alul du prédiat de hemin.
Pour illustrer l'utilisation d'un bouhon fontionnel, nous onstruisons la représentation fon-
tionnelle de la fontion imbriquée sous forme de graphe abstrait e qui signie que les informations
struturelles de la fontion imbriquée est abstraite par sa spéiation. La fontion imbriquée est
toujours exéutée dans le orps de la fontion sous test ependant lors du parours du hemin
d'exéution déplié suivi dans la fontion sous test et du alul du prédiat de hemin assoié,
le hemin interne à la fontion imbriquée est abstrait par l'expression des ontraintes du ouple
pre/post ativé.
Nous modions la stratégie d'exploration du graphe mixte de la fontion sous test de façon à ne
jamais nier une ontrainte interne à la fontion imbriquée e qui orrespond au as de l'utilisation
d'un bouhon fontionnel.
Appliation
Nous appliquons don la fontion sous test f sur le même domaine en entrée :
Def|user(f) = [−150, 150] et omme pour le traitement "inlining", nous répétons l'opération 3 fois.
Nous obtenons à haque fois uniquement deux as de test. Les temps d'exéution CPU en
seondes sur un PC de 2GHZ fontionnant sous Linux sont : 0.00, 0.01 et 0.00.
Le premier as de test est X1 = (−37). Le hemin ouvert dans le graphe de ot de ontrle
(f. gure 13.3) est Ch1 = (e, a1, b2, a4, b3, a5, b4, a7, b6, a9, s). Le prédiat assoié à e hemin est
PC(Ch1, X, f) = (p1(X) < 0) ∧ (−p1(X) ≥ 0) ∧ (−p1(X) ≤ 101) ∧ (91 < 95).
Nous ne nions pas une ontrainte interne à la fontion maarthy e qui signie que le
prohain as de test orrespond à MaxC1(X) = (p1(X) ≥ 0).
Le seond as de test est X2 = (57). Le hemin ouvert dans le graphe de ontrle de la
fontion sous test de la gure 13.3 est Ch2 = (e, a2, b1, a3, b2, a4, b3, a5, b4, a7, b6, a9, s).
Le prédiat de hemin assoié est PC(Ch2, X, f) = (p1(X) ≥ 0) ∧ (p1(X) ≥ 0) ∧ (p1(X) ≤
101) ∧ (91 < 95).
Toutes les ontraintes à l'exeption des ontraintes imbriquées et des ontraintes dont la
négation orrespond à un système insatisable ont été niées. Le test s'arrête.
L'ar a6 n'a jamais été ouvert lors des as de test ar ette branhe était inatteignable pour
le domaine fontionnel ativé DF1. Cependant, l'ativation de l'autre domaine fontionnel de la
fontion imbriquée DF2 aurait permis la ouverture de ette branhe.
Nous voyons ii que l'utilisation de bouhon fontionnel pour le traitement des fontions im-
briquées ne permet pas de garantir le maintien de la ouverture de la fontion sous test. Dans
notre as, nous n'avons ouvert que 2 hemins de la fontion sous test alors que les 4 hemins de
la fontion sous test sont faisables. Dans la gure 13.4, le hemin ouvert lors du premier as de
test est mis en relief par des pointillés ourts et le seond hemin ouvert par des pointillés longs.
Remarque(s) 36
Notons que le nombre de hemins ouverts est aléatoire. Si le premier as de test avait amené à
ouvrir le seond domaine fontionnel imbriqué orrespondant à (w ≥ 0) ∧ (w > 101) => (z =
w− 10)) dans la spéiation (f. gure 13.2), trois ou quatre des hemins de la fontion sous test


















Fig. 13.4  Chemins du CFG de la fontion sous test ouverts lors de l'utilisation d'un bouhon
fontionnel
13.1.4 Appliation du ritère TLCM au graphe mixte de la fontion
sous test
Constrution du graphe mixte
A partir du ode soure des fontions, de l'interfae et de la spéiation (f. gure 13.2)
fournies par l'utilisateur, la représentation fontionnelle de la fontion imbriquée ainsi que les
ontraintes assoiées aux diérents domaines fontionnels dans la table d'assoiations sont générés
automatiquement.
D'après l'interfae fournie par l'utilisateur, nous savons que la variable d'entrée fontionnelle
w orrespond à la variable struturelle x qui est un paramètre passé par valeur dans la fontion
maarthy et que la variable fontionnelle de sortie z orrespond au retour de la fontion.
Nous pouvons onstruire le graphe mixte de la fontion sous test f qui va être soumis à la mé-
thode PathCrawler selon le ritère TLCM. La gure 13.5 ontient le graphe mixte orrespondant.
Appliation
Nous rappelons que la soumission du graphe mixte d'une fontion sous test selon le ritère
TLCM onsiste à explorer en profondeur le graphe mixte de la fontion sous test et par onséquent
à forer le passage dans tous les domaines fontionnels d'une fontion imbriquée pour un ontexte
d'appel donné.
Comme pour les as préédents, nous appliquons 3 fois de suite la méthode. Nous obtenons à
haque fois 6 as de test diérents. Les temps d'exéution CPU en seondes sur un PC de 2GHZ






















(FIND z | Q1(w,z))
Q1(w,z):(z=91)




Fig. 13.5  Graphe mixte de la fontion appelant la fontion maarthy
La gure 13.6 ontient la onstrution de l'arbre des hemins faisables du graphe mixte de la
fontion sous test f. Pour les ontraintes de la fontion sous test, nous utilisons les annotations
de son implantation ontenues dans la gure 13.1. Les ontraintes assoiées aux ouples pre/post
de la fontion imbriquée maarthy sont notées cdf1 pour le premier domaine fontionnel
(w ≥ O ∧ w ≤ 101) et cdf2 pour le seond domaine fontionnel (w ≥ 0 ∧ w > 101). L'arbre des
hemins faisables ouverts pour le ieme as de test est noté CT i.
Les hemins ouverts dans le graphe mixte pour les diérents as de test sont illustrés dans
la gure 13.7 à la page 197. Nous réutilisons les annotations de ette gure pour détailler les
diérents as de test eetués.
Le premier as de test est X1 = (38). Le hemin ouvert dans le graphe mixte de la fontion
sous test est Ch1 = (e, a1, b2, a4, b3, a5
′, df1, a5”, b3′, a5, b4, a7, b6, a9, s) représenté par le graphe
CT1 de la gure 13.7. Le premier domaine fontionnel est don ouvert pour e as de test.
Le prédiat assoié à e hemin est PC(Ch1, X, f) = (p1(X) ≥ 0) ∧ (p1(X) ≥ 0) ∧ (p1(X) ≤
101) ∧ (91 < 95) et MaxC1(X) = (p1(X) ≥ 0) ∧ (p1(X) ≥ 0) ∧ (p1(X) > 101).
Nous herhons don à ouvrir le seond domaine fontionnel pour le même préxe d'appel.
Le seond as de test est X2 = (118). Le hemin ouvert dans le graphe mixte de la fontion
sous test est Ch2 = (e, a1, b2, a4, b3, a6
′, df2, a6”, b3′, a6, b5, a8, b6, a9, s) représenté par le graphe
CT2 de la gure 13.7. Le seond domaine fontionnel est don bien ouvert ii.
Le prédiat assoié à e hemin est PC(Ch2, X, f) = (p1(X) ≥ 0)∧(p1(X) ≥ 0)∧(p1(X) > 101)∧
(p1(X)−10 ≥ 95) etMaxC2(X) = (p1(X) ≥ 0)∧(p1(X) ≥ 0)∧(p1(X) > 101)∧(p1(X)−10 < 95).
Le prohain as de test doit ouvrir le seond suxe en sortie du seond domaine fontionnel
toujours pour le même préxe d'appel.

















































































Fig. 13.6  Constrution de l'arbre des hemins faisables du graphe mixte de la fontion sous test
pour le ritère TLCM
sous test est Ch3 = (e, a1, b2, a4, b3, a6
′, df2, a6”, b3′, a5, b4, a7, b6, a9, s) représenté par le graphe
CT3 de la gure 13.7. Le seond suxe pour le seond domaine fontionnel est bien ouvert par
e as de test.
Le prédiat assoié à e hemin est PC(Ch3, X, f) = (p1(X) ≥ 0) ∧ (p1(X) ≥ 0) ∧ (p1(X) >
101) ∧ (p1(X)− 10 < 95) et MaxC3(X) = (p1(X) < 0).
Nous allons maintenant explorer un préxe d'appel diérent.
Le quatrième as de test est X4 = (−76). Le hemin ouvert dans le graphe mixte de la fontion
sous test est Ch4 = (e, a2, b1, a3, b2, a4, b3, a5
′, df1, a5”, b3′, a5, b4, a7, b6, a9, s) représenté par le
graphe CT4 de la gure 13.7. Pour e nouveau préxe d'appel, le premier domaine fontionnel est
ouvert.
Le prédiat assoié à e hemin est PC(Ch4, X, f) = (p1(X) ≥ 0) ∧ (p1(X) ≥ 0) ∧ (p1(X) ≤
101) ∧ (91 < 95) et MaxC4(X) = (p1(X) ≥ 0) ∧ (p1(X) ≥ 0) ∧ (p1(X) > 101).
Nous désirons ouvrir le seond domaine fontionnel pour e nouveau préxe d'appel .
Le inquième as de test est X1 = (−129). Le hemin ouvert dans le graphe mixte de la
fontion sous test est Ch6 = (e, a2, b1, a3, b2, a4, b3, a6
′, df2, a6”, b3′, a6, b5, a8, b6, a9, s) représenté
par le graphe CT5 de la gure 13.7. Le seond domaine fontionnel est ouvert.
Le prédiat assoié à e hemin est PC(Ch5, X, f) = (p1(X) < 0) ∧ (−p1(X) ≥ 0) ∧ (−p1(X) >
101) ∧ (−p1(X) − 10 ≥ 95) et MaxC5(X) = (p1(X) < 0) ∧ (−p1(X) ≥ 0) ∧ (−p1(X) > 101) ∧
(−p1(X)− 10 < 95).
Il nous reste don à ouvrir le seond suxe pour e préxe d'appel et le seond domaine fontionnel
de la fontion imbriquée.
Le sixième et dernier as de test est X1 = (−103). Le hemin ouvert dans le graphe
mixte de la fontion sous test est Ch6 = (e, a2, b1, a3, b3, a6
′, df2, a6”, b3′, a5, b4, a7, b6, a9, s)
représenté par le graphe CT6 de la gure 13.7. Le prédiat assoié à e hemin est
PC(Ch6, X, f) = (p1(X) < 0) ∧ (−p1(X) ≥ 0) ∧ (−p1(X) > 101) ∧ (−p1(X)− 10 < 95).
Si nous faisons la orrespondane ave les hemins struturels du graphe de ontrle de la fon-
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Fig. 13.7  Chemins ouverts dans le graphe mixte pour le ritère TLCM
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 (e, a1, b2, a4, b3, a5, b4, a7, b6, a9, s) ouvert deux fois (CT1 et CT3)
 (e, a1, b2, a4, b3, a6, b5, a8, b6, a9, s) ouvert une fois (CT2)
 (e, a2, b1, a3, b2, a4, b3, a5, b4, a7, b6, a9, s) ouvert deux fois (CT4 et CT6)
 (e, a2, b1, a3, b2, a4, b3, a6, b5, a8, b6, a9, s) ouvert une fois (CT5)
Nous gagnons en ombinatoire des hemins par rapport à une méthode "inlining" (205 as de
test ontre 6 as de test). De plus, ontrairement à l'utilisation de bouhons fontionnels, nous
maintenons le taux de ouverture de 100% des hemins struturels de la fontion sous test.
Nous pouvons observer sur l'exemple préédent que 2 des hemins struturels de la fontion
sous test sont ouverts plusieurs fois 'est-à-dire que si nous raisonnons uniquement en terme de
ouverture des hemins struturels de la fontion sous test, il existe une redondane pour ertains
as de test eetués (CT1 est équivalent à CT3 et CT4 est équivalent à CT6). Nous allons don
éliminer ette redondane en appliquant le ritère TLCS sur le graphe mixte de la fontion sous
test.
13.1.5 Appliation du ritère TLCS au graphe mixte de la fontion sous
test
Les trois soumissions suessives de notre graphe mixte selon le ritère TLCS nous amène à
exéuter 4 as de test diérents. Les temps d'exéution CPU en seondes sur un PC de 2GHZ
fontionnant sous Linux sont : 0.01, 0.01 et 0.01.
La gure 13.8 ontient la onstrution de l'arbre des hemins faisables du graphe mixte de la
fontion sous test f selon l'appliation du ritère TLCS. Nous rappelons que pour l'appliation du
ritère TLCS sur le graphe mixte de la fontion sous test, les domaines fontionnels de la fontion
imbriquée ne sont forés que s'il existe des hemins en sortie de la fontion sous test enore non
ouverts. Nous réutilisons dans la gure 13.8 les mêmes annotations de ontraintes que dans la



















































Fig. 13.8  Constrution de l'arbre des hemins faisables du graphe mixte de la fontion sous test
pour le ritère TLCS
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Le premier as de test est X1 = (46). Le hemin ouvert dans le graphe mixte de la fontion
sous test est Ch1 = (e, a1, b2, a4, b3, a5
′, df1, a5”, b3′, a5, b4, a7, b6, a9, s) représenté par le graphe
CT1 de la gure 13.9. Le premier domaine fontionnel est ouvert. Le prédiat assoié à e
hemin est PC(Ch1, X, f) = (p1(X) ≥ 0) ∧ (p1(X) ≥ 0) ∧ (p1(X) ≤ 101) ∧ (91 < 95) et
MaxC1(X) = (p1(X) ≥ 0) ∧ (p1(X) ≥ 0) ∧ (p1(X) > 101) ∧ (p1(X) − 10 > 95). Nous forçons le
seond domaine fontionnel DF2 pour e préxe d'appel ar l'ar a6 n'a pu être ouvert par le
premier domaine fontionnel DF1 et nous forçons également le passage par et ar a6 non ouvert
pour le prohain as de test.
Le seond as de test est X2 = (131). Le hemin ouvert dans le graphe mixte de
la fontion sous test est Ch2 = (e, a1, b2, a4, b3, a6
′, df2, a6”, b3′, a6, b5, a8, b6, a9, s) repré-
senté par le graphe CT2 de la gure 13.9. Nous ouvrons don bien le seond domaine
fontionnel et l'ar a6 que nous désirions atteindre. Le prédiat assoié à e hemin est
PC(Ch2, X, f) = (p1(X) ≥ 0) ∧ (p1(X) ≥ 0) ∧ (p1(X) > 101) ∧ (p1(X) − 10 ≥ 95) et
MaxC2(X) = (p1(X) < 0). Tous les hemins en sortie de la fontion imbriquée ont été ouvert
pour e ontexte d'appel don la ontrainte préédant l'appel imbriqué est niée 'est-à-dire que
nous explorons un nouveau préxe d'appel.
Le troisième as de test est X3 = (−51). Le hemin ouvert dans le graphe mixte de la
fontion sous test est Ch3 = (e, a2, b1, a3, b2, a4, b3, a5
′, df1, a5”, b3′, a5, b4, a7, b6, a9, s) représenté
par le graphe CT3 de la gure 13.9. Le premier domaine fontionnel est ouvert pour e nouveau
préxe d'appel.
Le prédiat assoié à e hemin est PC(Ch3, X, f) = (p1(X) < 0) ∧ (−p1(X) ≥ 0) ∧ (−p1(X) ≤
101)∧(91 < 95) etMaxC3(X) = (p1(X) < 0)∧(−p1(X) ≥ 0)∧(−p1(X) > 101)∧(−p1(X)−10 <
95). Comme pour le premier as de test, un hemin en sortie de la fontion imbriquée n'a pas été
ouvert par le domaine fontionnel ativé DF1, nous forçons don la ouverture de e hemin par
le seond domaine fontionnel imbriqué DF2.
Le quatrième et dernier as de test est X3 = (−130). Le hemin ouvert dans le graphe mixte
de la fontion sous test est Ch4 = (e, a2, b1, a3, b2, a4, b3, a6
′, df2, a6”, b3′, a6, b5, a8, b6, a9, s)
représenté par le graphe CT4 de la gure 13.9. Le hemin en sortie de la fontion imbriquée a
bien été ouvert en même temps que le seond domaine fontionnel pour e préxe d'appel.
Le prédiat assoié à e hemin est PC(Ch4, X, f) = (p1(X) < 0) ∧ (−p1(X) ≥ 0) ∧ (−p1(X) >
101) ∧ (−p1(X)− 10 ≥ 95).
Les hemins ouverts dans le graphe mixte pour le ritère TLCS sont illustrés par la gure
13.9.
Si nous faisons la orrespondane ave les hemins struturels du graphe de ontrle de la
fontion sous test représenté dans la gure 13.3, les hemins ouverts par es as de test sont les
séquenes :
 (e, a1, b2, a4, b3, a5, b4, a7, b6, a9, s) (CT1)
 (e, a1, b2, a4, b3, a6, b5, a8, b6, a9, s) (CT2)
 (e, a2, b1, a3, b2, a4, b3, a5, b4, a7, b6, a9, s) (CT3)
 (e, a2, b1, a3, b2, a4, b3, a6, b5, a8, b6, a9, s) (CT5)
Le tableau 13.1 ontient la synthèse des résultats obtenus sur e premier exemple. Ave
l'appliation du ritère TLCS, nous gagnons en ombinatoire des hemins par rapport à une
méthode "inlining" (205 as de test) mais aussi par rapport à l'appliation du ritère TLCM
sur le graphe mixte de la fontion sous test. En eet, nous ne ouvrons qu'une seule fois haque
hemin du graphe de ontrle de la fontion sous test, nous avons don supprimé la redondane
des as de test struturels de la fontion sous test.
De plus, omme l'appliation du ritère TLCM, nous maintenons le taux de ouverture de
100% des hemins struturels de la fontion sous test : les 4 hemins struturels de f ont été
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Fig. 13.9  Chemins ouverts dans le graphe mixte pour le ritère TLCS
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nombre de as de test 205 2 6 4
% des hemins ouverts de f 100 50 100 100
temps d'exéution

4.69 4.63 3.26 0.00 0.01 0.00 0.01 0.01 0.02 0.01 0.01 0.01






temps d'exéution CPU en seondes sur un PC de 2GHZ fontionnant sous Linux
Tab. 13.1  Diérents résultats obtenus pour le test de la fontion appelant la fontion maarthy
13.2 Seond exemple : appel de la fontion delta_tab
13.2.1 Présentation de la fontion imbriquée delta_tab
La fontion delta_tab détermine dans quel intervalle des éléments d'un tableau onstant de
taille xe se trouve une valeur passée en paramètre de la fontion. Il s'agit d'une fontion régu-
lièrement utilisée en traitement du signal par exemple : le tableau onstant ontenant les valeurs
orrespondant à une disrétisation des valeurs d'une fontion orrespondant à une linéarisation de
fontion par moreaux.
13.2.2 Code soure et spéiation
Si nous analysons le ode soure de la gure 13.10 de la fontion delta_tab et son graphe de
ontrle présenté dans la gure 13.12, nous pouvons omptabiliser en tout 13 hemins exéutables
orrespondant à :
 la premier struture onditionnelle de la gure 13.10 est vériée e qui orrespond au domaine
struturel d'entrée [MinInt,−61],
 la seonde struture onditionnelle de la gure 13.10 est vériée e qui orrespond au domaine
struturel d'entrée [60,MaxInt],
 les deux strutures onditionnelles ne sont pas vériées et la struture répétitive est exéutée
11 fois suessives e qui orrespond au domaine struturel d'entrée [−60, 59]. Pour l'ensemble
des itérations de la struture répétitive, la struture onditionnelle imbriquée est vériée une
unique fois : haque vériation de la struture onditionnelle à un nombre d'itérations
diérent introduit un nouveau hemin d'exéution. Pour e dernier sénario, nous avons
don 11 hemins d'exéution distints.
La spéiation de la fontion de la gure 13.11 dénit trois domaines fontionnels tels que
[MinInt,−61], [60,MaxInt], [−60, 59].
13.2.3 Traitement "inlining" de la fontion delta_tab
Nous allons don tester ii la fontion f appelant la fontion delta_tab omme présentée
dans la gure 13.10 en utilisant un traitement "inlining" de la fontion imbriquée. Pour ela, nous
soumettons la fontion f à la méthode de test PathCrawler initiale 'est-à-dire étendant le ritère
de test au ode soure de la fontion imbriquée delta_tab.
La graphe de ot de ontrle de la fontion f est ontenu dans la gure 13.13 et elui de la
fontion imbriquée delta_tab est ontenue dans la gure 13.12.
La fontion f possède trois variables d'entrée dont deux variables d'entrée onstantes orres-
pondant aux variables globales t et n. La fontion f de prol ne possède pas de préondition et
seule la valeur de sa troisième entrée (la variable valeur) peut hanger d'une exéution à l'autre
don nous ne onsidérerons que le domaine de ette variable en entrée soit [MinInt,MaxInt].
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1 onst int n=12;
2
3 onst int t[12℄={-60,-55,-40,-25,-15,-5,5,15,25,40,55 ,60};
4




9 if (valeur < t[0℄)
10 r=-2;
11 else
















28 i= delta_tab (valeur );
29 if ((i== -1)||( i== -2))
30 retour =0;
31 else







Fig. 13.10  Code soure de la fontion sous test et de la fontion imbriquée delta_tab
1 FUNCTION delta_tab
2 /* requires




7  ((w1[0℄> w3) => (z1=-2))
8  ((w1[w2 - 1℄<= w3) => (z1 =-1))
9  ((w1[0℄<=w3 )&&( w1[w2 - 1℄>w3) => (exist i ->
10 (i >=0)&&(i<w2 -1)&&(w3 >=w1[i℄)&&(w3 <=w1[i+1℄) &&( z1=i))
11 */
12 END























































Fig. 13.13  Graphe de ontrle de la fontion appelant la fontion delta_tab
Appliation
Pour illustrer notre exemple, nous hoisissons de limiter le domaine de dénition de la fontion
sous test en limitant la variable valeur à l'intervalle [−100, 100]. Nous soumettons 3 fois suessives
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la fontion f à la méthode PathCrawler ave un traitement "inlining" des fontions imbriquées.
Nous obtenons à haque fois 13 as de test. Les temps d'exéution CPU en seondes sur un PC
de 2GHZ fontionnant sous Linux sont : 0.03, 0.05 et 0.05.
Analyse
Nous ne détaillons pas ii les diérents as de test obtenus en détails. Cependant nous avons vu
dans la setion préédente que 13 hemins struturels sont exéutables dans la fontion imbriquée
delta_tab sur l'ensemble de son domaine de dénition et la fontion appelante possède, quant à
elle, 3 hemins struturels faisables. Sur es trois hemins struturels faisables, un seul hemin est
exéutable pour haque domaine fontionnel exeré dans la fontion imbriquée. Cela signie que
le graphe déplié ontient exatement 13 hemins exéutables struturels.
L'instrution d'appel de la fontion imbriquée delta_tab orrespond à un blo obligatoire de
la fontion sous test 'est-à-dire que toute exéution de la fontion sous test entraîne obligatoi-
rement l'exéution de la fontion imbriquée. Nous pouvons voir dans la gure 13.13 que le blo
d'appel suit diretement le blo d'entrée de la fontion et e, sans auune ondition.
Le traitement "inlining" de la fontion sous test revient à ouvrir tous les hemins faisables du
graphe déplié de la fontion f présenté dans la gure 13.14. Nous réutilisations les notations de
ette gure pour dérire un exemple de 13 as de test obtenus :
 valeur = 15 : la troisième struture onditionnelle de la fontion imbriquée est vériée
(passage, entre autres, par a2, a4, a6) et elle-i retourne l'indie 7 (passage par a7 à la
huitième itération de la struture répétitive),le hemin suivi dans la fontion sous test est
(e, bb1, aa3, aa5, aa7, aa8, bb6, s),
 valeur = 39 : idem mais la fontion imbriquée retourne l'indie 8 (passage par a7 à la
neuvième itération de la struture répétitive), le hemin suivi dans la fontion sous test est
le même,
 valeur = 46 : idem mais la fontion imbriquée retourne l'indie 9 (passage par a7 à la dixième
itération de la struture répétitive),
 valeur = 56 : idem mais la fontion imbriquée retourne l'indie 10 (passage par a7 à la
onzième itération de la struture répétitive),
 valeur = 11 : idem mais la fontion imbriquée retourne l'indie 6 (passage par a7 à la
septième itération de la struture répétitive),
 valeur = −1 : idem mais la fontion imbriquée retourne l'indie 5 (passage par a7 à la
sixième itération de la struture répétitive),
 valeur = −10 : idem mais la fontion imbriquée retourne l'indie 4 (passage par a7 à la
inquième itération de la struture répétitive),
 valeur = −19 : idem mais la fontion imbriquée retourne l'indie 3 (passage par a7 à la
quatrième itération de la struture répétitive),
 valeur = −31 : idem mais la fontion imbriquée retourne l'indie 2 (passage par a7 à la
troisième itération de la struture répétitive),
 valeur = −48 : idem mais la fontion imbriquée retourne l'indie 1 (passage par a7 à la
deuxième itération de la struture répétitive),
 valeur = −59 :idem mais la fontion imbriquée retourne l'indie 0 (passage par a7 à la
première itération de la struture répétitive),
 valeur = 81 : la seonde struture onditionnelle de la fontion imbriquée est vériée (hemin
imbriqué : (e, a2, a3, b3, s)) et elle-i retourne -1, le hemin suivi dans la fontion sous test
est (e, bb1, aa2, s),
 valeur = −74 : la première struture onditionnelle de la fontion imbriquée est vériée
(hemin imbriqué : (e, a1, b1, s)) et elle-i retourne -2, le hemin suivi dans la fontion sous
test est (e, bb1, aa3, aa4, bb3, s).






















































Fig. 13.14  Graphe de ontrle de la fontion f ave dépliage du graphe de la fontion imbriquée
delta_tab
Si nous raisonnons uniquement sur les hemins faisables du graphe de ontrle la fontion
sous test sans dépliage de la gure 13.13, nous n'avions que 3 hemins à ouvrir don la méthode
"inlining" nous a amené a exéuter 10 as de test inutiles. En eet, si nous reprenons les as de
test présentés, nous pouvons observer que les 11 premiers as de test reviennent à ouvrir un seul
et même hemin struturel de la fontion sous test.
13.2.4 Utilisation de bouhons fontionnels
Si nous étudions la spéiation de la fontion delta_tab de la gure 13.11, nous pouvons
observer que elle-i est omposée de trois ouples pre/post et don de trois domaines fontionnels :
Spec(delta_tab,W,Z) = {PP1(delta_tab,W,Z), PP2(delta_tab,W,Z), PP3(delta_tab,W,Z)}
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ave
PP1(delta_tab,W,Z) = (Pre(delta_tab,W ) ∧D1(delta_tab,W ), Q1(delta_tab,W,Z))
PP2(delta_tab,W,Z) = (Pre(delta_tab,W ) ∧D2(delta_tab,W ), Q2(delta_tab,W,Z))
PP3(delta_tab,W,Z) = (Pre(delta_tab,W ) ∧D3(delta_tab,W ), Q3(delta_tab,W,Z))
et p1(W ) = w1, p2(W ) = w2, p3(W ) = w3 et p1(Z) = z1 ave w1 le tableau onstant, w2 la taille
onstante de e tableau et w3 la valeur reherhée
Pre(delta_tab,W ) = true
D1(delta_tab,W ) = w3 < w1[0]
D2(delta_tab,W ) = w3 ≥ w1[0] ∧ w3 ≥ w1[w2− 1]
D3(delta_tab,W ) = w3 ≥ w1[0] ∧ w3 < w1[w2 − 1] ∧ w3 ≥ w1[i] ∧ w3 < w1[i+ 1]
Q1(delta_tab,W,Z) = (z1 = −2)
Q2(delta_tab,W,Z) = (z1 = −1)
Q3(delta_tab,W,Z) = (z1 ≤ 0 ∧ z1 < w2− 1 ∧ w3 < w1[z1 + 1] ∧ w3 ≥ w1[z1])




Pour l'utilisation de bouhons fontionnels, le ode soure d'une fontion imbriquée n'est pas
exploré. les informations internes à la fontion imbriquée sont abstraites par les informations
fontionnelles issues de sa spéiation omme pour le préédent exemple.
Lors du parours du hemin déplié dans la fontion sous test et du alul du prédiat de
hemin assoié, le hemin interne à la fontion imbriquée est abstrait par les ontraintes assoiées
du ouple pre/post ativé pour le as de test ourant.
Pour ette illustration, nous modions la stratégie de façon à ne jamais nier une ontrainte
interne à la fontion imbriquée e qui orrespond au as de l'utilisation de bouhon fontionnel.
Appliation
Nous appliquons don la fontion sous test f sur le même domaine en entrée et omme pour
le traitement "inlining", nous répétons l'opération 3 fois.
Nous obtenons à haque fois un unique as de test. Les temps d'exéution CPU en seondes
sur un PC de 2GHZ fontionnant sous Linux sont : 0.00, 0.00 et 0.01.
Un exemple de as de test obtenu est X1 = (24). Le hemin ouvert dans le graphe de ot
de ontrle (f. gure 13.13) est Ch1 = (e, bb1, aa3, aa5, aa7, aa8, bb6, s). Le prédiat assoié à e
hemin ne s'obtient pas diretement ii ar il faut identier la relation entre la valeur en entrée et
en sortie de la fontion imbriquée est PC(Ch1, X, f) = (p1(X)[0] =< p3(X))∧(p1(X)[p2(X)−1] >
p3(X))∧ (p3(X) >= p2(X)[7])∧ (p1(X) =< t[8])∧ (7 6= −1)∧ (7 6= −2)∧ (7 ≥ 0)∧ (7 < p3(X)−1)
ave p3(X) la valeur entière passée en paramètre de f, p1(X) la tableau onstant t et p2(X) la taille
onstante n de e tableau et 7 la valeur retournée par notre bouhon fontionnel orrespondant à
l'indie de borne droite de l'intervalle du tableau ontenant la valeur reherhée.
La négation des deux dernières ontraintes du prédiat de hemin aboutissent à des systèmes
insatisables. Les autres ontraintes du prédiat étant internes à la fontion imbriquée, elles ne
sont pas niées omme pour tout bouhon fontionnel. Auun baktrak n'est possible en amont de
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l'appel de la fontion delta_tab puisqu'auune ontrainte interne à la fontion sous test préède
l'instrution d'appel.
Toutes les ontraintes à l'exeption des ontraintes imbriquées et des ontraintes dont la
négation orrespond à un système insatisable ont été niées. Le test s'arrête.
Un seul hemin de la fontion sous test f a été ouvert alors que nous savons qu'il en existe
trois de faisables. Nous rappelons que haun de es hemins est faisable pour un domaine
fontionnel donné de la fontion imbriquée. Nous avons, dans e as, ativé uniquement le
domaine fontionnel DF3 alors que l'ativation des autres domaines fontionnels de la fontion
imbriquée (DF1 et DF2) aurait permis la ouverture des deux autres hemins exéutables de la
fontion sous test.
Nous voyons ii que l'utilisation de bouhon fontionnel pour le traitement des fontions im-
briquées ne permet pas de garantir le maintien de la ouverture de la fontion sous test. Dans
notre as, nous n'avons ouvert que 1 seul hemin de la fontion sous test soit seulement 1/3 des
hemins faisables. Dans la gure 13.15, le hemin ouvert lors de et unique as de test est mis en
























Fig. 13.15  Chemins du CFG de la fontion sous test ouverts lors de l'utilisation d'un bouhon
fontionnel
Remarque(s) 37
Notons que le nombre de hemins ouverts n'est pas aléatoire pour et exemple. Chaque exéution
de la fontion sous test selon un traitement "inlining" de la fontion imbriquée ne permet de
ouvrir qu'un seul et unique hemin à la fois.
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13.2.5 Graphe mixte de la fontion sous test et ritère TLCM
Constrution du graphe mixte
A partir du ode soure des fontions, de l'interfae et de la spéiation (f. gure 13.11)
fournies par l'utilisateur, la représentation fontionnelle de la fontion imbriquée ainsi que les
ontraintes assoiées aux diérents domaines fontionnels dans la table d'assoiations sont générés
automatiquement.
L'interfae nous indique que la variable d'entrée fontionnelle w1 orrespond à la variable stru-
turelle globale t, que la variable fontion x2 orrespond à la variable struturelle globale n et que
la variable d'entrée fontionnelle w3 orrespond à la variable struturelle valeur passée en para-
mètre de la fontion delta_tab. Pour les sorties, nous en déduisons que la variable fontionnelle
de sortie z1 orrespond au retour de la fontion.
1 | Q1(W,Z))(FIND z
Q1(W,Z):(z=−2) (FIND z1 | Q2(W,Z)) Q2(W,Z) : z1=−1
(FIND z1 | Q3(W,Z)) 
Q3(W,Z) : (z1>=0) /\ (z1<w2−1) 
 /\ (w1[z1]<=w3) 

































Fig. 13.16  Graphe mixte de la fontion appelant la fontion delta_tab
Nous pouvons onstruire le graphe mixte de la fontion sous test f tel qu'il est présenté dans
la gure 13.16 pour le soumettre à la méthode PathCrawler
Appliation
La soumission du graphe mixte d'une fontion sous test selon le ritère TLCM onsiste à
explorer en profondeur le graphe mixte de la fontion sous test en profondeur d'abord et don
à ouvrir tous les hemins struturels faisables de la fontion sous test et tous les domaines
fontionnels de la fontion imbriquée par ontexte d'appel. Pour la fontion qui nous intéresse,
il n'existe qu'un seul hemin partiel amenant à l'instrution d'appel et don un unique ontexte
d'appel.
Comme pour les as préédents, nous appliquons 3 fois de suite la méthode. Nous obtenons à
haque fois 3 as de test diérents. Les temps d'exéution CPU en seondes sur un PC de 2GHZ
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fontionnant sous Linux sont : 0.02, 0.03 et 0.02.
La gure 13.17 ontient la onstrution de l'arbre des hemins faisables du graphe mixte de la
fontion sous test f. Pour les ontraintes de la fontion sous test, nous utilisons les annotations de
son implantation ontenues dans la gure 13.10. Les ontraintes assoiées aux ouples pre/post
de la fontion imbriquée delta sont notées cdfi pour le ieme domaine fontionnel. Le ieme as de


























































Fig. 13.17  Constrution de l'arbre des hemins faisables du graphe mixte de la fontion sous
test selon le ritère TLCM
Le premier as de test est X1 = (8)
3
. Le hemin ouvert dans le graphe mixte de la fontion
sous test est Ch1 = (e, cdf3, aa3, aa5, aa7, aa8, bb6, s) représenté par le graphe CT1 de la gure
13.18. Le troisième domaine fontionnel est don ouvert pour e as de test.
Le prédiat assoié à e hemin est PC(Ch1, X, f) = (p1(X)[0] ≤ p3(X)) ∧ (p1(X)[p2(X) − 1] >
p3(X))∧ (6 6= −1)∧ (6 6= −2)∧ (6 ≥ 0)∧ (6 < p2(X)−1) ave 6 la valeur retournée par la fontion
delta_tab e qui signie que la valeur 8 est ontenue dans l'intervalle de valeurs [t[6], t[7]]. Un
seul hemin de la fontion sous test étant exéutable pour un domaine fontionnel imbriqué
donné, nous ouvrons don un autre domaine fontionnel à savoir la premier, nous avons don
MaxC1(X) = (p1(X)[0] < p3(X)).
3
Les variables d'entrée de la fontion étant des onstantes à l'exeption du paramètre valeur, nous ne préisons
que la valeur de elle-i pour haque as de test
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Le seond as de test est X2 = (−74). Le hemin ouvert dans le graphe mixte de la fontion
sous test est Ch2 = (e, cdf1, aa3, aa4, bb3, s) représenté par le graphe CT2 de la gure 13.18. Le
premier domaine fontionnel est don bien ouvert ii.
Le prédiat assoié à e hemin est PC(Ch2, X, f) = (p1(X)[0] > p3(X)) ∧ (−2 6=
−1) ∧ (−2 = −2). Nous forçons alors le dernier domaine fontionnel à savoir le seond
MaxC2(X) = (p1(X)[p2(X)− 1] ≤ p3(X)).
Le troisième as de test est X3 = (80). Le hemin ouvert dans le graphe mixte de la fontion
sous test est Ch3 = (e, cdf2, aa2, bb2, s) représenté par le graphe CT3 de la gure 13.18. Le
troisième et dernier hemin partiel faisable en sortie de la fontion imbriquée est don bien ouvert
par e as de test.
Le prédiat assoié à e hemin est PC(Ch3, X, f) = (p1(X)[p2(X)− 1] ≤ p3(X)) ∧ (−1 = −1).
Tous les domaines fontionnels ont été forés, tous les hemins partiels en sortie faisables ont été
ouverts, le test est don terminé.
Les hemins ouverts dans le graphe mixte sont illustrés par la gure 13.18.
Si nous faisons la orrespondane ave les hemins struturels du graphe de ontrle de la
fontion sous test représenté dans la gure 13.13, les hemins ouverts par es as de test sont les
séquenes :
 (e, bb1, aa3, aa5, aa7, aa8, bb6, s) ouvert une fois (CT1)
 (e, bb1, aa3, aa4, bb3, s) ouvert une fois (CT2)
 (e, bb1, aa2, bb2, s) ouvert une fois (CT3)
Nous gagnons en ombinatoire des hemins par rapport à une méthode "inlining" (13 as de
test ontre 3 as de test). Contrairement à l'utilisation de bouhons fontionnels, nous maintenons
le taux de ouverture de 100% des hemins struturels de la fontion sous test.
Nous avons ouvert les trois hemins faisables de la fontion sous test en trois as de test. La
soumission du notre graphe mixte au ritère TLCM n'a don pas introduit de as de test redondant
pour la fontion sous test.
13.2.6 Graphe mixte de la fontion sous test et ritère TLCS
La soumission du graphe mixte de la fontion sous test au ritère TLCS n'améliorera pas les
résultats obtenus préédemment ar ils sont déjà optimaux pour l'appliation du ritère TLCM. Il
y aurait eu redondane des test si plusieurs hemins en sortie de l'appel de la fontion imbriquée
étaient faisables pour un même domaine fontionnel de la fontion delta_tab et pour un même
ontexte d'appel de la fontion imbriquée. Nous n'allons pas omme dans la setion préédente
détailler les résultats obtenus dans la mesure où eux-i seraient similaires aux résultats obtenus
par la soumission de notre graphe mixte au ritère TLCM.
Les trois soumissions suessives de notre graphe mixte à ritère TLCS nous amène à exéuter
les même 3 as de test. Les temps d'exéution CPU en seondes sur un PC de 2GHZ fontionnant
sous Linux sont : 0.01, 0.01 et 0.01.




nombre de as de test 13 1 3 3
% des hemins ouverts de f 100 33 100 100
temps d'exéution

0.03 0.05 0.05 0.00 0.00 0.01 0.02 0.03 0.02 0.01 0.01 0.01






temps d'exéution CPU en seondes sur un PC de 2GHZ fontionnant sous Linux
Tab. 13.2  Diérents résultats obtenus pour le test de la fontion appelant la fontion delta_tab
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1 | Q1(W,Z))(FIND z
Q1(W,Z):(z=−2) (FIND z1 | Q2(W,Z)) Q2(W,Z) : z1=−1
(FIND z1 | Q3(W,Z)) 
Q3(W,Z) : (z1>=0) /\ (z1<w2−1) 
 /\ (w1[z1]<=w3) 
 /\ (w1[z1+1] >w3)
1 | Q1(W,Z))(FIND z
Q1(W,Z):(z=−2) (FIND z1 | Q2(W,Z)) Q2(W,Z) : z1=−1
(FIND z1 | Q3(W,Z)) 
Q3(W,Z) : (z1>=0) /\ (z1<w2−1) 
 /\ (w1[z1]<=w3) 


































1 | Q1(W,Z))(FIND z
Q1(W,Z):(z=−2) (FIND z1 | Q2(W,Z)) Q2(W,Z) : z1=−1
(FIND z1 | Q3(W,Z)) 
Q3(W,Z) : (z1>=0) /\ (z1<w2−1) 
 /\ (w1[z1]<=w3) 



































































Fig. 13.18  Chemins ouverts lors de la soumission du graphe mixte de la fontion sous test au
ritère TLCM
13.3 Conlusion
En faisant tourner nos deux exemples, nous avons montré d'une part les inonvénients d'un
traitement "inlining" des fontions imbriquées et d'un traitement par bouhons fontionnels
omme le montre les deux tableaux 13.1 et 13.2 résumant les résultants des diérentes méthodes
appliquées aux deux fontions imbriquées utilisées dans nos fontions sous test. D'un té, nous
avons un traitement "inlining" qui garantit le maintien de la ouverture de la fontion appelante
mais qui introduit de nombreux as de test et se heurte au problème de l'explosion ombinatoire
des hemins et d'un autre té, l'utilisation de bouhons fontionnels ne garantit pas le maintien
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de la ouverture de la fontion appelante.
Notre modélisation des fontions sous test ave appels sous forme de graphes mixtes a pour
objetif de s'inspirer de es méthodes pour en tirer les avantages respetifs. Sur les préédents
exemples, es graphes mixtes sont manipulés omme un graphe de ontrle et soumis à deux
ritères distints à savoir les ritères TLCM et TLCS. Nous observons, pour es deux ritères,
que l'explosion ombinatoire est bien limitée par l'abstration des hemins internes aux fontions
imbriquées et que la ouverture de 100% des hemins faisables de la fontion est maintenue.
Lappliation du ritère TLCM amène à atteindre deux ouvertures : une ouverture
struturelle de la fontion sous test et une ouverture fontionnelle des fontions imbriquées
orrespondant à tous les domaines fontionnels par ontexte d'appel. L'avantage de ette stratégie
est de pouvoir permettre, parallèlement au test unitaire struturel de la fontion appelante, le
test en ontexte fontionnel des fontions imbriquées. Nous disposons du matériel néessaire pour
mettre e test en ontexte en plae : il nous sut de réupérer les valeurs de sortie de la fontion
imbriquée et de les soumettre à la spéiation assoiée pour vérier leur ohérene.
L'appliation du ritère TLCS au graphe mixte de la fontion sous test permet d'éliminer
toute redondane dans la ouverture des hemins struturels de la fontion sous test.
Les résultats obtenus sont prometteurs et démontrent la validité de notre approhe ar nous
avons atteint nos objetifs initiaux à savoir un environnement de test réaliste (les fontions im-
briquées sont onservées et exéutées), une limitation de l'explosion ombinatoire des hemins
par abstration des hemins internes par les informations issues des spéiations des fontions




14.1 Rappels des objetifs
Nos objetifs étaient de tester une fontion sous test ontenant des appels dans un environne-
ment le plus prohe de la réalité, en limitant l'exploration des fontions appelées et en garantissant
le maintien de la ouverture struturelle de la fontion sous test. Notre proédure de test nous
permet, en eet, de garantir la ouverture de tous les hemins faisables réels de la fontion sous
test sans ouvrir des hemins qui sont non exéutables en réalité.
Nous sommes partis des deux prinipales tehniques existantes quant à la gestion des appels de
fontions : le traitement "inlining" des appels imbriqués qui permet de onserver un environnement
de test réaliste et l'utilisation de bouhons fontionnels permettant de limiter la ombinatoire des
hemins par l'abstration des fontions imbriquées utilisant leurs spéiations.
14.2 Bilan
Pour notre gestion des appels de fontion, nous disposons du ode soure de la fontion sous
test et des fontions imbriquées (ou des exéutables des fontions imbriquées). L'utilisateur nous
fournit également la spéiation omplète et déterministe de haque fontion appelée.
Comme pour un traitement "inlining", les fontions appelées sont exéutées dans le orps de la
fontion sous test : e qui nous permet de onserver un omportement à l'exéution très réaliste.
Comme l'utilisation de bouhons fontionnels, nous utilisons les spéiations des fontions imbri-
quées pour abstraire les hemins struturels imbriqués, e qui nous permet de limiter l'explosion
ombinatoire des hemins.
Les hemins ouverts à haque as de test ontiennent des informations struturelles de la
fontion sous test et des informations fontionnelles des fontions imbriquées : haque hemin
struturel imbriqué est abstrait par l'expression des ontraintes du domaine fontionnel ativé.
Nous proposons ainsi une nouvelle modélisation des fontions sous test ontenant des instrutions
d'appel. Cette modélisation orrespond au CFG de la fontion sous test dont les blos d'appel ont
été remplaés par les graphes abstraits des fontions imbriquées onsistant en une représentation
fontionnelle des fontions imbriquées assoiée à une mise en orrespondane des variables stru-
turelles et fontionnelles des fontions. Nous rappelons que les variables fontionnelles sont les
variables abstraites issues de la spéiation des fontions imbriquées et les variables struturelles
sont les variables onrètes du ode soure de la fontion sous test.
Cette modélisation des fontions sous test est désignée omme le graphe mixte de la fontion
sous test pouvant être manipulé omme tout graphe de ontrle. Notre modélisation est générale
est peut être reprise par d'autres méthodes de test struturel et soumise aux ritères de test
assoiés (tous-les-hemins, toutes-les-branhes,. . . ).
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Deux nouveaux ritères visant à assurer la ouverture struturelle des fontions sous test seront
proposés. Le premier ritère nommé TLCM pour tous-les-hemins-mixtes orrespond à la ouver-
ture de tous les hemins de ette nouvelle représentation sous forme de graphe mixte inluant
toutes les portions issues de la desription fontionnelle des fontions appelées. Le seond ritère
TLCS pour tous-les-hemins-struturels vise à la ouverture des seules parties struturelles des
hemins dans le graphe mixte de la fontion sous test.
L'appliation du ritère TLCM au graphe mixte d'une fontion sous test revient à ouvrir tous
les k-hemins struturels de la fontion sous test et tous les domaines fontionnels des fontions
imbriquées pour haque ontexte d'appel. Nous pouvons armer que nous limitons l'explosion
ombinatoire des hemins en se basant sur l'hypothèse raisonnable suivante : pour haque domaine
fontionnel d'une fontion orrespond au moins un hemin struturel. Nous obtenons don une
ouverture struturelle de la fontion sous test pour le ritère des k-hemins et une ouverture
fontionnelle des fontions imbriquées pour le ritère "tous les domaines fontionnels par ontexte
d'appel". Un orale automatique pour les fontions imbriquées peut être mis en plae presque
gratuitement : les fontions imbriquées étant réellement exéutées, il sut de réupérer les entrées
et sorties réelles et de les soumettre à la spéiation assoiée. Il est alors aisé de mettre en plae,
parallèlement au test struturel de la fontion sous test, une stratégie fontionnelle de test imbriqué
pour les fontions appelées an de pouvoir augmenter la onane assoiée à es fontions. Celles-
i peuvent don être testées fontionnellement au sein de leur environnement (évaluées au milieu
des autres fontions du logiiel auxquelles elles appartiennent). Notre objetif étant de limiter
l'exploration des fontions imbriquées au maximum tout en maintenant la ouverture struturelle
unitaire de la fontion sous test, nous ne nous sommes pas attardés sur la mise en plae du test
imbriqué des fontions appelées. Notons ependant qu'il s'agit d'une des perspetives que nous
nous sommes xées à ourt terme.
L'appliation du ritère TLCS sur le graphe mixte d'une fontion sous test permet de se
onentrer sur la ouverture de la fontion sous test en limitant au maximum l'exploration des
fontions imbriquées an d'éliminer les as de test redondants pour les hemins struturels de
la fontion sous test. Le ritère TLCS est don une restrition du ritère TLCM à la ouverture
hemins struturels de la fontion sous test. Le ritère TLCS orrespond à une modiation de la
stratégie d'exploration en profondeur d'abord du graphe mixte de façon à e que les domaines
fontionnels des fontions imbriquées ne soient ouverts que lorsque ela est néessaire. Pour
un ontexte d'appel donné d'une fontion imbriquée, diérents hemins partiels en sortie dans
la fontion sous test peuvent être ouverts. Nous forçons la ouverture d'un nouveau domaine
fontionnel de la fontion sous test uniquement s'il existe des hemins partiels en sortie n'ayant
pu être ouverts par le domaine fontionnel ourant de la fontion imbriquée. De plus, pour
éviter toutes redondane dans la ouverture des hemins struturels de la fontion sous test, nous
ouvrons un nouveau domaine fontionnel de la fontion imbriquée en forçant l'exploration des
hemins partiels en sortie enore non ouvert pour e ontexte d'appel de la fontion imbriquée.
Notons que l'appliation du ritère TLCS ne permet pas, ontrairement au ritère TLCM, la mise
en plae d'une tehnique de test imbriqué pour les fontions imbriquées.
Nous avons validé notre stratégie par la soumission de deux exemples au prototype que nous
avons implanté.
Le premier exemple (aadémique) est une fontion sous test faisant appel à une fontion réur-
sive. Cette fontion réursive possède un très grand nombre de hemins struturels (102 hemins
exéutables) mais une spéiation simple (deux domaines fontionnels uniquement). Pour bien
illustrer les avantages de notre approhe, une fontion sous test ontenant exatement 4 hemins
struturels exéutables et faisant appel à ette fontion réursive est soumise à un traitement "inli-
ning" (205 as de test), à un traitement par bouhons fontionnels (2 as de test), à une soumission
du graphe mixte selon le ritère TLCM (6 as de test) et selon le ritère TLCS (4 as de test). Le
gain obtenu par l'abstration des hemins struturels de la fontion imbriquée via l'expression de
ses domaines fontionnels est immédiat.
Le seond exemple est un exemple moins aadémique : la fontion sous test fait appel à une
fontion de linéarisation de fontion. Ce type de fontions est ouramment utilisé en traitement
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de signal par exemple. La fontion imbriquée omporte également un nombre élevé de hemins
struturels (13 pour notre exemple). La fontion sous test appelant ette fontion imbriquée
ontient en tout 3 hemins struturels exéutables que nous herhons à ouvrir. Cette fontion
sous test est soumise, omme pour l'exemple préédent, à un traitement "inlining" (13 as de
test), à un traitement par bouhon fontionnel (1 unique as de test), à une soumission du graphe
mixte selon le ritère TLCM et selon le ritère TLCS (3 as de test pour les deux derniers as).
Les expérimentations ont montré des résultats onluants omme le montre les tableaux 13.1 et
13.2 page 201. La soumission du graphe mixte au ritère TLCM montre qu'une grande partie des
objetifs est atteint : la fontion sous test est évaluée dans un environnement prohe de la réalité
(sans ouvrir des hemins non exéutables en réalité et onservant tous les hemins faisables réels),
la ouverture de la fontion sous test est maintenue et l'exploration des fontions imbriquées est
bien limitée (à partir du moment où au moins 2 hemins struturels de l'implantation orrespondent
à un même domaine fontionnel). De plus, une mise en plae d'une tehnique de test imbriqué
pour les fontions imbriquées est quasi immédiate.
L'appliation du ritère TLCS sur le graphe mixte de la fontion sous test permet d'atteindre
tous nos objetifs initiaux : l'exploration des fontions imbriquées est limitée au maximum 'est-à-
dire à l'exploration minimale néessaire pour maintenir la ouverture struturelle des hemins de la
fontion sous test. Ainsi, l'appliation du ritère TLCS permet d'éliminer la ouverture redondante
des hemins struturels de la fontion sous test par rapport à l'appliation du ritère TLCM.
Notre gestion des appels de fontion possède les mêmes avantages que les tehniques "inlining"
et d'utilisation de bouhons tout en palliant également leurs inonvénients.
14.3 Perspetives
Nous sommes onsients, que pour pouvoir valider dénitivement notre approhe, nous devons
ontinuer les expérimentations. Nous envisageons de valider la méthode sur d'autres exemples de
fontions plus industrielles (réalistes). Une expérimentation à ourt terme serait de traiter une
fontion imbriquée possédant une spéiation disjontive. Cela nous permettrait également de
mettre en plae un traitement des ontraintes booléennes par l'utilisation de ontraintes globales,
plus eaes que des ontraintes réiées.
Notre méthode ne traite pour l'instant que les types entiers, nous envisageons d'intégrer rapi-
dement le traitement de [BGM06℄ pour la gestion des ottants dans notre méthode de génération
automatique de as de test et dans notre stratégie de gestion des appels. Notons que l'intégration
des ottants va augmenter la diulté d'abstration et de onrétisation des variables pour notre
stratégie de gestion des appels dans la mesure où nous risquons de nous heurter à un problème
d'interprétation entre les réels de la spéiation et les ottants de l'implantation.
Enn, nous nous sommes limités à des types C simples dans e doument mais nous désirons
passer à une éhelle supérieure ave la prise en ompte de variables C plus omplexes (listes,
utilisation des pointeurs dans la spéiation ou enore pour la manipulation de listes haînées,
...) demandant, là enore, un travail supplémentaire en termes d'abstration et de onrétisation
de variables.
Une fois que les préédents objetifs auront été atteints. Notre modélisation des fontions via
notre langage de spéiation peut être réutilisée à des ns diérentes.
14.3.1 Problème des hemins manquants
En supposant disposer de la spéiation de la fontion sous test, nous pouvons mettre en plae
une ouverture struturelle de haque domaine fontionnel de la fontion sous test. Le domaine de
test est déoupé selon ses domaines fontionnels et la fontion sous test est testée ave le ritère des
k-hemins suessivement sur haun de ses domaines fontionnels. Le but est alors de répondre
au problème des hemins manquants [GG75℄, problème adressé uniquement pas des méthodes de
test fontionnel.
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14.3.2 Mise en plae d'un orale automatique de la fontion sous test
En demandant à l'utilisateur de fournir également la spéiation de la fontion sous test selon
les mêmes ontraintes que pour les fontions imbriquées, nous pouvons soumettre les valeurs réelles
en entrée et en sortie pour haque as de test à la spéiation de la fontion sous test. A partir
d'une spéiation formelle de la fontion sous test, nous pouvons, de façon logique, envisager la
mise en plae d'un orale automatique de la fontion sous test en utilisant les postonditions de
la spéiation omme orale pour le domaine fontionnel assoié.
14.3.3 Test imbriqué des fontions imbriquées
Nous en avons déjà parlé préédemment mais la mise en plae d'une tehnique de test imbriqué
fontionnel pour les fontions imbriquées peut failement être mise en plae dans la mesure où
nous disposons du matériel néessaire. Lors de l'appliation du ritère TLCM sur le graphe mixte
d'une fontion sous test, en réupérant les valeurs en entrée et en sortie réelles de la fontions
imbriquées, nous pouvons les soumettre à la spéiation fournie par l'utilisateur an de vérier
automatiquement leur ohérene. Les postonditions de la spéiation seront ainsi utilisées omme
orale pour les domaines fontionnels assoiés identiés par les valeurs en entrée.
Toutes es extensions demandent un eort supplémentaire en termes de onrétisation et abs-
tration de variables mais et eort fourni, nous disposons de toutes les briques pour pouvoir
mettre en plae toutes les orientations que nous venons de iter.
Notre objetif nal est un passage à l'éhelle au monde industriel. Nous espérons, en eet,
que notre travail failitera la mise en ÷uvre pratique des tehniques d'automatisation de test,
tellement prometteuses mais enore trop peu employées à e jour.
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Annexe A
Autres notions utiles du langage C
A.1 Strutures onditionnelles Swith et SwithBreak
Pour une fontion ontenant de multiples hemins, l'utilisation imbriquée des strutures
IfThenElse et IfThen peut ompliquer la leture de la fontion. Une solution souvent usitée est
l'emploi de la struture Swith. Celle-i permet de spéier un nombre arbitrairement grand de
hoix entre des exéutions basées sur l'évaluation d'une unique expression. Sa syntaxe est présentée
dans la gure A.1.
1 swith (exp)
2 {
3 ase exp1 :b1;
4 ase exp2 :b2;
5 /* ... */
6 ase expn :bn;
7 default:b-default;
8 }
Fig. A.1  Syntaxe C de la struture Swith
Les parenthèses qui suivent le mot réservé swith du langage C indiquent un test sur la valeur
de l'expression exp sur haun des as listés ensuite.
Lorsque la valeur de l'expression testée est égale à une des valeurs des expressions de exp1 à
expn alors l'ensemble d'instrutions assoié est exéuté. Par exemple, si une égalité est onstatée
entre la valeur de exp et la valeur de l'expression exp2 alors les instrutions de b2 sont exéutées.
Le mot réservé default qui préède l'ensemble d'instrutions b-default signie que e dernier
sera exéuté par défaut.
Il faut également préiser que si deux expressions ou plus de exp1 à expn vérient une égalité
ave exp alors tous les ensembles d'instrutions assoiés seront exéutés séquentiellement e qui
implique alors une exéution systématique des instrutions de b-default. Pour éviter ela, nous
pouvons utiliser une struture dérivée, la struture SwithBreak utilisant l'instrution break qui
provoque la sortie de la struture SwithBreak après l'exéution d'un blo d'instrutions assoié à
un Case. Cette instrution ajoutée à la n des ensembles d'instrutions de haque Case (f. gure
A.2) implique que seul un ensemble d'instrutions sera exéuté y ompris l'ensemble d'instrutions
par défaut.





3 ase exp1 :b1;break;
4 ase exp2 :b2;break;
5 /* ...*/
6 ase expn :bn;break;
7 default :b-default ;
8 }
Fig. A.2  Syntaxe C de la struture Swith ave l'utilisation de l'instrution break
A.2 Strutures répétitives ForDo et DoWhile
Struture DoWhile
La seonde struture répétitive, DoWhile, se rapprohe beauoup de la préédente. Sa syntaxe





Fig. A.3  Syntaxe C de la struture DoWhile
La sémantique de la struture DoWhile onsiste en une première exéution systématique de
l'ensemble d'instrutions b1 qui sera de nouveau exéuté tant que l'expression exp est vériée.
La diérene notable entre es deux strutures répétitives est don que la première, While,
entraîne un nombre d'exéutions de l'ensemble des instrutions de la boule allant de 0 à l'inni
alors que la seonde, DoWhile, implique dans tous les as au minimum une exéution de l'ensemble
d'instrutions de la boule.
Struture ForDo
La struture répétitive suivante, ForDo, est une boule à nombre d'itérations xé. La gure
A.4 est une illustration de sa syntaxe.
1 for (var=exp;ond ;delta -var)
2 b1;
3 b;
Fig. A.4  Syntaxe C de la struture ForDo
Son nombre d'itérations est alulé à partir d'une borne initiale (en général la valeur de départ
d'une variable) "var=exp;", d'une borne nale aratérisée par une ondition d'arrêt de ette
boule (en général une ondition ond portant sur la valeur de la variable var) et d'une variation
de ette variable à haque itération de la struture delta-var qui onsiste le plus souvent à
inrémenter ou dérémenter la valeur de la variable var à haque passage dans la boule. La
sémantique de l'instrution est la suivante :
 la variable var est d'abord initialisée ave la valeur de l'expression exp puis
 tant que l'expression ond est vériée alors :
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1. l'ensemble d'instrutions b1 est exéuté puis
2. l'instrution de variation delta-var est exéutée.
Ainsi, si l'instrution de départ de la boule "var=exp;" implique que la valeur de la variable
var ne vérie pas l'expression ond alors les instrutions de b1 ne seront jamais exéutées.
Illustration 80
Prenons le as suivant :




Rappels sur la théorie des graphes
Les méthodes de test struturel induisent une représentation graphique de la struture interne
(l'implantation) du programme sous test. Cette représentation appelée graphe de ot de ontrle
(f. hapitre 4) requiert don, avant toute desription détaillée, de donner quelques notions nées-
saires de la théorie des graphes (f. [Ber58℄).
B.1 Classe de graphes onsidérée de la théorie des graphes
Nous onsidérons ii une lasse partiulière de graphes onnexes orientés étiquetés ayant un
unique n÷ud d'entrée e et un unique n÷ud de sortie s que nous noterons G =< N,E, e, s, δ >.
Nous allons expliiter les éléments de e quintuplet.
Définition  B.1.1
Un graphe orienté G =< N,E > où N est un ensemble ni et E une relation binaire sur
N . L'ensemble N est l'ensemble des n÷uds de G et E l'ensemble des ars de G.
Les graphes ont une représentation graphique ommunément admise où les n÷uds seront ii
représentés par des retangles et les ars par des èhes, tel que si (u, v) est un ar d'un graphe








Fig. B.1  Illustration d'un graphe orienté G =< N,E >
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Illustration 81
Prenons la gure B.1. Le graphe G =< N,E > est un graphe orienté ave : N =
{n0, n1, n2, n3, n4, n5, n6, n7, n8, n9}
E = {(n0, n1), (n1, n2), (n2, n3), (n2, n4), (n3, n6), (n3, n7), (n4, n5), (n4, n8),
(n5, n4), (n6, n9), (n7, n9), (n8, n9)}
Si on prend au hasard l'ar (n2, n3), n2 est l'origine et n3 la ible de et ar.
L'étiquetage des graphes permet d'assoier des valeurs (noms, ondition, aluls ...) aux dié-
rents ars et n÷uds du graphe.
Définition  B.1.2
Un graphe étiqueté est un graphe G=<N,E> dont les ars et les n÷uds sont aetés
d'étiquettes dénies par la fontion d'étiquetage δ suivante :
δ : (δN , δE)
δN : N → LN
δE : E → LE
ave LE (resp. LN ) l'ensemble des étiquettes assoiées à l'ensemble E (resp. N).
Notation 22
Nous noterons l'ensemble des graphes étiquetés G =< N,E, δ > ave δ la fontion d'étiquetage
assoiée.
Nous utiliserons également par la suite la notion de suesseurs et prédéesseurs de n÷ud d'un
graphe.
Définition  B.1.3
Les prédéesseurs d'un n÷ud n, notés pred(n), sont l'ensemble des n÷uds liés à n par
un ar dont n est la ible. Ainsi on a pred(n)={m ∈ N |(m,n) ∈ E}. Réiproquement les
suesseurs d'un n÷ud n, notés su(n), sont l'ensemble des n÷uds liés à n par un ar
dont n est l'origine. Ainsi on a su(n)={o ∈ N |(n, o) ∈ E}.
Illustration 82
Toujours ave la gure B.1. Prenons les deux n÷uds du graphe n2 et n3 :
pred(n2) = {n0, n1}
pred(n3) = {n2}
succ(n2) = {n3, n4}











Fig. B.2  G =< N,E, e, s > : graphe orienté à unique n÷ud d'entrée et unique n÷ud de sortie
Définition  B.1.4
Un graphe ave un unique n÷ud d'entrée e et un unique n÷ud de sortie s G =<
N,E, e, s > est un graphe onstruit à partir d'un graphe G =< N ′, E′ > tel que :
∀n ∈ N, pred(n) = ∅, N = N ′ ∪ {(e, n)}
∀n ∈ N, succ(n) = ∅, N = N ′ ∪ {(n, s)}
E = E′ ∪ {e, s}
Illustration 83
Le résultat de la onstrution du graphe G =< N,E, e, s > à partir du graphe G =< N,E > de
la gure B.1 se trouve dans la gure B.2.
B.2 Les notions de hemins pour G =< N,E, e, s, δ >
Définition  B.2.1
Dans un graphe orienté G =< N,E, e, s, δ > un hemin total noté Ch(e, s) est une
séquene (e, (e, n1), n1, . . . , (nk−1, nk), nk, (nk, s), s) de n÷uds et d'ars telle que (ni−1, ni) ∈
E pour tout i ∈ {1..k} et nj ∈ N pour tout j ∈, {1..k} ave e = n0 et s = nk+1.
Illustration 84
Le hemin Ch(e, s) tel que :
Ch(e, s) = (e, (e, n1), n1, (n1, n2), n2, (n2, n3), n3, (n3, n7), n7, (n7, n9), n9, (n9, s), s)
est un hemin total du graphe de la gure B.2.
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Définition  B.2.2
Dans un graphe orienté G =< N,E, e, s, δ >, un hemin partiel noté Chp(ni, nj), est une
séquene (ni, (ni, ni+1), ni+1, . . . (nj−1, nj), nj) de n÷uds et d'ars telle que (nk, nk+1) ∈ E
pour tout k ∈ {i..j − 1} et nk ∈ N pour tout k ∈ {i..j} ave ni 6= e ∨ nj 6= s.
Un hemin partiel est également un sous-hemin d'un hemin total.
Définition  B.2.3
Un hemin Ch(ni, nj) est un sous-hemin du hemin total Ch(e, s) =
(e, (e, n1), n1, . . . , (nk, s), s) ave e = n0 et s = nk+1 si la séquene de Ch(ni, nj) est une
sous-séquene ontiguë des n÷uds et des ars de Ch(e, s) vériant : Ch(ni, nj) ⊂ Ch(e, s).
Illustration 85
Le hemin Ch(n1, n3) tel que :
Ch(n1, n3) = (n1, (n1, n2), n2, (n2, n3), n3)
est un hemin partiel de G =< N,E, e, s, δ > et un sous-hemin du hemin total Ch(e, s) donné
dans l'illustration 84.
B.3 Connexité et sous-graphe
La atégorie des graphes G =< N,E, e, s, δ > étudiée orrespond à des graphes onnexes. Nous
pouvons dénit le propriété de la onnexité.
Définition  B.3.1
Un graphe G =< N,E, e, s, δ > est dit onnexe s'il vérie la relation suivante :
∀n ∈ N, ∃Ch(e, n) ∧ ∃Ch(n, s)
ave Ch(e, n) et Ch(n, s) deux hemins partiels de G =< N,E, e, s, δ >.
Illustration 86
Le graphe G =< N,E, e, s, δ > de la gure B.2 vérie la propriété de onnexité.
La dernière dénition sur laquelle nous allons nous attarder est elle d'un sous-graphe.
Définition  B.3.2
On dit qu'un graphe G′ =< N ′, E′, e′, s′, δ′ > est un sous-graphe de G =< N,E, e, s, δ >
si N ′ ⊆ N ∧ E′ ⊆ E′.
Illustration 87
Le graphe G′ =< N ′, E′, e′, s′, δ′ > de la gure B.3 est un sous-graphe de G =< N,E, e, s, δ > de
la gure B.2. Notons que e sous-graphe G′ n'est en revanhe pas un graphe onnexe : il n'existe










Fig. B.3  G′ =< N ′, E′, e′, s′, δ′ > : sous-graphe de G =< N,E, e, s, δ > de la gure B.2
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Annexe C
Notions de la programmation logique
ave ontraintes
Cet annexe a pour objetif de présenter la programmation logique ave ontraintes appelée
aussi PLC ou CLP. Cet outil est souvent utilisé pour des méthodes de test (f. hapitre 5) pour
la détermination de données de test ou aussi, omme dans notre méthode de génération de as de
test unitaire, pour la stratégie de séletion des as de test (f. hapitre 7).
C.1 Motivations de la programmation logique ave
ontraintes
L'objetif de la programmation logique ave ontraintes est la résolution d'un ensemble de
ontraintes. Les ontraintes sont spéiques au problème posé, elles doivent le dérire pour qu'on
puisse appliquer le prinipe de la PLC an de le résoudre.
La PLC représente une manière puissante et eae pour résoudre plusieurs problèmes omme
par exemple l'optimisation ou pour le as qui nous intéresse la génération de as de test logiiel
omme dans [GBR00℄, [MA00℄,[JM94℄,[SD01℄ ou enore [WMM04a℄.
C.2 Quelques dénitions préliminaires
Une ontrainte est une propriété exprimant une relation (égalités, inégalités,. . . ) entre
diérentes variables à vérier.
Chaque variable prend ses valeurs dans un ensemble donné que l'on appelle domaine. Selon
le domaine onsidéré, il peut être dérit soit sous la forme d'un ensemble de valeurs soit par un
intervalle ou une union d'intervalles. Dans e mémoire, nous ne onsidérons que les domaines nis
("Finite Domain"). Ainsi, une ontrainte peut être vue omme une restrition des valeurs que
peuvent prendre simultanément les variables.
La résolution de ontraintes non linéaires sur des réels est un problème indéidable mais, dans
e mémoire, nous ne manipulons que des ontraintes sur des domaines nis dont la résolution
est un problème NP-omplet au pire (ontraintes solubles en temps polynomial par rapport au
nombre de variables du CSP et à la taille des domaines assoiés).
Un problème de satisfation de ontraintes CSP ("Constraint Solving Problem") est un pro-
blème modélisé sous la forme d'un ensemble de ontraintes posées sur des variables.
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Définition  C.2.1
Un CSP est un triplet (V,D,C) tel que :
 V = {v1, . . . , vn} est un ensemble ni de variables,
 D = {Dv1 , . . . , Dvn} est un ensemble ni de domaines tel que Dvi est le domaine
ontenant toutes les valeurs possibles de la variable vi,
 C = {c1, . . . , cm} est un ensemble ni de ontraintes ave haque ontrainte ci portant
sur un sous-ensemble de V .
Illustration 88
Le problème des N -Dames onsiste à plaer N dames sur un éhiquier N ∗N sans qu'auune des
lignes, olonnes et diagonales de l'éhiquier ne possède plus d'une dame.
Le CSP assoié à e problème peut être représenté ave N variables vii=1..N ∈ [1..N ] représen-
tant la position en olonne de la dame de la ligne i. En eet, omme deux dames ne peuvent pas
être sur la même ligne, et qu'il y a autant de dames que de lignes, il y a exatement une et une
seule dame par ligne. L'ensemble des ontraintes C assoiées aux variables vi sont, pour tout i 6= j
où j ∈ [1..N ] :
 vi 6= vj (ne pas mettre deux dames sur la même olonne),
 vi − i 6= vj − j (ne pas mettre deux dames sur la même diagonale NO-SE),
 vi + i 6= vj + j (ne pas mettre deux dame sur la même diagonale NE-SO).
Définition  C.2.2
Une aetation onsiste à instanier ertaines variables par des valeurs de leur domaine.
Une aetation est dite totale si elle instanie toutes les variables du CSP et par-
tielle si elle instanie qu'une partie des variables du CSP.
Définition  C.2.3
Une aetation satisfait (resp. viole) une ontrainte ci si la ontrainte ci est vériée (resp.
n'est pas vériée) sur l'ensemble des valeurs des variables de ci.
Définition  C.2.4
Une aetation est dite onsistante si elle ne viole auune ontrainte et est dite inon-
sistante si elle viole au moins une des ontraintes du CSP.
Définition  C.2.5
Une solution d'un CSP orrespond à une aetation totale onsistante 'est-à-dire quand
toutes les valeurs des domaines des variables du CSP vérient l'ensemble des ontraintes
du CSP.
Définition  C.2.6
La onsistane d'ar est une méthode très employée qui s'applique dans le as de
ontraintes binaires (i.e. impliquant deux variables). Une ontrainte binaire peut être re-
présentée par un ar reliant les deux variables impliquées e qui justie la terminologie
utilisée. Une ontrainte satisfait la onsistane d'ar si pour haque valeur d'une des va-
riables, il existe au moins une valeur de l'autre variable appartenant à une solution de la
ontrainte. On établit la onsistane d'ar en supprimant les valeurs qui ne satisfont pas
ette propriété.
Illustration 89
Soient les variables v1 ∈ [1, 2, 3] et v2 ∈ [1, 3] et la ontrainte v1 = v2. La valeur 2 de v1 n'appar-
tenant pas à une solution, on la supprime don du domaine : v1 ∈ [1, 3] et v2 ∈ [1, 3].
La onsistane d'ar est une propriété très forte. Lorsque les domaines des variables sont trop
grands, l'énumération de toutes les possibilités devient alors trop lourd. On ne travaille alors plus
que sur les bornes inférieures et supérieures du domaine.
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Définition  C.2.7
Une ontrainte satisfait la onsistane de bornes si la valeur minimale et la valeur
maximale du domaine des variables de la ontraintes vérient ette ontrainte. Un CSP
vérie la onsistane de bornes si toutes es ontraintes sont onsistantes de bornes.
Illustration 90
Soient les variables v1 ∈ [1, 2, 3] et v2 ∈ [5, 6, 7, 8] et la ontrainte v1 < v2. Les valeurs 1 et 3 de v1
et 5 et 8 de v2 vérient la ontrainte, la ontrainte est don onsistante de bornes.
C.3 Résolution des CSP
Deux des prinipales méthodes de résolution sont :
 la simpliation des problèmes qui onsiste à transformer le CSP en un problème plus
simple à résoudre ou dont la satisabilité est onnue en utilisant des tehniques de onsis-
tane 'est-à-dire sur une propagation des valeurs ave rédution des domaines assoiés aux
variables,
 la reherhe de solutions qui onsiste à hoisir pour haque variable du CSP une valeur :
on parle de phase de "labelling" de façon à obtenir une aetation totale onsistante. En
as de violation d'une des ontraintes du système, les aetations de variables peuvent être
remises en ause en ommençant par la dernière variable instaniée : on parle de phase
de "baktraking" (f. setion C.3.2). Ainsi, la reherhe s'arrête lorsqu'une solution est
trouvée au CSP (aetation totale onsistante), lorsque la reherhe de solution éhoue
(toutes les ombinaisons d'aetations de valeurs aux variables ont été tentées et étaient
inonsistantes) ou enore lorsque la limitation d'une ressoure allouée au temps de reherhe
est atteinte (par exemple, un TimeOut, un nombre donné d'éhes, . . . ).
Il existe de nombreuses manières d'optimiser la résolution d'un problème CSP. Diérents
algorithmes de résolution de CSP existent mais adressent un type de CSP donné permettant
d'obtenir la ou les solutions de e CSP. Ainsi, pour haque type de CSP, il existe des heuristiques
(de labelling par exemple) et également des solveurs de ontraintes adaptés.
En e qui nous onerne, nous avons désiré être plus génériques et ne pas traiter uniquement
un type de CSP donné. La reherhe de solutions étant un problème NP-omplet, nous utilisons
diérentes heuristiques alternativement ave la mise en plae d'un TimeOut.
Nous présentons brièvement dans ette annexe les deux premières méthodes de résolution itées
préédemment.
C.3.1 Simpliation du problème
Cette tehnique seule permet rarement de résoudre le problème mais est utilisée en alternane
ave la phase de "labelling".
Définition  C.3.1




Un CSP (V,D,C) est réduit en un CSP (V0, D0, C0) si :
 les CSP (V,D,C) et (V0, D0, C0) sont équivalents,
 pour haque variable vi de V (et par onséquent également de V0) le domaine assoié
dans (V0, D0, C0) est un sous-domaine du domaine assoié dans (V,D,C),
 toute instaniation partielle satisfaisant C0 satisfait aussi C.
Un moyen simple de réduire un CSP est d'identier dans les domaines des variables du système
toutes les valeurs dites inutiles (qui ne peuvent pas appartenir à une solution du CSP) en utilisant
la méthode de onsistane d'ar sur les ontraintes binaires du système.
L'eaité de la reherhe de solution ave "baktraking" peut être améliorée si l'on peut
ouper les branhes de l'arbre de reherhe sans solution. C'est préisément sur e point que la
simpliation de problème peut aider : la rédution de la taille du domaine d'une variable revient
à ouper ertaines branhes. La simpliation du problème peut être utilisée à n'importe quel
moment lors de la reherhe de solution.
Remarque(s) 38
Plus un CSP peut être simplié et plus le oût de alul est important lors de la phase de simpli-
ation. Parallèlement, plus un CSP à été simplié et moins la phase de labelling sera oûteuse
lors de la reherhe de solutions.
Il faut don trouver un bon ompromis entre les eorts à faire et le gain déoulant de la phase
de simpliation du CSP.
Ainsi, les tehniques de simpliation transforme un CSP en un CSP équivalent simplié 'est-
à-dire ave des domaines de taille réduite.
C.3.2 Reherhe de solutions
Baktraking
L'algorithme de base pour la reherhe de solutions est le "baktraking" appelé aussi algo-
rithme de simple retour-arriere. Il s'agit d'une stratégie générale de reherhe largement utilisée
pour la résolution de problèmes.
Lors du "labelling", si la valeur hoisie pour une variable viole au moins une ontrainte alors
au moins ette ontrainte ne peut être satisfaite. Dans un tel as, l'algorithme du "baktraking"
onsiste à hoisir une nouvelle valeur pour la dernière variable instaniée
Remarque(s) 39
Notons que le "baktraking" est un méanisme de la programmation logique (ave ou sans
ontraintes) qui peut être utilisé par l'algorithme de "labelling". L'algorithme de "baktraking"
peut amener à hanger la valeur de toutes les variables assignées du système par des retour-arrières
suessifs.
Les deux étapes dans l'algorithme de "baktraking" sont le hoix de la prohaine variable à
instanier et de la valeur à lui aeter.
Choix d'une variable à instanier
Il existe quatre prinipales heuristiques de hoix de variables à instanier :
 la stratégie "fail rst prinipe" (prinipe de l'éhe d'abord) qui onsiste à instanier les
variables par ordre roissant de domaine,
 la stratégie "minimal width ordering" (ordonnanement selon la largeur minimale) qui
onsiste à instanier d'abord les variables selon le nombre de variables dont elles dépendent,
 la stratégie "minimal bandwidth ordering" (ordonnanement selon la ardinalité minimale)
qui onsiste à instanier d'abord une variable au hasard puis la variable qui partage le plus
de ontraintes ave la variable préédemment instaniée,
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 la stratégie "maximum ardinality ordering" (ordonnanement selon le degré maximal) qui
onsiste à instanier d'abord une variable de CSP puis de hoisir une variable apparaissant
dans le plus grand nombre de ontraintes portant sur les variables déjà instaniées.
Les trois dernières heuristiques sont des ordonnanements statiques ar ils sont eetués en
amont de la proédure de reherhe ontrairement à la première méthode eetuée dynamiquement
et don protant de la simpliation du CSP (par propagation de ontraintes) faite lors de haque
instaniation de variables.
Choix d'une valeur
Une fois la variable à instanier hoisie, il faut lui aeter une valeur de son domaine.
Les heuristiques de hoix de valeur sont nombreuses. Une heuristique que nous pouvons iter
est elle des valeurs les plus ontraignantes ("most-onstraining-value"). Cela onsiste à hoisir la
valeur du domaine d'une variable qui va avoir le plus de onséquenes pour le hoix des valeurs
des autres variables 'est-à-dire la valeur qui va provoquer le plus de valeurs redondantes par
propagation de ontraintes. Il s'agit pour ela de faire une analyse assez détaillée des ontraintes
et des domaines des variables assoiées an de déterminer quelles valeurs d'une variable donnée
vont entraîner la plus grande diminution des domaines des autres variables du système lors de
la propagation de ontraintes. L'idée est de pouvoir déteter une insatisabilité au plus tt. Cela
orrespond don à simuler les phases de "labelling" et de simpliation pour identier les valeurs
les plus ontraignantes du domaine de la variable que l'on herhe à instanier.
D'autres stratégies de hoix de valeurs s'orientent, par exemple, vers le hoix d'une valeur
minimale (ou maximale) du domaine de la variable à instanier. Nous pouvons aussi parler de du
hoix de la valeur utilisant la bissetrie du domaine qui onsiste à hoisir une valeur à droite ou
à gauhe de ette bissetrie et en as d'insatisabilité, de supprimer une moitié du domaine de
la variable à instanier.
Les heuristiques de hoix de valeurs eaes (en termes de limitation de "baktrak") néessite
un travail oûteux d'analyse des ontraintes en amont du "labelling".
C.4 Les solveurs de ontraintes
Remarque(s) 40
Nous ne parlerons dans ette setion uniquement de solveurs de ontraintes pour la programmation
logique.
Les solveurs de ontraintes sont des logiiels omplexes pouvant être représentés par un algo-
rithme de reherhe ombiné ave un algorithme d'itération d'opérateurs de rédution de domaines.
Les solveurs de ontraintes sont généralement onstruits à partir de librairies (omme par exemple
elle des domaines nis ou des ontraintes linéaires sur les réels) et de méanismes provenant soit
d'environnement de programmation par ontraintes omme ECLiPSe [WNJ97℄ soit de méanismes
supplémentaires implantés pour augmenter l'eaité de la résolution.
Un solveur de ontraintes est un logiiel ayant pour objetif de résoudre un système om-
posé de ontraintes arithmétiques (y ompris min, max,. . . ) et/ou de ontraintes globales
(alldifferent,. . . ) par l'utilisation de diérents méanismes omme les prédiats de hoix de
variables et de valeurs de variables, la propagation de ontraintes et l'uniation entre autres.
L'uniation de deux termes onsiste à reherher la substitution minimale pour les variables
des termes rendant eux-i égaux.
Les ontraintes booléennes se traduisent en opérations booléennes qui seront traitées par uni-
ations et simpliations symboliques.
Les ontraintes numériques portent sur des variables à valeurs numériques. Une ontrainte
numérique est une diérene, une égalité ou une inégalité entre 2 expressions arithmétiques. Ces
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ontraintes peuvent être dénies sur les entiers, les variables dans e as peuvent prendre des
valeurs entières mais aussi sur les réels quand les variables de la ontrainte peuvent prendre des
valeurs réelles. Les ontraintes numériques sont linéaires quand les expressions arithmétiques sont
linéaires (par exemple, 2x + y = 0) ou non linéaires quand les expressions arithmétiques sont de
degré supérieur à 1 (par exemple pour un produit de variables) ou qu'elles ontiennent des fontion
exponentielles, logarithmiques, . . . .
Le prinipe d'un solveur de ontraintes peut être dérit en quatre étapes prinipales :
 simplier le problème donné, puis stoker les ontraintes pas enore satisfaites dans un maga-
sin de ontraintes jusqu'à atteindre une aetation permettant de faire évoluer la reherhe
de solutions du CSP,
 hoisir puis instanier une variable selon la (les) heuristique(s) programmée(s),
 l'aetation d'une variable entraîne la propagation des ontraintes assoiées qui peuvent :
 disparaître si elles sont résolues ou
 ativer d'autres ontraintes ou enn
 amener à un éhe de la résolution du CSP.
 quand toutes les ontraintes ont été traitées alors :
 pour une aetation totale onsistante : suès de la reherhe de solutions et arrêt,
 pour une aetation inonsistante : "baktraking" et reherhe d'une nouvelle aetation
totale du CSP,
 pour une aetation totale inonsistante et "baktraking" impossible alors arrêt sur un
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