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Abstract. When should two traveling salesman problems be equivalent? This paper contains an 
answer which is motivated by an example. The equivalence relation is applied to 0,l symmetric 
traveling salesman problems. Open questions are indicated. 
1. INTRODUCTION 
Some of the foundational structure for the traveling salesman problem (TSP) is addressed 
in this paper. An equivalence relation is defined so that large cIasses of TSPs may be 
represented by one TSP from the class. The equivalence relation was motivated by two 
similar TSPs which are not related by a positive linear transformation and renumbering of 
cities. A large reduction from TSPs to classes is demonstrated on 0,l symmetric TSPs for 
N=4,5,6, and 7. A class representative is found for N=4,5, and 6. There are two open 
questions for further research. 
A TSP on N cities is characterized by an N x N matrix whose i, j entry is the distance 
from city i to city j. This matrix is often called a distance matrix. The diagonal entries 
have no role. A tour for the salesman is a cyclic permutation on (1,2, . . . . N}. The Iength of 
a tour is the distance traveled by the salesman to complete the tour, where the distances are 
from a specified distance matrix A. A minimum tour for A is a tour for which the distance 
traveled by the salesman is a minimum. 
From [l], if A is a distance matrix, t > 0, and C is a distance matrix for which all tours 
have the same length, then tA+ C is called a positive linear transformation of A. Recall two 
well-known results. 1) A positive linear transformation followed by a renumbering of cities 
can be rewritten as a renumbering of cities followed by a positive linear transformation. A 
similar statement holds if the order in 1) is reversed. 2) A finite sequence of positive linear 
transformations can be written as one positive linear transformation. 
2. EQUIVALENCE RELATION 
Two TSPs on N cities are defined to be equivalent if they have the same number of 
minimum tours. 
Thus, two N x N TSPs are equivalent if and only if there is a 1:l function f: ( =a11 tours 
on N cities) to (Z alI tours on N cities) which preserves minimum tours between the two 
TSPs. This means if TSPs A and B are equivalent, then a solution for TSP A is mapped 
by f to a solution for B. 
A positive linear transformation of TSP A is a TSP which is equivalent to A. Similarly, 
a renumbering of the cities in TSP A is a TSP which is equivalent to A. Moreover, any 
sequence of positive linear transformations and renumberings of cities that are applied to A 
is a TSP which is equivalent to A. 
Example 1. TSPs A and B, which are specified below, are not related by any sequence 
of positive linear transformations and/or renumberings. Each has 12 minimum tours whose 
lengths are 1, since a tour for A(B) is minimum if and only if it contains (does not contain) 
arc 12 or 21. Thus, A and B are equivalent. The 12 tours for .4 and B that are not minimum 
have length 2. 
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Distance matrices A and B are very much alike. They are 0,l symmetric matrices with 
the same number of 0 entries. They have the same pattern of tour lengths (each has 12 
tours of length 1 and 12 tours of length 2). Each is a member of the following polynomial- 
time specia1 cases: upper triangular [1, p. 961, and FulIer-Garfinkel [l, p. 1171. Thus, an 
equivalence relation that puts similar distance matrices in the same class should be expected 
to place A and B in the same class. 
3. APPLICATION 
The following table shows a very large reduction when one matrix represents all the 
matrices in its equivalence class. 
Number of Number of O,l Symmetric Number of Equivalence 
Cities Distance Matrices Classes 
4 26 3 . 
5 210 5 
6 215 17 
7 221 51 
Next we give a representative matrix for each class in the above table for N = 4,5, and6. 
Since the matrices are symmetric, only the entries above the diagonal are given. The number 
in the lower left corner of each matrix is the number of minimum tours. 
N=4 000 100 110 
00 00 00 
60 20 40 
N=ii 0 000 1000 1100 0010 1010 
000 000 000 100 100 
00 00 00 00 00 
24 0 12 0 4 0 8 0 2 0 
N=6 0 0000 10000 11000 11100 11110 10100 
0000 0000 0000 0000 0000 1000 
000 000 000 000 000 000 
00 00 00 00 00 00 
120 0 72 0 36 0 12 0 46 0 20 0 
11100 0 0110 10110 11110 0 1010 11010 
1000 1000 1000 1000 1100 1100 
000 000 000 000 000 000 
00 00 00 00 00 00 
4 0 ?d 0 8 0 24 0 14 0 2 0 
11011 0 0001 11001 0 0110 11011 
1100 0010 0010 1010 1101 
000 100 100 100 110 
00 00 00 00 00 
16 0 32 0 6 0 10 0 Id 0 
4. QUESTIONS FOR RESEARCH 
Open Question 1. What are possible canonical distance matrices to represent an equiv- 
alence class? Some of the desirable properties of a canonical distance matrix are: easily 
described, has polynomial-time exact solution algorithm, and does not have an equivalent 
distance matrix with more nondiagonal entries that are 0. Recall that if A is an N x N 
distance matrix, then there is a-positive linear transformation of A that has at least 2N - 1 
nondiagonal entries that are 0, and there is some flexibility choosing which entries are 0. 
Moreover, if A is symmetric, then the minimum number of entries that are 0 is at least 2N. 
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Open Question 2. How can a given distance matrix by transformed to its canonical 
matrix in poIynomial-time? 
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