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PARALLEL KUSTIN–MILLER UNPROJECTION
WITH AN APPLICATION TO CALABI–YAU GEOMETRY
JORGE NEVES AND STAVROS ARGYRIOS PAPADAKIS
Abstract. Kustin–Miller unprojection constructs more complicated Goren-
stein rings from simpler ones. Geometrically, it inverts certain projections, and
appears in the constructions of explicit birational geometry. However, it is of-
ten desirable to perform not only one but a series of unprojections. The main
aim of the present paper is to develop a theory, which we call parallel Kustin–
Miller unprojection, that applies when all the unprojection ideals of a series
of unprojections correspond to ideals already present in the initial ring. As
an application of the theory, we explicitly construct 7 families of Calabi–Yau
3-folds of high codimensions.
1. Introduction
Motivated by applications to birational geometry, Reid proposed in [18] the main
principles of the theory of unprojection, whose goal is to study relevant graded
rings in terms of simpler ones using adjunction. Geometrically, unprojection is an
inverse of certain projections and can also be considered as a modern version of the
Castelnuovo blow–down.
The simplest type of unprojection is the Kustin–Miller unprojection (or type I),
which is originally due to Kustin and Miller [11], and was later studied by Reid
and the second author in a scheme-theoretic formulation [13, 17]. It is specified by
the data of a Gorenstein local ring R and a codimension 1 ideal I ⊂ R with the
quotient ring R/I being Gorenstein. It constructs a new Gorenstein ring, which
geometrically corresponds to the ’birational’ contraction of the closed subscheme
V (I) ⊂ SpecR. Kustin–Miller unprojection has found many applications in alge-
braic geometry, for example in the birational geometry of Fano 3-folds [5, 6], in the
construction of K3 surfaces and Fano 3-folds inside weighted projective spaces [1],
and in the study of Mori flips [4].
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2 JORGE NEVES AND STAVROS ARGYRIOS PAPADAKIS
For some applications it is desirable to perform not only one but a series of
Kustin–Miller unprojections. The main aim of the present paper is to develop a
theory of parallel unprojection which is general enough to contain as special cases
both the sequence of the anticanonically embedded Del Pezzo surfaces and the(
n
2
)
Pfaffians format introduced in [12]. As an application, in Subsection 4.3 we
sketch the construction of 7 families of Calabi–Yau 3-folds embedded in weighted
projective spaces with high codimensions.
Section 2 introduces the setting of parallel Kustin–Miller unprojection. The
initial data consists of a Gorenstein positively graded ring R and a finite set M
of codimension 1 ideals of R satisfying certain assumptions. The end product is
a graded ring RM, given as the quotient of the polynomial ring over R in #M
variables by an explicitly given ideal. We choose to work with graded rings rather
than local because, as remarked in [17, p. 564], the Kustin–Miller unprojection of
a local ring is usually no longer local; so that if we start from a local Gorenstein
ring we can no longer use the foundational results of [17] after we have performed
one unprojection. The main result is Theorem 2.3, which states that RM is indeed
a Gorenstein ring. The proof is based on the idea that RM can be considered the
end product of a series of Kustin–Miller unprojections.
Sections 3 and 4 contain examples and applications. In Section 3 we study in
more detail the complete intersection case. In Subsections 4.1 and 4.2 we show that
the algebra of the Castelnuovo blow–down of a set of disjoint lines contained in a
smooth cubic surface, as well as the
(
n
2
)
Pfaffians format studied in [12], are exam-
ples of parallel Kustin–Miller unprojections. In Subsection 4.3 we sketch the explicit
construction, via parallel Kustin–Miller unprojection, of 7 families of Calabi–Yau
3-folds of high codimensions, including one of codimension 21. In Remark 4.2 we
make some comments about their geometry; we hope in a future work to give a
more detailed and complete treatment of their geometric properties.
Subsection 4.4 contains a detailed treatment of the construction of one of the
familes, which consists of degree 12 Calabi–Yau 3-folds inside P(16, 39). For this
case we start with a certain complete intersection of 2 cubics in P8 containing a
configuration of 9 linear subspaces of dimension 5, any two of which intersect at most
along a 3-dimensional subspace. We then use parallel Kustin–Miller unprojection
with this initial data to produce a birationally equivalent 6-fold inside P(19, 39). The
Calabi–Yau 3-fold is then obtained by intersecting this 6-fold with 3 general degree
1 hypersurfaces. Most of the subsection is devoted to the study of the singular
loci of the construction with the purpose of establishing the quasismoothness of the
Calabi–Yau 3-fold. It then follows from the explicit nature of the construction that
the only singularities of the Calabi–Yau 3-fold are 9 isolated quotient singularities
of type 13 (1, 1, 1).
An interesting open question is to try to develop a theory of parallel unprojection
which will also cover the cases of unprojection of type II ([14], [16]) and type III
([15]).
Brown’s online database [3] contains a large number of candidate K3 surfaces
and Fano 3-folds of high codimension, which, conjecturally, are related by a series
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of Kustin–Miller unprojections to varieties of low codimensions 1,2 or 3. We believe
that the ideas of the present work together with explicit equation and singularity
calculations can establish the existence of many of them.
2. Statement of the theorem
It the following we assume that R = ⊕n≥0Rn is a Gorenstein graded ring with
R0 a field, L is a nonempty finite indexing set, and for all a ∈ L, Ia is a codimension
1 homogeneous ideal of R such that the quotient ring R/Ia is Gorenstein. Moreover,
we fix graded R-module homomorphisms ϕa : Ia → R, such that HomR(Ia, R) is
generated as an R-module by {ia, ϕa}, where ia denotes the inclusion Ia → R (cf.
[17, Lemma 1.1] ). We assume that for all a ∈ L the degree of the homomorphism
ϕa is positive, that for distinct a, b ∈ L there exist a homogeneous element Cab ∈ R
with degCab = degϕa such that
(2.1) (ϕa + Cabia)(Ia) ⊂ Ib,
and that for all distinct a, b ∈ L
(2.2) codimR(Ia + Ib) ≥ 2.
For simplicity of notation, for 2 distinct indices a, b ∈ L we set
ϕab = ϕa + Cabia.
We will use that for 3 distinct indices a, b, c ∈ L we have
ϕac = ϕab + (Cac − Cab)ia.
The proof of the following Proposition will be given in Subsection 2.2.
Proposition 2.1. Fix distinct a, b ∈ L. There exists unique Aba ∈ R such that
(2.3) ϕba(ϕab(r)) = Abar
for all r ∈ Ia. Aba is a homogeneous element of R with
degAba = degϕa + degϕb,
Aba = Aab and
(2.4) (Cba − Cbc)(Cab − Cac)−Aab ∈ Ic
for all c ∈ L \ {a, b}.
For a nonempty subset M⊂ L we denote RM the ring given by the quotient of
the polynomial ring R[yu
∣∣ u ∈ M], where {yu ∣∣ u ∈ M} is a set of new variables
indexed by M, by the ideal generated by the set{
yur − ϕu(r)
∣∣ u ∈ M, r ∈ Iu} ∪ {(yv + Cvu)(yu + Cuv)−Avu ∣∣ u, v ∈ M, u 6= v}
while for M = ∅ we set R∅ = R. We extend the grading of R to a grading of
R[yu
∣∣ u ∈ M] by setting deg yu = degϕu. Since the above ideal defining RM is
homogeneous, RM becomes a graded ring.
4 JORGE NEVES AND STAVROS ARGYRIOS PAPADAKIS
Given w ∈ L \ M, we denote JM,w ⊂ RM the ideal of RM generated by the
image of the subset
Iw ∪ {yu + Cuw
∣∣ u ∈ M}
of the polynomial ring R[yu
∣∣ u ∈ M] under the natural ring homomorphism
R[yu
∣∣ u ∈M]→ RM.
Remark 2.2. The geometric meaning of the ideal JM,w ⊂ RM is the following.
Denote by I ⊂ R the ideal of R generated by the subset ∪u∈MIu (in other words I is
the sum of the ideals Iu, u ∈ M), and by Ie ⊂ RM the ideal of RM generated by the
image of I under the natural ring homomorphism R → RM. The homomorphism
R → RM induces a scheme morphism SpecRM → SpecR, which restricts to an
isomorphism of schemes
SpecRM \ V (I
e)→ SpecR \ V (I),
cf. Corollary 2.10 below. The ideal Iw ⊂ R defines a closed subscheme of SpecR,
hence a closed subscheme of SpecR\V (I), and using the above scheme isomorphism
a closed subscheme, say F , of SpecRM \ V (Ie). Denote by i : SpecRM \ V (Ie)→
SpecRM the inclusion morphism. One can show that JM,w is the ideal of RM
corresponding to the scheme-theoretic image (in the sense of [8, Section V.1.1])
i(F ), which, by definition, is a closed subscheme of SpecRM.
For simplicity of notation, for distinct a, b ∈ L with a ∈M we set
yab = ya + Cab ∈ RM.
We will use that for 3 distinct indices a, b, c ∈ L with a ∈M
yac = yab + (Cac − Cab).
In addition, for distinct a, b ∈ L with a ∈ M we define the element
Dab = Aab − yabCba
of RM. The meaning of Dab will be clarified in the following theorem, the proof of
which will be given in Subsection 2.3.
Theorem 2.3. Let M⊂ L be a subset. Then,
(1) The ring RM is Gorenstein with dimRM = dimR, and the natural map
R→ RM is injective.
(2) Assume there exists w ∈ L\M. Then the map ϕw : Iw → R has an extension
to an RM-homomorphism
ΦM,w : JM,w → RM
uniquely specified by the property ΦM,w(yuw) = Duw, for all u ∈M.
(3) With assumptions as in (2), the ideal JM,w of RM has codimension 1 and
the quotient ring RM/JM,w is isomorphic to R/Iw, hence it is Gorenstein. More-
over, the RM-module HomRM(JM,w, RM) is generated by {iM,w,ΦM,w}, where
iM,w : JM,w → RM is the natural inclusion map, and the ring RM,w is the Kustin–
Miller unprojection ring (in the sense of [17, Definition 1.2]) of the pair JM,w ⊂
RM.
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2.1. Some useful general properties of unprojection. The main aim of this
subsection is to prove Corollary 2.10 which gives general properties of Kustin–
Miller unprojection needed in the proof of Theorem 2.3. In this subsection, unless
otherwise mentioned, R is a commutative ring with identity (not necessarily graded
or Noetherian), I = (f1, . . . , fn) ⊂ R a finitely generated ideal, and s : I → R an
R-homomorphism. We set gi = s(fi) for 1 ≤ i ≤ n and consider the ideal
J = (Sf1 − g1, . . . , Sfn − gn) ⊂ R[S],
where S is a polynomial variable over R, cf. [17, Definition 1.2]. The degree of a
nonzero p ∈ R[S] is its degree when considered as a polynomial in S.
Proposition 2.4. The natural map
R→ R[S]/J
induced be the inclusion R ⊂ R[S] is injective.
Proof. It is enough to show that the intersection of J and R inside R[S] is equal to
0. Assume w ∈ R ∩ J . Since w ∈ J , there exists m ≥ 0 and polynomials qi ∈ R[S]
of degree at most m, say
qi =
m∑
j=0
aijS
j
with
(2.5) w =
n∑
i=1
qi(Sfi − gi).
Taking coefficients, (2.5) implies that
(2.6)
n∑
i=1
amifi = 0
and
(2.7) −
n∑
i=1
atigi +
n∑
i=1
at−1,ifi = 0
for 1 ≤ t ≤ m, and that
(2.8) w = −
n∑
i=1
a0igi .
Using the homomorphism s, (2.6) implies that
n∑
i=1
amigi = 0 ,
as a consequence (2.7) (for t=m) implies that
n∑
i=1
am−1,ifi = 0.
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Using the homomorphism s and (2.7) (for t=m-1) we get
n∑
i=1
am−2,ifi = 0.
Continuing this way we get
n∑
i=1
a1,ifi = 0.
Using the homomorphism s and combining it with (2.7) (for t=1) and (2.8) we get
that w = 0 which finishes the proof of Proposition 2.4. 
Remark 2.5. Using Proposition 2.4, it is easy to see that the morphism SpecR[S]/J →
SpecR induced by the homomorphism R→ R[S]/J restricts to an isomorphism of
schemes
(SpecR[S]/J) \ V (Ie) ∼= SpecR \ V (I),
where Ie denotes the ideal of R[S]/J generated by the image of I under the map
R→ R[S]/J .
Lemma 2.6. Assume the nonzero polynomial p ∈ R[S] has degree d. If p ∈ J , then
there exist, for 1 ≤ i ≤ n, qi ∈ R[S] of degree at most d − 1 (whenever nonzero)
such that
p =
n∑
i=1
qi(Sfi − gi).
Proof. Since p ∈ J , there exist e1, . . . , en ∈ R[S] with
p =
n∑
i=1
ei(Sfi − gi).
If all ei have degree at most d−1 there is nothing to prove. Assume first the degree
of each ei is at most d, say
ei =
d∑
j=0
eijS
j
with eij ∈ R. We set
qi =
d−1∑
j=0
eijS
j ,
that is we chop off the degree d term of ei. We claim that
p =
n∑
i=1
qi(Sfi − gi).
Indeed, since p has degree d, we get
n∑
i=1
eidfi = 0,
so applying s we get
n∑
i=1
eidgi = 0
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and the claim follows. The general case follows by the same argument and induction
on m− (d− 1), where m is the maximum of the degrees of the ei. 
Lemma 2.7. Let p ∈ R[S] be such that there exists c ∈ R with Sp−c ∈ J . Assume
deg p = 0, that is p ∈ R ⊂ R[S]. Then p ∈ I.
Proof. Using Lemma 2.6, there exists q1, . . . , qn ∈ R with
Sp− c =
n∑
i=1
qi(Sfi − gi).
Consequently, p =
∑n
i=1 qifi ∈ I. 
Lemma 2.8. Let p ∈ R[S] be such that there exists c ∈ R with Sp−c ∈ J . Assume
deg p ≥ 1. Then there exists p1 ∈ R[S] of degree strictly less than deg p such that
(2.9) p− p1 ∈ J
and Sp1 − c ∈ J .
Proof. Set d = deg p, and let
p = adS
d +
d−1∑
i=0
aiS
i,
with ai ∈ R. Using Lemma 2.6 there exists q1, . . . , qn ∈ R[S] of degree at most d,
say
qi = qidS
d +
d−1∑
j=0
qijS
j
with
Sp− c =
n∑
i=1
qi(Sfi − gi).
Equating the highest terms we get
ad =
n∑
i=1
qidfi.
Set
p1 = p− S
d−1
n∑
i=1
qid(Sfi − gi).
Clearly p1 has degree strictly less than the degree of p and also (2.9) holds. More-
over, multiplying (2.9) by S and using the assumption Sp − c ∈ J we get that
Sp1 − c ∈ J , which finishes the proof of Lemma 2.8. 
Corollary 2.9. Let p ∈ R[S] be such that there exists c ∈ R with Sp− c ∈ J . Then
there exists p1 ∈ I ⊂ R such that
p− p1 ∈ J.
Proof. It follows immediately from Lemmas 2.7 and 2.8 using descending induction
on the degree of p. 
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Corollary 2.10. Assume R is a Gorenstein local ring, I ⊂ R a codimension 1 ideal
with R/I Gorenstein. Denote by Run the unprojection ring of the pair I ⊂ R in the
sense of [17, Definition 1.2], by s ∈ Run the new unprojection variable, and by Ie
the ideal of Run generated by the image of I under the natural map R→ Run. Then
the natural map R→ Run is injective and induces an isomorphism of schemes
SpecRun \ V (I
e) ∼= SpecR \ V (I).
Moreover, assume a ∈ Run. If as ∈ R, then a ∈ I ⊂ R.
Proof. Using [17, Definition 1.2], the injectivity statement follows from Proposi-
tion 2.4, the isomorphism of schemes from Remark 2.5, and the last statement
from Corollary 2.9. 
2.2. Proof of Proposition 2.1. AssumeM is anR-module, and r ∈ R an element.
We say that r isM -regular if the multiplication by r homomorphismM →M, m 7→
rm is injective. For the proof of Proposition 2.1 we will need the following general
lemma.
Lemma 2.11. Assume R is a Noetherian commutative ring with identity, I ⊂ R
an ideal of R and M1, . . . ,Mn a finite number of finitely generated R-modules. If
for every i, with 1 ≤ i ≤ n, exists ai ∈ I which is Mi-regular, then there exists
a ∈ I which is Mi-regular for all 1 ≤ i ≤ n.
Proof. It is well-known ([7, Theorem 3.1]) that for fixed i the subset Ui ⊂ R con-
sisting of the elements of R which are not Mi-regular is a finite union of prime
ideals. By the assumptions of the Lemma, for fixed i the ideal I is not a subset of
Ui. Therefore, by prime avoidance ([7, Lemma 3.3]) I is not a subset of the union
∪ni=1Ui, which finishes the proof of Lemma 2.11. 
Lemma 2.12. Fix a ∈ L. There exists ra ∈ Ia which is R-regular, and R/Ic-regular
for all c ∈ L \ {a}.
Proof. Since R is Gorenstein, hence Cohen–Macaulay, and Ia ⊂ R has codimension
1, there exist an R-regular element contained in Ia. Assume c ∈ L \ {a}. Using
Assumption (2.1) the ideal Ia + Ic of R/Ic has codimension at least 1. Since by
our assumptions R/Ic is Gorenstein, hence Cohen–Macaulay, we have that Ia +
Ic contains an R/Ic-regular element. Consequently, Ia contains an R/Ic-regular
element. The result follows from Lemma 2.11. 
Lemma 2.13. Fix distinct a, b ∈ L, and ra ∈ Ia which is R-regular, and R/Ic-
regular for all c ∈ L \ {a}, such an element exists by Lemma 2.12. There exists
rb ∈ Ib, which is R-regular, R/(ra)-regular and R/Ic-regular for all c ∈ L \ {b}. In
particular, both ra, rb and rb, ra are R-regular sequences.
Proof. Arguing as in the proof of Lemma 2.12 and using [7, Exercise 17.4], it
is enough to show that Ib contains an R/(ra)-regular element. Since ra is R-
regular, the ideal (ra) ⊂ R has codimension 1 in R and the quotient R/(ra) is
Gorenstein, hence Cohen–Macaulay. Since R/Ib is Gorenstein and ra is an R/Ib-
regular element, the ideal (ra) + Ib has codimension in R exactly 2, so the ideal
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Ib + (ra) has codimension in R/(ra) equal to 1, hence, since R/(ra) is Cohen–
Macaulay, it contains an R/(ra)-regular element. Consequently, Ib contains an
R/(ra)-regular element. 
We now start the proof of Proposition 2.1. Fix ra ∈ Ia, rb ∈ Ib with the properties
stated in Lemma 2.13. Since by Assumption (2.1) ϕab(Ia) ⊂ Ib, we have
(2.10) rbϕba(ϕab(ra)) = ϕba(rbϕab(ra)) = ϕab(ra)ϕba(rb) = raϕab(ϕba(rb)).
Since both ra, rb and rb, ra are R-regular sequences, there exist Aba, Aab ∈ R such
that
ϕba(ϕab(ra)) = raAba and ϕab(ϕba(rb)) = rbAab.
The elements Aba, Aab are unique since both ra and rb are R-regular. Substituting
in (2.10) we get rbraAba = rarbAab , and using that the product rarb is R-regular,
we get Aba = Aab. Assume r ∈ Ia. We have
rarAba = r(raAba) = rϕba(ϕab(ra)) = ϕba(ϕab(rra)) = raϕba(ϕab(r)),
since ra is R-regular we get ϕba(ϕab(r)) = rAba, which proves (2.3).
We now prove that Aba is homogeneous of the stated degree. Denote by A
′
ba
the homogeneous component of Aba of degree equal to degϕa + degϕb. For r ∈ Ib
homogeneous, (2.3) implies by comparing homogeneous components that rA′ba =
rAba. Taking into account that Ib is a homogeneous ideal of R, we get that rA
′
ba =
rAba for all r ∈ Ib. Combining it with (2.3) and the already proven uniqueness of
Aba it follows that Aba = A
′
ba.
We now prove (2.4). Fix c ∈ L \ {a, b}. We have
Aabra = ϕba(ϕab(ra)) = (ϕb + Cbaib) [(ϕa + Cabia)(ra)]
= (ϕb + Cbcib) [(ϕa + Cabia)(ra)] + (Cba − Cbc) [(ϕa + Cabia)(ra)]
= (ϕb + Cbcib) [(ϕa + Cabia)(ra)] + (Cba − Cbc) [(ϕa + Cacia)(ra)]
+(Cba − Cbc)(Cab − Cac)ra.
Consequently, using that by Assumption (2.1) ϕab(Ia) ⊂ Ib, ϕbc(Ib) ⊂ Ic and
ϕac(Ia) ⊂ Ic we get that Aabra − (Cba − Cbc)(Cab − Cac)ra ∈ Ic. Since ra is
R/Ic-regular, we deduce (2.4), which finishes the proof of Proposition 2.1.
2.3. Proof of Theorem 2.3. In this subsection we use the notations introduced
in Section 2. We will need the following 3 lemmas for the proof of Theorem 2.3.
Lemma 2.14. AssumeM⊂ L is a nonempty subset, and w ∈ L\M. The natural
map R→ RM induces an isomorphism
R/Iw ∼= RM/JM,w.
In particular, the quotient ring RM/JM,w is Gorenstein, and if dimRM = dimR
then JM,w is a codimension 1 ideal of RM.
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Proof. Since for distinct u, v ∈M
yuvyvu −Auv = (yuw + Cuv − Cuw)(yvw + Cvu − Cvw)−Auv,
using the definition of JM,w it follows that
RM/JM,w ∼= R/(I1 + Iw),
where I1 ⊂ R is the ideal generated by the set
{ϕuw(r)
∣∣ u ∈ M, r ∈ Iu} ∪ {(Cuv − Cuw)(Cvu − Cvw)−Auv ∣∣ u, v ∈ M, u 6= v}.
To prove Lemma 2.14 it is enough to show that I1 ⊂ Iw, and this follows by
combining Assumption (2.1) with Proposition 2.1. 
Lemma 2.15. Assume M ⊂ L is a nonempty subset, u ∈ M and w ∈ L \ M.
Then, for all r ∈ Iw, the following equality
(2.11) rAuw = ϕwu(r)yuw
holds in RM.
Proof. Set x = ϕwu(r). By Assumption (2.1) x ∈ Iu. Using Proposition 2.1 and
that the equality ϕuw(x) = xyuw holds in RM (since it is equivalent to ϕu(x) =
xyu), we get
rAuw = ϕuw(ϕwu(r)) = ϕuw(x) = xyuw
and (2.11) follows. 
Lemma 2.16. Assume that for a nonempty subset M ⊂ L the natural map R →
RM is injective. Consider distinct u, v ∈ M and w ∈ L \M. Then the following
equality
(2.12) yuwDvw = yvwDuw
holds in RM.
Proof. We start by showing that
(2.13) yuwDvw − yvwDuw
is in the image of the natural map R → RM. Substituting in (2.13) yuw with
yuv + (Cuw − Cuv), yvw with yvu + (Cvw − Cvu) and expanding Dvw and Duw, we
get
yuwDvw − yvwDuw =
[yuv + (Cuw − Cuv)] (Avw − [yvu + (Cvw − Cvu)]Cwv)
− [yvu + (Cvw − Cvu)] (Auw − [yuv + (Cuw − Cuv)]Cwu) .
It is enough to show that, after expanding, the sum of the terms involving the
variables yuv and yvu is in the image of R → RM. Since yuvyvu = Auv in RM, it
suffices to show that
yuvAvw − yuv(Cvw − Cvu)Cwv − yvu(Cuw − Cuv)Cwv
−yvuAuw + yvu(Cuw − Cuv)Cwu + yuv(Cvw − Cvu)Cwu
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which is equal to
yuv [Avw − (Cwv − Cwu)(Cvw − Cvu)]
−yvu [Auw − (Cwu − Cwv)(Cuw − Cuv)]
is in the image of R → RM. This follows using Proposition 2.1 and the definition
of RM. We have shown that yuwDvw − yvwDuw is in the image of R→ RM.
We claim that
(2.14) r(yuwDvw − yvwDuw) = 0
holds in RM for any r ∈ Iw. Using Lemma 2.15, we have
ryuwDvw = yuw(rAvw − ryvwCwv) =
yuw(ϕwv(r)yvw − ryvwCwv) = yuwyvwϕw(r)
and similarly ryvwDuw = yvwyuwϕw(r). Thus (2.14) follows. Now, since Iw ⊂ R
has codimension 1 and R is Cohen-Macaulay, Iw contains an R-regular element.
Hence combining (2.14) with the previously shown fact that yuwDvw − yvwDuw is
in the image of R→ RM and that, by assumption, this map is injective, we deduce
Equality (2.12). 
We start the proof of Theorem 2.3 by using complete induction on the cardinality
of M. Assume first that M is the empty set. Then RM = R so statement (1) of
Theorem 2.3 is trivially true. Assume there exists w ∈ L \M. Then JM,w = Iw so
(2) and (3) are trivially true, since there are no yu. This proves Theorem 2.3 for
the case that M has cardinality 0.
Suppose Theorem 2.3 is true for all M ⊂ L of cardinality strictly less than n,
where n ≥ 1. Consider M ⊂ L of cardinality n, and fix an element v ∈ M. We
denote by N the set M \ {v}. Since the cardinality of N is strictly less than n,
by the inductive hypothesis applied to N and to v ∈ M \ N we have that RN
is Gorenstein with dimRN = dimR, the map R → RN is injective and that RM
is the unprojection of JN ,v ⊂ RN . Consequently, using [17, Theorem 1.5] RM is
Gorenstein with dimRM = dimRN = dimR, and by Corollary 2.10 the natural
map RN → RM is injective, hence the natural map R → RM is also injective. If
L \M = ∅ then there is nothing left to show. Assume this is not the case and let
w ∈ L \M. We will make use in our argument of the chain of strict inclusions
N ⊂ M=N ∪ {v} ⊂ M∪ {w}.
Using Lemma 2.14 we have that JM,w is a codimension 1 ideal of RM with the
quotient ring RM/JM,w being isomorphic to R/Iw, hence Gorenstein. We use the
identification of RN with a subring of RM to consider the ideal JN ,w ⊂ RN . We fix
an RM-regular element of JM,w (such an element exists since RM is Gorenstein,
hence Cohen–Macaulay, and JM,w is a codimension 1 ideal), say
br1 +
∑
u∈M
bu(yu + Cuw) ∈ RM
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with r1 ∈ Iw and b, bu ∈ RM, and define the element
s =
bϕw(r1) +
∑
u∈M buDuw
br1 +
∑
u∈M bu(yu + Cuw)
∈ K(RM),
where K(RM) is the total quotient ring of RM, that is the localization of RM with
respect to the multiplicatively closed subset of nonzero divisors of RM, cf. [7, p. 60].
Lemma 2.17. We have the following equalities inside K(RM):
(2.15) sr = ϕw(r)
for all r ∈ Iw, and
(2.16) syuw = Duw
for all u ∈M.
Proof. To prove (2.15) it is enough to show that for all r ∈ Iw
rDuw = ϕw(r)(yu + Cuw),
which is true being a restatement of (2.11), and that
rϕw(r1) = r1ϕw(r)
which is true, since
rϕw(r1) = ϕw(rr1) = r1ϕ(r).
To prove (2.16) is is enough to prove that for all v ∈ M
ϕw(r1)(yv + Cvw) = Dvwr1,
which is true being a restatement of (2.11), and that for all v ∈ M with v 6= u we
have
(yv + Cvw)Duw = (yu + Cuw)Dvw
which is true, being a reformulation of (2.12). This finishes the proof of Lemma 2.17.

Using Lemma 2.17, the multiplication by s which, a priori, is only an RM-
homomorphismRM → K(RM) has the additional properties that it extends ϕw : Iw →
R and its image is contained inside RM ⊂ K(RM). Consequently, it defines an
RM-homomorphism
ΦM,w : JM,w → RM.
This shows (2) of the induction step.
We shall now prove that
(2.17) HomRM(JM,w, RM) = (iM,w,ΦM,w).
Let ψ ∈ HomRM(JM,w, RM). Write ψ(yvw) = a+ byvw, with a ∈ RN and b ∈ RM,
and set
ψ1 = ψ − biM,w.
By construction ψ1(yvw) = a ∈ RN . We claim that ψ1(r) ∈ RN for all r ∈ JN ,w ⊂
RN . Indeed, for r ∈ JN ,w ⊂ JM,w we have
yvwψ1(r) = rψ1(yvw) ∈ RN
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and the claim follows from Corollary 2.10. We deduce that the restriction of ψ1
to JN ,w is a well-defined RN -homomorphism JN ,w → RN . Let us denote this
homomorphism by ψ2. Since the cardinality of N is strictly less than n, by the
induction hypothesis
(2.18) HomRN (JN ,w, RN ) = (iN ,w,ΦN ,w)
as RN -modules. Hence there exist a1, a2 ∈ RN such that
(2.19) ψ2 = a1iN ,w + a2ΦN ,w.
Consider the RM-homomorphism ψ3 : JM,w → RM given by
ψ3 = ψ1 − a1iM,w − a2ΦM,w.
Lemma 2.18. The RM-homomorphism ψ3 : JM,w → RM is the zero homomor-
phism.
Proof. Since ΦN ,w coincides with the restriction of ΦM,w to JN ,w, using (2.19) we
deduce that ψ3(r) = 0 for all r ∈ JN ,w, in particular ψ3(r) = 0 for all r ∈ Iw
and ψ3(yuw) = 0 for all u ∈ N . Taking into account that JM,w is the ideal of
RM generated by JN ,w ∪ {yvw}, to prove Lemma 2.18 it is enough to show that
ψ3(yvw) = 0. Denote by JN ,v,w ⊂ RN the ideal of RN generated by
Iv ∪ Iw ∪
{
yuw
∣∣ u ∈ N} .
We will first show that
(2.20) rψ3(yvw) = 0
for all r ∈ JN ,v,w. Indeed, for u ∈ N
yuwψ3(yvw) = ψ3(yuwyvw) = yvwψ3(yuw) = 0,
for r ∈ Iw
rψ3(yvw) = ψ3(ryvw) = yvwψ3(r) = 0,
while for r ∈ Iv, ryvw = ϕvw(r), which by Assumption (2.1) is in Iw , hence
rψ3(yvw) = ψ3(ryvw) = ψ3(ϕvw(r)) = 0.
It remains to prove that (2.20) implies that ψ3(yvw) = 0, and for that it is enough
to show that JN ,v,w contains an RN -regular element. Since RN is Gorenstein, hence
Cohen–Macaulay, it is enough to show that the ideal JN ,v,w has codimension in RN
at least 1. Consider the natural surjection
R
Iv + Iw
[yv]→
RN
JN ,v,w
.
Since, by Assumption (2.2), codimR(Iv + Iw) ≥ 2 we deduce that JN ,v,w has codi-
mension in RN at least 1, which finishes the proof of Lemma 2.18. 
Using Lemma 2.18, we get ψ ∈ (iM,w,ΦM,w), which proves Equation (2.17).
It follows immediately from the definitions that RM,w is the unprojection of type
Kustin–Miller of the pair JM,w ⊂ RM, which finishes the proof of Theorem 2.3.
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3. The case of a complete intersection
In this section we describe an application of Theorem 2.3 to the case where R is
the quotient of a polynomial ring by an ideal generated by a regular sequence. Let
S denote the ambient polynomial ring over a field K given by
S = K[xij
∣∣ 1 ≤ i ≤ n, 1 ≤ j ≤ ki],
where n ≥ 2 and, for every 1 ≤ i ≤ n we have ki ≥ 1. We set N = k1+ · · ·+kn. We
fix an integer d and, for each variable xij , we set the degree of xij to be a positive
integer, subject to the condition
ki∑
j=1
deg(xij) = d
for every 1 ≤ i ≤ n. For i ∈ {1, . . . , n} we denote the product xi1xi2 · · ·xiki by Xi.
Then, for m ∈ {1, . . . , n− 1}, we consider the degree d homogeneous polynomial
given by:
fm = am1X1 + am2X2 + · · ·+ amnXn,
where aml ∈ K are general. Finally, setting IX = (f1, . . . , fn−1), we define R =
S/IX . It is easy to see that f1, . . . , fn−1 is a regular sequence in S. Indeed,
using linear algebra and the generality of aml we see that (f1, . . . , fn−1, xn1) =
(X1, X2, . . . , Xn−1, xn1) which is an ideal of S of codimension n, hence the ideal
(f1, . . . , fn−1) has codimension n− 1 and the claim follows from the fact that S is
Cohen–Macaulay. Since S is Gorestein and f1, . . . , fn−1 is a regular sequence of S,
the ring R is Gorenstein.
For i ∈ {1, . . . , n} set Mi = {xi1, xi2, . . . , xiki} and consider M1 × · · · × Mn.
For each u ∈ M1 × · · · ×Mn, write u = (u1, . . . , un) with ui ∈ {xi1, xi2, . . . , xiki}
and consider I ′u ⊂ S the ideal generated by {u1, . . . , un}. It is clear that IX ⊂ I
′
u.
Denote by Iu the ideal of R given by I
′
u/IX . Since both IX and I
′
u are generated
by S-regular sequences and dimS/I ′u = dimS/IX −1, the ideal Iu is a codimension
1 homogeneous ideal of R and R/Iu is Gorenstein.
Let B denote the matrix of coefficients:
(3.1) B =


a11 . . . a1n
...
. . .
...
a(n−1)1 . . . a(n−1)n

 .
Denote by ∆i the ith entry of the n× 1 matrix ∧n−1B, in other words, ∆i equals
(−1)i times the determinant of the submatrix of B obtained by deleting the ith
column. By the generality assumption on aml, we know that ∆i 6= 0, for all i. For
1 ≤ i ≤ n and 1 ≤ j ≤ ki, set
x̂ij =
∏
1≤a≤ki
a 6=j
xia.
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Notice that x̂ij =
Xi
xij
, in K(S), the ring of fractions of S. Given u = (u1, . . . , un) ∈
M1 × · · · ×Mn, we can write the generators of IX in matrix format as
(3.2)


f1
...
fn−1

 =


a11û1 . . . a1nûn
...
. . .
...
a(n−1)1û1 . . . a(n−1)nûn




u1
...
un

 .
Denote by Q the (n−1)×n matrix of (3.2) and by (∧n−1Q)i the determinant of the
submatrix of Q obtained by deleting the ith column multiplied by (−1)i. Following
[13, Theorem 4.3] the map ϕu ∈ HomR(Iu, R) given by
ui + IX 7→ (∧
n−1Q)i + IX ,
together with the inclusion iu : Iu → R generate HomR(Iu, R). Notice that
(3.3) (∧n−1Q)i = ∆i
∏
1≤a≤n
a 6=i
ûa.
Remark 3.1. It is easy to check that codimR(Iu + Iv) ≥ 2 if and only if u 6= v.
However, if we do not impose any extra assumption on u, v the existence of Cuv ∈ R
such that (ϕu+Cuviu)(Iu) ⊂ Iv, an assumption of Theorem 2.3, can fail, as is shown
in the following example. Consider n = 2 and k = 2. Set
(x11, x12) = (x1, x2), (x21, x22) = (z1, z2),
so that M1 = {x1, x2} and M2 = {z1, z2} and R is the quotient of the polynomial
ring S = K[x1, x2, z1, z2] by IX = (f) = (ax1x2 + bz1z2), for general a, b ∈ K. Take
u = (x1, z1) and v = (x1, z2) in M1 × M2. Then Iu = (x1 + IX , z1 + IX) and
Iv = (x1 + IX , z2 + IX). Moreover ϕu ∈ HomR(Iu, R) is given by
x1 + IX 7→ bz2 + Ix and z1 + Ix 7→ −ax2 + IX .
Suppose there exists Cuv ∈ R such that (ϕu + Cuviu)(Iu) ⊂ Iv. Then there exists
g ∈ S such that −ax2 + gz1 ∈ (x1, z2) which is impossible.
Lemma 3.2. Let L be a subset ofM1×· · ·×Mn such that for distinct u, v ∈ L there
exist 1 ≤ i1 < i2 ≤ n such that ui1 6= vi1 and ui2 6= vi2 , where u = (u1, . . . , un) and
v = (v1, . . . , vn). Then, for distinct u, v ∈ L, we have codimR(Iu + Iv) ≥ 3 and
ϕu(Iu) ⊂ Iv.
Proof. It is clear that under this assumption codimR(Iu + Iv) ≥ 3 for every u 6= v
in L. Let i1, i2 be such that ui1 6= vi1 and ui2 6= vi2 , so that vi1 divides ûi1 and vi2
divides ûi2 . By (3.3), we deduce that ϕu(ui) ∈ Iv for every 1 ≤ i ≤ n. 
By Proposition 2.1, for any u 6= v there exists Auv ∈ R such that RL, the parallel
unprojection of
{
Iu
∣∣ u ∈ L} in R, is given as the quotient of R[yu ∣∣ u ∈ L] by the
ideal generated by{
yur − ϕu(r)
∣∣ u ∈ L, r ∈ Iu} ∪ {yuyv −Auv ∣∣ u, v ∈ L, u 6= v} .
Following the proof of Proposition 2.1, to calculate Auv we start by identifying
ru ∈ Iu and rv ∈ Iv such that ru, rv is a regular sequence. Let i1 6= i2 be such
that ui1 6= vi1 and ui2 6= vi2 . Then ui1 , vi2 clearly satisfy this condition. According
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to the proof of Propostion 2.1, Auv ∈ R can be computed by factoring ui1vi2 in
ϕu(ui1 + IX)ϕv(vi2 + IX). Now,
ϕu(ui1 + IX)ϕv(vi2 + IX) = ∆i1∆i2

∏
a 6=i1
ûa



∏
b6=i2
v̂b

+ IX
and since ui2 6= vi2 , we know that vi2 divides ûi2 and likewise ui1 divides v̂i1 . Hence
we deduce that
Auv = ∆i1∆i2
ûi2
vi2
v̂i1
ui1

 ∏
a 6=i1,i2
ûav̂a

+ IX .
Proposition 2.1 shows that Auv is independent of the choice of i1, i2. Consider the
polynomial ring
SL = K[xij , yu
∣∣ 1 ≤ i ≤ n, 1 ≤ j ≤ ki, u ∈ L],
where deg(yu) = (n− 1)d−
∑n
i=1 deg(ui). Consider the ideal of SL generated by:
(3.4)
E =
{
fm
∣∣ 1 ≤ m ≤ n− 1} ∪ {yuui −∆i ∏
1≤a≤n
a 6=i
ûa
∣∣ u ∈ L, 1 ≤ i ≤ n}
∪ {yuyv −∆i1∆i2
ûi2
vi2
v̂i1
ui1
∏
1≤a≤n
a 6=i1,i2
ûav̂a
∣∣ u, v ∈ L, u 6= v}
where, for distinct u, v ∈ L, i1, i2 are two indices, depending of u and v, such that
u and v have distinct i1 and i2 components. Then, the parallel unprojection of{
Iu
∣∣ u ∈ L} in R is given by SL/(E).
Henceforth, we will assume we are given L, a subset of M1 × · · · ×Mn, with
at least 2 elements, such that every two vectors in L have at least two distinct
coordinates. This assumption implies that ki1 ≥ 2 and ki2 ≥ 2, for at least two
indices i1, i2; hence the total number N of variables of S is at least 4.
Remark 3.3. In the following proposition, we will use the following general facts.
Assume A is a Gorenstein graded ring, and denote by Aun the Kustin–Miller unpro-
jection of a codimension 1 homogeneous ideal I ⊂ A with A/I Gorenstein. Then
dimAun = dimA (see [17]) and if the canonical module of A is A(k), then the
canonical module of Aun is Aun(k), see [12, Remark 2.23]. Moreover, using again
[12, Remark 2.23], there is the following relation between the Hilbert series of Aun,
A and A/Iu:
(3.5) HAun(t) = HA(t) +HA/I(t)
tdeg(y)
1− tdeg(y)
,
where y ∈ Aun is the new unprojection variable.
Proposition 3.4. The ring RL is a Gorenstein graded ring of dimension N − (n−
1). Its canonical module is given by RL(−d) and its degree as an SL-module is
(3.6)
dn−1∏n
i=1
∏ki
j=1 deg(xij)
+
∑
(u1,...,un)∈L
∏n
i=1 deg(ui)
(n− 1)d−
∑n
i=1 deg(ui)
.
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Proof. Recall d is the common value of
∑ki
j=1 deg(xij) for 1 ≤ i ≤ n. By The-
orem 2.3, RL is Gorenstein. By the same theorem, parallel unprojection can be
factored in a sequence of Kustin–Miller unprojections. Since dimR = N − (n− 1)
and the canonical module of R is R(−d) it follows by Remark 3.3 that dimRL =
N − (n− 1) and that the canonical module of RL is RL(−d). Finally, (3.6) follows
iterating (3.5). 
4. Examples and applications
4.1. Smooth cubic surface example. Assume X ⊂ P3 is a smooth cubic com-
plex surface. It is well-known (cf. [10, Section V.4]) that X contains exactly
27 distinct lines, and moreover we can find 6 of them, say l1, . . . l6, such that
li ∩ lj = ∅ when i 6= j. We denote R the homogeneous coordinate ring of X ,
L = {1, . . . , 6}, and, for u ∈ L, Iu ⊂ R the homogeneous ideal of the line lu ⊂ X .
For u ∈ L, both rings R and R/Iu are Gorenstein, and we fix a graded homomor-
phism ϕu ∈ HomR(Iu, R) which together with the inclusion morphism iu : Iu → R
generates HomR(Iu, R) as an R-module. It is easy to see (cf. Section 3) that ϕu
has degree 1.
Lemma 4.1. Fix distinct u, v ∈ L. There exists Cuv ∈ R homogeneous of degree 1
such that (ϕu + Cuviu)(Iu) ⊂ Iv.
Proof. Since the lines lu, lv are disjoint, we can assume without loss of generality
that R = C[x1, x2, z1, z2]/(Q), where Q ∈ R is a degree 3 homogeneous polynomial,
and that the homogeneous ideals are Iu = (x1, z1) ⊂ R, and Iv = (x2, z2) ⊂ R.
Since lu ∪ lv ⊂ Q, and
Iu ∩ Iv = IuIv = (x1x2, x1z2, z1x2, z1z2)
we have that Q ∈ IuIv, so there exist a1, . . . a4 ∈ R homogeneous of degree 1 such
that
Q = a1x1x2 + a2x1z2 + a3z1x2 + a4z1z2.
It follows (cf. Section 3) that HomR(Iu, R) = (iu, ϕ1,u) with
ϕ1,u(x1) = −(a3x2 + a4z2), ϕ1,u(z1) = a1x2 + a2z2,
in particular ϕ1,u(Iu) ⊂ Iv. Since both sets {iu, ϕ1,u} and {iu, ϕu} generate
HomR(Iu, R), there exists b1, b2 ∈ R with b1 a nonzero constant and b2 homogeneous
of degree 1 such that ϕ1,u = b1ϕu + b2iu. Consequently, (ϕu + b2b
−1
1 iu)(Iu) ⊂ Iv,
which finishes the proof of Lemma 4.1. 
It follows from Lemma 4.1 that that the theory of parallel unprojection applies
to our situation. When Q and lu are given explicitly, it is not hard to calculate
RL. It is interesting to notice that it turns out that it is impossible to make all Cuv
simultaneously equal to 0.
The geometric meaning of RL is that it corresponds to the Castelnuovo blow–
down ([10, Theorem V.5.7]) of the six (−1)-lines l1, . . . , l6 of X . Moreover, assume
M⊂ L is a nonempty subset containingm elements. We have that RM corresponds
to the Castelnuovo blow–down of the set {lu, u ∈ M} of (−1)-lines of X , and is the
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homogeneous coordinate ring of a degree 3 +m Del Pezzo surface anticanonically
embedded in P3+m.
More generally, it is clear that the above arguments generalize to the case of
a finite set of pairwise disjoint lines contained in a hypersurface X ⊂ P3 with
degX ≥ 3.
4.2.
(
n
2
)
Pfaffians format revisited. We claim that the
(
n
2
)
Pfaffians format
introduced in [12, Section 2] is (when tensored over Z with a field) a special case of
the theory of parallel unprojection developed in the present paper. Indeed, consider
the ring A0 and the polynomials Q,Q
ab
ij as defined in [12, Section 2]. We set
R = A0/(Q), L = {1, . . . , n}, and for u ∈ L we define the ideal Iu = (xu, zu) ⊂ R,
and the R-homomorphism ϕu : Iu → R, given by
ϕu(xu) = −
∂Q
∂zu
, ϕu(zu) =
∂Q
∂xu
.
Since ϕu(Iu) ⊂ Iv for all v ∈ L \ {u}, we have Cuv = 0 for all distinct indices
u, v ∈ L. It is then easy to see (compare the proof of [12, Proposition 2.14]) that
for distinct u, v ∈ L and r ∈ Iu we have
ϕv(ϕu(r)) = (Q
xz
uvQ
zx
uv −Q
xx
uvQ
zz
uv)r,
so indeed the
(
n
2
)
Pfaffians format is (when tensored over Z with a field) a special
case of the theory of parallel Kustin–Miller unprojection.
4.3. Construction of 7 Calabi–Yau families. In this subsection we sketch the
explicit construction, using parallel unprojection, of 7 families of Calabi–Yau 3-folds
in weighted projective space, corresponding to the following table:
Case 1 X ⊂ P8, X ⊂ P10
Case 2 X ⊂ P(16, 23), X ⊂ P(18, 27)
Case 3 X ⊂ P(16, 35), X ⊂ P(16, 39), X ⊂ P(18, 316)
Table I
In the above Table I, X denotes a family of Calabi–Yau 3-folds embedded in the
corresponding weighted projective space. The general member of the family for
each of the Cases 1.1, 1.2, 2.1 and 2.2 is smooth, while the general member of the
family for each of the Cases 3.1, 3.2 and 3.3 has only a certain number, specified
below, of isolated quotient singularities of type 13 (1, 1, 1). The degree of each family
is also specified below.
In the following we will sketch the construction of each family, while in Sub-
section 4.4 we will give a detailed treatment of one of the cases, namely Case 3.2.
Moreover, we checked that for each of the other 6 cases one can argue in a similar
way as in Subsection 4.4 in order to calculate the singular locus of the general mem-
ber of each family. In Remark 4.2 we make some comments about their geometry;
we hope in a future work to give a more detailed and complete treatment.
The main idea for the construction is to parallel unproject a complete intersection
Fano 4-fold in usual projective space into weighted projective space and take a
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hypersurface section to produce a Calabi–Yau 3-fold. IfW ⊂ Pn is a nondegenerate
complete intersection Fano 4-fold, then n ≤ 8. In order to use the results of Section 3
we restrict ourselves to considering only complete intersections by forms of the
same degree. A little analysis shows the possibilities contained in Table II below.
However, Case 0 does not lead to a Calabi–Yau 3-fold, since the new unprojection
variables turn out to have degree 0. Hence, we are left with Cases 1,2 and 3.
Case 0 W2 ⊂ P5
Case 1 W3 ⊂ P5, W2,2 ⊂ P6
Case 2 W4 ⊂ P5, W2,2,2 ⊂ P7
Case 3 W5 ⊂ P
5, W3,3 ⊂ P
6, W2,2,2,2 ⊂ P
8
Table II
For each case, say W ⊂ Pn, unprojecting a suitable set of b linear subspaces of
dimension 3 contained in W produces a subscheme V ⊂ P(1n+1, ab), where a is the
case number (i.e., a = 2 in the cases W4 and W2,2,2 and so on). Finally we obtain
a Calabi–Yau 3-fold X by taking a hypersurface section of degree 4− a.
Our strategy was to perform the above construction within the framework of the(
n
2
)
Pfaffians format [12] (in the hypersurface case) or the format of Section 3. In
order to make the computations simpler and more symmetrical, in some of the cases
we increased the dimension of the ambient projective space of W , to be able to find
equations for the loci as disjoint as feasible (cf. Remark 4.3 for the choice of loci in
a specific case). Say, in the case W4 ⊂ P5, we first look for 4 loci in P5 contained
in W4. Each loci is given by 2 linear equations xi, zi. Ideally the collection xi, zi,
1 ≤ i ≤ 4, would be linearly independent, and the equation defining W4 would
be a general element of degree 4 of ∩4i=1(xi, zi). Hence we worked over P
7, with
homogeneous coordinates xi, zi, for 1 ≤ i ≤ 4, and set W˜4 ⊂ P7 equal to V (F ),
where F ∈ ∩4i=1(xi, zi) is a general element of degree 4. This means we may no
longer be unprojecting from a 4-fold. However, it is easy to see that the previous
construction for 4-folds can be recovered from this one by taking a suitable number
of linear sections; for example, after unprojecting W˜4, we took 2 general linear
sections producing a 4-fold, and then took a general quadratic section producing
a 3-fold X . For all 7 cases the steps are similar, and are described briefly in what
follows (the degree of V was computed using Proposition 3.4):
Case 1.1: W˜3 = V (F ) ⊂ P
5, variables xi, zi, for 1 ≤ i ≤ 3, loci = {(xi, zi) | 1 ≤ i ≤ 3},
F general of degree 3 in
⋂
3
i=1
(xi, zi). Parallel unprojection gives V ⊂ P
8, deg V = 6. X
is a section of V by a general cubic hypersurface. Then X ⊂ P8 is a smooth Calabi–Yau
3-fold with degX = 18.
Case 1.2: W˜2,2 = V (F,G) ⊂ P
5, variables xij , for 1 ≤ i ≤ 3, 1 ≤ j ≤ 2, the set of loci
is given by {(x1i1 , x2i2 , x3i3)}, where all indices ip ∈ {1, 2} and exactly 3 or 1 of the ip
are equal to 1, F,G are general elements of the linear system 〈xi1xi2, 1 ≤ i ≤ 3〉. Parallel
unprojection gives V˜ ⊂ P9. Define V ⊂ P10 the cone over V˜ , we have deg V = 8. X is
a section of V by a general cubic hypersurface. Then X ⊂ P10 is a smooth Calabi–Yau
3-fold with degX = 24.
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Case 2.1: W˜4 = V (F ) ⊂ P
7, variables xi, zi, for 1 ≤ i ≤ 4, loci = {(xi, zi) | 1 ≤ i ≤ 4}, F
general of degree 4 in
⋂
4
i=1
(xi, zi). Parallel unprojection gives V ⊂ P(1
8, 24), deg V = 6.
X is a section of V by 2 general linear and 1 general quadratic hypersurfaces. Then
X ⊂ P(16, 23) is a smooth Calabi–Yau 3-fold with degX = 12.
Case 2.2: W˜2,2,2 = V (F,G,H) ⊂ P
7, variables xij , for 1 ≤ i ≤ 4, 1 ≤ j ≤ 2, the set of
loci is given by {(x1i1 , x2i2 , x3i3 , x4i4)}, where all indices ip ∈ {1, 2} and exactly 4 or 2 or
0 of the ip are equal to 1, F,G,H general elements of the linear system 〈xi1xi2, 1 ≤ i ≤ 4〉.
Parallel unprojection gives V ⊂ P(18, 28), deg V = 12. X is a section of V by a general
quadratic hypersurface. Then X ⊂ P(18, 27) is a smooth Calabi–Yau 3-fold with degX =
24.
Case 3.1: W˜5 = V (F ) ⊂ P
9, variables xi, zi, for 1 ≤ i ≤ 5, loci = {(xi, zi) | 1 ≤ i ≤ 5}, F
general of degree 5 in
⋂
5
i=1(xi, zi). Parallel unprojection gives V ⊂ P(1
10, 35), deg V = 20
3
.
X is a section of V by 4 general linear hypersurfaces. Then X ⊂ P(16, 35) is a singular
Calabi–Yau 3-fold with 5 quotient singularities of type 1
3
(1, 1, 1) and degX = 20
3
.
Case 3.2: (treated in more detail in Subsection 4.4) W˜3,3 = V (F,G) ⊂ P
8, variables xij ,
for 1 ≤ i, j ≤ 3, loci = {(x1i, x2i, x3i)
∣∣ 1 ≤ i ≤ 3} ∪ {(x1i, x2j , x3k)
∣∣ {i, j, k} = {1, 2, 3}},
F,G general elements of the linear system 〈xi1xi2xi3, 1 ≤ i ≤ 3〉. Parallel unprojection
gives V ⊂ P(19, 39), deg V = 12. X is a section of V by 3 general linear hypersurfaces.
Then X ⊂ P(16, 39) is a singular Calabi–Yau 3-fold with 9 quotient singularities of type
1
3
(1, 1, 1) and degX = 12.
Case 3.3: W˜2,2,2,2 = V (F,G,H,K) ⊂ P
9, variables xij , for 1 ≤ i ≤ 5, 1 ≤ j ≤ 2,
the set of loci is given by {(x1i1 , x2i2 , x3i3 , x4i4 , x5i5)}, where all indices ip ∈ {1, 2} and
exactly 5 or 3 or 1 of the ip are equal to 1, F,G,H,K are general elements of the linear
system 〈xi1xi2, 1 ≤ i ≤ 5〉. Parallel unprojection gives V ⊂ P(1
10, 316), deg V = 64
3
. X
is a section of V by 2 general linear hypersurfaces. Then X ⊂ P(18, 316) is a singular
Calabi–Yau 3-fold with 16 quotient singularities of type 1
3
(1, 1, 1) and degX = 64
3
.
Remark 4.2. We make some brief comments on the geometry of the families con-
structed. As already mentioned above, we hope in a future work to give a more
detailed and complete treatment. It was pointed out to us by Miles Reid that the
Calabi–Yau 3-fold X obtained in Case 1.1 can also be described as a (3, 3) com-
plete intersection inside the product of the projective spaces P2 × P2. Using that,
we got h1,1(X) = 2 and h1,2(X) = 168. Since in Cases 3.1, 3.2 and 3.3 we only
take linear hypersurface sections, it is not hard to see that for each of those cases
the Calabi–Yau 3-fold X obtained is birational to a nodal complete intersection Z.
This variety is simply the intersection of W˜ with the linear hypersurfaces used to
construct X . The 3-fold Z has a small resolution of singularities, which we denote
by Ẑ. Then, using the method described in [9, Remark 4.11], we found that for Case
3.1 h1,1(Ẑ) = 6, h1,2(Ẑ) = 36, for Case 3.2 h1,1(Ẑ) = 21, h1,2(Ẑ) = 12 and for Case
3.3 h1,1(Ẑ) = 27, h1,2(Ẑ) = 11. We believe that it is likely that the Calabi–Yau
3-folds obtained in Cases 1.2, 2.1 and 2.2 are more interesting, but, unfortunately,
so far we have not been able to compute their Hodge numbers.
4.4. Detailed study of Case 3.2. In Subsection 4.3 we sketched the construction,
via parallel Kustin–Miller unprojection, of 7 families of Calabi–Yau 3-folds. In what
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follows we give the details of the construction for the family corresponding to Case
3.2, which is a family of degree 12 Calabi–Yau 3-folds X ⊂ P(16, 39). The more
difficult part of the arguments is the control of the singular locus of the general
member of the family. As already mentioned above, we checked that for each of
the other 6 families the same way of arguing also allow us to calculate the singular
locus of the general member.
We set K = C, the field of complex numbers, and consider the polynomial ring
S = K[xij
∣∣ 1 ≤ i, j ≤ 3],
where we put deg xij = 1 for all 1 ≤ i, j ≤ 3. We define an S-regular sequence
f1, f2 as in Section 3. Namely,
f1 = a11X1 + a12X2 + a13X3,
f2 = a21X1 + a22X2 + a23X3,
whereXi = xi1xi2xi3, for i = 1, 2, 3 and aij ∈ K are general. We set R = S/(f1, f2).
We have ωR ∼= R(d), where d = 3+3−9 = −3, and we get a corresponding projective
6-fold, ProjR ⊂ P8 = P(19). We define the index set
L = {(i, i, i)
∣∣ 1 ≤ i ≤ 3} ∪ {(i, j, k) ∈ {1, 2, 3}3 ∣∣ {i, j, k} = {1, 2, 3}}.
Remark 4.3. Notice L has 9 elements, and has the property that if u, v ∈ L are
distinct, then the set {i ∈ {1, 2, 3}
∣∣ ui = vi} has at most 1 element. Moreover, L
is a maximal subset of {1, 2, 3}3 with this property. These properties of L are very
important in what follows, cf. Propositions 4.5 and 4.9.
For u = (a, b, c) ∈ L, we define the ideal Iu of R given by Iu = (x1a, x2b, x3c).
It is clear that L satisfies the conditions of Lemma 3.2. The degree of each new
unprojection variable is 3, and thus we obtain a projectively Gorenstein 6-fold
ProjRL ⊂ P(1
9, 39). In what follows, we show that the intersection of ProjRL with
3 general degree 1 hypersurfaces of P(19, 39) yields a codimension 11 Calabi–Yau
3-fold X ⊂ P(16, 39) with 9 quotient singularities of type 13 (1, 1, 1). The rest of this
subsection will mostly be about the control of the singular loci of the construction.
The following proposition specifies the singular locus of SpecR, which we denote
by Sing(SpecR).
Proposition 4.4. We have
Sing(SpecR) =
⋃
V (xt1,p1 , xt1,p2 , xt2,p3 , xt2,p4 , xt3,p5),
where the union is for t1, t2, t3 with {t1, t2, t3} = {1, 2, 3} and p1, . . . , p5 ∈ {1, 2, 3}
with p1 6= p2 and p3 6= p4. In particular,
dimSpecR− dimSing(SpecR) = 3.
Proof. Denote, for simplicity, V (xt1,p1 , xt1,p2 , xt2,p3 , xt2,p4 , xt3,p5) by V (ti, pj). We
set, for 1 ≤ i ≤ 3,
Ai =
∂X1
∂x1i
, Bi =
∂X2
∂x2i
, Ci =
∂X3
∂x3i
.
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Since the Jacobian matrix of f1, f2 is, in block format, equal to(
a11(A1, A2, A3) a12(B1, B2, B3) a13(C1, C2, C3)
a21(A1, A2, A3) a22(B1, B2, B3) a23(C1, C2, C3)
)
,
from the generality of aij it follows that the vanishing of all 2×2 minors of Jacobian
matrix is equivalent to
(4.1) AiBj = AiCj = BiCj = 0
for all 1 ≤ i, j ≤ 3. Assume P ∈ Sing(SpecR). If all Ai, Bi, Ci vanish at P , then it
is clear that P is contained in at least one of the loci V (ti, pj). Assume this is not
the case, by symmetry we can assume that A1 does not vanish at P . Then we get
Bj = Cj = 0 at P for all 1 ≤ j ≤ 3, which implies that at least 2 variables x2i and
at least 2 variables x3j vanish at P . Using the equation f1 we get that at least 1 of
the x1j also vanishes, so P is again contained in at least one of the loci V (ti, pj).
Conversely, by (4.1) it is clear that a point contained in a loci V (ti, pj) is a singular
point of SpecR. 
Proposition 4.5. We have that
Sing(SpecR) ⊂
⋃
u∈L
V (Iu).
Proof. Using Proposition 4.4, it is enough to show that given t1, t2, t3 with {t1, t2, t3} =
{1, 2, 3} and p1, . . . , p5 ∈ {1, 2, 3} with p1 6= p2 and p3 6= p4 there exists u ∈ L with
Iu ⊂ (xt1,p1 , xt1,p2 , xt2,p3 , xt2,p4 , xt3,p5).
If p5 ∈ {p1, p2} and p5 ∈ {p3, p4} we set u = (p5, p5, p5) and the Proposition is true.
Assume this is not the case, then {p5, p1, p2} = {1, 2, 3} or {p5, p3, p4} = {1, 2, 3}.
Without loss of generality (due to symmetry) assume that {p5, p1, p2} = {1, 2, 3}.
At least one of p3 and p4 is not equal to p5, let us assume without loss of generality
that p3 6= p5. Then it is clear that either {p1, p3, p5} = {1, 2, 3} or {p2, p3, p5} =
{1, 2, 3}. By symmetry we can assume without loss of generality that {p1, p3, p5} =
{1, 2, 3}. Then we set u ∈ L to be the triple with t1 coordinate equal to p1, t2
coordinate equal to p3 and t2 coordinate equal to p5. This finishes the proof of
Proposition 4.5. 
Remark 4.6. Assume M ⊂ L is a subset. Combining Proposition 4.5 with the
natural isomorphism of schemes (cf. Corollary 2.10)
SpecR \
⋃
u∈M
V (Iu) ∼= SpecRM \
⋃
u∈M
V (Ieu),
where Ieu ⊂ RM denotes the ideal of RM generated by the image of Iu under the
natural map R→ RM, we get that
Sing(SpecRM) ⊂
⋃
u∈L
V (Ieu).
Proposition 4.7. Assume M⊂ L is a nonempty subset. We have that
Sing(SpecRM) ⊂ V (yu
∣∣ u ∈ M).
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Proof. Fix u ∈ M. From the equations defining RM, there exist exactly 2 + #M
involving the variable yu, namely those specified by the products yuui, for 1 ≤ i ≤ 3,
and yuyv, for v ∈ M \ {u}, cf. Equation (3.4). Call the first three g1, g2, g3 and
the rest gv, for v ∈ M \ {u}. Consider the submatrix N of the Jacobian matrix of
the polynomials {gi, gv
∣∣ 1 ≤ i ≤ 3, v ∈ M \ {u}} corresponding to differentiation
with respect to the variables, ui, yv, where 1 ≤ i ≤ 3, v ∈ M \ {u}. Looking at
Equation (3.4) we get that, for 1 ≤ i ≤ 3, gi does not involve any yv for v 6= u
and also does not involve any uj for j 6= i. Moreoever, for v ∈ M \ {u}, gv does
not involve any yw, for w ∈ M \ {u, v}. Consequently, N is upper triangular with
all diagonal entries equal to yu, hence its determinant is a power of yu. Since the
codimension of RM is 2 + #M, Proposition 4.7 follows. 
The following Proposition, which is a key ingredient for Theorem 4.10, tells us
that under an unprojection the singular locus improves. Let Ru denote RM when
M = {u}.
Proposition 4.8. Fix u ∈ L. Denote by F the intersection (inside SpecRu) of
Sing(SpecRu) with V (I
e
u). We have
dimSpecRu − dimF ≥ 4.
Proof. By Proposition 4.7 F ⊂ V (yu). Looking at Equation (3.4) the 3 equations
of Ru involving yu imply the vanishing of 2 more variables. A direct observation of
the Jacobian matrix of the equations of Ru gives us the vanishing of an additional
variable, and Proposition 4.8 follows. 
Proposition 4.9. Assume u, v ∈ L distinct. Denote by G ⊂ SpecRL the closed
subscheme defined by the ideal Ieu + I
e
v + (yu
∣∣ u ∈ L) of RL. We have
dimSpecRL − dimG ≥ 4.
Proof. By Remark 4.3, the set {i ∈ {1, 2, 3}
∣∣ ui = vi} is either empty or has 1
element. If it is empty, the 15 = 6+9 variables appearing in Ieu+ I
e
v +(yu
∣∣ u ∈ L)
already give the desired codimension. Assume it is not empty, then there are 14
variables appearing in Ieu + I
e
v + (yu
∣∣ u ∈ L). By Equation (3.4), the quadratic
equation of RL involving yuyv gives us an additional variable vanishing, which
finishes the proof of Proposition 4.9. 
Theorem 4.10. We have
dimSpecRL − dimSing(SpecRL) ≥ 4.
Proof. Assume F is an irreducible component of Sing(SpecRL). Using Remark 4.6,
there exists u ∈ L such that F ⊂ V (Ieu). There are now two cases.
Case 1. For all v ∈ L \ {u} we have that F is not a subset of V (Iev ). Using the
birationality of the morphism induced by the natural ring homomorphism Ru →
RL, cf. Remark 4.6, the result follows using Proposition 4.8.
Case 2. Assume there exists v ∈ L \ {u} such that F ⊂ V (Iev ). Using Proposi-
tion 4.7, we have that
F ⊂ V (Ieu + I
e
v + (yu
∣∣ u ∈ L)),
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and the result follows from Proposition 4.9. 
Remark 4.11. Arguing similarly to the proof of Theorem 4.10 we get that for any
(not necessarily nonempty) subset M⊂ L we have
dimSpecRM − dimSing(SpecRM) ≥ 3.
Combining it with [7, Theorem 18.15] we get that RM is a direct product of normal
domains, and since it is positively graded with degree-0 part a field we get that RM
is a normal domain.
Theorem 4.12. Assume h1, h2, h3 ∈ RL are 3 general degree 1 homogeneous
elements. The ring RX = RL/(h1, h2, h3) is a normal Gorenstein domain with
dimRX = dimRL − 3 = 7 − 3 = 4, and SpecRX \ {P0} is smooth, where P0 =
(xij , yu
∣∣ 1 ≤ i, j ≤ 3, u ∈ L).
Proof. Since for the specific choices h1 = x11, h2 = x12, h3 = x13 one can check
that RL/(h1, h2, h3) is the quotient of a polynomial ideal by a monomial ideal and
dimRL/(h1, h2, h3) = dimRL−3, it follows that for 3 general degree 1 homogeneous
elements h1, h2, h3, dimRX = dimRL−3. Since by Theorem 2.3 RL is Gorenstein,
hence Cohen-Macaulay, h1, h2, h3 is a regular sequence for R and RX is again
Gorenstein.
We will now prove that SpecRX \ {P0} is smooth. We set Z1 = V (xij , 1 ≤
i, j ≤ 3) ⊂ SpecRX , the base locus of the linear system of degree 1 homogeneous
elements of SL. Using Equation (3.4)
(4.2) Z1 =
⋃
u∈L
V (xij , yv
∣∣ 1 ≤ i, j ≤ 3, v ∈ L \ {u}).
Arguing as in the proof of Proposition 4.7 each point of Z1 \ {P0} is a smooth
point of SpecRX . Since by Theorem 4.10 dimSing(SpecRL) ≤ 3, applying Bertini
Theorem (cf. [2, Theorem 1.7.1]) we get that SpecRX \ {P0} is smooth. Using [7,
Theorem 18.15] and arguing as in Remark 4.11 we get that RX is a normal domain,
which finishes the proof of Theorem 4.12. 
Proposition 4.13. The scheme X = ProjRX is integral, dimX = 3, and ωX ∼=
OX . The singular locus of X consists of 9 isolated
1
3 (1, 1, 1) singular points. In
addition, h1(OX) = 0.
Proof. RegardX as the subvariety of P(19, 39) given by the equations (3.4) together
with h1, h2, h3. Since SpecRX can be seen as its affine cone, using Theorem 4.12
we have that X is integral and 3-dimensional. The equality ωX ∼= OX follows from
Proposition 3.4. By projective Gorensteiness of RX we have h
1(OX) = 0.
For u ∈ L we denote by Pu the point of X corresponding to the ideal (xij , yv
∣∣
1 ≤ i, j ≤ 3, v ∈ L \ {u}) of RX . Using (4.2), we get from Theorem 4.12 that X
is smooth outside the 9 points {Pu
∣∣ u ∈ L}. Fix u ∈ L. Around Pu we have
yu = 1. Looking at equations (3.4) we can eliminate the variables yv for v ∈ L\{u}
and u1, u2, u3, since these variables appear in the set of equations multiplied by yu.
This means that Pu is a quotient singularity of type
1
3 (1, 1, 1). 
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