The problem of single-tone frequency estimation for a discrete-time real sinusoid in white Gaussian noise is addressed. We first show that the frequency information is embedded in the principal singular vectors of a matrix which stores the observed data with no repeated entry. The technique of weighted least squares is then utilized for finding the frequency from the singular vectors. It is proved that the variance of the frequency estimate approaches Cramér-Rao lower bound when the data observation length tends to infinity. The computational efficiency and estimation accuracy are demonstrated via computer simulations.
Introduction
Frequency estimation of a single real sinusoid in the presence of noise has been an active research topic in the signal processing literature [1] - [13] . The signal model is:
where
The γ > 0, ω ∈ (0, π) and φ ∈ [0, 2π) are the amplitude, frequency and phase of the sinusoid, respectively, and they are unknown constants, while q k is the additive measurement noise which is assumed a zero-mean white Gaussian process with unknown variance of σ 2 . The task of frequency estimation is to find ω from the K samples of r k .
Pisarenko harmonic decomposition (PHD) [3] can be considered as the simplest subspace method which utilizes the covariance of r k to compute the frequency. So and Chan [4] have shown that the PHD estimation performance can be improved if the data matrix is employed instead of the covariance matrix. By incorporating the technique of weighted least squares (WLS) into [4] , the resultant algorithm [5] can provide optimum accuracy. Recently, Elasmi-Ksibi et al. [6] have also extended [3] with the use of a normalized second-order infinite impulse response notch filter, whose frequency variance can attain Cramér-Rao lower bound (CRLB) [1] when ω is close to 0.5π. On the other hand, a fast efficient technique based on iterative autoregressive moving average (ARMA) model fitting has been devised in [7] . Maximum likelihood (ML) frequency estimation of a real tone has been addressed in [8] which involves maximizing a multimodal cost function, and this is similar to the periodogram methodology [9] . Furthermore, approaches based on discrete Fourier transform (DFT) and autocorrelation of r k are found in [10] - [11] and [12] - [13] , respectively. Although single-tone frequency estimation has been well studied, efforts have continually been made to devise fast and accurate estimators with small threshold signal-to-noise ratio (SNR) and uniform estimation performance across the admissible frequency range. In this work, we propose to exploit the principal-singular-vector utilization for modal analysis (PUMA) [14] which is originally derived for two-dimensional sinusoidal parameter estimation, and WLS [5] , in the frequency estimator development, in order to fulfil the above-mentioned challenges.
The rest of the paper is organized as follows. In Section 2, the proposed frequency estimator is derived and analyzed, assuming that K can be factorized as K = M × N. We first show that the frequency information is contained in the principal singular vectors of the M × N matrix which stores r k with no repeated entry. To be precise, the left principal singular vectors correspond to noisy sinusoidal sequences with frequency of ω while the frequency of the right principal singular vectors is Mω. We then utilize the WLS technique [5] to find the frequencies of the principal singular vectors. It is also proved that when K tends to infinity, the variance of the frequency estimate approaches CRLB. It is worthy to point out that we have recently applied the PUMA methodology in developing an efficient estimator for a single complex tone [15] . Nevertheless, the factorization of a real tone is different from that of a complex tone and hence the algorithm and analy-sis are different from [15] . Simulation results are included in Section 3 to corroborate the analytical development and to evaluate the performance of the proposed algorithm by comparing with the WLS [5] , ML [8] , and ARMA model fitting [7] methods as well as CRLB. Finally, conclusions are drawn in Section 4.
Proposed Frequency Estimator
We first construct a M × N matrix, denoted by R, to store r k with no repeated entry, and it has the form of:
The (m, n) entry of R is represented as [R] m,n = r m+(n−1)M . Without loss of generality, it is assumed that M ≥ N. Note that even if K is not factorizable, one simple way is to discard a few samples and find M and N such that their product is closest to K, and the performance loss will be negligible for a sufficiently large data length. In matrix form, (1) becomes
where S and Q contain {s k } and {q k } accordingly. By making use of trigonometric identities, it is found that S can be factorized as:
and
with T denotes the transpose operator. We see that the frequency information is contained in G and H but they cannot be straightforwardly obtained from {r k }. In this work, we make use of the PUMA approach [14] by employing the principal singular vectors of R for frequency estimation as follows. Decomposing R using singular value decomposition yields:
are orthonormal matrices whose columns are the corresponding left and right singular vectors, respectively. By noting that rank(S) = 2 as long as Mω is not an integral multiple of 2π, the optimum estimate of S based on R, denoted byŜ, iŝ
Comparing (5)- (8) and (10), it is clear that G, Γ and H correspond to U s , Λ s and V s , respectively. To estimate ω from U s , we utilize the fact that G and the noise-free version of U s , denoted byŨ s , span the same subspace, that is:Ũ
where Ω G ∈ R 2×2 is an unknown rotation matrix. As a result,ũ 1 andũ 2 are still pure real tone sequences although their amplitudes and phases are different from those of G. As an illustration, considering K → ∞ and noting that the singular vectors are orthogonal and of unity norms, we can deduce:
where θ ∈ [0, 2π) is an arbitrary parameter. The corresponding noise-free singular values are then determined as:
To estimate ω from U s , we first let α = 2 cos(ω). According to the linear prediction property of s k + s k−2 = αs k−1 , we construct:
where c = c
the ith element in a vector. Employing the WLS technique, the ideal estimate of α, denoted byα, is [5] :α
is a Toeplitz matrix with first column a and first row b T and 0 i×j represents an i × j zero matrix, and u s = u
T , and noting that Aũ s = 0 (M −2)×1 , the optimal weighting matrix W M (α), which is characterized by the unknown α, is computed as:
where E, ⊗, −1 denote the expectation operator, Kronecker product and matrix inverse, respectively. Note that the noise-free singular values are approximated by λ 1 and λ 2 . As α is unknown, we use the following iterative relaxation procedure [5] for its determination:
(i) Obtain an initial estimate of α,α, using (16) with W M (α) = diag (λ (v) The frequency estimate based on U s , denoted byω L , is calculated as:
Let β = 2 cos(Mω). In a similar manner, the conceptual solution for β obtained from
with B = Toeplitz 1 0 1×(N −3)
To estimate ω using (19), we notice thatβ corresponds to M possible estimates of ω, denoted byω R,i , i = 1, 2, · · · , M:
where ⌊ ⌋ rounds the value to the nearest integer towards −∞. In this study, we calculate the absolute difference betweenω L and each of {ω R,i }, and the frequency estimate according toβ, denoted byω R , is given by the latter with the smallest difference. Mathematically,ω R =ω R,k where k is obtained from
The variances ofα andβ, denoted by var(α) and var(β), under sufficiently large M and N, are [5] 
Employing α = 2 cos(ω) and β = 2 cos(Mω), the variances ofω L andω R are computed as [5] :
Apparently, (26) is smaller than (25) because the former has a factor of 1/M 2 . In fact, we have shown in the Appendix that
which approaches the asymptotic CRLB when K → ∞, namely, 24σ 2 /(γ 2 K(K 2 − 1)) [1] . As a result, it is sufficient to employω R as the final frequency estimate. Nevertheless, we can combineω R andω L by assuming that they are uncorrelated, to produce the estimateω as:
where the noise-free and ideal parameters in (25)- (26) are substituted by the noisy or estimated values.
Numerical Examples
Computer simulations have been carried out to evaluate the frequency estimation performance of the proposed estimator by comparing with the WLS [5] , ML [8] and ARMA [7] approaches. Three iterations are employed as the stopping criterion in the WLS and proposed methods because no significant improvement is observed for more iterations while the golden section search is used for computing the ML solution after a discrete Fourier transform style coarse estimate is obtained. The mean square error (MSE) is assigned as the performance measure and CRLB is also included to validate the algorithm optimality. The sinusoidal amplitude is chosen as γ = 1 and we properly scale the zero-mean white Gaussian noise sequences {q k } to produce different SNR conditions, where SNR = γ 2 /(2σ 2 ) = 1/(2σ 2 ). All results provided are averages of 1000 independent runs using a computer with Intel Core i7 2.67 GHz processors and 3GB RAM.
In the first test, the performance of the proposed scheme based onω R and ω of (28) is compared. Figure 1 shows their MSEs versus SNR at K = 256 and K = 1024 with M = N = 16 and M = N = 32, respectively. The tone frequency is ω = 0.1π while the phase φ is uniformly chosen from [0, 2π) for each independent trial. It is seen that bothω R andω perform almost the same for K = 256 and K = 1024, and their accuracy attains the CRLB for sufficiently high SNR conditions. The corresponding threshold SNRs are 0 dB and −4 dB, indicating that a larger K gives a better threshold performance. According to Figure 1 , onlyω R is considered in the remaining experiments. In the remaining tests, the proposed method is compared with the WLS, ML and ARMA approaches. Figure 4 shows the MSEs versus SNR at K = 256. The parameter settings are identical to those of Figure 1 . The proposed, WLS, ML and ARMA estimators have threshold SNRs of 0 dB, 10 dB, −6 dB and 6 dB, while their average computation times are measured as 0.0013s, 0.0147s, 0.0086s and 0.0002s. Although the ARMA method is the most computationally efficient, it produces biased estimation when SNR ≥ 16 dB. On the other hand, the ML estimator has the best threshold performance but its complexity is higher than that of the proposed scheme. The MSEs of different methods versus ω ∈ (0, π) at SNR = 10 dB are plotted in Figure  5 . Similar to the ML and WLS algorithms, the proposed method also has uniform estimation performance when ω is not close to 0 or π.
Conclusion
A fast and accurate estimator for a single real tone based on singular value decomposition of the corresponding data matrix has been devised. The techniques of linear prediction and weighted linear squares (WLS) are utilized in the principal singular vectors which contain the frequency information, for parameter estimation. It is proved that the performance of the estimator attains Cramér-Rao lower bound at sufficiently large data lengths. Further-more, it is demonstrated that the proposed method is superior to the WLS, maximum likelihood and autoregressive moving average model fitting methods in terms of accuracy and/or computational complexity.
Appendix
In this Appendix, we prove that var(ω R ) attains the CRLB when K → ∞. With the use of (13) and (14), the asymptotic value of var(β) of (24) is derived as
When N is sufficiently large, it is shown that [5] :
As a result, (26) is:
which is (27). 
