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Abstract 
Most of the hybrid wireless sensor networks MAC protocols are based on conventional Carrier Sense Multiple Access (CSMA) 
wireless protocols. Z-MAC is an efficient hybrid protocol which alternates between CSMA and TDMA. It utilizes CSMA in low 
channel contention and switch to TDMA mode in high channel contention. In this paper, we show that Z-MAC does not perform 
well under high traffic load. It also proposes few enhancements to achieve better performance. 
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1. Introduction 
Wireless Sensor networks (WSNs) have attracted a considerable attention from researchers. These networks 
provide an attractive solution for many real life problems and new applications such as military target tracking, 
environmental and industrial monitoring as well as patient health related [1]. Many of today’s applications relay on 
this technology. A critical aspect of wireless sensor networks is a network lifetime [2], [3], [4]. Since it is extremely 
difficult to change the battery of thousands of sensors, wireless sensor networks are usable as long as they have 
power to sense data, processing and communicate with other nodes. One of the WSN power saving methodologies is 
through the hardware design [5]. However, because of hardware limitations, further power can be saved through the 
design of energy efficient communication protocols. One of the important protocols that ensure the successful 
operation of the network is Medium Access Control (MAC) protocol. In addition to power reduction, MAC 
protocols must be able to minimize collision with interfering nodes [2], [6]. Hybrid MAC protocols, [7]-[8], 
overcome many limitations of single scheme protocols, e.g. CSMAC, TDMA, etc.  
Z-MAC [8] for example is a hybrid protocol, which combines CSMA and TDMA channel access. CSMA is an 
ideal solution for low network contention, but can yield low throughput under high traffic conditions. On the other 
hand, TDMA can efficiently schedule nodes and maintain high channel utilization under high contention, but slots 
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are wasted under low traffic conditions. Moreover, TDMA has other problems, such as distributed slot assignment. 
Z-MAC is proposed as a hybrid of these two approaches. In theory, it combines the strengths of TDMA and CSMA 
while offsetting their weaknesses. Z-MAC primarily utilizes CSMA when the network contention is low, but 
switching to TDMA mode when under high contention. Although, Z-MAC has several advantages, in this paper, 
some limitations of Z-MAC protocol are discussed and few enhancements to overcome these limitations are 
proposed. 
The remaining of this paper is organized as follows: Section 2 introduces Z-MAC protocol. Section 3, presents 
our performance evaluation of Z-MAC. In section 4, Z-MAC limitations are discussed and enhancements to these 
limitations are proposed in Section 5.  
2. Z-MAC 
Z-MAC [8] is based on B-MAC [9] and it uses CSMA as the baseline MAC scheme. However, it relies on 
TDMA schedule as a hint to enhance contention resolution. Z-MAC operates in two modes: the set-up mode and the 
transmission mode. During the set-up mode, each node is assigned a time slot. For a given slot, denoted by “owner”, 
the node to which that slot is allocated. All other nodes are denoted by “non-owners”. Z-MAC uses DRAND [8] to 
assign slots to nodes.  DRAND is run during set-up phase and guarantees that no two nodes within a two-hop 
neighboring be assigned the same time slot. In the transmission mode, time is divided into slots. In Z-MAC, a time 
slot assignment is performed a higher overhead in set-up mode. Z-MAC design philosophy is that the high initial 
overhead is amortized over a long period of network operation, eventually compensated by improved throughput 
and energy efficiency.  Unlike TDMA, a node may transmit during any time slot in Z-MAC.  Before a node 
transmits during a slot, it always performs carrier-sensing and attempts to transmit a packet when the channel is 
clear. However, the owner of that slot always has higher priority than other non-owners in accessing the channel. 
The priority is implemented by adjusting the initial contention window size in such a way that the owner is always 
given earlier chances to transmit than non-owners. By mixing the ideas of CSMA and TDMA, Z-MAC becomes 
more robust to timing failures, time-varying channel conditions, slot assignment failures and topology changes than 
a standalone  TDMA;  in  the  worst  case,  it  always  falls  back  to CSMA. 
 
3. Performance Evaluation 
Our simulation experiments to study Z-MAC were conducted using the Network Simulator (ns2). Two scenarios 
were simulated. First scenario, which is a small scenario, will help us to understand the working of the DRAND and 
Z-MAC. While the other scenario is used to test the performance of the ZMAC protocol under varying data loads. 
For both scenarios a 300 x 300 meter area is assumed. The placement of nodes in both of these scenarios is static, 
because DRAND fails to assign time slots to some nodes in a random nodes placement. 
 
In the first scenario, see Fig. 1, thirteen nodes (0-12) were placed as shown in Fig. 1. Node 12 represented the 
sink, while nodes (4-11) are sources that collecting data from the environment. Nodes (0-3) are intermediate nodes 
between the sink and the sources. 
 
In the second scenario, shown in Fig. 2, the number of nodes was increased to 43 nodes, to study the effect of 
density on the performance of Z-MAC. Node 42 represented the sink. In addition, this experiment was divided into 
different phases. In each phase, the number of sources was increased. The idea was to monitor the performance of the 
Z-MAC protocol at different data rates. These phases are explained in the following parts. 
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                    Fig. 1. First simulation scenario.      Fig. 2. Second simulation scenario. 
In the first phase, nodes [36-41] are used as sources of data, while the other nodes are used as intermediate nodes 
to the sink. Therefore, there are 6 sources in the whole scenario. In the second phase, the number of sources was 
increased to 12 nodes by adding another line of sources to the previous phase. Sources are nodes [30-41]. 
Subsequently, the number of sources was increased by adding 6 nodes in each phase until it reached 30 source nodes. 
 
The performance parameters, which were computed during these different phases of experimentation, are:  
 
1. Data Delivery Percentage (Ratio): it calculated as a ration between the total numbers of packets 
received by the sink to the total number of packets sent by the sources. Fig. 3(a) show the percentage for 
all phases. As it clearly reflects that the performance of Z-MAC decreased immensely under the high 
load. For the 30 sources the data delivery percentage was less than 30 %.  
 
2. Average Delay Suffered by all Sources: Total Delay is the summation of the individual delay suffered 
by each source. Individual delay is calculated as the difference between the time packet was sent from 
the source and the time it was received at the sink. Fig. 3(b) shows the average delay. 
 
3. Average Energy Consumption: For all simulation scenarios it is assumed that each node has 100 Joule 
of energy. Sending a packet and receiving a packet require some amount of energy to be dropped. So 
for all phases of the experiment the average energy consumption of all the nodes, sources + 
intermediate nodes were calculated. Fig. 3(c) shows the total energy consumed.  
 
 
                                                                            
 
Fig. 3. (a) Data delivery percentage of scenario 2; (b) packet average delay of scenario 2 (c) total energy consumed . 
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These results clearly show the huge performance degradation of Z-MAC protocol under the high data load. The 
most alarming factor of Z-MAC’s low performance is the data delivery percentage. As it is shown in the Fig. 3(a), 
under the high load, the delivery ration decreased less than 30 % which is almost the two third of the important data 
that is lost and during this process each node spent a considerable amount of energy in its effort to pass the 
information back to the sink. Both of these factors, low delivery percentage and high energy consumption make the 
current Z-MAC protocol very unfavourable for high data rate in WSN network. Based on these results some 
improvements on Z-MAC and DRAND protocols will be proposed. These improvements will help to increase the 
data delivery ratio and also reduce the amount of energy consumed.  
 
4. Limitations of Z-MAC 
One of the main practical difficulties of Z-MAC is the initial slot assignment. Z-MAC does initial slot assignment 
at startup, but simultaneous startup may be impractical in real-world deployments. Even if the practical difficulties 
of slot assignment are handled smoothly, the links are assumed to be static until the set-up phase is run again. This 
may not be entirely true in a real deployment either, as even the paper states that "sensor networks may undergo 
frequent topology changes." While distributed slot assignment is certainly possible, it is more difficult to achieve in 
practice than implied. 
 
The second limitation is the hidden terminal problem in Z-MAC. HCL (High Contention Level) in Z-MAC 
protocol is triggered by an ECN (Explicit Contention Notification) message, and nodes enter a TDMA-like mode. The 
slot owners will have a smaller contention window and a priority for their assigned slots. One major point that was 
noticed during the experiments is focuses on why Z-MAC allows nodes in a one-hop neighborhood to contend for a 
neighbor's slot when that neighbor does not utilize its own slot in HCL mode? And is it better to these slots to be 
assigned to the neighbors or not? To discuss this difficulty, consider a three-node chain in HCL mode: A--B--C, 
assigned slots 1, 2 and 3 respectively as shown in Fig. 5. If the slot is 2, and the owner (B) does not transmit its data, 
then both A and C could contend for the same slot and transmit, since they are both in the one-hop neighborhood of 
B. This could cause a hidden terminal problem. Thus, the only way of avoiding hidden terminals is actually to limit 
slot contention to the slot owner(s). 
 
 
Fig. 5. The hidden terminal problem and its effect on Z-MAC 
 
The third limitation is the time synchronization. In an application with very low network utilization, 
synchronizing clocks every 100 packets may result in large amounts of clock drift between nodes. If traffic suddenly 
surges, and ECN messages are broadcasted, when nodes switch into HCL mode, they may have extremely out-of-
sync clocks. It's not entirely apparent that the (Low Contention Level) LCL to HCL switch is necessarily a smooth 
one under a situation like this. 
 
Other limitations of Z-MAC are the overhead of slot assignment and clock synchronization which will utilize 
more energy than a simple CSMA-only scheme. Z-Mac also has a poor coordination between senders and receivers. 
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5. Proposed Enhancements on Z-MAC 
In this part, some enhancements on Z-MAC protocol are proposed. This basic ideas of these enhancement are 
come from improved the components of Z-MAC protocol (CSMA and TDMA). As discussed in section II, Z-MAC 
includes four parts: neighbor discovery, slot assignment, local frame exchange and global time synchronization. 
 
The first enhancement focuses on the local frame exchange. As was described earlier, Z-MAC suffers from the 
hidden terminal problem. This difficulty rises from the un-continuously transmission time. In practice, the 
transmission times are not continuous but are measured in multiples of mini-slots. The length of a mini-slot is 
determined by the typical propagation/sensing delay, which cannot be chosen arbitrarily small. In this case, 
collisions are possible which will degrade the throughput and performance of CSMA. The hidden terminal difficulty 
will be overcome using the exchange of RTS/CTS pair (Request to send and Clear to send) between the sender and 
the receiver after that channel has been sensed to be idle for a sufficient amount of time;  then  the  sender  will  
decide  to  transmit  a packet to the receiver . RTS/CTS could collide but the data will not. So, each slot in a time-
slotted system consists of a few control mini-slots followed by a data slot. Links contend in the control mini-slots to 
determine a collision-free. To decrease energy consumption, RTS/CTS are extremely small, and this solution will be 
used only in the situation when the owner has no data to send. Moreover, Tiny RTS/CTS packets cost will be much 
small than the cost of retransmission of the collided data. 
 
As was discussed in the experimental part, Z-MAC drains huge amount of energy. Nodes will lose this energy 
due to idle listening. Each node constantly performs low power listening, because none of them know which nodes 
will send data to them, and when the data come. This approach requires all the nodes spend time and wake up to 
check if there is data transmitting to them. However, node’s power consumption can be decreased by advertising the 
transmitted data and the direction of this data. This technique is based on adds an advertising time slot in the 
beginning of each round.  Only nodes that have data to send will compete on this slot. Nodes will advertise their 
destination and the amount of data that will be sent. Therefore, only nodes that are waiting for data will be awake. 
Moreover, these nodes will not stay listening if they get the completed data. Nodes will sleep for the whole round, if 
they don’t have any data to receive.  
 
Assume the scenario shown in Fig. 6. Nodes one and four have data to send to nodes two and eight respectively. 
They will broadcast their advertising about the size of data and the destination. Since node one and four are not 
neighbors, their advertisements will not collided. Node four has five neighbors, all of them will receive the 
advertisement, but only node eight (the destination) will be awake while the other three nodes will sleep the whole 
round. Furthermore, node eight will sleep after receiving the whole data from node four. This technique will save 
much energy. 
 
 
Fig. 6. A scenario where further energy reduction can be achieved in Z-MAC.  
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The energy consumption in Z-MAC can be reduced further by enhancing DRAND algorithm that is responsible 
for discovering neighbors and create time slots for all nodes. Since DRAND does not include the direction of data 
flow, adding this information will allow each node to only listen to the slots that are expected to send data directed 
to this node, while it will sleep for the other time slots. Although this technique will be used only with high 
contention mode -where each node will send data only in its time slot- this will reduce the energy consumption in Z-
MAC protocol. 
Moreover, from the experimental work in the second scenario, it was found that, even though Z-MAC is using 
dynamic distance vector routing protocol, and this protocol try to use a single path for multiple nodes. Z-MAC uses 
only dedicated path and does not utilize the other paths. This makes some nodes listening to the media but they are 
not on the data path. Therefore, it is preferred to utilize routing protocols that can create multiple routing paths to 
forward the data by many nodes, hence balance energy consumption. 
6. Conclusion 
Although Z-MAC is an efficient MAC protocol, it has some drawbacks. In this work, Z-MAC protocol was 
reviewed and some of its drawbacks were discussed. Two different scenarios were simulated using ns2 to evaluate 
Z-MAC’s performance. Based on the results from the second scenario, it was found that of Z-MAC’s performance 
in terms of delay, data delivery percentage is affected severely when the number of sources increases. To achieve 
better performance, few enhancements were proposed. Implementation of these enhancements and performance 
comparisons with the original Z-MAC implementation is left as a future work. 
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