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Abstract
The goal is to look at what constraints there are for the internal manifold in phe-
nomenologically viable Heterotic string compactification. Basic string theory,
cosmology, and string compactification is sketched. I go through the require-
ments imposed on the internal manifold in Heterotic string compactification
when assuming vanishing 3-form flux, no warping, and maximally symmetric
4-dimensional spacetime with unbroken N = 1 supersymmetry. I review the
current state of affairs in Heterotic moduli stabilisation and discuss merging
cosmology and particle physics in this setup. In particular I ask what additional
requirements this leads to for the internal manifold. I conclude that realistic
manifolds on which to compactify in this setup are severely constrained.
An extensive mathematics appendix is provided in an attempt to make the
thesis more self-contained.
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Chapter 1
Introduction
1.1 The overarching goal
Superstring theories famously predict 10 spacetime dimensions, whereas we ob-
serve 4. The remaining 6 are thought to be curled up into small extra dimen-
sions.
What I initially set out to do in this thesis was to look into string compact-
ification and try to see how constrained the choice of compact dimensions was,
especially when you also take cosmology into account. It eventually became
clear to me that the 5 superstring theories get treated very differently when
compactifying, as the available ingredients behave quite differently. I therefore
made the choice of specialising to one of them, and I ended up choosing the Het-
erotic theories after I stumbled accross the work of Lara B. Anderson, James
Gray, Andre Lukas and Burt Ovrut, of which I have more to say below.
The goal of the thesis has otherwise remained the same, namely to look into
how much you can say about the choice of extra dimensions when the resulting
4-dimensional theory is supposed to match both particle physics and cosmology.
1.2 Strings and cosmology
1.2.1 Why strings
The “standard model of cosmology” is to this day the ΛCDM-model. There are
several success-stories associated to this model, hence it remains the prefered
model in cosmology. There are several problematic features as well. Much boils
down the the fact that we have a measured energy content of the universe where
4.9% of the energy is in the form of ordinary matter, 26.8% is dark matter, and
68.3% is dark energy1. If dark energy is due to a cosmological constant, as
in the ΛCDM-model, the cosmological constant is much smaller than is to be
expected from the standard model of particle physics. The dark matter isn’t
compatible with any particle in the Standard Model, so taken together this says
that the Standard Model of particle physics has trouble explaining 95.1% of the
energy content in the universe!
1[52]
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The current paradigm in cosmology is that the universe went through a
period of rapid inflation early on. This is typically modelled by one or more
gravitationally interacting scalar field(s). For phenomenological purposes it’s
usual to just postulate a scalar field and perform a semi-classical treatment. At
best the, treatment is as an effective field theory. There is nothing wrong per se
with this approach. It relies on the fact that the usual situation in physics is for
higher energy degrees of freedom to decouple in the lower energy limit. In field
theory language, the high-energy interactions are irrelevant interactions. The
“usual” case doesn’t mean the “necessary” case, and it has been argued that
inflation is essentially a UV-sensitive phenomenon.2 This tells us that to safely
model inflation at a quantum level you want a UV-complete theory of gravity.
General relativity is famously non-renormalisable ([9] has a nice discussion on
this). In fact, string theory is the only UV-complete theory of quantum gravity
known to us.
1.2.2 Why cosmology
The above are some quick arguments why cosmology calls for something more
than the standard model of particle physics and general relativity, and string
theory seems to be the sole contender. I’m personally more interested in the
converse, namely “does string theory need cosmology?” and I would argue it
does.
One reason for this is that cosmology largely went untapped in the early days
of string phenomenology, which means that models previously labled realistic
or quasi-realistic based on particle physics are shady at best when cosmology is
considered.
We still don’t know how strings select their vacuum, or if they even do.
What we can hope for is that by building more realistic vacua for strings we can
at least hope to better understand what the physical consequences of a string
vacuum are. As an offshoot, getting more constraints on what count as realistic
vacua would shrink the string landscape, and that doesn’t sound like a bad idea.
1.3 Which string theory?
When I outline the construction of superstring theories in chapter 2, it will be-
come evident that there are choices involved. The choices include how much
supersymmetry to include, what relative chirality the spinor charges get, and
what boundary condition the strings are supposed to satisfy. This will famously
lead to 5 superstring theories. This seems like a bad start for model building.
Before you can start making choices within a string model, you actually have
to make a choice on the model itself. Admittedly this is a complication, but it
might also be a strength. There is thought to be an intricate web of dualities
linking the 5 theories, with a mysterious theory called M-theory being the un-
derlying grand theory. If you believe in the dualities, then you can try to build
a model in a chosen superstring theory and then use a duality to translate the
results into a different theory ( though at a different energy scale).
I will mention T-duality and mirror symmetry in this thesis. Otherwise I
will stay away from the dualities and instead think of them as ways of justifying
2[38] and [26] both argue this point and have references to the original articles.
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the fact that I focus on the Heterotic theories in this thesis.
1.4 Unified Theory
I would also like to point out an obvious challenge I think should be a future goal
in string phenomenology, and that is to consider particle physics and cosmology
(inflation in particular) simultaneously. There are several reasons for this. Apart
from the fact that our universe has both, modelling either in string theory
seems to often make conflicting demands. To be more precise, in the setup I
will be interested in for my thesis demands specifying a Calabi-Yau manifold
in the strong sense and a holomorpic vector bundle. The articles I will be
reviewing in my thesis has made clever use of these ingredients to make sure
there aren’t too many light gravitationally coupled fields running around ruining
inflation or conflicting the observed behaviour of gravity. On the particle front,
I can mention [53] as one of many attempts of building the MSSM (or slight
extensions) using string theory. They makes choices of both manifold and bundle
incompatible with [29]. Despite [53] (or because of?) surpassing 50 pages, they
don’t once mention the word moduli stabilisation, which is to say they make no
effort on modelling inflation. I hasten to add that I do not mean to belittle their
work, as it serves as a good illustration of the toolkit of string theory applied
to particle physics.
Making sure both cosmology and particle physics are quasi-realistically re-
produced is an important pair of conditions to be met simultaneously. Doing
so will hopefully give a more realistic view of the inhabitable part of the string
landscape.
As an aside, it seems a tad wasteful to proudly proclaim a theory of every-
thing has been found and then only apply it to one domain at a time and in
complete isolation.
1.5 Some notes on conventions
I will in the following set c = ~ = 1. The gravitational constant G will be
kept, albeit hidden in Einstein’s gravitational constant κ instead. I will use the
Minkowski metric with signature − + + · · · in any dimension unless otherwise
explicitly stated. This is what seems to be the norm in general relativity and
string theory, and is handy when writing D dimensions as a product MD =
M4 ×MD−4, since M4 can then get the Minkowski-signature and MD−4 gets
ordinary Riemannian signature (++· · ·+).
When dealing with mathematical objects other than numbers in this the-
sis, the symbol “∼=” will denote an isomorphism. Examples include Spin(6) ∼=
SU(4). This is as opposed to the use seen in physics where the meaning is that
numbers are approximately equal.
1.6 A roadmap of the thesis
The flow of this thesis is as follows. I start by sketching string theory in chapter
2. I will forego many technical tools, several delightful insights, and most of the
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details of why string theory is as constrained as it is. I will instead be content
with quoting some of the key results.
I will mostly forego the study of branes. This should be seen as reflecting
my choice of string theory (the heterotic string theories) and as a means of
narrowing my scope. It is not meant as a comment on their role in string theory
or their utility in model building.
In chapter 3 I leave string theory behind in favour of reviewing some basic
FRW cosmology with inflation. This is intended as background material as I will
be talking about candidates for inflatons in the following chapters. Thinking of
the moduli (to be defined in chapter 4) as inflaton candidates might serve as a
lifeline in the ensuing torrent of mathematics.
In chapter 4 I go through some fundamentals of how to get effective 4-
dimensional theories out of 10-dimensional string theories. Due to the similari-
ties, I will also have occasion to mention some salient features of Kaluza-Klein
theory. Specifically, chapter 4 is where I will go through the arguments due to
[25] showing that Heterotic string theories will require Calabi-Yau manifolds to
achieve unbroken N = 1 supersymmetry in 4 dimensions3. I will here also try to
clear up a confusion about Calabi-Yau spaces. I will go on to state the famous
relation between the internal manifold and the number of generations (in the
particle physics sense) in 4 dimensions. I end chapter 4 by a discussion of the
moduli problem in string compactification and why it was considered acute in
heterotic string compactification.
Chapter 5 is where I reach a forefront of research, and I review recent and,
in my opinion, very promising work due to Lara B. Anderson, James Gray,
Andre Lukas and Burt Ovrut; specifically [29] and [30]. In their work, a partial
solution to the moduli problem is worked out. I will talk about their work
because they have found new insight into how the internal dimensions affect
inflation. I appologise for having kept the mathematics here mostly unreadable
for physicists.
In the last chapter I will try to hint at some future directions of string theory.
Given how vast the field of string theory is, my summary will necessarily be in
broad strokes.
1.7 Prerequisites
I have assumed no prior knowledge of string theory and only limited knowledge
of cosmology. Knowing some quantum field theory will occasionally be helpful,
but I hope to have written in such a way as to avoid the more technical aspects
of field theory. A detailed knowledge of general relativity and the fundamentals
of differential geometry is assumed.
Sadly, I have had to needed to assume that the reader is somewhat comfort-
able with group theory and representation theory as it is used in physics. Other
than these, I have tried to keep the mathematics fairly self-contained. To this
end I have written a rather lengthy appendix (appendix B) where many defini-
tions and theorems are assembled along with some mathematical discussions.
Chapter 5 is an exception. Due to the material covered within it will rely
on more advanced mathematics. Complex algebraic geometry, homological al-
3There are some other assumptions than supersymmetry involved, and they will be handled
in chapter 4.
5
gebra and sheaf cohomology in particular. I have prefaced that chapter with an
intuitive picture of what is going on, and I round it off with pointing out what
the physical consequences are.
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Chapter 2
A String Theory Course
The purpose of this chapter is the introduce the reader to some relevant string
theory I will need in the rest of the thesis. All results here are well-known
(meaning any textbook will contain them), and so I will of course just sketch
most the the results I need. This chapter owes much to [4] and [5]. I’ve also
read [3], [7], and [6].
2.1 The bosonic string
Let me just start by sketching the start of bosonic string theory. I will go to the
classical equations of motion to point out some basic features and choices. I will
not properly show how to quantise the string, as the machinery needed is quite
substantial and will take me too far afield. I will indicate how to start doing so,
i.e. what the assumptions are. How to finish is quite well known by now, and
I forego it to avoid writing a textbook on string theory and because I will not
need the machinery later. I will point out what the outcome is of quantising.
Inspired by the relativistic point particle moving in D spacetime dimensions
with action
S = −m
∫
ds (2.1)
which is proportional to the (Minkowski) length of the particle’s world line,
one can write down the Nambu-Goto action which is the (Minkowski) area of
the world-sheet a 1-dimensional object (a string) draws out in spacetime as it
moves. Let Xµ(σ, τ) be a parametrisation of this world sheet, µ = 0, 1 · · ·D−1,
σ ∈ [0, 2pi], τ ∈ R. The common choice in the textbooks is to choose σ ∈ [0, pi],
but my choice is more natural later on. Let ηµν be the metric tensor in D-
dimensional Minkowski spacetime. Write X˙µ = ∂X
µ
∂τ , X
′µ = ∂X
µ
∂σ and X · Y =
ηµνX
µY ν . The Nambu-Goto action is
SNG = −T
∫
dσdτ
√
(X˙ ·X ′)2 − X˙2X ′2 (2.2)
The constant T is called the string tension and can be written T = 12piα′ , α
′ being
the Regge slope, the so-called only parameter of string theory. α′ is related to
the string length scale by l2s = 2piα
′, meaning α′ has units of length squared. α′
is also the expansion parameter when doing string loop calculations. I will not
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perform a single loop calculation here, but α′ will show up as loop-corrections
in chapter 4 in particular.
Equation 2.2 is clearly an extension of equation 2.1 to extended objects. The
square-root is problematic. The usual work-around is to go to the string sigma
model action.1 Let hαβ be a pseudo-Riemannian metric of signature (-1,1) on
the world sheet, α = 0, 1 with x0 = τ , x1 = σ. Write h = det(hαβ). The sigma
model is
Sσ = −T2
∫
dτdσ
√−hhαβ∂αX · ∂βX (2.3)
At first glance this seems completely different. But varying the metric, one finds
that (since there is no derivative of the metric)
Tαβ = − 2
T
1√−h
δSσ
δhαβ
= 0 (2.4)
The meaning of this equation is
Tαβ = − 2
T
√−h
δ(L√−h)
δhαβ
The I will thus need the formula
δ
√−h
δhαβ
= −
√−h
2
hαβ
which can for instance be found in [22]. Using this, we get the following expres-
sion for Tαβ .
0 =
1
2
Tαβ = ∂αX · ∂βX −
1
2
hαβh
γδ∂γX · ∂δX (2.5)
Moving a term and taking a determinant gives
(X˙ ·X ′)2 − X˙2X ′2 det(∂αX · ∂βX) = 14 · −h
(
hαβ∂αX · ∂βX
)2
(2.6)
Taking the positive square root of this shows that equation 2.2 and 2.3 are
classically equivalent. The magic of the sigma model in 2 dimensions (the di-
mension of the world-sheet, not spacetime!) is the following. It is possible to
choose coordinates such that the metric becomes diagonal. Furthermore, doing
a rescaling hαβ 7→ eφhαβ leaves the action invariant as
√−h 7→ eDφ/2√−h and
hαβ 7→ e−φhαβ , cancelling eachother for precisely D = 2. This means that all
3 degrees of freedom of a metric in 2 dimensions can be gauged away leaving
hαβ = diag(−1, 1) What this means is that we can write
S = −T
2
∫
dσdτ∂αX · ∂αX (2.7)
but then the requirement Tαβ = 0 has to be added as a constraint.2
1equation 2.3 is called the Polyakov action in amongst others [5], but a case is made in [4]
to call it the string sigma model, as Polyakov wasn’t the first to find it by long shot
2It might not need specifying, but this does not say the the energy-momentum tensor of
4-dimensional spacetime vanishes. I would think of it as an additional equation that is the
price to pay in going from equation 2.2 to 2.7.
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The equations of motion of equation 2.7 is simply the wave equation
∂α∂
αXµ = (−∂2τ + ∂2σ)Xµ = 0 (2.8)
On deriving equation 2.8 one uses
Xµ∂σXµ
∣∣2pi
0
= 0 (2.9)
There are a few ways to satisfy this. The first is to look at closed strings:
Xµ(σ, τ) = Xµ(σ + 2pi, τ). If this is not satisfied, the string is open. There are
then choices of Neumann and Dirichlet boundary conditions. Dirichlet boundary
conditions prescribe X ′µ = 0 at σ = 0, 2pi and Dirichlet boundary conditions
impose Xµ(0, τ) = Xµ0 and X
µ(2pi, τ) = Xµ2pi, i.e. the endpoints are held
fixed. The modern interpretation is that for Dirichlet boundary conditions the
endpoints are attached to one or more branes. It’s also possible to mix boundary
conditions, using Neumann for the first p− 1 coordinates, say, and Dirichlet for
the last D− p. There are a lot of fascinating aspects of open strings and branes
which people started appreciating in the 90’s (meaning that this is one of the
few things for which [5] is an inadequate source). Since I’ve decided to focus
on the Heterotic string theories (defined below) in this thesis, which are string
theories with only closed strings, I will not go into open strings and branes.
Quite a bit is said on the topic in [4] and [6]. [7] is, as the title suggests, mostly
devoted to open strings and branes.
It’s possible to have a string theory with interactions consisting only of closed
strings, but you cannot drop the closed strings. Incidentally, the graviton is part
of the closed string spctrum.
I have shown how to derive the solutions to (2.8 in appendix A for closed
strings. The answer is
Xµ(σ, τ) = xµ + α′pµτ + i
√
α′
2
∑
n 6=0
e−inτ
n
(
αµne
inσ + α˜µne
−inσ) (2.10)
A way to get quantum mechanics into the picture is the standard procedure
of declaring the Fourier modes to be creation and annihilation operators of a
harmonic oscillator with the relations [αµn, α˜
ν
m] = 0, [α
µ
m, α
ν
n] = [α˜
µ
m, α˜
ν
n] =
mηµνδn,−m. Demanding reality, i.e. (Xµ)∗ = Xµ implies (αµn)
∗ = αµ−n and
similar for α˜. αµ−n for n > 0 can thus be interpreted as creation operators.
A state on the string is given by acting on a vacuum |Ω〉 by such creation
operators. The fact that [α0m, α
0
−m] = −m is a big problem, and it’s the same
kind of problem you see in quantum field theory when trying to quantise the
electromagnetic field. The reason this is bad is that if the vacuum state |Ω〉 is
normalised so that 〈Ω|Ω〉 = 1, then the states α0−m |Ω〉 for m > 0 have norm
〈Ω|α0mα0−m |Ω〉 = 〈Ω|
(
[α0m, α
0
−m] + α
0
−mα
0
m
) |Ω〉 = −m < 0
In words, there are negative norm states. Ensuring states like this are dynami-
cally decoupled is one way to derive the dimension should be. Another way to
see that they decouple is mentioned below.
Strings only become truly interesting when it’s a quantum theory. As men-
tioned, there is quite a bit of work involved turning this classical theory into a
quantum theory, so let me instead refer to just about any textbook ([4], [5], [6]
for instance) and instead quote some important findings.
12
• The critical dimension is 26.3
• The lowest lying states are not massless, but rather tachyons; they have
pµp
µ = M2 < 0.
• There are no fermions, only bosons.
• There is a massless spin 2 particle in the spectrum.
That the dimension of spacetime is required to be “wrong” in string theory will
be a recurrent theme, and I will address it in the following chapter. It is possibly
the most famous part of string theory. The tachyon is indeed a problem, but
even worse is the absence of fermions. The only positive thing on my list is
the graviton; it arises automatically in the closed string spectrum without any
further input, and the claimed necessity of closed strings translates into the
necessity of gravity. This is the famous claim that string theory naturally and
automatically includes gravity at a quantum level.
2.1.1 Decoupling of two degrees of freedom
An important fact about string theory which becomes crucial when it is turned
into a quantum theory is the fact that 2 out of the D degrees of freedom become
dynamically decoupled. I have shown how this comes about in appendix A, since
it requires some computation to see. This is why in bosonic string theory only
24 of the 26 dimensions enter in defining quantum states and why only 8 of
the D = 10 dimensions enter in superstring theory. The time-dimensions X0 is
shown to decouple, ensuring the absence of negative norm states. This is shown
by choosing the classically allowed light-cone gauge. Unless the dimension is
chosen to be the critical dimension (D = 10 for superstrings), this will give
anomalies at the quantum level.
2.1.2 Parts of the string spectrum
I found in appendix A that the mass of a closed bosonic string state in 26
extended spacetime dimensions is given classically as
M2Clas =
2
α′
∞∑
n=1
24∑
i=1
(αin · α−n,i + α˜in · α˜−n,i)
I claimed that this is changed with quantum mechanics to
M2Quant =
2
α′
∞∑
n=1
24∑
i=1
(αin · α−n,i + α˜in · α˜−n,i)−
4
α′
The lowest-lying state, the string state with no excitations, thus has mass M2 =
− 4α′ . This is the problematic tachyon. Above that, there are states of the form
αiα˜j |Ω〉. Both α and α˜ need to be there due to the level-matching condition∑
n 6=0
αn · α−n =
∑
n 6=0
α˜n · α˜−n
3One definition is the dimension where unphyscial states like α0−m |Ω〉 decouple.
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This second level state has mass M2 = 0. The actual particles correspond to
irreducible representations written as
24v ⊗ 24v = 299t ⊕ 176a ⊕ 1scalar
The meaning is just that out of the 24 · 24 = 576 components you get from 2
vectors, you can form a symmetric traceless quantity with 242 (24 + 1)− 1 = 299
components, an antisymmetric tensor with 242 (24−1) components, and the trace
with 1 component. These are then the graviton gij , an antisymmetric tensor
field Bij and a scalar field φ called the Dilaton. These will all reappear in the
Heterotic string theories below.
2.1.3 Anomalies
Anomalies are term coming from loop calculations that break some symmetry
they weren’t supposed to break. In field theory, in particular the standard
model, anomalies are typically gauge violating. In bosonic string theory, the
rescaling I performed, hαβ 7→ eφhαβ , (called a Weyl-transformation) was allowed
by the action (2.3). Based on doing this, we got classical equations of motion,
and based on these you could have tried doing something analoguous to field
theory, namely compute loop diagrams. On doing so, you find that the Weyl-
transformation is no longer admissible unless D = 26. The reason this loss of
symmetry is bad, is that you used the fact that you could rescale to perform the
calculation showing you can’t rescale. This is essentially why anomalies have to
cancel, some way or the other. In the standard model, you get a relation between
the quark and lepton generations. In string theory, you get a requirement on the
dimension of spacetime in which the strings propagate. The fact that strings
are so intertwined with the surrounding geometry makes them very interesting,
but also challenging. I will get back to what we do about the excess dimensions
in chapter 4. For now, let me move on to the missing fermions.
How do we include fermions? The by now generally agreed-upon procedure
is via supersymmetry. The bosonic string will in a way survive in the heterotic
string theories to be described below, so what I’ve enumerated so far will not
have been in vain.
2.2 Superstrings
2.2.1 Type I and II
The plan is to change the action to be supersymmetric. What this actually en-
tails is extending the Lie-algebra of the Poincare´ group to a graded Lie-algebra
by adding so-called spinor charges. A first question is this: do we extend the
algebra of the 1+1-dimensional world sheet, or do we instead incorporate space-
time supersymmetry in all D dimensions? By the notorious ability of string
theory to surprise, it turns out that both approaches are possible, and both
are in fact equivalent.4 World sheet supersymmetry is easier to carry out, but
harder to interpret. I will therefore only show how to incorporate spacetime
supersymmetry. I will need this to show what posible models are available in
superstring theory, and how they differ. On going through this, I hope to give
4Given certain projections are made on the spectrum.
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an idea of how few choices and assumptions enter into defining string theory.
The assumptions in this thesis don’t start piling up until I start compactifying
in chapter 4.
Start by introducing anti-commuting variables θAa(τ), with A = 1, · · ·N
and a a a spinor index, a = 1, · · ·D/2 for an even dimensional spacetime. One
could a priori think that the integer N could be anything, but it just so happens
that N = 0, 1, 2 are the only possibilities. I will work with N = 2 for now. Let
Γµ be D-dimenisional gamma matrices, µ = 0 · · ·D− 1, i.e. 2D/2× 2D/2 matri-
ces satisfying {Γµ,Γν} = 2ηµν . Let αβ denote a 2-dimensional antisymmetric
tensor. The following action is what has turned out to be suitable (dropping
the tension T)
S =
∫
d2σ(
√
hhαβΠα ·Πβ
−2iαβ∂αXµ(θ1Γµ∂βθ1 − θ2Γµ∂βθ2) + 2αβθ1Γµ∂αθ1θ2Γµ∂βθ2 (2.11)
Here Πµα = ∂αX
µ − iθAΓµ∂αθA The integral is taken over the world sheet
as before. As is in field theory, θ = Γ0θ†. Notice that this action has the
property that setting θ1 = θ2 = 0 (N=0) reduces it to equation 2.3, which is one
requirement. There are a number of symmetries of equation 2.11. The two most
basic and perhaps most important are Poincare´ invariance and supersymmetry
invariance, equations 2.12 and 2.13 respectively:
Xµ 7→ aµ +MµνXν (2.12)
where aµ is a constant vector and Mµν is a Lorentz-transformation.
δθA = A
δXµ = iAΓµθA
δθ
A
= A
(2.13)
Here  is a constant spinor. Another symmetry which is of a more technical
nature is called κ-symmetry. Its technical nature means I will forego its discus-
sion. It is the reason I can make a gauge choice I later claim I can. As usual
when I leave something out of the discussion of well-established string theory
facts, a fuller explanation is to be found in [5].
The equations of motion following from 2.11 can be shown to be
Πα ·Πβ = 12hαβh
γδΠγΠδ
Γ ·ΠαPαβ− ∂βθ1 = 0
Γ ·ΠαPαβ+ ∂βθ2 = 0
∂α
(√
h
(
hαβ∂βX
µ − 2iPαβ− θ
1
Γµ∂βθ1 − 2iPαβ+ θ
2
Γµ∂βθ2
))
= 0
(2.14)
Here Pαβ± =
1
2 (h
αβ ± αβ√−h ).
These seem intractible, and to a certain extent, they are. To my knowl-
edge, it is still unknown how to quantise equations 2.14 as they stand, i.e. to
covariantly quantise the string with spacetime supersymmetry. What is known
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is how to quantise in the light cone gauge, and that’s where I will turn next.
The gauge I am about to choose is permissible at the classical level (according
to the action 2.11), but there might be anomalies when considering loop effects.
What can be shown, but which I will not touch, is that the theory quantised in
light cone gauge remains Lorentz-invariant if and only if D = 10. This is one,
but not the sole, reason D = 10 is the chosen dimension for superstring theory.
In accordance with the above remark, I will set D = 10 in the following.
Define Γ± = 1√
2
(
Γ0 ± Γ9). The claimed (but not defined!) κ-symmetry allows
choosing
Γ+θ1 = Γ−θ2 = 0 (2.15)
A general spinor in D = 2n dimensions will have 2n complex components. A
Majorana condition allows these to be chosen real, and a Weyl condition halves
the degrees of freedom5. In D = 10, this leaves 24 = 16 degrees of freedom.
Using the constraints from equation 2.15 again halves the degrees of freedom,
leaving 8 real degrees of freedom per θ in D = 10. This seems promising, as
a bosonic string lost 2 degrees of freedom in light cone gauge, leaving D − 2.
Conformal invariance will allow me to choose (as in the bosonic case)
X+(σ, τ) = x+ + 2α′p+τ (2.16)
This will give the associated decoupling of X− as in the bosonic case. At some
point, I will need to talk about the chirality of my spinors. Assuming both θ1
and θ2 are present (which is to say N = 2), I can either choose θ1 and θ2 to have
the same or the opposite chirality. With the same chirality and closed strings,
we will end up with so-called type IIB theory. Choosing the opposite chirality
for θ1 and θ2 and closed string yields type IIA string theory. The II refers to
N = 2. Since we’re only left with 8 components of each θA, it’s convenient to
write SAa, a = 1, · · · 8. There is a choice of convention involved here. SO(8) has
2 spinor representations, and I can choose which I put S1 in. Following [5], I will
choose the 8s representation. This implies that S2 is in the 8c representation
for IIA and in the 8s representation for IIB. Again following [5], I will write
SAa, even though SAa˙ is more appropriate for the 8c case. The above gauge
choices can be shown to massively simplify the equations of motion:(
∂2σ − ∂2τ
)
Xi = 0
(∂τ + ∂σ)S1a = 0
(∂τ − ∂σ)S2a = 0
(2.17)
Putting S1 and S2 into a world-sheet spinor, these equations of motion can
be derived from the action
Sl.c = −12
∫
d2σ
(
T∂αX
i∂αXi − i
pi
S
a
ρα∂αS
a
)
(2.18)
T is still the string tension T = 12α′pi . In writing this, I have used 2-dimensional
Dirac matrices ρ0 =
(
0 −i
i 0
)
and ρ1 =
(
0 i
i 0
)
. The equations of motion need
5Majorana and Weyl conditions are compatible in D = 2 modulo 8, i.e. D = 2, 10, 18, 26....
One cannot have a Majorana-Weyl spinor in D = 4. This is a mathematical fact having to
do with how the spin groups behave in different dimensions. [21] is a good but heavy source
on this.
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boundary conditions as well. For open strings, requiring that the boundary
conditions do not break all the supersymmetry turns out to require (according
to [5]) that
S1a(0, τ) = S2a(0, τ)
S1a(2pi, τ) = S2a(2pi, τ)
(2.19)
The supersymmetry transformation for θ, and hence for S was δθA = A, where
the right hand side is a constant. The boundary conditions equate 1 and 2 at
σ = 0, 2pi, and therefore everywhere. This says that a superstring theory with
open strings has N = 1. This is the so-called type I theory. There is more to
be said about it later. For closed string, one needs
SAa(σ, τ) = SAa(σ + 2pi, τ) (2.20)
As in the bosonic case, this leaves two sets of modes, usually called left- and
right-moving, as is clear from (2.17) along with the appendix A calculations I
did. Or it might be clear just from (2.17). The new expansions can be written
S1a =
∑
n∈Z
Sane
−in(τ−σ)
S2a =
∑
n∈Z
S˜ane
−in(τ+σ)
To quantise the theory, enforce[
X˙µ(σ, τ), Xν(σ′, τ)
]
= −2ipiδ(σ − σ′)ηµν{
SAa(σ, τ), SBb(σ′, τ)
}
= 2piδabδABδ(σ − σ′)
(2.21)
or their equivalent oscillator modes relations.
{San, Sbm} = {S˜an, S˜bm} = δabδn,−m
{San, S˜bm} = 0
States are again formed by acting on the vacuum by creation operators, but
now there are both fermionic and bosonic creation operators.
When I used the conformal invariance of the bosonic action (2.3) to choose
a convenient form, I got an additional constraint equation which gave the level-
matching condition and a mass relation for bosonic strings. You get an analogu-
ous constraint for the superstrings, but I will not write them down for Type I
and II. I will write down the relevant ones for the Heterotic strings in the next
section.
2.3 The Heterotic String
I’ve very briefly commented on 3 of the 5 superstring theories so far. Let me
now move on to the last ones, the two heterotic string theories. I will spend
some more time here, since these (at least a low-energy limit of them) are to
the be protagonist in my thesis. The idea is as simple as it is strange. Since
the left- and right-movers of a closed string are dynamically decoupled, only
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connected by the requirement coming from Tαβ = 0, i.e. the level matching
condition (A.19), why not choose the right-movers, say, to be supersymmetric
and the left-movers to be bosonic?
I have previously argued that the bosonic string theory only made sense as
a quantum theory if D = 26, and the supersymmetric theories only make sense
for D = 10. Clearly some additional magic is needed in the heterotic theories.
That magic is the appearance of a gauge group. Let Xµ be the string world-
sheet coordinates exactly as for the bosonic string. Let ψµ− be a Majorana-Weyl
spinor. The − is to stress that they are only right-moving, meaning their Fourier
series only has right-moving waves ein(σ−τ). The right-moving parts of Xµ are
connected to the ψµ− via supersymmetry. The left-moving parts of X
µ are not.
To make the theory consistent, add more Majorana-Weyl spinors to the left-
moving part of the spectrum, λA+, A = 1 · · ·n. These are not related to the
left-moving part of Xµ by supersymmetry. An anomaly count which I will not
do can be used to argue that it takes 2 spin 12 fermions per bosonic degree of
freedom to cancel anomalies. There are 26−10 = 16 bosonic degrees of freedom
not related by supersymmetry to fermions, so n = 2 · 16 = 32 turns out to be
how many fermions you need to add. The relevant action can be shown to be
S =
−T
2
∫
d2σ
(
∂αX
µ∂αXµ − 2iψµ−∂+ψ−µ − 2i
32∑
A=1
λA+∂−λ
A
+
)
(2.22)
Having added the λA, boundary conditions need to be discussed. On a closed
string, we had to set Xµ(σ + 2pi, τ) = Xµ(σ, τ). A fermion is modelled by a
spinor and a spinor is a representation of the double cover of a rotation group.
The double cover part means that it takes a 4pi rotation to get back, not just 2pi.
A fermion can therefore have6 λA+(σ + 2pi, τ) = ±λA+(σ, τ). Choosing the same
boundary condition for all 32 means that the last term in (2.22) gets an SO(32)
symmetry, simply because the 32 λA+ can be thought of as being components of
a 32-dimensional vector ~λ, and the term ~λT∂−~λ is clearly rotationally invariant.
This setup is what is known as the Heterotic SO(32) superstring theory.
It seems any combination of boundary conditions for the λ+A is admissible.
Classically, this is true. But quantum effects show up, which say that the
only alternative to all 32 having the same boundary condition is to choose 16
periodic and 16 anti-periodic. The reader will be forgiven for thinking this is an
SO(16) × SO(16) symmetry, but it can be shown to actually be an underlyng
E8×E8-symmetry. I will in a moment say what E8 is and why it made E8×E8
into the favoured object in superstrings until branes came along. Let me first
just say that these 2 choices exhausts the possibilities; on doing the 1-loop
calculations, it can be shown that E8 ×E8 and SO(32) are the only candidates
for anomaly-free heterotic superstrings, but this is quite deep. The interested
reader may consult [5] and the references therein for the original articles.
2.3.1 The exceptional group E8
In Cartan’s classification of semisimple Lie groups, there are the series of more
or less well known groups. For instance the An are SU(n+ 1), Bn corresponds
6Supersymmetry previously forced the same choice as for the bosons, but the λ’s are not
related to any bosons via supersymmetry and as such do not have this constraint.
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to SO(2n + 1), Cn to Sp(2n), and Dn to SO(2n). In addition, there are 5 so-
called exceptional Lie-groups called (in ascending order of dimension) G2, F4,
E6, E7, and E8. The subscript means the rank of the group - the dimension
of its Cartan subalgebra. I will follow the construction of E8 that [5] offers as
this is quite physics-oriented. The idea is the typical approach to Lie-groups in
physics, namely to construct a suitable Lie-algebra e8 and then declare that E8 =
exp(e8). Start out with the n2 (n − 1) = 162 (16 − 1) = 120 generators of so(16),
and call them Jij . SO(16) has a 216/2- dimensional spinor representation, and
the positive and negative chirality parts of this are both irreducible and has half
the dimension (this is true in any even dimension above 2). Look at the positve
part and call this 27 = 128-dimensional vector space V , the generators being
Qα. They are Weyl-Majorana spinors. The claim is now that e8 = so(16)⊕ V .
There are two main things that need checking. Firstly, that this is actually
a Lie-algebra. That will entail showing that commutators of the form [J, J ],
[J,Q] and [Q,Q] are still in e8 (which is the easy part), and then show that
the Jacobi identity holds, i.e. [A, [B,C]] + [C, [A,B]] + [B, [C,A]] = 0. This is
more work, although not horrendously difficult. I will however leave the details
to [5]. Another thing that needs checking that [5] does not check is that the
Lie-group you get from this Lie-algebra is the exceptional group E8 arising in
Cartan’s classification. My suggestion of how to do this would be to consult the
root system and see that it has the correct Dynkin diagram.
What my above sketch does show is that E8 has a clear SO(16) subgroup,
given explicitly by exp(so(16)⊕0). The dimension of E8 is also clear; dim(E8) =
dim(SO(16)) + dim(V ) = 120 + 128 = 248, and so E8 × E8 has dimension
248+248 = 496. This is the dimension of the gauge group of the heterotic string
theories (the alternative being SO(32), which also has dimension 322 (32− 1) =
16(31) = 496).
By comparison, the standard model has gauge group SU(3)×SU(2)×U(1)
with dimension 8 + 3 + 1 = 12. Clearly, the gauge group in string theory
needs some serious breaking in the low energy limit! Breaking E8 × E8 down
to something like SU(3)× SU(2)×U(1), for instance SU(5) or SO(10), two of
the classical “GUT” groups, was the main goal of string phenomenology in the
time between the discovery of the heterotic string theories and the discovery of
branes. Quite a lot is known about doing so by now, but I daresay even more
remains unresolved.
A motivation for choosing to work with the Heterotic theories is precisely
the fact that they come equipped with gauge groups that are more than big
enough to incorporate particle physics as we know it. To do so requires some
a lot of symmetry-breaking, but there is hope that this symmetry-breaking can
be directly related to making a cosmologically viable model. At least in the
E8 × E8 case.
2.4 Some physics contained in the 5 theories
This completes the enumeration of the 5 superstring theories, and I will turn
to saying something about the physical content of the Heterotic strings. What
I say about General Relativity and orbifolding relates to all of the superstring
theories.
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Particle name Symbol Components Boson/Fermion
Graviton Gµν 35 B
Antisymmetric tensor Bµν 28 B
Dilaton Φ 1 B
Gravitino ψαµ 56 F
Dilatino λα 8 F
Gauge bosons Aaµ 8 · 496 B
Gaugino χa 8 · 496 F
Table 2.1: A table showing the particle content of the 2 heterotic theories. The
gauge group is either SO(32) or E8 × E8 and the gauge particles are in the
adjoint representations.
2.4.1 Particle content
The massless particle content of the Heterotic theories consist of an N = 1 su-
pergravity multiplet and a Yang-Mills supermultiplet. I’ve listed the particles
in table 2.1 To arrive at this spectrum, you simply apply enough raising oper-
ators to the vacuum to become massless and make sure you obey the relevant
constraint equations. Here are some details. It just so happens that it’s only
when the λA are anti-periodic that they contribute to the massless spectrum.
Write their expansion as
λA(σ + τ) =
∑
r∈Z+ 12
λrAe
−ir(τ+σ)
The λrA are made into operators satisfying {λAr , λBs } = δrsδAB . The mass-
formula becomes
M2 =
4
α′
 ∞∑
n=1
(
α−n · αn + α˜−n · α˜n + nSa−nSan
)
+
∞∑
r= 12
rλ−rA λ
r
A − 1

The level-matching condition here reads
∞∑
n=1
α−n · αn + nSa−nSan =
∞∑
n=1
α˜−n · α˜n +
∞∑
r= 12
rλ−rA λ
r
A − 1
These equations are for anti-periodic λA and gauge group SO(32). The massless
part of the spectrum consist of a tensoring left-moving and right-moving modes.
Using only bosonic excitations, you get representations like 8v ⊗ 8v = 35t ⊕
28a ⊕ 1scalar. This is the same I found in the bosonic case but in a lower
dimension. You can also mix bosonic left-movers with fermionic right-movers,
and get 8v ⊗ 8s = 56 ⊕ 8. The corresponding particles are called a gravitino
and a dilatino. Now there are the gauge-bosons. If you choose an excitation
like λ−
1
2
A λ
− 12
B |Ω〉 as left-mover, you can form the tensor product with either a
bosonic right-mover or a fermionic right-mover, giving the gauge-bosons and
gauginos respectively. These are the massless states in for a Heterotic string.
As for the bosonic string, there are infinitely many more massive states. Unlike
for the bosonic states, there are no tachyons.
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The reason why I have not shown how to carry out this procedure for the
E8 × E8-case is that doing so is quite tricky. It is when making the states like
this that the E8 groups rather than SO(16) groups appear, and I will once again
leave the details in the capable hands of [5].
2.4.2 Strings and General Relativity
String theory’s claim to fame is that it is a quantum theory which incorporates
general relativity naturally and consistently. Since I will be talking about cos-
mology in the next chapter, I feel I should spend some time explaining why
people claim general relativity is present. The common approach appears to be
to cite the appearance of the graviton. By setting 2piα′ to be of the order of
magnitude of the Planck length squared, roughly gravitational coupling could
be achieved for the graviton. Actually, this is the argument why the string
length should be near the Plank length (possibly combined with an argument
of naturalness). The fact that a massless spin 2 particle reproduced general
relativity, or the principle of equivalence in particular, is an argument which [9]
attributes to Weinberg, where [45] is the claimed original source. A graviton
leading to general relativity is also mentioned from time to time in [11].
If Weinberg’s general arguments do not convince, the reader may wait until
chapter 4 where I will quote the low-energy effective field theory for Heterotic
string theories. There the Einstein-Hilbert action will appear in plain sight,
hopefully allaying any doubts.
Strings go beyond reproducing General Relativity. They correct it as well. A
fun fact I can quote from [5] is that the 2 loop corrections found bosonic string
theory predict that the vacuum should not satisfy Rµν as in general relativity,
but rather
Rµν +
α′
2
RµκλτRν
κλτ = 0 (2.23)
There is a caveat involved. The correction is very small outside a high-curvature
regime, since α′ is thought to be roughly the Planck length squared. The fun
part is that string theory does predict higher curvature terms. There are in fact
infinitely many such terms gotten by computing higher and higher loops.
The main use of general relativity in my thesis, apart from the mathematical
framework, is the fact that the Einstein equations predict Rµν = 0 for a vacuum.
This will be one of the quickest test to see if a spacetime is acceptable as a
vacuum solution to string theory. By what I said above, aiming at Rµν =
0 ignores higher order α′ effects and are as such only goals for a low-energy
approximation. This is not as such a restriction on the true string vacuum,
whatever that may be.
2.4.3 Strings on orbifolds
Orbifolds are explained in some detail in appendix B, but the idea is simply to
have some group G acting suitably nice on a manifold M and form the orbifold
M/G by identifying entire orbits of G. I suppose you could write an entire thesis
on strings on orbifolds, but let me just mention two things that happen to the
physical spectrum, especially the closed string spectrum.
Assume you have an open string on M so that Xµ(0, τ) 6= Xµ(2pi, τ). If
Xµ(0, τ) = gXµ(2pi, τ) for some g ∈ G, then the previously open string will
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be a closed string on M/G. The states like these are said to lie in the twisted
sector. This is in my opinion the easiest way to see that you a priori can get more
closed string states on an orbifold. This is a string effect, as it explicitly uses the
extended nature of strings. The simplest example I can offer is to let M = RD
and let Z act on the last factor of RD by translation: (n, x) 7→ x + 2piRn.
The orbifold is well-known; RD/Z = RD−1×S1. Open strings on RD satisfying
Xµ(2pi, τ) = Xµ(0τ)+2piRn for some n ∈ Z become closed strings on RD−1×S1.
I computed the generalisation of this in appendix A for the bosonic string,
where I showed (the well-known fact) that in addition to the ordinary closed
string spectrum on RD you get states with different winding and Kaluza-Klein
excitations, meaning infinitely many additional states.
In addition to the stringy effect above, there is also the usual particle effect,
namely that states invariant under G survive as states on M/G. By this mecha-
nism, you may also lose states. [4] points out that if G is finite, you can take any
state Ψ0 on M and form a G-invariant state by Ψ =
∑
g∈G gΨ0. I would add to
this, saying that if G is compact, you have the Haar-measure which allows you
to write Ψ =
∫
G
gΨ0 dg, which will then be G-invariant for the same reason.
2.4.4 On choosing model
This brief overview completes my treatment of superstring theories in D =
10. When trying to make a phenomenologically feasible and mathematically
tractible string model, it’s usual to pick whichever model suits your needs and
whims. Often it’s only a couple that will tractible at a time in a given setup.
Just looking at the amount of supersymmetry, and how this is incorporated
makes the theories seem quite different, and, to an extent, they are. But there
is a subtle web of dualities connecting them, and it’s generally agreed that they
are all some suitable limits of an 11-dimensional theory called M-theory. A lot
is still unknown about M-theory. What is known is that it’s not a string theory,
and it becomes 11-dimenional supergravity in the low-energy limit. There is
a lot of research going on making cosmological or particle physics models with
M-theory, compactifying it on 7-dimensional manifolds. I will not say a lot more
about M-theory in this thesis, simply to restrict my scope. What I will say is
that I agree with the popular opinion that a better understanding of M-theory
is probably amongst the most important goals in string theory.
Since I’ve done some toy calculations with T-duality in appendix A, I should
probably mention that compactifying type IIA on a circle of radius R is T-dual
to IIB on a circle of 1R . More relevant to my thesis, T-duality interchanges the
two Heterotic theories. T-duality is conjectured to become something called
mirror symmetry when compactifying on a Calabi-Yau manifold, and I will say
something about this at the end of my thesis.
On a more pragmatic note, the fact that all 5 theories are “the same” alle-
viates a bit of guilt when choosing to work in only one model. There is also a
hope that you can work in one model, then use a duality to get another model’s
take on the same setup. I say hope, as this idea is at times only possible in toy
models. See [47] for some recent, and technically advanced applications in string
cosmology. Since I have chosen to focus on the Heterotic string theories at the
cost of the other 3, I will not do a lot with the dualities. I will say something
about T-duality in appendix A, since this duality is a bit too neat to pass up.
I also have a comment about it which I make there.
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Chapter 3
Some Basic Cosmology with
Inflation
This chapter is meant to serve as a very brief introduction to the standard model
in cosmology, usually called the ΛCDM model. I will focus mainly on extracting
a few quantitative predictions the ΛCDM has in accordance with experiments
and impose these as requirements on a string cosmology model. The content is
heavily based on [4] and [1]. I owe much of the discussion about inflation and
quantum mechanics to [38]. All the data I use here can be found in the Planck
results [52]
3.1 The FLRW-model
A basic assumptions about the universe we live in is spatial homogeneity and
isotropy at suffieciently large scale. The tractability of the Einstein equations
when making these two assumptions is a clear advantage. We know that the cos-
mic microwave background radiation, CMB from now on, is slightly anisotropic,
but even then the effect is of order 10−5, and this is thought to be explained
by inflation, as I’ll come back to in a bit. What this setting allows is for us to
write down the line element (in local coordinates)
ds2 = −dt2 + a(t)2
(
dr2
1− kr2 + r
2(dθ2 + sin2 θdφ2)
)
(3.1)
Equation 3.1 is called the Robertson Walker line element, and the coordinates
have the interpretation of a co-moving observer. The t is called cosmic time,
and is the proper time of the observer particles. k is the curvature of 3-space,
which our assumptions force to be a constant. a is called the expansion factor.
It can be shown that with spatial homogeneity and isotropy, the only choice of
a Lorentz invariant energy momentum tensor is a perfect fluid with density ρi
and pressure pi where i labels which constituent of the fluid one is looking at.
E.g. non-interacting matter (dust) or radiation. The Einstein equations can
be gotten from this and I’ll simply give the result. Including the cosmological
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Ω Spatial curvature k Type of universe
Ω < 1 k < 0 Open
Ω = 1 k = 0 Flat
Ω > 1 k > 0 Closed
Table 3.1: Table taken from [4] summarising what the parameter Ω defined in
the text means for the spatial curvature k.
constant Λ, the equations one needs to solve are
H2 =
1
3M2P
ρtot − k
a2
+
Λ
3
a¨
a
= − 1
6M2P
(ρtot + 3ptot) +
Λ
3
(3.2)
I am still working with c = ~ = 1, and unlike [1], I am using the reduced
Planck mass MP as opposed to the Planck mass. The relation between them
is m2P = 8piM
2
P . I’m using the reduced version to avoid some factors of 8pi
and to facilitate comparison with string theory, where MP seems to be more
common. As a reminder, the Planck mass relates to the gravitational constant
G by mP =
√
~c
G . The other symbols have the following meaning. H =
a˙
a and
is the Hubble parameter. ρtot =
∑
i
ρi, ptot =
∑
i
pi are the total density and the
total pressure respectively, i running over the types of sources included (dust,
dark matter, etc.). It’s customary to define
ρc = 3H2MP (3.3)
the so-called critical density. Writing Ωi = ρiρc and Ω =
∑
i
Ωi, the Friedmann
equations (3.2) become
Ω− 1 = k
a2H2
− Λ
3H2
(3.4)
Absorbing the Λ-term into Ω results in the ability to classify the spatial curva-
ture k in terms of Ω. The well-known summary is given in table 3.1 which I’ve
taken from [4].
My motivation for going through the above setup is that it supplies an easy
but very important element any would-be cosmological model must match. It
just so happens that astronomers and more experimentally minded cosmologists
are able to indirectly measure the different Ωi. We known that to a good
approximation, k = 0. At least at the current era of our universe.
In terms of strings, this means that writing
M =M4 ×M6(7) (3.5)
where our low-energy world is the manifold M4, and M6(7) is either 6 or 7
dimensional, with 6 dimensions for superstrings and 7 for M-theory, M4 has
to allow k ≈ 0 at least after some evolution. I will more than match this
requirement in the next chapter where I assume M4 to be Minkowski.
As an aside: the universe one gets from the Friedmann equations (equations
3.2) has an initial singularity interpreted as the Big Bang. Singularities are
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typically regarded with skepticism in physics. Whether or not this singularity
is real or a failure of the theory is unknown. A quantum gravity theory which
claims to describe our universe at all length scales would be preferable to probe
a potential singularity. A full string computation in the high-curvature regime
is out of the question with current technology. The supergravity approximation
I will be working in from chapter 4 and onwards is not to be trusted when
extrapolating backwards towards the seeming initial singularity, so I will not
shed any light on this era of our universe. If you trust the dualities, you could
(and people do) appeal to a low/high coupling duality to work in a low-energy
approximation and make predictions for the high-energy early universe. I will
not be doing so here.
3.1.1 Achievements of the model
My main reasons for using the ΛCDM as a goal for string cosmology is both its
tractability as well as its successful handling of the following list of problems in
cosmology
• The Hubble expansion.
• Nucleosynthesis.
• The prediction of the CMB, including its temperature distribution.
If one adds inflation, which I will get to in a moment, the list expands to
include the following
• The horizon problem.
• The flatness problem.
• The absence of relics.
• The CMB anisotropy.
The horizon problem says that although the universe seems to have been in
thermal equilibrium at early times, this is impossible without something like
inflation as the event horizon would have been too small. The flatness problem
is another fine-tuning problem. The question is why we have k ≈ 0 even though
the metric we started out assuming has an arbitrary k.
The absence of relics due to inflation is an attempted explanation of why we
have theoretically seemingly allowed particles which should be stable, but which
we don’t observe. Historically the main suspect has been magnetic monopoles.
The relic issue gets worse in any extended theory as they always come with
an assortment of new particles, some of which could be stable. These new
particles can be hidden from particle accelerators by appealing to a high mass,
but this doesn’t explain why they weren’t created in abundance in the early
universe. Inflation solves this by diluting their density so as to make them
virtually undetectable even if they are created.
Even with such an impressive list of achievements, there are shortcomings;
shortcomings which may or may not be addressed by whatever mechanism cho-
sen for inflation. [4] has the following list
• Dark matter.
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• Dark energy.
• 4 dimensions.
to which I would add
• Inflaton fields are added in an ad-hoc fashion.
• Quantum corrections to inflation are UV-sensitive.
The first 2 points are frequently mentioned puzzles of modern cosmology,
but I think they deserve some space. The current numbers from experiments,
i.e. Planck [52] tell us that the energy distribution in the curent universe is 4.9%
ordinary matter, 26.8% is dark matter, and 68.3% is dark energy. Dark matter,
assuming it is a new particle, is not part of the standard model of particle
physics nor is it explained by the ΛCDM model. The dark energy puzzle says
that if we think of the dark energy as being the energy of the vacuum, then our
current understanding of quantum field theory seems lacking. The argument
for why the dark energy observed today seems unnatural goes as follows. The
energy momentum tensor of the vacuum should be 〈Tµν〉 = −ρvacgµν . Quantum
corrections to the vacuum energy in an effective field theory should naively be
∆ρvac ∼ m4cut where mcut is the cutoff-scale; the maximum energy scale up to
which you trust your theory. The experimental results say ρvac ∼ (10−3eV)4,
giving ∆ρvacρvac ∼
(
mcut
10−3eV
)4 If you expect field theory to be a good framework all
the way up to the Planck scale, this ratio is 10110 or more. Even if you push
mcut down to the TeV-scale, the ratio is still ∼ 1048. This either tells us we
don’t understand the dark energy or that its value is extremely fine-tuned. I
would argue that the value of Λ is a major puzzle in ΛCDM, especially since it
is crucial for its success that Λ 6= 0.
The third point, albeit a good question in the absence of strings, becomes
particularly acute in string cosmology. Superstring theory needed 10 dimen-
sions to be anomaly-free, and the mysterious M-theory is 11-dimensional. As
discussed in chapter 4, the solution1 is to compactify down to 4 dimensions,
thus hiding them from everyday experience. Some like to think of this process
as having happened the other way around; 4 dimensions decompactified from
the initially compact 10 or 11. In either case, the third point refers to this
phenomenon. Why 4? It’s an open question whether or not strings actually
hold an answer to this, and even if they do, it’s currently only hoped for that
this answer can be divined.
The last two shortcomings will be addressed after I say something about the
naive models of inflation.
3.2 Inflation
I stated above that an inflationary phase takes care of 4 additional problems in
cosmology. As I intend to study in some detail how string models can supply
a mechanism for inflation in the following chapter, let me devote some space to
explain how it is typically envisioned that inflation effectively works.
1I should probably say “a solution”, as there are dualities seeming to indicate that different
theories in different dimensions can be the same. Most famous is the AdS/CFT correspon-
dence.
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Inflation is a period in the early universe where it undergoes accelerated
expansion. What is needed is a period in the evolution of the universe in which
a¨ > 0 ⇐⇒ d
dt
(
1
aH
)
< 0 (3.6)
Ignore the cosmological constant for a bit (or absorb it into ρ) and use the
second of equations 3.2 to see that this requires ρ + 3p < 0. Keeping ρ ≥ 0
means we need p < 0. The typical phenomenological attempt at achieving this
is to postulate the existence of one or more scalar fields called inflatons. For
one such field φ the mechanism works as follows. Assume φ has a Lagrangian
density
L = 1
2
gµν∂
µφ∂νφ− V (φ) (3.7)
Using a quite general definition of the energy momentum tensor associated
to a Lagrangian density ∫
Tµν d
4x =
2√
g
δS
δgµν
(3.8)
or
Tµν =
2√−g
δ(L√−g)
δgµν
(3.9)
which I used in the previous chapter as well, you get that
Tµν = 2
δL
δgµν
− gµνL
With the assumed form of the inflaton Lagrangian, we get
Tµν = ∂µφ∂νφ− gµν(12∂
αφ∂αφ− V (φ)) (3.10)
Next, make the assumption that |∂jφ| ≈ 0. In this case we are left with
∂αφ∂αφ ≈ −φ˙2.
Finally, it can be shown that the only non-zero components of a Lorentz-
invariant energy momentum tensor in spatially isotropic and homogenous uni-
verse are T00 = ρ, Tij = pgij . Combining these with the expression for Tµν
given in (3.10) result in this pair of equations:
ρφ =
1
2
φ˙2 + V (φ) (3.11)
and
pφ =
1
2
φ˙2 − V (φ) (3.12)
As required, this can have p < 0, and it can also stop inflation by correctly
choosing the potential. To see how exactly this field would control the expansion
of the universe, insert equations 3.11 and 3.12 into equations 3.2, yielding
H2 =
1
3M2P
(
V (φ) +
1
2
φ˙2
)
φ¨+ 3Hφ˙ = −dV
dφ
(3.13)
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In phenomenological models, one typically picks some V to fit as much data
as possible. This kind of reverse-engineering is ultimately unsatisfactory, to say
the least. Even more so as a generic potential V will not lead to the correct
inflationary behaviour. Nevertheless, demonstrating that correctly tuning the
potential can lead to a successful implementation of realistic inflation is an
important step towards understanding inflation, but it makes inflation a weaker
explanation for the fine-tuning problems of flatness and horizon.
The introduction of a scalar field with a suitable Lagrangian raises a natural
question: where does it come from? A candidate for a more realistic theory
that has mechanisms (and I stress the plural form) for inflation is string theory.
In chapter 4, I shall be talking about how moduli from the compactification
can serve as inflatons. These are the natural candidates when compactifying
Heterotic theories on a Calabi-Yau, but they are far from the only candidates
in string theory. In chapter 5 I will review some recent attempts at controlling
the inflatons.
Let me here just underscore the motivation. string-derived or string-inspired
inflationary mechanisms serve the dual purpose mentioned in the introduction.
Showing the existence of a mechanism for inflation in a quantum gravity theory
lends credence to the theory of inflation as a solution for our universe. It is also
hoped that the need for inflation will serve as a guide in string cosmology.
3.2.1 Some requirements on inflation
There are requirements on the inflaton if the cosmology is to resemble our
universe. A first question is “how much” inflation our universe needs regardless
of mechanism. I will pretend there is one inflaton field in this section, even
though I will later claim that there are typically several candidates for being
an inflaton in Heterotic string compactification. The reason is that I feel some
of the key features still become apparent when assuming just one field and the
equations become quite a bit simpler.
First of all, φ needs some initial conditions. Typically the universe is thought
to be in thermal equilibrium at a high temperature (motivated for instance by
the near-isotropy of the CMB). The other end of the spectrum is to ask how
inflation ends. A typical choice is the so-called slow-roll, where both equations
3.13 are approximated by
3Hφ˙ ∼= −V ′(φ)
H2 ∼= V
3M2P
(3.14)
Define
η = M2P
V ′′
V
 =
1
2
M2P
(
V ′
V
)2 (3.15)
A sufficient, albeit not strictly necessary conditions for slow-roll is then that
|η|  1 and  1. Inflation typically lasts until these conditions are violated.
Let me stress that slow-roll is a typical way to end inflation, saying that
inflation lasts until (φ) = 1, but it is not the only way. Even more so in a
framework as bewilderingly rich as string theory.
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The general problem of ending inflation at the right time and in a natural
way is usually called the graceful exit problem. What “the right time” means
can be made quantitative. Define the number of e-foldings by
N(t) = ln
(
a(tend)
a(t)
)
(3.16)
[38] claims N ∼ 40 − 60 is needed the solve the flatness and horizon problem
in our universe (depending on reheating model). Whether one chooses to end
inflation by a well-tuned potential and slow-roll or not, the number of e-foldings
needs to be sufficient from whatever mechanism one comes up with, and is a
quantitative goal any cosmological model needs to satisfy.
There are several criteria you could add and that are tested. The tensor to
scalar ratio or the spectral index are popular quantities to talk about from the
experimental side. There are string models or string-inspired models where you
can make predictions for these numbers. [35] has uses these to say how other
string models than the heterotic strings are doing in light of the Planck-data.
I won’t be going into them here since I won’t be talking about how to make a
completely realistic cosmology, but rather a setup where the number of massless
scalar fields is controlled, which is necessary for inflation. A next step would of
course be to hit the targets of precision cosmology.
3.2.2 Ultraviolet sensitivity
Up until now the treatment has been classical. I will briefly argue how quantum
mechanics affects the theory.
There are some quick arguments why the inflaton is UV-sensitive made in for
instance [38] that I think it’s worthwhile to repeat, at least partially. Thinking
of inflation as being described by an effective field theory would mean there is
some cutoff mcut above which you no longer trust the theory. You can argue
that quantum corrections will drive scalar masses to mcut unless some symmetry
prevents it; ∆m2 ∼ m2cut. Since we trust that the effective theory describes the
Hubble parameter, we must have H < mcut. The alternative is to say that the
Hubble parameter is at an energy scale where we no longer trust the effective
theory of which H is a part! By the definition of the parameter η it should
experience quantum corrections of the order ∆η ∼ ∆m2H2 ∼ m
2
cut
H2 & 1. One way
to see this is that η = M2P
V ′′
V =
V ′′
H2 . We know that
1
2V
′′(φ)|φ=0 = m2φ, so
η ∼ m
2
φ
H2 .
What this tells us is that keeping |η| << 1 appears unnatural, and its value
will depend on the details of the quantum theory, like what symmetries remain
unbroken. This is part of the case [38] makes for why inflation should ideally
be treated in a quantum theory. Since we’re also dealing with gravity, it should
even more ideally be treated in a quantum gravity theory, and that’s where
strings enter the picture.
The fact that inflation is potentially UV-sensitive is part of my motivation
for talking about it. [59] makes a list of where they think the emphasis of
string cosmology should be in the years to come, and they include “focus on the
aspects of cosmology that are most sensitive to ultraviolet physics.”
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Chapter 4
String Compactification
This chapter deals with the question of going from D = 10 in superstring theory
down to D = 4. I will list some known or commonly assumed ingredients along
with their assumed correct implementation. Most of the requirements are from
particle physics proper, but my main emphasis will eventually be what new
insight can be gotten from cosmology. Inflation in particular.
4.1 The basic assumptions and goals
4.1.1 Manifold
If you accept the superstring theories listed in chapter 1 as a starting point and
D = 4 as a goal, along with the commonly held notion that the extra dimensions
need to be small, then we want 6 extra compact dimension.1 Since we want to
formulate partial differential equations on these extra dimenions, they cannot
be too badly behaved.
Unlike normal general relativity, string theory can be formulated on a man-
ifold with isolated singularities, so spaces that are “mostly” well-behaved (tech-
nically, I want a topological space that is a manifold except possibly at isolated
points - think of a cone, where the only problematic point is the tip) are also con-
sidered from time to time as they seem to result in other nice features. Amongst
these are singular orbifolds. For a note on the miracle that string theory can
make sense in a spacetime with singular points, see for instance [40].
I should perhaps add that much more exotic objects on which to formulate
string theory are considered by some. [36] is an extreme example, but I will not
pursue these thoughts, enticing though they be.
I will be assuming M10 = M4×K, which is to say the 10-dimensional pseudo-
Riemannian manifold M10 can be written as a product of a non-compact 4-
dimensional pseudo-Riemannian manifold M4, typically taken to be Minkowski,
and a 6-dimensional compact manifold K. This is an assumption I will get
back to later. When a (pseudo)-Riemannian manifold can be written like this,
1There is some work being done on either going from D = 10 to D = 3 or from D = 11 (M-
theory) to D = 4 or 3 as well. There is also interest in studying non-compact extra dimensions,
with a hope of some arcane duality making such models relevant. [4] has something on such
approaches.
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it’s common to say the it is reducible. If this is not possible, we say that the
Riemannian manifold is irreducible.
A word on notation. I will in this chapter be using capital Roman letters
for indices running from 0 to 9. I reserve the Greek lowercase letters for 0 to 3
and Roman lowercase for 4 to 9. The assumed splitting of the manifolds says
that the metric splits:
ds2 = gMNdxMdxN = gµνdxµdxν + gmndxmdxn
4.1.2 Spin structure
String theory obviously needs to be able to model fermions, and fermions are
formulated using spinors. In flat spacetime, this is no problem in any dimension.
In curved spacetime, this is a restriction. To get a feel for what can go wrong
I have to say something about defining spinors in the first place. Let M be a
manifold and let TpM be its tangent space at p ∈ M . The tangent space is
a vector space and so it has an associated Clifford algebra CL(TpM). This is
where gamma-matrices live. Choose a vielbein eaµ(x) defined in a neighbourhood
of p. γa(x) = eaµγ
µ is a definition of a gamma-matrix near p. They satisfy
{γa, γb} = eaµebν{γµ, γν} = 2eaµebνgµν = 2ηab.
The fact that we have to choose vielbeins is what eventually gives the trouble.
If e(i) is a vielbein defined on the neighbourhood Ui of p, then it is related to
another choice of vielbein by a rotation, or possibly a Lorentz transformation
- depending on the signature of the manifold. On the intersection Ui ∩ Uj ,
there is for each x ∈ Ui ∩Uj a suitable transition function Λ(ij)(x) ∈ SO(n), or
SO(1, n − 1) for Lorentzian signature, meaning that Λ(ij)(x)e(j)(x) = e(i)(x).
The indices i and j are in paranthesis to stress that they are labels, not normal
vielbein indices to be summed over. The vielbein indices are being suppressed
for the time being. On triple intersections Ui ∩Uj ∩Uk, the transition functions
satisfy Λ(ij)Λ(jk)Λ(ki) = 1, simply because they transform from ei to ei via ej
and ek.
Inside the Clifford algebra you will find the spin group Spin(n). The repre-
sentations of this group are called spinors. Now, here’s the catch. Spinors do not
transform under SO(n), but rather its double cover Spin(n). Being the double
cover means that for every Λ ∈ SO(n), there are two choices of Λ˜ ∈ Spin(n).
Being able to consistently choose lifting of Λ as you go around the manifold so
that Λ˜(ij)Λ˜(jk)Λ˜(ki) = 1 places topological restrictions on the manifold. The
technical requirement is to check (or look up) if the Stiefel-Whitney class van-
ishes. I will not define what this is2, but rather be content with listing some
cases where the manifold is indeed a spin manifold. The following list is not
exhaustive in any way.
• CPn for n odd (but not even!).
• Calabi-Yau manifolds in the strong sense.
• All compact orientable manifolds with real dimension ≤ 3.
2It is a measure of how well locally defined objects glue togther globally, and as such it is
cohomological.
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The last family of examples is probably why physicists haven’t worried too much
about spin manifolds before string theory and other higher-dimensional theories.
In this thesis I will be looking into scenarios where the 6-dimensional manifold
is a Calabi-Yau manifold, so I will not have explicit restrictions from requiring
a spin manifold.
The reason I still mention it is that I do not believe the final word has been
said in this context. [5] for instance says you can make similar constructions
on a non-orientable manifold, but they don’t go into detail. Personally, I see
two options. The first is to use the fact that any connected manifold has a
double cover which is orientable, and try to work on this instead. Locally the
two manifolds look the same, but not globally. I don’t see outright how this
doesn’t factor in. The second option, which is perhaps more technical, is to use
the Pin groups rather than the Spin groups. The Pin groups are double covers
of O(n) rather than SO(n), and you do have an O(n) action on a non-orientable
manifold. This would give you pinors and not spinors, but maybe that would
be enough. [31] or [21] both have something on these. What worries me if
this is a solution is that even though Spin(p, q) ∼= Spin(q, p), it is not true that
Pin(p, q) ∼= Pin(q, p). In more familiar terms, this says that the Pin groups see
a difference between the metric signature (+,−,−, · · · ) and (−,+,+, · · · ).
Another thing that worries me when it comes to spin manifolds is that I
don’t think it’s obvious that a spin manifold stays spin during evolution in
string theory. If it doesn’t automatically, is this an additional constraint? The
constraints I go through below (complex structure, holomorphic bundle etc.)
are all suceptible to being broken dynamically, and there is a very real physcial
effect associated with that, namely supersymmetry breaking. Should there be
an analogy of this for the spin structure? What bothers me is that the argument
is that the spin structure is necessary to have fermions, so a possibility of losing
all the fermions dynamically seems bizarre, to say the least. Pursuing this would
have brought me even further away from cosmology, so I haven’t gone further
with these thoughts. It would have been nice to look into it and try to settle
the matter once and for all.
4.1.3 Supersymmetry
To solve the hierarchy problem in particle physics3, it’s almost conventional to
break the initial supersymmetry (needed to include fermions in string theory)
down to N = 1 in 4 dimensions at the compacification. The N = 1 string theo-
ries in 10 dimensions were type I and the 2 heterotic string theories. One would
be forgiven for thinking that these become N = 1 in 4 dimensions as well, but
here is a rough argument why not. In D = 10, we added a single Majorana-Weyl
spinor. A spinor in D = 2n dimensions has 2n complex components, which are
made real by the Majorana condition and are halved by the Weyl condition. So
our spinor (prior to equations of motion) has 16 real degrees of freedom in 10
dimensions. In 4 dimensions, the spinor charges are Weyl-spinors. This means
each of them has 2 complex or 4 real components (before equations of motion).
16
4 = 4, and so the 1 spinor in 10 dimensions could be enough to make 4 spinors
in 4 dimensions. So N = 1 in D = 10 could become N = 4 in D = 4. For the
3The Higgs mass seems very fine-tuned. Superparticles with masses around 1 TeV can help
solve this problem.
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N = 2 string theories in 10 dimensions we added 2 spinors. The same counting
procedure indicates that unless something happens on the way down from 10
dimensions, we get N = 8 in 4 dimension from type IIA and IIB theories. I
call this a rough argument because you ideally need to see what happens to
representations: spinors are representations of a spin group, and the spin group
changes according to the underlying manifold, external spacetime and internal
manifold combined. The fact that you get N = 4 or 8 supersymmetry in 4
dimensions without some symmetry breaking on the way is the reason a simple
compactification (where no symmetry breaking) like toroidal is considered un-
physical if taken alone. I will look into the torus in some detail below. Aiming
at N = 1 in 4 dimensions from the N = 1 in 10 dimension theories means 3/4
of the supersymmetry needs to be broken. Manifolds in 6 dimensions that do
this are exactly the Calabi-Yau manifolds, given a few additional requirements.
Why this is and what you need to assume is given in section 4.3 below. See ap-
pendix B for a definition of these fabled beasts. Otherwise, [17] is a good source
on these, but with a high mathematical treshold, requiring complex algebraic
geometry. [4] and [5] both have something to say here as well. A more detailed
mathematical exposition, aimed at mathematicians, is [19].
I feel I should make a remark two here. Most of the effort has traditionally
gone into a Calabi-Yau type compactification partially for the above reasons. Be
that as it may, there are uncertainties. One is that supersymmetry, might not
be the solution to the hierarchy problem at all. The LHC is currently producing
data to see if SUSY broken at the TeV-scale is plausible, which will be anal-
ysed in the years to come. If it doesn’t show up, string theorists might want to
consider breaking all the supersymmetry at the compactification scale. This is
unfavourable, as having unbroken supersymmetry is sometimes very computa-
tionally handy. For instance, the linear supersymmetry equation ∇mη = 0 will
imply that the manifold satisfies the non-linear equation of motion Rmn = 0.
There is more on this below. The second remark I feel is in order is that super-
symmetry might be broken in stages by different mechanisms. Suitable branes
or orientifolds are capable of doing this. So even though a Calabi-Yau manifold
to break 3/4 of the SUSY at the compactification scale seems like a nice idea,
keeping all the supersymmetry intact after choosing internal manifold and keep-
ing none are both theoretically viable options, albeit breaking SUSY in several
steps is more challenging in terms of model-building.
4.2 Some Kaluza-Klein theory
I will rush through some basic Kaluza-Klein theory, both as a warmup to the
reader and (perhaps more importantly) it will serve as a point of reference, so
that string effects and supersymmetry effects can more readily be distinguished
from non-SUSY particle effects related to dimensional reduction. Much of this
section is due to [12].
Start by postulating a 5-dimensional world M5 = M4×S1(r), with the action
S =
1
2piκ2
∫
M5
d5X
√
−det(G)R(5)(G) (4.1)
κ is a 5-dimensional gravitational constant and R(5) is the 5-dimensional Ricci
scalar.. The idea is to pick a clever form of GMN , express R(5) as a function
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of R(4) and circle coordinates, then integrate over the circle to reduce (4.1) to a
4-dimensional action. Some details are as follows. Choose coordinates so that
you can write
ds2 = Gµνdxµdxν + r2dθ2 = e−
φ
3
(
eφ(dθ + κAµdxµ)2 + gµνdxµdxν
)
(4.2)
Explicitly, this means Gµν = e−
φ
3 gµν , e
φ
3 = r and κe
2φ
3 Aµ = Gµ4. Next,
find R(5) in terms of R(4), Aµ and φ. Since the extra dimension is a circle, the
fields φ and Aµ can be Fourier-expanded according to
A(x, y) =
∑
n∈Z
An(x)einy (4.3)
and
φ(x, y) =
∑
n∈Z
φn(x)einy (4.4)
The next step is to argue that the n 6= 0 modes can be neglected. Since
pMp
M = pµpµ+p2y, and the momentum on a circle is pn =
n
r , the 4-dimensional
mass pµpµ = −m2 will get contributions of the form n2r2 from the n 6= 0 terms.
If r is small, as it typically is assumed to be in string theory, this contribution
is large. It’s therefore common4 to truncate the Fourier-series at n = 0, and
as such get rid of the y-dependence in the fields. This coarse step is known as
dimensional reduction. So to conclude: replace R(5) by R(4), φ, Aµ, remove the
y-dependence with a Fourier-argument as above, and perform the integral over
y, which now is trivial since the y-dependence is gone. For the Kaluza-Klein-
setup, the result can be shown to be
S = r
∫
M4
d4x
√−g
(
1
κ2
R(4)(g)− 1
4
eφFµνF
µν − 1
6κ2
(∇φ)2
)
(4.5)
Here Fµν = ∂µAν − ∂νAµ. The magic of this equation if that if you interpret
Aµ as a 4-potential from electromagnetism and set φ to be a constant, then the
correct Lagrangian for free electromagnetism in 4 dimensions just appeared on
itself from 5-dimensional gravity. This interpretation isn’t too much of a stretch.
The only thing that needs checking is that Aµ transforms as a U(1)-field, and
it will if you assumed 5-dimensional Poincare´ invariance to begin with. A very
important feature to notice is that the 4-dimensional gravitational constant is
r
κ2 , and so the size of the internal dimension will determine the coupling in
the non-compact dimension. Furthermore, the radius of the internal dimension
entered in 4 dimensions as a scalar field (recall that in order to write (4.2) I
defined e
φ
3 = r).
To do something similar (but not exactly the same!) for string theory, I
will first say what its low-energy field theory is. By low-energy, I mean keeping
only α′-terms. In so doing I am assuming that the compactification happened
at a length scale above the string scale. This is hopefully good enough to cover
inflation5, but the field theory is not to be trusted all the way back to the Big
Bang.
4Common in string theory. People looking to model things like Dark Matter with a 5-
dimensional Kaluza-Klein model will want to keep at least the n = 1 modes as extra particles
to serve as Dark Matter.
5It may not be enough to cover chaotic inflation.
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4.3 Low-energy E8 × E8
Knowing what the field content should be in the massless limit for the Heterotic
String allows us to look for a field theory with that content. The field theory
should have Poincare´ invariance, diffeomorphism invariance (coordinate change
as in general relativity) and global supersymmetry. These combine to actually
give local supersymmetry. Looking for a field theory with local supersymmetry
means we’re looking for a supergravity theory. As it happens, knowing the field
content more or less specifies the supergravity theory in 10 dimensions. See [8]
or one of the original references there or in [5] for how this works. [10] is of
course a nice source on supergravity and the formalism involved, but it doesn’t
deal so much with the 10-dimensional theories. The result, which I have taken
from [12] with minor modifications is the following action.
S =
1
2κ2
∫
M10
d10x
√
−det(gMN )e−2φ(RRic + 4(∇φ)2 − 12H
2
+
α′
30
TrF 2 − ψMγMNPDNψP − λ /Dλ− Trχ /Dχ) (4.6)
The gamma-matrix beast is γMNP = γ[MγNγP ]. The fields arising here are
per design the same as given in 2.1 in chapter 2, namely an N = 1, D = 10
supergravity multiplet and a Yang-Mills supermultiplet. One might notice the
seeming absence of the Gauge bosons AM and the antisymetric tensor BMN .
They are hiding as follows. The F is the curvature of the connection ∇ = d+A
(or, in components, ∇M = ∂M +AM ). Particle physicists call F a field strength.
See appendix B for the mathematics behind this. RRic is the scalar curvature, or
the Ricci-scalar. R is the curvature 2-form which I also mention in the appendix
but which [1] has quite a bit more on. The 3-form H satisfies
dH = α′ (trR ∧R− trF ∧ F ) (4.7)
and as such, is locally given as
H = dB + α′ (CS(∇g)− CS(A)) (4.8)
CS means the Chern-Simons 3-form given as
CS(A) = trA ∧ dA+ 2
3
trA ∧A ∧A (4.9)
The definition of the Chern-Simons 3-form is simply a 3-form which locally
satisfies dCS(A) = trF ∧ trF , so there’s nothing deep there. This shows where
the antisymmetric tensor B went. Notice the presence of α′, signaling string
effects. Note also the absence of higher powers of α′. This is consitent with
the fact that the particle content that went into making the supergravity theory
ignored all the massive string excitations, which is why this is called a low-energy
approximation. Higher powers of α′ would only matter at very high energy.
The α′-terms should be read as a string loop effect. They are what sets this
appart from being just a purely supergravity analysis. The fact that (4.7) comes
from loop-calculations means it is sometimes referred to in the literature as an
anomaly condition. It is a one-loop correction, so it is consistent to take it into
account and still neglect the 2-loop corrections to Rµν = 0.
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Let me just partially list some of the SUSY-transformations of this action6.
These are without the fermion terms, as these will fall away when assuming
unbroken supersymmetry in 4 dimensions with maximal symmetry assumed.
Since the fermionic terms have to vanish, their variations have to vanish as
well. An argument why the fermion terms have to vanish is that a spinor is
incompatible with Poincare´-invariance assumed in 4 dimensions. The equations
you get are as follows.
δχ = FMNγMN  = 0 (4.10)
δψM = ∇M − 14HMABγ
AB = 0 (4.11)
δλ = (γM∇Mφ)+ 124HMNP γ
MNP  = 0 (4.12)
There are transformations for the bosonic fields as well, but I will not need
these.
The following discussion dates back to [25] but a similar discussion can be
found amongst others [4] and [5]. A standard assumption that I will adopt for
now is to assume φ to be constant. Even better, [25] shows that if you instead
assume M4 (not K!) is maximally symmetric, i.e. Rµναβ = κ (gµαgνβ − gµβgνα)
for some constant κ, then κ = 0 and φ is constant follow by compactness of K.
I will also assume H = 0. This ensures that (4.12) becomes trivial. The really
interesting part is however what H = 0 means for (4.11), namely that there is a
covariantly constant spinor . The metric splitting means the spinor also splits
accordingly;  = ξ ⊗ η(y). Pick the positive chirality part7 η+, normalise it so
that η†+η+ = 1 and use this to construct the tensor
Jm
n = iη†+γm
nη+ (4.13)
γmn = γ[mγn], i.e. a standard construction with γ-matrices. Let me reiterate
that m,n = 4 · · · 9, and so we’re dealing with 6-dimensional (8× 8) γ-matrices.
It can be shown that JmkJkn = −δmn, using the normalisation of η+ and a
Fierz reordering identity. What this shows is that we have an almost complex
structure! Note that this hasn’t used ∇m = 0 yet. On using that identity
and the computation I did in the appendix, it’s clear that the Nijenhuis tensor
vanishes
Npmn = Jmq∂[qJn]p − Jnq∂[qJn]p = 0
This ensures that the manifold can be given a complex structure, and not just
each tangent space. There is more. Since J is an almost complex structure, we
have
Jm
pJn
pgpq = JmpJnp = −JmpJpn = −JmpJpkgkn = δmkgkn = gmn (4.14)
On a complex manifold, it’s possible to choose coordinates such that in
terms of holomorphic and anti-holomorphic coordinates we have Jab = iδab
and Jab = −iδab and 0 for mixed components. Using this fact, equation 4.14
becomes for m,n = c, d 2 holomorphic coordinates
gcd = iδac iδ
b
dgab = −gcd
6For my purposes, it’s not important to understand the details of these terms. The impor-
tant point is that unbroken supersymmetry in 4 dimensions gives me 3 sets of equations, and
those are the ones I will be analysing below.
7I will show below how to see that you do have chirality in even dimensions.
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and so gcd = 0. The same argument works for two anti-holomorphic coordinates
and so gcd = 0. This shows that the metric can be made hermitian.
Define the 2-form J = 12Jabdz
adzb. With H = 0, it can be shown that this is
a Ka¨hler form, and the manifold K is a Ka¨hler manifold. Actually, it is Ka¨hler
if and only if H = 0, which is a major argument for trying H = 0.
There are several ways of proceding from here to see that K is in fact a
Calabi-Yau manifold in the weak sense, mainly because there are several equiv-
alent definitions of a Calabi-Yau space.8 See appendix B for a list. I will go
via holonomy and show that I want holonomy group equal to SU(3). This is
what we want for N = 1 SUSY in D = 4. An attempt to see this directly is
as follows. Spin(6) ∼= SU(4) (see for instance [21]). A spinor in 6 dimensions
has 26/2 complex components, but this is a reducible representation. The irre-
ducible representations are the chiral ones well-known from 4 dimensions. In
representation theory notation; 8 = 4 ⊕ 4. η+ is defined to be in 4, being of
positive chirality. The representation 4 splits as 3⊕1 under SU(3), and SU(3)
is allegedly the largest subgroup of SU(4) giving such a split. This isn’t a deep
statement. It just boils down to the fact that you can think of SU(3) inside
SU(4) as something like
B =
(
A 0
0 1
)
where A ∈ SU(3) and thus B ∈ SU(4). Note that ∇mη+ says that η+ is un-
changed under parallell transport, meaning it transforms trivially under holon-
omy. This in turn means we want Hol(K, g) ⊆ SU(3), so as to get the split-
ting of the 4 into 3 ⊕ 1. One definition of a Calabi-Yau in the weak sense is
Hol(K, g) ⊆ SU(3) and Ka¨hler. As I will argue extensively below, this argu-
ment says that to have at least one covariantly constant spinor in 6 dimensions,
hence N ≥ 1, will require the internal manifold to be Calabi-Yau in the weak
sense. To have exactly N = 1, you need a Calabi-Yau in the strong sense.
4.3.1 Remarks on the assumptions
Before moving on, I feel the assumptions made above deserve some comments.
Besides compactness of the 6 extra dimensions, the assumptions made so far are
• The metric splits, so that M10 = M4 ×K
• M4 is maximally symmetric =⇒ φ is constant and M4 is Minkowski.
• N = 1 SUSY is to be preserved in 4 dimensions.
• The 3-form flux H vanishes.
• K is irreducible as a Riemannian manifold; K 6= K1×K2 with dimR(Ki) <
6.
φ being constant has a clear physical motivation, although it isn’t a priori nec-
essary. The interpretation of φ is that 〈exp(φ)〉 = gs the string coupling. This
says that the coupling between strings could be spacetime-dependent. Unless
some miracle occurs, this would mean that the coupling constants in 4 dimen-
sions are time-dependent9. There are strong experimental constraints on this,
8And like [19] warns, there are several inequivalent definitions going around
9This is not the kind of dependence we know from field theory, were couplings get renor-
malised based on energy scale.
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and so φ can’t be too time-dependent in our present era of the universe. It
then doesn’t seem too much of a stretch to simply assume it is constant in our
universe.
Apart from φ, the condition on H is what catches my attention the most.
If you try keeping it, you can do as [25] does and replace ∇ by ∇˜ = ∇ − c ·
e2φγkrHmkr, where c is a collection of numerical factors that depend on the
conventions used. What fixes c is that you want ∇˜ = 0, and so you do get a
covariantly constant spinor but with another connection. [25] claims that you
can show that ∇˜ = 0 =⇒ Npmn = 0, but this requires some computations
since I’ve only shown that the Nijenhuis tensor Npmn can be computed using
∇, not ∇˜. If you believe this, then the internal manifold becomes a complex
manifold assuming just unbroken supersymmetry and a split metric. What you
do not get with H 6= 0 is a Ka¨hler manifold, and that is a major blow. Non-
Ka¨hler geometry is much more poorly understood than Ka¨hler geometry, and
tractability generally goes down if you keep H 6= 0. For a better, more physical
argument, see [25] which claims that H scales oddly, and should therefore be 0.
This is not a precise argument, but it’s better than “H 6= 0 is hard”.
Maximal symmetry
The fact that assuming M4 to be maximally symmetric implies that φ is a con-
stant (and as such, coupling constants are constant), spacetime is Minkowski,
and the cosmological constant Λ vanishes might seem like a good idea, but a
maximally symmetric spacetime is actually quite strict. For one, the FRW met-
ric written down in (3.1) is not maximally symmetric in the spacetime sense.
You can either guess this straight away, since it was constructed assuming spa-
tial (3-dimensional) maximal symmetry, not spatio-temporal (4-dimensional)
maximal symmetry, or you can check. The checking goes as follows. For i 6= j
spatial indices, the Riemann-tensor for (3.1) is given by
Rijij =

a˙2+k
1−kr2 j = r
a˙2 + k j = θ
sin2 θ(a˙2 + k) j = φ
(4.15)
j and i are of course interchangable in (4.15). Assuming maximal symmetry
says that
Rijij =

a4
1−kr2 i = r, j = θ
a4 sin2 θ i = θ, j = φ
a4 sin2 θ
1−kr2 i = r j = φ
(4.16)
Demanding equality between (4.16) and (4.15) will force k = κ = a˙ = 0. This
isn’t as big a contradiction as it might first appear. Our universe as modelled by
Heterotic strings might eventually find itself in the FRW scenario assuming it
“initially” started out in a maximally symmetric spacetime. I’m just stressing
the fact that assuming maximal symmetry in the 4-D sense is stronger than
assuming the FRW metric.
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4.3.2 Some computations
Why ∇mη = 0 =⇒ Rmn = 0
It might be clearer if I sketch an alternative way of seeing why we need a
Calabi-Yau. The equation ∇mη = 0 can be seen to require Rmn = 0 by a direct
computation. You can find this computation sketched in [4], but I will do it
myself here anyway.
∇mη = 0 implies that [∇m,∇n]η = 0. The covariant derivative is given by
∇mη = ∂mη + 14ωmpqγ
pqη
where ωm is the spin connection. The commutator is
[∇m,∇n]η = [∂mη + 14ωmpqγ
pq, ∂nη +
1
4
ωnrsγ
rs]η
[∇m,∇n]η = 14[∂m, ωnpqγ
pq]η +
1
4
[ωmpqγpq, ∂n]η +
1
16
ωmpqωnrs[γpq.γrs]
The first two terms are simply
1
4
(∂mωnpq − ∂nωmpq) γpqη
The last term needs a γ-matrix identity, namely
[γpq, γrs] = −2 (ηrpγqs − ηrqγps − ηspγqr + ηsqγpr)
Using this shows that
1
16
ωmpqωnrs[γpq.γrs] = −18(ωm
r
qωnrsγ
qs−ωmpqωnqsγps−ωmsqωnrsγqr+ωmpqωmpqγpr)
The curvature connection is antisymmetric in the last 2 indices, so I can simplify
this expression somewhat by also relabling some summation indices:
1
16
ωmpqωnrs[γpq.γrs] =
1
4
(ωmspωnpq − ωmpsωnpq)γsq
What I have shown is that
0 = [∇m,∇n]η = 14(∂mωnsq − ∂nωmsq + ωms
pωnpq − ωmpsωnpq)γsqη
According to either [5] or [10] there is a neat relation between the curvature
tensor and the spin connection given by precisely
Rmnsq = ∂mωnsq − ∂nωmsq + ωmspωnpq − ωmpsωnpq
and so what has been shown is that
0 = Rmnsqγsqη (4.17)
Next step is to prove why this implies that Rmn = 0. Do see this, multiply
(4.17) by γn, using another γ-matrix identity saying that
γnγsq = γnsq + gnsγq − gnqγs
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Using this we have
0 = γnRmnsqγsq = (γnsq + gnsγq − gnqγs)Rmnsqη = γnsqRmnsqη − 2Rmsγsη
The first term on the right hand side vanishes. To see this, I suggest writing as
follows.
γnsqRmnsqη = γnsq(Rm(nsq) +Rm[nsq])η = γnsqRm[nsq]η = 0
The term γnsqRm(nsq) vanishes since γnsq is antisymmetric in all 3 indices by
construciton and Rm(nsq) is defined as the symmetrisation of the 3 indices (nsq).
The term Rm[nsq] is 0 by Bianchi’s first identity (see for instance [1]).
What remains is to show that
Rmsγ
sη = 0 =⇒ Rms = 0
There is a trick to seeing this. Assume η is of a definite chirality. Earlier I chose
it to be positive, and I might as well continue doing so, η = η+. Multiply Rmsγsη
from the left by iη†+γq and recognize the resulting tensor iη
†
+γqγ
sη+ = Jqs as
the almost-complex structure. I claimed earlier that it can be shown to satisfy
Jq
sJs
p = −δqp, which says in particular that J is an invertible matrix. What
this argues is the following
0 = Rmsγsη =⇒ JqsRms = 0 =⇒ Rms = 0
There are a couple of nice aspects of this computation. One is that it shows
explicitly how ∇mη = 0 with η 6= 0 implies Rmn = 0 without having to appeal
to powerful theorems. The other feature I would like to highlight is the fact
that the above computation only runs one way. For instance, already at the
first step you would have a difficulty. It is not in general true that [∇m,∇n]η =
0 =⇒ ∇mη = 0. I will discuss these issues a bit later on.
Why you have chiral spinors
It is a quite well-known fact that in even-dimensional spacetime you can at-
tribute chirality to spinors. In representation theory language, this claim is that
the 2n-dimensional representation S of Spin(2n) splits into two 2n−1 irreducible
representations S = S+ ⊕ S−. Since it’s actually pretty straight-forward to see
this, I thought I might as well show it. What needs showing is the analogue of
the γ5 in 4-dimensional field theory, namely a matrix Γ with the properties that
{Γ, γµ} = 0 for µ = 0 · · ·D − 1 and is such that Γ2 = 1. I’ll worry about the
normalisation at the end. Begin by defining Γ = γ0γ1 · · · γD−1. What I know
is10 {γµ, γν} = 2ηµν . The relevant commutator to compute is
{Γ, γµ} = γ0γ1 · · · γD−1γµ + γµγ0γ1 · · · γD−1
Since {γµ, γν} = 0 when µ 6= ν, and γ2µ = gµµ, I can write
γ0γ1 · · · γD−1γµ = (−1)D−1−µγ0γ1 · · · γ2µγm+1 · · · γD−1−µ
10I am using the string theory/general relativity metric, meaning a particle physicist will
want a minus here.
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= −(−1)D−µgµµγ0 · · · γµ−1γµ+1 · · · γD−1
Similarly we find
γµγ0γ1 · · · γD−1 = (−1)µgµµγ0γ1 · · · γµ−1γµ+1 · · · γD−1
Adding these gives
{Γ, γµ} = (1− (−1)D)(−1)µgµµγ0γ1 · · · γµ−1γµ+1 · · · γD−1
For D even, this is 0.
For the norm of Γ, compute Γ2.
Γ2 = γ0γ1 · · · γD−1γ0γ1 · · · γD−1 = γ20(−1)D−1γ1 · · · γD−1γ1 · · · γD−1
Proceeding like this, you can either agree that the result is as follows or you can
prove it by induction.
Γ2 =
(
D−1∏
µ=0
(γµ)2
)
(−1)
PD−1
i=0 i =
(
D−1∏
µ=0
(γµ)2
)
(−1)D2 (D−1)
So to correctly normalise, choose
γD+1 = (i)
D
2 (D−1)−1γ0γ1 · · · γD−1
In particular, for D = 4 this says γ5 = (i)5γ0γ1γ2γ3 = iγ0γ1γ2γ3, which is the
conventional form of γ5 in field theory in 4 dimensions.
Having established the existence of γD+1 you can use it to construct projec-
tion operators as usual: P± =
1±γD+1
2 and use these to assign a chirality.
4.4 The Calabi-Yau Confusion
Let me address something I think is a bit unclear in the string theory literature.
Assume the above setting, meaning low-energy Heterotic string theory, the met-
ric splits between a 4-dimensional Minkowski and a 6-dimensional compact part
and H = 0. Assuming N = 1 supersymmetry survives in D = 4 meant we
needed one (and only one!) covariantly constant spinor in 6 dimensions called
η. It was originally argued in [25] that this implies that the internal manifold
is a Calabi-Yau manifold in the weak sense 11. I of course agree with both the
reasoning and the conclusion of [25]. What I do object to is that it seems com-
mon to assume the converse is true, namely that the internal spacetime being
Calabi-Yau in the weak sense means N = 1 supersymmetry is conserved. This is
not true. What is true is that a Calabi-Yau manifold imples N ≥ 1 is conserved.
An easy counter-example I’ve come up with to back my claim is the torus.
Let K = (S1)6 be the flat torus. That is to say a torus endowed with the metric
ds2 = r21dθ
2
1 + · · ·+ r26dθ26
This metric is the metric it inherits from R6 when forming the quotient by
a lattice; K = R6/Z6. It’s a constant metric, so clearly Rmnab = 0, and
11Meaning a Calabi-Yau manifold defined in the appendix, as defined by Candelas et al. in
[25], and as defined by S.T. Yau.
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consequently Rmn = 0. The torus is compact, so when I argue that it’s Ka¨hler I
will have shown that it’s a compact, Ricci-flat Ka¨hler manifold, which is to say
a Calabi-Yau manifold in the weak sense. Seeing that the flat torus is Ka¨hler is
actually quite easy. Observe that if you define x1 = r1θ1, y1 = r2θ2, x2 = r3θ3
etc. along with zk = xk + iyk we have
ds2 =
3∑
k=1
dzkdzk
This is the torus you get when the lattice is Γ = {(n1, im1, n2, im2, n3, im3)
∣∣∣ni,mi ∈
Z}. In these complex coordinates the metric is gab = gab = 0 and gab = δab.
This says that the metric is hermitean. Since the metric is constant, it’s clear
that the Ka¨hler form ω = gabdz
a ∧ dzb is closed, and so the flat torus is Ka¨hler.
If you prefer to have a Ka¨hler potential, then K = ∑3k=1 |zk|2 is your locally
defined function on the torus with ∂a∂bK = gab. I say locally defined, as K is
not invariant under translations by elements of the defining lattice.
Actually, I can show more, namely that the torus above is projective. I
suppose there are more constructive ways of showing this, but since I like high-
tech theorems I will be using the Kodaira embedding theorem, or rather a
corollary. The theorem itself states
Theorem 1. A compact Ka¨hler manifold K is projective if and only if there is
a positve line-bundle on K (or an ample line-bundle, which will be the same).
The corollary12 which is closer to my differential-geometric approach says
the following
Theorem 2. Let Γ be a lattice and K = CN/Γ be a complex torus. The K is
projective if and only if there is an alternating form ω which is R-bilinear and
satisfies the following requirements:
(a) ω(iu, iv) = ω(u, v).
(b) ω(·, i(·)) is positive definite.
(c) ω(u, v) ∈ Z for all u, v ∈ Γ.
After a bit of experimenting, I landed on the following choice of ω for my
torus: ω(u, v) = 12i
(
〈u, v〉 − 〈u, v〉
)
= Im (〈u, v〉). Here the inner product is the
one inherited from CN with physics-convention of complex conjugation 〈u, v〉 =
uiv
i. To see that this does the job, I’ll run through the list. ω is clearly
alternating as ω(u, u) = Im (〈u, u〉) = 0. a) is clear since 〈iu, iv〉 = ii 〈u, v〉 =
〈u, v〉. To see b) it’s important that the inner product is C-linear in the second
argument (physicist definition): 〈u, iu〉 = i 〈u, u〉 =⇒ Im (〈u, iu〉) = 〈u, u〉 and
this is postive definite. c) follows by my choice of an integral lattice. If u, v ∈ Γ
then
〈u, v〉 =
N∑
j=1
(nj − imj)(n′j + im′j) =
N∑
j=1
njn
′
j +mjm
′
j + i(njm
′
j −mjn′j)
12The theorem is proven in [16] as Theorem 5.3.1. The corollary is Corollary 5.3.5.
42
Meaning that the imaginary part is a sum of products of integers, which is of
course an integer. This concludes my proof that the flat torus is projective.
The flat torus has Hol(T6, g) = {1} since it has vanishing Riemann-tensor.
To see this, note that the change in a vector A = Aµeµ after parallel-transport
around a loop is given simply as
δA =
1
2
AνRµναβ∆Sαβeµ
Here Sαβ is the “infinitesimal” area of the polygon the vector is parallell-
transported around. This is typically how curvature is introduced in physics
textbooks, and the result can be found in [1]. Since δA = 0 when the Riemann
tensor vanishes, the holonomy is trivial (the vectors aren’t changed around a
closed curve).13 A trivial holonomy group in turn means that the spin rep-
resentation 4+ of SU(4) splits as 1 ⊕ 1 ⊕ 1 ⊕ 1. This says that there are 4
covariantly constant spinors in D = 4, meaning we have N = 4 supersymmetry.
This is what I said could naively happen if nothing was done to prevent all 16
real degrees of freedom contained in the N = 1 spinor in D = 10 from forming
4 spinors with 4 real degrees of freedom each in D = 4.
What my example has shown is that a Calabi-Yau manifold in the weak
sense doesn’t guarantee N = 1 supersymmetry, merely N ≥ 1. N > 1 is phe-
nomenologically rejected on the basis that there aren’t complex representations
which you need to make the standard model14. The consequence is that when
counting or estimating the number of allowable string theory vacua, it is not
enough to check that the internal space is Calabi-Yau in the weak sense. Only
counting the number of these will lead to an overcounting of the number of string
solutions. I am not proposing that there are few string theory solutions. I am
merely saying that there are fewer than is sometimes claimed in the literature.
I can propose 2 other ways of seeing why the holonomy of the torus is not
SU(3). One way I came up with is a bit high-tech, but it is the strongest
argument. Like I said in appendix B, SU(m)-holonomy for m ≥ 3 implies that
the fundamental group is finite. But T6 has fundamental group Z6 which is not
finite at all. The Z6 comes about since a loop may wind ni times around circle
number i independently, and there is no way to smoothly deform the loop so
as to change these winding numbers. The case T2 might serve to convince the
reader. The fundamental group is a topological concept and as such doesn’t
depend on choices such as the metric or complex structure on the torus. I.e.
this doesn’t just say that a flat torus doesn’t have SU(3)-holonomy. This says
that it’s impossible to find a Ka¨hler metric on the torus such that it gets SU(3)-
holonomy.
The last reason I will give why the torus doesn’t have holonomy equal to
SU(3) is the Hodge diamond. The Dolbeault cohomology group H1,0(T6) is
generated by the 3 cocycles dzk for k = 1, 2, 3. And so h1,0 = 3. The group
H0,1(T6) is generated by the 3 cocycles dzk for k = 1, 2, 3. By Serre-duality,
h3−1,3−0 = h2,3 = h1,0 = 3 and h3−0,3−1 = h3,2 = h0,1 = 3. The group
H2,0(T6) is generated by the cocyces dzi ∧ dzj for (i, j) = (1, 2), (2, 3), (3, 1),
and so h2,0 = 3. The complex conjugates generate H0,2(T6) and h0,2 = 3. Since
13A more general version of this conclusion could be gotten by appealing to theorem 2.4.3
in [19], but then the argument isn’t as transparent.
14[5]
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I showed above that T6 is a Calabi-Yau in the weak sense, I know that h3,0 = 1
and is generated by a global nowhere vanishing (3, 0)-form, which of course is
Ω = dz1 ∧ dz2 ∧ dz3. The Hodge diamond is then
1
3 3
3 h1,1 3
1 h1,2 h1,2 1
3 h1,1 3
3 3
1
This is the wrong Hodge-diamond for a Calabi-Yau in the strong sense (see
appendix B), saying once again that T6 doesn’t have SU(3) holonomy.
4.4.1 Examples of imprecise CY claims
I’ve gathered together a handful of incorrect claims about Calabi-Yau manifolds
to illustrate my claim that it is rampant throughout the literature.
• [5] says on page 438 of volume 2 “[...] metrics of SU(N) holonomy corre-
spond precisely to Ka¨hler manifolds of vanishing first Chern class.”
• [4] define Calabi-Yau manifolds on page 356 to have Ka¨hler and have
holonomy equal to SU(N). On page 382 they say “Since the internal
spaces are Ka¨hler manifolds with a vanishing first Chern class, they are
by definition Calabi-Yau manifolds.” - this is quite typical and [6] does
something similar. I.e. they often define Calabi-Yau spaces to have holon-
omy equal to SU(N), and then they talk about Calabi-Yau manifolds if
the Chern class vanishes, and introduce terminology like “Calabi-Yau with
SU(N) holonomy.”
• [55] defines a Calabi-Yau as “A complex algebraic variety with trivial
canonical sheaf.” which is a perfectly fine definition. But it will lead to
N ≥ 1 in 4 dimensions, not N = 1.
• [56] say they want N = 1 supersymmetry, and a usual way to get this
is if “[...] the compact manifold X is a Calabi-Yau threefold, that is, a
complex Ka¨hler manifold with a metric of SU(3) holonomy. Equivalently,
by Yau’s theorem, X is complex Ka¨hler and has vanishing first Chern
class of its tangent bundle, c1(X) = 0.” - I agree with everything up to
“equivalently“, which should be replaced by ”A weaker condition“.
You sometimes see claims that getting exactly one covariantly constant
spinor is equivalent to Hol(K, g) = SU(3). There is a theorem (corollary 3.6.3.
in [19]) stating that if K is Ka¨hler and Hol(K, g) = SU(3), then there is exactly
one covariantly constant spinor. To get the converse I had to assume that K
was irreducible, hence that is part of the assumptions. Using theorems 2 and 6
from the article [49], we have the following.
Theorem 3. Let K be a compact irreducible Riemannian spin-manifold of di-
mension 6. Then K has a non-trivial covariantly constant spinor if and only
if it has Hol(K, g) = SU(3). If Hol(K, g) = SU(3), then there is 1 covariantly
constant spinor η with irreducible parts η±.
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The article [49] actually has quite a bit more on what happens in other
dimensions, but the way I’ve formulated the theorem is what it says in my
setup. [49] builds on [50] and [51], where much of the preliminary work was
done.
4.4.2 Checking for CY manifolds
Most, if not all, expositions detailing why you need a Calabi-Yau manifold to
preserve supersymmetry stop here, and check one of the equivalent definitions
of a Calabi-Yau manifold in the weak sense
when doing phenomenology. The vanishing of the first Chern class is a pop-
ular choice. I agree that being Calabi-Yau is a necessary condition. I disagree
that it is sufficient, as my simple torus example above showed. Simply checking
that the first Chern vanishes is then not sufficient on its own to guarantee the
existence of a single covariantly constant spinor, which we know is equivalent
to supersymmetry being preserved in 4 dimensions.
What I propose you can do is to check the vanishing of the Chern class and
conclude that you have a Calabi-Yau in the weak-sense. Next you need to argue
that the manifold is irreducible as a Riemannian manifold. If it is irreducible,
then the fact that you have covariantly constant spinors will allow you to use
the above theorems from [49] to conclude that the Holonomy is indeed SU(3)
and that there are the correct number of spinors to get N = 1 supersymmetry
in 4 dimensions.
I must confess that this is rather weak in practice. The reason is that the
standard way of making Calabi-Yau manifolds is algebraic. Being irreducible
as a Riemannian manifold explicitly references the metric, but algebraists go to
extraordinary lengths to not reference a metric. I actually believe the situation
is still that there is no explicitly known metric of holonomy precisely SU(3) on
a smooth manifold.
My example with the torus above was able to evade the theorems precisely
because a torus isn’t irreducible, being a product of circles, so you really need
to check the irreducibility.
A follow-up question which needs answering is ’how many reducible Ricci-
flat Ka¨hler manifolds are there?’ This question is important since it will tell
you how much you are overcounting when only looking for Ricci-flat Ka¨hler
manifolds rather than those with SU(3) holonomy.
I can answer the question when K splits into complex manifolds; K = K1×
K2 where K1 and K2 are Ricci-flat Ka¨hler manifolds of complex dimensions 1
and 2 respectively. Being a compact complex manifold of dimension 1 means
have a compact orientable surface. Since K1 is Ricci-flat, it will have vanishing
Ricci scalar. Integrating the Ricci-scalar and using the Gauss-Bonnet theorem
gives
0 =
∫
K1
RdS = 2piχ(K1) = 4pi(1− g)
g is the genus, and the equation says that g = 1. By the classification theorem
for compact orientable surfaces, K1 is topologically a torus. So if K splits as
complex manifolds, at least one factor has to be a torus.
I do not have a definitive answer for what happens when K splits as a real
Riemannian manifold but not as a complex manifold. You could for instance
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imagine writing K = K3 × K ′3 where K3 and K ′3 are Ricci-flat Riemannian
manifolds. These clearly can’t be complex, being of odd dimension. There
might be a simple solution to this, but I would venture to guess that it needs
more work.
4.5 Homolorphic Vector Bundles
Let me remind the reader of one of the equations for unbroken supersymmetry
in 4 dimensions, namely (4.10), whose 6-dimensional part reads15
δχ = Fmnγmnη = 0
The F is the field strength of a vector bundle V. Writing this in complex
coordinates gives (
Fabγ
ab + Fabγab + 2Fabγ
ab
)
η = 0 (4.18)
This can be shown16 to imply
Fab = Fab = Fabg
ab = 0 (4.19)
The vanishing of Fab and Fab in (4.19) says that the vector bundle is holomor-
phic. The last is a bit more intricate, and I need some more terminology to
explain it, and I will do so since both [5] and [29] are quite brief, albeit correct,
on the point. There are conventions involved in the definitions below, and I fol-
low [16] here. You can choose coordinates so that the non-zero components are
Fab assuming the vector bundle is holomorphic. A holomorphic vector bundle
is said to be Hermite-Einstein if there exists a complex number λ such that
i
2
gabFab = λ · idV (4.20)
In particular, this is satisfied if gabFab = 0 with λ = 0. Let ω denote the Ka¨hler
form on the compact manifold K, and assume K has complex dimension n
(n = 3 in this thesis and in most string theory applications). Then the number
λ, if it exists, is given as
λ = 2pin
(∫
K
ωn
)−1
µ(V)
Here ωn = ω ∧ ω ∧ · · · ∧ ω n times, and the quantity µ(V) is called the slope of
the vector bundle. It is defined as
µ(V) = 1
rk(V)
∫
K
c1(V) ∧ ωn−1 (4.21)
c1(V) is the first Chern class of V (see the appendix for a reminder of what this
is).
This looks worse than it really is. There is a theorem due to Donaldson, Uh-
lenbeck and Yau stating that a holomorphic vector bundle on a compact Ka¨hler
15The equation split into a 4-dimensional and a 6-dimensional part on account of the as-
sumption that the metric split.
16[5], volume 2, p.453
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manifold admits an Hermite-Einstein metric if and only if V is polystable.17 The
equation gabFab = 0 then says that the holomorphic vector bundle is supposed
to have 0 slope and to be polystable. This is a further restriction on V. I would
like to stress that this is a direct consequence of conserved supersymmetry, a
split metric, and the assumptions H = 0.
4.5.1 Some particle consequences
The field strength F which has featured above is supposed to be the field
strength or curvature of a sub-bundle of the E8 × E8-bundle. That is a prin-
cipal bundle (gauge bundle) V with structure group (gauge group) contained
in E8 × E8. E8 contains all the simple Lie-groups (up to a certain dimen-
sion, of course!), so this requirement on its own is quite weak. The equations
Fab = Fab = 0 said that the vector bundle V is a holomorphic vector bundle,
and this is quite strong.
The first thing to happen when a bundle V is chosen is that the group
E8 × E8 is broken down to the maximal subgroup commuting with the image
of G in E8 × E8. It has become common practice to embed G in one factor of
E8 thus breaking it down to something closer to the standard model. The other
factor of E8 is left to its own and is declared to be part of a “hidden sector”.
As has been observed for instance in [5], there could be several choices of the
bundle V ([16] points out that it’s actually quite difficult to answer how many
“non-trivial” holomorphic bundels a given complex manifold has, if any). There
is always one somewhat distinguished bundle, namely the holomorphic vector
bundle T (1,0)K which I will write as TK from now on. It has structure group
SU(3), and embedding SU(3) in a standard way in E8 will break E8 down to
E6 which is allegedly the largest subgroup of E8 commuting with SU(3). This
was the historically what people tried doing with heterotic strings, and I would
argue they had several good ideas for how to proceed to break E6 down to a
group like SO(10) or SU(5). Embedding the bundle V in the E8 × E8 gauge
bundle has to be done in such a way as to get the identity
0 = dH = tr(R ∧R)− tr(F ∧ F )
Using TK as the E8 sub-bundle is referred to as “embedding the spin connection
in the gauge group” in the string literature.
Embedding the spin connection in the gauge group is a natural choice,
and it’s an easy way to satisfy a tough constraint which the above identity is.
Polchinski [6] has the following to say about this constraint “[...] this condition
is quite strong, and the only solution seems to be to set F and R essentially
equal.” Due to a moduli problem you run into if you’re not allowed to keep
H 6= 0 and choose V more freely, I will not embed the spin connection in the
gauge group here, but rather keep the constraint. Recall that I claimed the
constraint is the result of a string effect. As such it is a good demonstration of
how string theory is more constrained in its choices than field theory is.
Since I introduced the Chern classes in appendix B, I might as well use them
to rewrite the constraint tr(R ∧R)− tr(F ∧ F ) = 0. In appendix B I found the
17I will not define what it means to be polystable, as it involves sheaves. I will avoid talking
about sheaves until the next chapter.
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equations
c1(F ) =
i
2pi
tr(F )
and
c2(F ) =
tr(F ∧ F )− tr(F ) ∧ tr(F )
8pi2
These give that
tr(F ∧ F ) = 8pi2c2(F ) + tr(F ) ∧ tr(F ) = 4pi2(2c2(F )− c1(F ) ∧ c1(F ))
The constraint can then be written
4pi2(2c2(F )− c1(F ) ∧ c1(F )) = 4pi2(2c2(R)− c1(R) ∧ c1(R))
In my setting, K is a Calabi-Yau, so c1(R) = 0 (this is the Chern class of the
tangent bundle which is per definition the Chern class of the complex manifold).
We finally get
2c2(F )− c1(F ) ∧ c1(F ) = 2c2(R) (4.22)
This has to be checked some way or the other for whatever bundle/manifold
combination you choose.
Asuming supersymmetry but with both non-zero flux and a warped metric
is much better understood for type IIB strings than for heterotic strings, and
I will not try to remedy that in this thesis. Instead, I will go with the above
assumptions and look at how people tackle a problem with moduli.
4.6 Moduli
Moduli is essentially another word for parameter, more specifically in this con-
text, the parameters needed to specify a 6-dimensional complex manifold. What
sets moduli apart from an arbitrary parameter is that the collection of all pa-
rameters will typically have the structure of a space equal to or similar to the
space it parametrises. This observation goes back to Riemann, and there it was
in the context that a Riemann surface will typically have a moduli space which
is another Riemann surface. In my case, the statement is that the moduli space
of a Calabi-Yau manifold is itself a complex manifold. I will not use this fact
too explicitly in this thesis, but it’s a remark worth making, nonetheless. For an
almost bewildering array of possible views of what a moduli space is, see [13].
Or one may simply think of moduli as parameters.
4.6.1 The moduli problem
Strings depend on the background in which they move. When going from 10 to
4 dimensions, the resulting 4-dimensional fields will in general depend on the
choice of 6-dimensional geometry (i.e. on the moduli). It has become customary
to think of what the 4-dimensional observer sees as scalar particles as coming
from some potential in the effective field theory. This potential, Veff , is in
principle computable and will come about in analogy with the Kaluza-Klein
particles when dimensionally reducing the 10-diemensional supergravity theory.
The vacuum state of the 4-dimensional field theory will need Veff to be at a
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minimum. The problems all hail from the fact that a minimum need not be
unique. Not even global minima are unique, a priori.
It is possible to find explicit or at least somewhat explicit expressions for the
scalar potentials. These are necessary when you want to minimise the potential
to find the true vacuum for instance, or if you want to use the potential in some
inflaton model like the one in chapter 3. I will not be needing them in my thesis,
as I’m investigating the more basic questions first. I.e. there is little point in
having an explicit inflaton potential when you know it has runaway directions,
and/or if your model has a completely wrong particle content. Computing the
potentials and minimising is of course an obvious part of the “way forward”.
The first consequence of this observation is that string theory loses predictive
power, as it depends on the background and we have a hard time fixing a suitable
background, both in principle and in practical computations. The fact that
typical setups will generate potentials with several minima has been termed the
landscape.
The second problem is in my opinion more acute, but at the same time of a
more guiding nature, as it potentially contradicts measured physics. It arises if
there are flat directions in the potential. By this I mean that Veff doesn’t have
isolated minima, but rather a continuum of minima. The following, completely
unrealistic, toy example serves to illuminate the key aspect. Write V (φ1, φ2) =
φ21. Then (0, φ2) is a minimum for any choice of φ2. The reason why this is
dangerous is that the Hessian of Veff (the matrix of all its double derivatives)
will give masses to the 4D scalar fields, and a flat direction means that, after
possible a change of coordinates, ∂
2V
∂φ2i
= 0 for some i, and you therefore end up
with massless scalar fields. Standard field theory tells us that massless particles
have long-range interactions, and the coupling strengths of Calabi-Yau moduli
will the comparable to gravity (intuitively, the coupling will be gravitational
since the moduli are geometric, just like gravity). A flat direction in the potential
will result in scalar gravity, which might be bad, as it’s known that gravity is
at most 1% scalar, the rest being tensorial18.
4.6.2 Moduli stabilisation
Making sure the moduli fields don’t have flat directions and sufficiently raising
their masses to avoid the issue of having light scalars is known as moduli sta-
bilisation. Most work on this seems to have gone into type IIB theory where
a “warped compactification with fluxes” is popular. The idea is there to get
a similar, but not identical, expressions as (4.6) for the type IIB supergravity
approximation, and assume the IIB analogy to H is non-zero. This is the so-
called flux. One also assumes that the metric is not split as I have assumed, but
rather that the 4-dimensional metric depends on the coordinates of the 6 extra
dimensions. This is what is meant by “warped”. Another popular approach,
not entirely disjoint from the above, is to work with branes. Typical moduli are
then the relative brane positions. These are the approaches [4] takes, and most
of the models checked by [35] and discussed by [38] are of this type.
I will look into another approach to the moduli problem within the context
of the heterotic theories. The moduli problem, when it was pointed out, caused
a slow-down in activity surrounding the heterotic theories. The setup where
18[4] or [52]
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the internal space is taken to be a Calabi-Yau manifold will typically bring
with it quite a few moduli (the number of which are counted by the Dolbeault
cohomology groups’ dimension; h1,1 and h2,1. The exact dimension of the space
of (local) moduli is actually quite easy. It has real dimension 2h2,1+h1,1+1. The
reason being that h1,1 is the real dimenion of the family of Ricci-flat metrics
on a compact complex manifold with vanishing first Chern class admitting a
Ka¨hler metric. h2,1 is the complex dimension of the moduli space of (local)
complex structure deformations, hence it has real dimension 2h2,1. There is
then 1 degree of freedom, which for instance can be thought of as a choice of
phase of the generator of H3,0. These results are given as theorems 7.1.2, 7.7.1
and corollary 7.7.2 in [19].
4.6.3 Physical effects of moduli stabilisation
You know how sometimes you meet somebody and they’re really nice, so you
invite them over to your house and you keep talking with them and they
keep telling you more and more cool stuff? But then at some point you’re
like, maybe we should call it a day, but they just won’t leave and they keep
talking and as more stuff comes up it becomes more and more disturbing and
you’re like, just stop already? Thats kind of what happened with inflation.
Max Tegmark [38].
I mentioned in chapter 3 that slow-roll inflation happens as long as the
parameters η and  are small. When I talked about UV-sensitivity I also argued
that
η ∼ m
2
φ
H2
This can be used as a quick argument for why a light or even massless scalar
field φ (a moduli) can cause inflation. If on the other hand you manage to raise
their masses and keep them raised, you will have ensured that η surpasses 1 and
you no longer get slow-roll inflation. Massive fields are also mediators of short-
range interactions rather than long-range, so this will also help ensure that you
satisfy the tensor to scalar ratio of long-range gravitational interaction.
4.7 The number of generations
There is another important physical consequence of the numbers h1,1 and h2,1
apart from counting the number of massless scalar fields in 4 dimensions. If
you do choose V = TK, then they also count the number of generations in the
particle physics sense in a particular way. Some details are as follows.
From a string perspective, particles with masses at our energy scale are as
good as massless. As such, fermions should satisfy a massless Dirac equation
/D10ψ = 0. Since I have made the assumption that the metric splits, the Dirac
operator splits as well; /D10 = /D6 + /D4. So what we’re looking to solve from a 4-
dimensional point of view is /D4ψ = − /D6ψ. Assume next that ψ is an eigenstate
for /D6 with eigenvalue λ. The equation to solve is19 ( /D4 + λ)ψ = 0. This says
that the 4-dimensional solutions are sourced by the 6-dimensional solutions.
19I am glossing over a technicality. You need to modify /D6 slightly in order for /D4 and /D6
to be able to share a spectrum.
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Looking for massless 4-dimensional solutions (massless to a good approximation
at least) is then to be asking for massless solutions in 6 dimensions. At first,
this doesn’t seem like a simplification at all. The simplification comes from
changing the question from “what are the solutions in 4 dimensions based on the
6-dimensional solutions?” to “How many solutions are there in 6 dimensions?”.
A more precise way of stating the last question is “What is the index of a
given elliptic operator (like the Dirac operator) on a given compact Riemannian
manifold?”. The answer happens to be topological, and is part of what the
Atiyah-Singer index theorem can tell you. The conclusion [5] draws, which
really deserves more discussion than I will provide in my thesis, is that the
number of particle generations in given as
Ngen =
|χ(K)|
2
(4.23)
The Euler-characteristic is mentioned in appendix B and is defined as the alter-
nating sum of the dimensions of the de Rham cohomology groups. The really
important conclusion is that it’s a topological invariant. So equation 4.23 says
that the number of particle generations in 4 dimensions is uniquely determined
by the topology of the internal space.
I suppose it was results like this that really got physicists excited in the 80’s
about string theory’s ability to explain 4-dimensional particle physics. I like the
result since it is an easy demonstration of how closely intertwined geometry and
physics becomes in string theory, which is a big part of the appeal.
I promised that the numbers h1,1 and h2,1 would appear, and so they do.
Using that the manifold is Ka¨hler, the Euler-characteristic becomes
χ(K) =
n∑
k=0
∑
p+q=k
(−1)khp,q
On a compact Ka¨hler manifold of holonomy precisely SU(3), the Hodge diamond
simplifies dramatically. As stated in appendix B, it will look like this
1
0 0
0 h1,1 0
1 h1,2 h1,2 1
0 h1,1 0
0 0
1
The Euler-characteristic then readily follows.
χ(K) = 1 + 2h1,1 − 2h2,1 − 2− 2h2,1 + 2h1,1 + 1 = 2(h1,1 − h2,1)
In the setup where K is a Calabi-Yau manifold in the strong sense, the number
of generations is simply
Ngen =
∣∣h1,1 − h2,1∣∣ (4.24)
You can go further and get a similar relation when you don’t assume V =
TK. For bundle valued p-forms (sections of V ⊗ Ωp), you can make cohomol-
ogy groups pretty much as before. Call the them Hp(K,V), with hp(K,V) =
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dimHp(K,V). Define the Euler-Poincare´ characteristic to be
χ(K,V) =
n∑
p=0
(−1)php(K,V)
It can be shown, using the Atiyah-Singer index theorem, that the correct
count of the number of generations is
Ngen =
1
2
|χ(K,V)| (4.25)
The PhD-thesis [60] goes through this in detail, but it’s not the original
reference for this fact.
4.8 Motivation
Let me finish this chapter with some comments on why I think the above setup
is a good idea to pursue. Firstly, the heterotic theories are very rich in gauge
structures naturally given, namely a 496-dimensional gauge group. Even should
the standard model group’s embedding in this much larger group remain elusive
for years to come, we are bound to learn quite a bit more about gauge theories
from studying the heterotic theories.
Secondly, the Heterotic theories both easily accomodate vacua with unbro-
ken N = 1 supersymmetry, which may or may not be what nature herself chose.
Regardless, working in supersymmetric frameworks often have computational
benefits, such as supersymmetry protecting a perturbative calculation and the
fact that unbroken SUSY implies that the equations of motion are fulfilled. Re-
lated to the above is the fact that the internal space is mathematically both
very nice and quite constrained if you make the assumptions I do20. When the
requirements are relaxed, the mathematical tools at your disposal for investi-
gating the moduli space at hand will be heavily hit. Parts of the reason for
this, I would argue, is that real algebraic geometry is both a lot harder a not as
well understood as complex algebraic geometry. Even just dropping the require-
ments about being Ka¨hler means you lose quite a few tools, see for instance [16]
and remarks around in appendix B.
A third reason for working on moduli stabilisation in heterotic theories is
that the issue is better, albeit not perfectly, understood in the IIB-setting. If the
5 string theories truly are equivalent in some way, it seems like a good idea to
try and understand the same physics in several of the theories simultaneously,
so as to get a more complete picture of both the underlying theory and the
process of moduli stabilisation (with inflation in mind).
A reader still not convinced that aiming at a Calabi-Yau vacuum is a good
idea could consult [39] and wait for their future work, since they work on a
similar approach as [28], [29] and [30], but they keep H 6= 0, with the increased
difficulty and reduced tractability that implies. I will not pursue [39] in my
thesis. Instead, I will turn to what is being done to cull the moduli on the
H = 0 front.
20First made by [25], I think.
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Chapter 5
Heterotic Moduli
Stabilisation
This chapter is devoted to the new methods for stabilising geometric moduli
(Ka¨hler and complex structure) in heterotic string theories following the articles
[28], [29] and [30].
5.1 Deformations
Much of the non-moduli content of the previous section was more or less known
in string theory since the 90’s. What [30] claims has until recently been over-
looked by physicists is how to properly think about varying the complex struc-
ture on the manifold and the bundle. Before I get extremely formal and tech-
nical, let me try to give my intuition on the topic.
Imagine having stacked several crystal glasses on top of a surface consisting
of several overlapping discs. The configuration of the glasses represents the
holomorphic bundle, the overlapping discs serve as open sets in a cover of the
manifold and represent the complex structure. When moving the discs around1,
the crystal glass configuration might very well have to move as well so as to
not collapse. Also, having specified the way to move the discs, there will be
restrictions on the allowed movements of the glasses. The conlusion is that the
movement of both have to be taken into account at once.
Returning to mathematics and physics, the above analogy is supposed to say
that it’s not sufficient to consider complex structure and holomorphic bundle
deformations separately. They should rather the taken together. What this
means for the physics is that the complex moduli (and as such, the associated
problematic scalar fields) aren’t as unconstrained as was originally thought. The
Specifying a (class) of holomorphic vector bundles over a class of Calabi-Yau
manifolds will help stabilise some if not all of the complex moduli. Here are
some mathematical details.
First notice that the equations Fab = 0 = Fab involves explicitly the spilitting
of the coordinates into holomorphic and anti-holomorphic parts. That is to say
1I owe the picture of a complex structure deformation as a change in the open cover to
Kodaira. See for instance [23].
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it refers explicitly to the choice of complex structure. These equations might
hold with one choice of complex structure but not with another if the underlying
bundle, hence F , stays the same. This is how a relation between the the bundle
moduli and complex moduli appears. The equation gabFab = 0 references the
non-zero part of the metric, and hence the Ka¨hler moduli. To express these in
more detail, I shall have to get technical.
Following [30] (which in turn can trace its key idea to [46]) the complex
structure moduli are encoded in H1(K,TK) ∼= H1,2(K). At least the first
order deformations are, and it’s those that concern us. The bundle moduli are
encoded in H1(K,End(V)) ∼= H1(K,V ⊗ V∗). V∗ is the so-called dual bundle
(written V ∨ in [30]). It is simply defined by replacing all the vector spaces in
the fibres by the dual vector space. When V = TK, V∗ is nothing but the
cotangent bundle, i.e. where the 1-forms live. To link the moduli of the bundle
and the complex structure, one can use the Atiyah-sequence (which is where
[46] comes in). Define Q to be a bundle making the following sequence exact:
0→ End(V)→ Q→ TK → 0
This is what is referred to as an extension of TK by End(V) in [46]. A priori,
such an extension is not unique2, but there is always at least one, i.e. the trivial
extension Q = End(V)⊕ TK.
The simultaneous deformations (or fluctuations, if you want to be physical)
are counted by H1(K,Q). This is computable in certain setups. One might
guess that it is, since Q is per definition part of an exact sequence where the
other 2 objects are known. By for instance [16], a short exact sequence of bundles
(or sheaves, more generally) give rise to a long exact sequence on cohomology:
0→ H0(K,End(V))→ H0(K,Q)→ H0(K,TK)→ H1(K,End(V))→
H1(K,Q)→ H1(K,TK)→ H2(K,End(V))→ · · ·
It’s a known fact that H0(K,TK) = 0, so we have the sequence
0→ H1(K,End(V))→ H1(K,Q) β−→ H1(K,TK) α−→ H2(K,End(V))→ · · ·
This is split-exact, so we have
H1(K,Q) = H1(K,End(V))⊕ β(H1(K,Q))
By the definition of the cohomology-sequence being exact, we know that β(H1(K,Q)) =
ker(α). By proposition 2 in [46] (whose proof is actually in [54]), α defines
an element of H1(K,Hom(TK, end(V))). Using the canonical isomorphism
Hom(A,B) ∼= A∗ ⊗ B and thus End(V) = Hom(V,V) ∼= V ⊗ V∗, we can also
write
α ∈ H1(K,V ⊗ V∗ ⊗ TK∗)
which is the view adopted in [30]. The correct way to count allowed deformations
of the complex structure and the bundle simultaneously is to look at the kernel of
α. The non-zero elements in the image of α are no longer moduli as they are not
2In [30], they keep saying “the” bundle Q, even though they clearly know that it’s not
unique, and the lack of uniqueness is the essence of why things work out for them.
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simultaneous deformations: They are not part of H1(K,Q) = H1(K,End(V))⊕
ker(α).
Physically they have been stabilised by the presence of the bundle V, i.e.
they will no longer show up as massless particles in the 4-dimensional theory.
In their article they also derive the same conclusion in supersymmetric field
theory, but I will keep to the algebraic geometry here.
The long-term goal in the setup is to answer the 3 questions [30] rightfully
raises:
1. Given a bundle, find out how many moduli it stabilises (and how many it
doesn’t).
2. How do you effectively map the other effects of a bundle?
3. Is there a systematic approach to look for bundles?
The second question is what I’ve mentioned a couple of times already, i.e. that
realistic string compactification models should aim at more than one area of
physics at a time. Specifically, the choice of bundle should ideally both break
down an E8 to something closer to the standard model and stabilise the moduli
as it does in [30].
The authors make some headway here. Especially, I would argue, towards
answering point 1. I am not going to go through all of it here, but they do
offer a very tantalising example which I would like to pass on. To perform
calculations, 2 choices need to be made, i.e. what the bundle is and which
underlying Calabi-Yau you’re studying. These are of course not completely
independent. [30] claim that you need a bundle of rank higher than 1. If V
is a line-bundle L then H2(K,End(V)) = H2(K,L ⊗ L∗) = H2(K,OK) = 0
and so there are no non-zero elements in the image of α, meaning no moduli
are stabilised. The first identity L ⊗ L∗ ∼= OK is a well-known result for line
bundles. It essentially boils down to the fact that given a section of L and a
section of L∗, you can combine them to get a function in OK . Then you need
to argue that there are no other functions. The second identity is valid for
complete intersections in projective space, and is mentioned in for instance [24]
(in a more general context).
They move on and choose an SU(2)-bundle V instead, and define this as an
extension of
0→ L → V → L∗ → 0
for some line bundle L. As Atiyah states in [46], the possible extensions corre-
spond to elements of
H1(K,Hom(L,L∗) = H1(K,L ⊗ (L∗)∗) = H1(K,L2)
At some point, K has to be chosen, and they choose a complete-intersection
Calabi-Yau. Much of the reason for this is the tractability it afford along with
some flexibility. More Calabi-Yau manifolds have been constructed using other
means (elliptic fibration leads the race, I think), so don’t expect the example
to be exhaustive. An immediate advantage of choosing a complete intersection
Calabi-Yau is how neat H1(K,TK) looks. Like I mention in appendix B, K
is defined as the intersection of hypersurfaces in several projective spaces X =
CPn1 × · · ·CPnk . These hypersurfaces are given as the zeros of polynomials,
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and these polynomial constraints can be put together in a line-bundle E . By
the exact-sequence
0→ TK → TX|K → E → 0
and the fact H1(K,TX|K) = 0 we get
H1(K,TK) ∼= H
0(K, E)
H0(K,TX|K)
This is in complete analogy with the situation in appendix B for zeros of poly-
nomials in a single projective space. The group H0(K, E) corresponds to the
different choices of polynomial constraints of a given degree and H0(K,TX|K)
to the linear change of variables. What the article ends up choosing first is to
have 2 third-degree polynomials each in a copy of CP2. This will give c1(K) = 0
by (B.33), and so defines a Calabi-Yau in the weak sense. The article then
claims that h2,1(K) = 82 and h1,1(K) = 2. I will do a quick calculation for
h2,1. A single third-degree polynomial in 3 variables has 10 degrees of freedom
for its coefficients: 3 ways of writing z3i , 3 · 2 ways of writing z2i zj and one way
of writing z0z1z2. The two polynomials needed for the complete intersection
are independent, meaning there are 10 · 10 = 100 ways of choosing together.
The linear change of 3 variables account for 3 · 3 degrees of freedom, which is
doubled for 2 polynomials. All in all this leaves h2,1 = 100 − 2 · 9 = 82. I will
not prove that h1,1 = 2, but since each hypersurface came with a Ka¨hler-form
ωi, it’s clear that h1, 1 ≥ 2. You would then need to argue that you haven’t
gotten any new cohomologically non-trivial (1,1)-forms on the intersection.
Next up, there is a natural choice of line-bundle namely L = OK(−3, 3),
giving L∗ = OK(3,−3). These define classes of SU(2) extension bundles via
0→ OK(−3, 3)→ V → OK(3,−3)→ 0
To see how many non-trivial extension V there exist, you would have to compute
H1(K,L2) = H1(K,OK(−6, 6))
I will not do so, but [30] claims you can show that for a “generic point” in
the complex structure moduli-space, you will have H1(K,OK(−6, 6)) = 0.
They also claims that there is a subspace of (complex) dimension 2 where
dimH1(K,OK(−6, 6)) = 180 6= 0. Assume then that you start out in this
subspace (or locus, since we’re using algebraic geometry jargon anyway). Per-
turbing or deforming out of the initial subspace will give rise to something no
longer in H1(K,V ⊗ V∗), meaning it’s no longer a valid bundle deformation.
Valid bundle deformations were precisely the ones keeping Fab = Fab = 0.
When this no longer holds, the vacuum is no longer supersymmetric. So to keep
a supersymmetric vacuum, you have to stay within the 2-dimensional locus. So
out of the h2,1 = 82 complex structure deformations, only 2 are allowed direc-
tions in the presence of the SU(2)-bundle V. The remaining 80 are no longer
moduli, and have been stabilised. Returning to physics for a second, this says
that out of the 82 massless scalar fields, 80 have been made massive leaving only
2 massless scalars.
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5.2 Compatibility with Particle Physcis
What I have advocated earlier is worry about both particle physics and inflation
simultaneously. The reason is hopefully more evident now, since articles like
[41] and [53] chooses V so as to break an E8 down to something closer to the
standard model group. [41] for chooses V to be an SU(4)-bundle for instance.
The problem is that the article I just reviewed chooses an SU(2)-bundle to
stabilise the moduli.
A partial way around this is to recall that the full gauge group we started
out with was E8 × E8 rather than just a single E8. The simplest idea would
be to choose a direct-sum bundle V = Vgauge ⊕ Vmoduli. Here Vgauge will be a
sub-bundle of the visible sector E8-bundle and Vmoduli will be a sub-bundle of
the hidden sector E8-bundle. As the names imply, Vgauge could naivly be chosen
as an SU(4)-bundle to get handle gauge group breaking and Vmoduli could be
chosen to be some other bundle taking care of moduli stabilisation. This doesn’t
really work due to the anomaly cancellation condition
2c2(F )− c1(F ) ∧ c1(F ) = 2c2(R)
which was equation 4.22 in chapter 4. The Chern classes behave as nicely as
possible under direct sums. We have that ck(Vgauge ⊕ Vmoduli) = ck(Vgauge) +
ck(Vmoduli). Having specified that we’re looking at SU(N)-bundles I can actu-
ally compute some Chern-classes. I found in appendix B that a Chern class of
the field strength of a gauge-connection ∇ = d + Aaµtadxµ could be written as
F = 12F
a
µνt
adxµ ∧ dxν . Taking the trace gives
tr(F ) =
1
2
F aµνtr(t
a)dxµ ∧ dxν
This is for any Gauge-bundle. For an SU(N)-bundle, we know that the genera-
tors ta have to be traceless matrices and so tr(F ) = 0. This says that c1(F ) = 0,
and the anomaly cancellation condition simplifies to
c2(Fgauge) + c2(Fmoduli)− c2(R) = 0 (5.1)
Equation 5.1 says that you cannot choose the hidden sector and visible sector
bundles independently.
There is a well-known potential loophole in the above argument which [41]
also explores, namely by the Green-Schwarz mechanism. This in essence says
that if you introduce a 5-brane from M-theory and wrap it appropriately, the
right hand side of (5.1) becomes non-zero and you can get away with some
violations of the anomaly cancellation. This is potentially a bit sketchy without
further justification. The reason is that the M-theory branes are higher energy
objects and up until now I have been working in a low-energy supergravity
approximation only keeping first order α′ corrections from string theory. I
have for instance actively neglected the second order effect to the curvature:
Rmn + α
′
2 RmabcRn
abc = 0 got replaced by Rmn = 0 by arguing that the higher-
curvature term was a power above in α′. Branes are non-perturbative, and
combing their effect with perturbative effects takes some care. The review
article [59] also highlights these sorts of potential compatibility issues.
As an important aside, c1(V) = 0 implies that the slope as defined in equation
4.21 vanishes, which was part of the requirement coming from the equation
gab¯Fab¯ = 0.
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5.3 Mirror symmetry
T-duality is available when an extra dimension is a circle. When the extra
dimensions make up a Calabi-Yau, T-duality gets replaced by mirror symmetry.
To see how I should ideally have introduce Calabi-Yau manifolds as elliptic
fibrations, but let me instead try to explain the idea heuristically.
A fibration is in a sense similar to a product space. When you write X =
[a, b] × S1 you get a line-segment for each point on a circle and the resulting
object is a cylinder. If you twist the intervals as you go around the circle you can
instead end up with a Mo¨bius band. Clearly this space is locally like [a, b]× S1,
but with a twist. This is the idea of a fibration. A toric fibration can be thought
of as locally looking like Tp × Y for some torus and a space Y , but it will in
general be twisted somehow. The important thing is that you now have a torus,
and a torus allows T-duality. Performing T-duality on this torus will give you
a Calabi-Yau manifold and it will replace the E8 × E8 heterotic theory by the
SO(32) heterotic theory.
That you can always think of mirror symmetry as T-duality is now known
as the SYZ-conjecture after the three authors of [57]. It is a conjecture, so it is
not proven yet.
The relation between the initial Calabi-Yau K and its mirror K˜ is that they
interchange complex and Ka¨hler moduli; h1,1(K) = h1,2(K˜) and h1,2(K) =
h1,1(K˜). In terms of the physical conclusions of the previous section, compact-
ifying Heterotic E8 × E8 on the Calabi-Yau K in such a way as to stabilise all
the geometric moduli should be dual to compactifying the SO(32) theory on
the mirror K˜ where all the Ka¨hler moduli are stabilised.
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Chapter 6
Closing Remarks
6.1 Conclusions
Working in the framework of low-energy Heterotic E8×E8 with the assumptions
of preserved N = 1 supersymmetry in 4 dimensions, no flux, no warping, and
a constant dilaton leads to a very consrained setup. Even more so when you
try to demand that both particle physics and cosmology are supposed to be
satisfied simultaneously. It is currently not clear if they can be matched in this
setup, but it seems that if they do it will not be with much of a margin.
From a model-building point of view this is an undesirable situation. In
terms of narrowing down the number of inhabitable string theory solutions it’s
great news. Much more work needs to be done to more realistically map the
landscape, so let me outline some ways ahead.
6.2 Some ways forward
The cleanest extension would be to continue honing the tools needed to locate
suitable Calabi-Yau/bundle pairs that both stabilise moduli and lead to a re-
alistic particle spectrum without violating constraints like 4.22. The next step
would be th details; are the potentials generated for the moduli suitable for infla-
tion? Are there other inflation mechanisms available? Do the Yukawa-couplings
get correctly assigned for the particles?
I’ve suppressed at least one fact for some time now, and that is what to do
about the remaining moduli. In the previous chapter, I reported on a computa-
tion showing how to stabilise 80 out of the 82 complex structure moduli. What
about the remaining two? What about the two Ka¨hler moduli? And finally,
what about remaining bundle moduli? The way to handle these is usually by
appealing to non-perturbative effects, both field theoretic and stringy. Showing
that you have the necessary ingredients to carry this out is the first next step.
The big question which I think isn’t fully answered yet is if these effects really
are realistically present and that they are compatible with the perturbative ef-
fects. It’s one thing to argue that a certain non-perturbative effect is present
in the theory. It’s quite another to claim that a given ensemble of them will
appear and that this is consistent with your perturbative solution.
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This last question of the interplay between perturbative and non-perturbative
effects is present in all the string theories. The question shows itself sooner when
you start out working with branes1 which are non-perturbative objects.
A related way forward is to start relaxing assumptions. As I’ve mentioned,
[39] are working on what happens if you do not assume that the 3-form H
vanishes. In the longer run, you might want to try removing the requirement
of a supersymmetric vacuum, but the ensuing loss of tractability means you
should have a very good reason to do so, or have some other guiding principle
you could demand instead.
An even more distant goal would of course be to shed some dependence on
the supergravity approximation. My thesis has been mostly pure supergravity
with the stringy input of the anomaly cancellation. It would be interesting to
see how strings alter the picture. If you want to model chaotic inflation then
[59] argues that the fields involved could hit the Plank scale, so not only would
it be a curiosity to see how a more stringy theory than supergravity behaves,
the stringy input would most likely be crucial for the details of the theory.
More of a sidetrack than a way forward would be to play around more with
the dualities I’ve alluded to a couple of times. Besides working out in detail
how the E8×E8 setup looks like in SO(32) via mirror symmetry, you could try
using s-duality and see if heterotic moduli stabilisation without warping and
flux makes sense as an open string theory with branes. It would be interesting
to investigate the exact relation between how the bundle stabilises the moduli
and how this looks for Type I theory.
1These are solitons if you are a field theorist.
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Appendix A
Classical string solutions
In this appendix I will derive some of the classical results about strings, mainly
the bosonic string (although much of it will carry over to the superstring case,
at least in lightcone gauge). The results here can be found in any textbook
on strings, but the derivations are usually skipped. The reason I do this is
once again to underscore how few assumptions enter into string theory before
dimensional reduction. I also compute a toy example of what new ingredients
arise when a dimension is compactified to a circle. Another reason is that when
I sketch the construction of the Heterotic strings, I claim that the classical
solutions for right-moving and left-moving modes sort of decouple, and I thought
I might as well show why.
This thesis is about the Heterotic (hence closed) strings, so I will not derive
the solutions for the open strings.
A.1 The Closed Bosonic String
The basic wave equation for strings read
∂α∂
αXµ = (∂2τ − ∂2σ)Xµ = 0 (A.1)
The wave equation doesn’t mix the different components of the spacetime
vector, so let me just suppress µ for a while. The popular approach seems to be
to observe that (∂2τ − ∂2σ) = (∂τ − ∂σ)(∂τ + ∂σ) and write a general solution as
a sum of function f(σ + τ) and g(σ + τ). I will however do something slightly
different. For a closed string, X(σ + 2pi, τ) = X(σ, τ), and so I can write X as
a Fourier-series in σ.
X(σ, τ) =
∑
n∈Z
an(τ)einσ (A.2)
Inserting this Fourier-expansion into the PDE gives∑
n∈Z
(
a¨n(τ) + n2an(τ)
)
einσ = 0 (A.3)
Linear independence implies a¨n(τ) + n2an(τ) = 0, with solutions
an(σ) =
{
ane
inτ + a˜ne−inτ n 6= 0
a0 + b0τ n = 0
(A.4)
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Inserting back into (A.2) gives the Fourier-expansion
Xµ(σ, τ) = aµ0 + b
µ
0 τ +
∑
n 6=0
(
aµne
−in(τ−σ) + a˜µne
in(τ+σ)
)
Let me here pause to rename some coefficients to accord with the literature.
Define aµn =
αµn
n i
√
α′
2 (n 6= 0), aµ0 = xµ0 , a˜µn = α˜−n(−n) i
√
α′
2 (n 6= 0), bµ0 = α′pµ.
As in the text, α′ is the Regge-slope parameter, related to the string tension
and string length by T = 12piα′ and `s =
√
2α′. p and x are center of mass
coordinates for initial momentum and position respectively; they are the zero
frequence part of X˙(σ, τ = 0) and X(σ, τ = 0) respectively.
What I take as a general solution for a closed string moving in Minkowski
spacetime is then
Xµ(σ, τ) = x+ α′pµτ + i
√
α′
2
∑
n 6=0
e−inτ
n
(
αµne
inσ + α˜µne
−inσ) (A.5)
This can be split into right-moving and left-moving modes. Write Xµ =
XµL +X
µ
R with
XµR =
1
2
xµ0 +
1
2
α′pµ(τ − σ) + i
√
α′
2
∑
n 6=0
αµn
n
e−in(τ−σ) (A.6)
XµL =
1
2
xµ0 +
1
2
α′pµ(τ + σ) + i
√
α′
2
∑
n 6=0
αµn
n
e−in(τ+σ) (A.7)
These equations satisfy (∂τ − ∂σ)XµL = (∂τ + ∂σ)XµR = 0, and as mentioned
above, some authors like to start looking for XµL and X
µ
R right away.
Notice that the right-moving modes (αµn) and the left-moving modes (α˜
µ
n)
don’t get mixed yet. There is a minor relation coming from the equation Tαβ =
0, but other than that the two modes are indpendent. This was a key observation
in making the Heterotic strings.
A.1.1 Compactified string solutions
Let me just show how the string modifies when some of the dimensions are
replaced by compact dimensions. Circles to be precise. This gives an idea what
can happen when strings propagate on compact dimensions.
The setup is as follows. Replace p dimensions by circles of radius Rk. The
string may wrap itself around this circle mk times, so that Xk(σ + 2pi, τ) =
Xk(σ, τ) + 2pi(mR)k. This is either obvious physically, or it may be thought
of as follows. Let Z act on R by gn(x) = x + 2piRn. Then the circle is an
orbifold S1 = R/Z. Closed string states on the orbifold are both old states that
are compatible with the group action, but also new ones that were previously
open strings made into closed strings by the group identification. I.e. even
though Xk(σ + 2pi, τ) 6= Xk(σ, τ), it can become an admissible closed string if
Xp(σ + 2pi, τ) = gnXp(σ, τ) = Xp(σ, τ) + 2piRn. The argument is then that
the solutions given in (A.5) are still admissible if mµσ is added. This should
really be (mR)µσ, but I will absorb the R into m for now to enhance readability.
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Note that mµ = 0 for the D − p first coordinates. The closed bosonic string on
RD−p × (S1)p then has solutions
Xµ(σ, τ) = xµ + α′pµτ +mµσ + i
√
α′
2
∑
n 6=0
e−inτ
n
(
αµne
inσ + α˜µne
−inσ) (A.8)
A.1.2 Hamiltonian
The Lagrangian density was
L = − 1
4piα′
(
X ′µX ′µ − X˙µX˙µ
)
(A.9)
The canonical momentum density is
Πµ =
δL
δX˙µ
=
1
2piα′
X˙µ (A.10)
The Hamiltonian density is, using the standard procedure,
H = X˙µΠµ − L = 14piα′
(
X˙µX˙µ +X ′µX ′µ
)
(A.11)
The Hamiltonian itself is given as the integral of its density
H =
∫ 2pi
0
H dσ (A.12)
I will take some time to compute this as it has some nice insight. I will be using
(A.8) so as to incorporate the effect of compactification right away. First I need
the derivatives of Xµ.
X˙µ = α′pµ +
√
α′
2
∑
n 6=0
e−inτ
(
αµne
inσ + α˜µne
−inσ)
X ′µ = mµ +
√
α′
2
∑
n 6=0
e−inτ
(
α˜µne
−inσ − αµneinσ
)
From this it follows that
X˙ · X˙ = (α′)2pµpµ+
α′
2
∑
n,k 6=0
e−iτ(n+k)
(
αn · αkeiσ(n+k) + α˜n · αkeiσ(k−n) + α˜n · α˜ke−iσ(n+k) + αn · α˜keiσ(n−k)
)
+
α′
√
2α′pµ
∑
n6=0
e−inτ (αµne
inσ + α˜µne
−inσ)
and similarly
X ′ ·X ′ = mµmµ+
α′
2
∑
n,k 6=0
e−iτ(n+k)
(
α˜n · α˜ke−iσ(n+k) + αn · αkeiσ(n+k) − αn · α˜keiσ(n−k) − α˜n · αkeiσ(k−n)
)
+
√
2α′mµ
∑
n 6=0
e−inτ (α˜µne
−inσ − αµneinσ)
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Integrating these expressions cleans them up quite a bit.∫ 2pi
0
X˙·X˙ dσ = 2pi(α′)2pµpµ+piα′
∑
n6=0
(αn·α−n+α˜n·α˜−n)+α′pi
∑
n 6=0
e−2inτ (αn·α˜n+α˜n·αn)
∫ 2pi
0
X ′·X ′ dσ = 2pimµmµ+α′pi
∑
n 6=0
(αn·α−n+α˜n·α˜−n)−α′pi
∑
n 6=0
e−2inτ (αn·α˜n+α˜n·αn)
The resulting Hamiltonian is even cleaner.
H =
1
2α′
mµm
µ +
1
2
α′pµpµ +
1
2
∑
n 6=0
(αn · α−n + α˜n · α˜−n) (A.13)
This has a very neat physical meaning which is a bit too good to pass up. Recall
that 12piα′ = T is the string tension. The first term in (A.13) the energy of the
string’s tension due to being wrapped. The second term is the energy the string
carries due to its linear motion. The oscillator terms correspond to the energy
carried by vibrational modes.
The Hamiltonian can be worked a bit more when there are compact dimen-
sions. Let the directions with a circle be labeled Xk, so k = D− p · · ·D− p− 1,
and let µ from now on run from 0 to D − p− 1. The momentum on a circle is
quantised according to pk =
(
n
R
)k, and so if I insert this expression into (A.13)
I end up with the following.
H =
α′
2
(
(mR)k
α′
(mR)k
α′
+
( n
R
)k ( n
R
)
k
)
+
1
2
α′pµpµ+
1
2
∑
n 6=0
(αn ·α−n+α˜n ·α˜−n)
(A.14)
A.1.3 T-duality
The interesting aspect of (A.14) is that it exhibits a phenomenon thought to be
a fundamental part of string theory. Assume for now that there is 1 compact
dimension so I won’t have to deal with the indices. The Hamiltonian given in
(A.14) is seen to be symmetric under the simultaneous interchanging m↔ ±n
and R ↔ α′R . In words, compactifying on a circle of radius R is equivalent
to compactifying on a circle of radius α
′
R given that you also interchange the
winding and Kaluza-Klein excitations. The fact that you need to have m 6= 0 to
do this says that this is a string phenomenon and not something particles can
do, as a particle can’t wind itself around a circle.
I would personally go further and say it is a string phenomenon that relies
heavily on the fundamental group of the compact manifold. Here we have a
compact manifold with pi1(K) = Z which, which says that m can take any
integer value, and so you can always perform a T-duality, since any Kaluza-
Klein excitation number n will be matched by a winding number m.
The way I think about this is as follows. For any τ ∈ R, the closed string is
parametrised by σ 7→ X(σ, τ) which is a loop in spacetime M . A topologically
non-trivially wound string defines an element of the fundamental group of M ,
pi1(M). Compactify on something other than circles and the fundamental group
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will not in general be non-vanishing, i.e. all loops might be contractible. A
simple, but unrealistic example is Sn for n ≥ 2. S2 is of course the sphere as we’re
used to it, and there it’s at least intuitively clear that any loop can be smoothly
deformed to a point without leaving the surface. For n > 2 you probably need
the machinery of algebraic topology to see this. Spheres are unrealistic in string
theory, since they have Rmn 6= 0, which is to say they don’t fulfill the Einstein
equations in vacuum which any string theory vacuum has to. There are also
more delicate problems if you’re looking for a supersymmetric vacuum like I
am. The problem is that the spheres aren’t in general spin manifolds. There is
something more about this issue in chapter 4.
In this thesis (for reasons explained in chapter 4), the internal manifold will
be a Ka¨hler manifold with SU(3) holonomy. Theorem 7.1.4 in [19] then says
that the fundamental group of the internal manifold will be finite. If T-duality
is taken as being fundamental, this would seem to indicate that there will only
be finitely many Kaluza-Klein excitations as well.
Actually, in the Calabi-Yau setting you can say quite a bit more. T-duality
on a Calabi-Yau can be argued to become mirror symmetry [57], and I will talk
a bit about mirror symmetry towards the end of my thesis.
A.2 Constraint equation
For the bosonic string, we had a constraint arising when we went from (2.2) to
(2.3)
Tαβ = ∂αX · ∂βX − 12hαβh
γδ∂γX · ∂δX = 0 (A.15)
Using the choice of diagonal metric h00 = −1, h11 = 1 I get two independent
equations out of the constraint. They are easily seen to be
T00 = T11 =
1
2
(
X˙ · X˙ +X ′ ·X ′
)
= 0 (A.16)
and
T01 = T10 = X ′ · X˙ = 0 (A.17)
(A.16) is close to what I’ve done above. The reader might already notice that
it is in fact 2α′pi · H. The constraint equation (A.16) thus says nothing less
than H = 0. Like I said in chapter 2, I would urge the reader to not put too
much into this equation. Just like Tαβ = 0 doesn’t say spacetime is empty,
H = 0 doesn’t say that the string is completely static. It does say something
about masses of the string states, however, and I will turn to that next. I
might as well work in some generality and use equation A.14 which is valid for
a string moving in D dimensions with p of them circles. In the non-compact
dimensions, pµpµ = −M2, the mass of a state. Using this and setting H = 0
gives the relation
M2 =
1
α′
∑
n 6=0
(αn · α−n + α˜n · α˜−n)+
(
(mR)k
α′
(mR)k
α′
+
( n
R
)
k
( n
R
)k)
(A.18)
The message to take away from (A.18) is that the lowest lying state (all os-
cillators 0, no winding, no Kaluza-Klein momentum) has M = 0. I need to
66
stress that equation A.18, like all the equations up to now in this appendix are
classical. It’s well-known that a quantum mechanical oscillator has a lowest
energy state with non-zero energy, and it doesn’t seem unreasonable that the
oscillatory modes on a string might exhibit a similar behavious when they are
turned into quantum mechanical oscillators. Something like that happens, and
I will just briefly sketch why below. There are other issues when quantising.
They all have known and quite elegant solutions, but I will not go into them
here. Any textbook on string theory will more than adequately handle them.
Before saying something about quantising, I will derive what the other con-
straint, X˙ · X ′ = 0, means. Using my expressions for X˙ and X ′ above, a
calculation completely analoguous to the computation of
∫ 2pi
0
H dσ shows that∫ 2pi
0
X˙ ·X ′ dσ =
2piα′pµmµ + piα′
∑
n,k 6=0
e−iτ(n+k) (αn · α˜kδn,k + α˜n · α˜kδn,−k − α˜n · αkδn,k − αn · αkδn,−k)
= 2piα′pµmµ + piα′
∑
n6=0
(α˜n · α˜−n − αn · α−n) + piα′
∑
n 6=0
e−2iτ (αn · α˜n − α˜n · αn)
The last term is of course 0 classically. When the α’s are promoted to operators,
we will still have [αµn, α˜
ν
m] = 0, so the last term is 0 quantum mechanically
as well. When there is no winding or Kaluza-Klein excitations in compact
dimensions, this constraint simply says∑
n 6=0
αn · α−n =
∑
n 6=0
α˜n · α˜−n (A.19)
Equation A.19 is known as the level matching condition. That this is the only
connection bewteen the right-moving and left-moving modes shows to what
extent the right-moving and left-moving modes are independent. This indepen-
dence, as I’ve mentioned, lies at the heart of the idea behind the Heterotic string
theories which I will focus on in my thesis.
A.2.1 Decoupling of two degrees of freedom
It’s arguably easiest to see that two degrees of freedom decouple when using
the light-cone gauge. By this I mean writing X± = 1√
2
(
X0 ±XD−1). Let the
parameters be σ± = τ ± σ with derivative ∂± = 12 (∂τ ± ∂σ). Since the equation
of motion is ∂+∂−Xµ = 0 I can reparametrise by τ˜ = 12 (ξ
+(σ+) + ξ−(σ−)),
σ˜ = 12 (ξ
+(σ+)− ξ−(σ−)). The reason is the following equation
∂±Xµ(σ˜, τ˜) = ∂±Xµ(σ, τ) (∂±σ˜ + ∂±τ˜)
and ∂+∂−ξ± = 0.
Use this reparametrisation freedom to choose
X+(σ˜, τ˜) = x+ + α′p+τ˜
This is known as light-cone gauge. I will from now on drop the tilde on τ and
σ. The required form of X+ says that α+n = 0 for n 6= 0. This shows how one
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oscillator degree of freedom decouples. The other one is a bit messy and goes
as follows. The constraint equations X ′ · X˙ = X ′2 + X˙2 = 0 are equivalent to
the equations (X ′± X˙)2 = 0. In light-cone coordinates, this last equation reads
−(X˙+±X ′+)(X˙−±X ′−)− (X˙−±X ′−)(X˙+±X ′+) + (X˙i±X ′i)(X˙i±X ′i) = 0
(A.20)
Here i = 1 · · ·D − 2. Using the form of X+ given above, (A.20) can be solved
for X˙− ±X ′−.
−2(X˙− ±X ′−)(α′p+) = −(X˙i ±X ′i)(X˙i ±X ′i)
Using that X˙− = 12 ((X˙
− +X ′−) + (X˙− −X ′−)) gives the following.
X˙− =
1
4α′p+
((X˙i+X ′i)(X˙i+X ′i)+(X˙
i−X ′i)(X˙i−X ′i)) =
1
2α′p+
(X˙iX˙i+X ′iX ′i)
(A.21)
It’s not uncommon to stop here and claim that you can now solve the oscillators
of X− in terms of the oscillators of Xi. This is true, but since I will be claiming
so many things without proper calculations later on, I might as well show this
fact explicitly.
Write
X− = x− + α′p−τ + i
√
α′
2
∑
n 6=0
e−inτ
n
(
α−n e
inσ + α˜−n e
−inσ)
X˙− = α′p− +
√
α′
2
∑
n 6=0
e−inτ
(
α−n e
inσ + α˜−n e
−inσ)
I already computed X ′ ·X ′ and X˙ · X˙ above (equations A.1.2 and A.1.2 respec-
tively with mµ = 0). On adding them I find
X˙iX˙i +X ′iX ′i = (α
′)2pipi + α′
∑
n,m 6=0
e−iτ(n+m)
(
αin · αimeiσ(n+m) + α˜in · α˜ime−iσ(n+m)
)
+α′
√
2α′pi
∑
n 6=0
e−inτ
(
αine
inσ + α˜ine
−inσ)
In terms of X− I have shown that the following holds.
X˙− = α′
pip
i
2p+
+
1
4p+
∑
n 6=0
e−inτ
(√
2α′pi(αine
inσ + α˜ine
−inσ)+
∑
m 6=0
e−imτ (αin · αimeiσ(m+n) + α˜in · α˜ime−iσ(n+m))
)
To isolate the oscillators, multiply by e
ikτ
2pi and integrate from 0 to 2pi. The
zero-node is easy to read of, namely
p− =
pipi
2p+
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For the rest I get that√
α′
2
(
α−k e
ikσ + α˜−k e
−ikσ) = 1
4p+
(√
2α′pi(αike
ikσ + α˜ike
−ikσ)
)
+
1
4p+
∑
n6=0
(
αin · αik−neikσ + α˜in · α˜ik−ne−ikσ
)
(A.22)
All that remains is to equate the eikσ parts for each k on both sides, using the
linear independence of the Fourier modes once again. The explicit relations are
α−k =
1
2p+
piα
i
k +
1
2p+
√
2α′
∑
n 6=0
αin · αik−n (A.23)
along with
α˜−k =
1
2p+
piα˜
i
k +
1
2p+
√
2α′
∑
n 6=0
α˜in · α˜ik−n (A.24)
The conclusion is the important thing here. In D dimensions, reparametri-
sation invariance shows that (going to light-cone gauge) two of the D oscillator
degrees of freedom decouple. This is also true for superstrings.
A.2.2 A word on quantum corrections
The coefficients are made into operators with the commutation relations [αµn, α
ν
m] =
nδn,−mηµν = [α˜µn, α˜
ν
m]. [α˜
µ
n, α
ν
m] = 0. These are motivated by computing the
Poisson bracket. Writing aµn =
αµn√
n
and (aµn)
† =
αµ−n√
n
both for n > 0 will give
you the normal harmonic oscillator annihilation and creation operators. I will
personally stick to α’s and not the a’s.
When the coefficients αµn and α˜
µ
n get promoted to operators, a sum like∑
n 6=0 αn · α−n is no longer uniquely defined unless the operators commute.
Clearly they don’t by the above relations. We then need to specify what order
the operators are to come in, and in order to annihilate the vacuum state,
one chooses normal ordering; α−n always comes to the left of αn for n > 0.
Demanding this leads to the following formal computation∑
n 6=0
αµnα
ν
−n =
∞∑
n=1
αµnα
ν
−n +
−1∑
n=−∞
αµnα
ν
−n =
∞∑
n=1
(
αµnα
ν
−n + α
µ
−nα
ν
n
)
=
∞∑
n=1
(
αµ−nα
ν
n + [α
µ
n, α
ν
−n] + α
ν
−nα
µ
n
)
=
∞∑
n=1
(
αµ−nα
ν
n + α
ν
−nα
µ
n + nη
µν
)
The last term looks infinite, but it can be regularised to get a finite value out
of it. My favourite way to interpret it is to think of it as the analytic extension
of the Riemann-zeta function:
∑∞
n=1 n = ζ(−1) = − 112 . This number can be
gotten by regularising as well. Whatever means you choose for arriving at it,
this ordering ambiguity in the operators leads to a shift in the mass contribution
from the sum over the oscillators by 1α′ · − 112 per 0-mode. Since 2 degrees of
freedom decoupled, there are essentially 1α′ · 2 · (D− 2) · − 112 such contributions
on a closed string where the 2 comes from the fact that there are left- and right-
moving modes. For D = 26 this number is − 4α′ , giving the promised shift in
the mass formula for a closed bosonic string.
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Appendix B
Geometry - some
definitions and results
The aim of this appendix is to gather quite a few definitons and facts about
geometry, in particular complex geometry and Calabi-Yau manifolds. I will also
say something about orbifolds. The reader is assumed to be familiar with the
basics of manifolds, groups and some complex analysis, so I will only recall some
relevant definitions. This appendix is more technical and more mathematical in
flavour, and I appologise for any inconvenience this may cause phycisists with
a less-than arduous passion for mathematics.
B.1 Real and Complex Manifolds
Recall the following definition.
Definition 1. A real manifold of dimension n is a suitably nice topological
space1 with the property that any point has a neigbourhood that can be mapped
homeomorphically (the function and its inverse is continuous) to an open subset
of Rn. On overlapping coordinate neighbourhoods, the change of coordinate
functions are required to be smooth functions. The non-technical everyday
summary is that “Manifolds look locally like Rn”. There is a theorem due to
Whitney that any manifold can be embedded in R2n, so the reader may picture
some subset of a Euclidean space whenever I talk about manifolds.
A complex manifold mimics the definition of the real case.
Definition 2. A complex manifold of complex dimension n (real dimension
2n) is a suitably nice topological space where each point has a neighbourhood
homeomorphic to an open subset of Cn. The change of coordinate functions are
required to be holomorphic (also called analytic).
Some remarks. Since holomorphic functions are much more rigid than
smooth functions, the complex manifolds are quite a bit more rigid. This
translates into the following statement, namely that given a real manifold of
dimension 2n, it is not certain that it can be made into a complex manifold.
There is a way to check this, and that is via so-called almost-complex structure.
1Paracompact and Hausdorff, if that means anything to the reader.
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B.2 Almost complex structure
Let M be a manifold and TM its tangent bundle. A tensor field J : TM → TM
such that J2 = −id is called an almost complex structure. In components, I
am saying that Jmn(x) is such that JmkJkn(x) = −δmn for all x ∈ M . This is
meant to imitate i2 = −1. If an almost complex structure exists 2, you can think
of the tangent space at each point as being a complex vector space, meaning
in particular that you can perform the splitting of forms into holomorphic and
anti-holomorphic parts, define ∂ and ∂, etc. It can be shown that an almost
complex structure comes from a complex structure on the manifold itself if and
only if the Nijenhuis tensor vanishes.
Npmn = Jmq∂[qJn]p − Jnq∂[qJn]p = 0 (B.1)
As usual, the brackets mean antisymmetrisation (and I will follow the convention
of normalising, hence the factors of 12 below.)
I will need the following claim:
Npmn = Jmq∂[qJn]p − Jnq∂[qJn]p = Jmq∇[qJn]p − Jnq∇[qJn]p (B.2)
Here ∇ is the Levi-Civita (also called Riemannian) connection on the manifold.
This is a torsion free connection. I will write out a detailed computation of this
identity. From [1] we have
∇qJnp = ∂qJnp − JkpΓknq − JnkΓkpq (B.3)
The metric is covariantly constant, and as such it satisfies ∇qJnp = (∇qJnr)grp.
I start my computation with the following:
Jm
q∇[qJn]r = Jmq
(
∂[qJn]r − 12JkrΓ
k
nq −
1
2
JnkΓkrq +
1
2
JkrΓkqn +
1
2
JqkΓkrn
)
Jm
q∇[qJn]r = Jmq
(
∂[qJn]r +
1
2
(JqkΓkrn − JnkΓkrq)
)
Here I have observed that Γknq = Γ
k
qn, which always holds on for the Riemannian
connection. The next step is to antisymmetrise in n and m.
Jm
q∇[qJn]r − Jnq∇[qJm]r =
(Jmq∂[qJn]r−Jnq∂[qJm]r)+ 12(J
q
mΓkrn−JqnΓkrm)Jqk+
1
2
(JnqJmk−JmqJnk)Γkrq
The middle term has factors JnqJqk = JnqJqlglk = −δnlglk = −gnk. Inserting
this along with the expression for the Christoffel symbols reveals
1
2
(JmqΓkrn − JnqΓkrm)Jqk =
1
2
(Γkrmgkn − Γkrngkm) =
1
4
(
δln(∂mgrl + ∂rgml − ∂lgrm)− δlm(∂ngrl + ∂rgln − ∂lgrn)
)
=
1
2
(∂mgrn − ∂ngrm)
2It is a topological and non-trivial question if they exist on a given manifold.
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The metric is covariantly constant, but not constant, so on the first term, the
following holds
∂[qJnr] = ∂[qJn]lgrl +
1
2
Jn
l∂qgrl − 12Jq
l∂ngrl
Using this gives the expressions
Jm
q∂[qJn]r−Jnq∂[qJm]r = Jmq∂[qJ ln]grl+
1
2
Jm
qJn
l∂qgrl−12Jm
qJq
l∂ngrl−{n↔ m}
Here the expression for the Nijenhuis tensor has appeared, and I can use JmqJql =
−δml again to write
Jm
q∂[qJn]r−Jnq∂[qJm]r = N lmngrl+12(Jm
qJn
l−JnqJml)∂qgrl+12(∂ngrm−∂mgrn)
Adding the 3 terms in my expression for Jmq∇[qJn]r −Jnq∇[qJm]r gives the
partial result
Jm
q∇[qJn]r−Jnq∇[qJm]r = N lmnglr+12(Jm
qJn
l−JnqJml)∂qgrl+12(Jn
qJmk−JmqJnk)Γkrq
Writing out the last term reveals
1
2
(JnqJmk − JmqJnk)Γkrq =
1
4
(
Jn
qJm
l − JmqJnl
)
(∂qgrl + ∂rgql − ∂lgrq)
The factor
(
Jn
qJm
l − JmqJnl
)
is antisymmetric in (q, l), and as such, the con-
traction with a symmetric tensor like ∂rgql vanishes. What remains is
1
4
(
Jm
qJn
l − JnqJml
)
∂lgrq − 14
(
Jm
qJn
l − JnqJml
)
∂rgql
Inserting this gives
Jm
q∇[qJn]r−Jnq∇[qJm]r = N lmnglr+14
(
Jm
qJn
l − JnqJml
)
(∂lgrq + ∂qgrl) = N lmnglr
The last step is due to JmqJnl − JnqJml being antisymmetric in (l, q) and
∂lgrq + ∂qgrl being symmetric. This proves the claim that
Jm
q∇[qJn]p − Jnq∇[qJm]p = Npmn
The claim shows a couple of things. First of all it establishes that the Ni-
jenhuis tensor is indeed a tensor when Jmn is, since Npmn is constructed from
a tensor and its covariant derivatives. More relevant to my thesis, it shows
that ∇pJmn = 0 =⇒ Npmn = 0, which is what I will need in chapter 4. It
is a well known fact that the above claim holds3, but I’ve yet to see anyone
take the trouble in writing it out in full (although I am sure it is written out
somewhere). My motivation doing the complete calculation is that it clearly
demonstrates that the proof only needs the Levi-Civita connection, which ex-
ists on any Riemannian manifold (see for instance [14]) along with the almost
complex structure Jmn.
3It is at least mentioned in [4] and [5].
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B.3 Real and Complex Lie Groups
I will not delve into all one can do with Lie groups, but let me just write down
a couple of definitions.
Definition 3. A real Lie group of dimension n is a real manifold of dimension
n with the structure of a group where the mapping (g, h) 7→ g−1h is a smooth
map. One could also say that Lie groups are groups with a manifold structure
such that the group operations are smooth.
Again, the complex definition follows the real.
Definition 4. A complex Lie group of (complex) dimension n is a complex
manifold of (complex) dimension n with a group structure such that the map
(g, h) 7→ g−1h is a holomorphic map.
The Lie-algebra is also needed at times.
Definition 5. Let G be a lie group. The Lie-algebra is the tangent space at
the unit element4; g =Lie G= TeG.
In the case where the Lie group consists of matrices, the Lie algebra will also
consist of matrices. In that case it is easy to define two more useful tools.
Definition 6. The Lie-bracket on a matrix Lie group G is the commutator:
[A,B] = AB−BA. The exponential map exp : g→ G can be written exp(A) =∑∞
n=0
An
n! .
Note that exp takes an element in the Lie-algebra and gives you an element
in the Lie group. Physics texts and articles are often terrible at keeping these 2
spaces apart.
Some warnings are needed here. The first is that a Lie group consisting of
complex matrices like SU(n) = {n × n matrices U
∣∣∣U†U = 1, detU = 1} need
not be a complex Lie-group. As a matter of fact, SU(n) is not. A way to see
this is to think about the Lie-algebra, which has as requirement A† = −A. This
condition is not preserved when multiplying A by complex numbers. So the
Lie-algebra is a real vector space, not complex.
A second warning is that the above definitions are the mathematicians’ def-
initions, which are broader. A typical physicist definition is to say that a Lie
group is the image of a Lie-algebra under exp. This is fine for many purposes,
but this will not give you all interesting groups. The Lie algebra is a vector
space, and as such is connected. exp is continuous, and so the image of the
Lie-algebra under exp cannot be in several connected components of the group.
What this amounts to is that phycisists lose disconnected Lie groups. In par-
ticular, the full Lorentz group (including parity and time-reversal) and groups
like Z and Zp5.
4I will use this convention. The norm in physics is to define g =Lie G= iTe. In plain
speech: phycisists pull out a factor of i.
5Discrete groups like these are 0-dimensional Lie groups.
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B.4 Fundamental groups
The fundamental group of a connected manifold M , written pi1(M), is quite
concrete. Let x0 ∈ M be a point. A loop at x0 is just a curve γ : [0, 1] → M
with γ(0) = γ(1) = x0. Two loops at x0 can be composed by first running along
the first loop, then the second loop. Two loops are considered equivalent if they
can be continuously deformed into one another. The set of all inequivalent loops
is then a group called the fundamental group. Since I assume the manifold is
connected, the choice of point x0 doesn’t affect the fundamental group.
Intuitively, but not exclusively, the fundamental group counts the number of
“holes” in a manifold. For instance, pi1(R2 \ {0}) = Z, reflecting the fact that a
loop can wind around the origin n times with the sign denoting the orientation.
If pi1(M) = 0, as it for instance is for Rn, one says that the manifold is simply-
connected. The fundamental group is important in for instance field theory,
where it tells you what kind of Wilson loops are allowed, if any.
B.5 Orbifolds
Orbifolds can exist both amongst real and complex manifolds. The idea is
that you identify certain points in a space, possible twisting so as to produce
singularities (non-smooth points). What points you identify is determined by
what group you choose; two points are identified if one can be moved to the
other by a group element. Here is the formal definition:
Definition 7. Let M be a manifold (real or complex) and let G be a group
acting on M . The orbifold is then M/G = M/ ∼, where ∼ is the equivalence
relation x ∼ y if there is a g ∈ G such that g(x) = y. Another way to put this
is to say that the orbifold is M modulo the orbits of G in M .
This is the definition used by physicists and [16]. It has traditionally been
more common amongst mathematicians to use an inequivalent definition, namely
that locally, the manifold is supposed to look like Rn/G, but not necessarily
globally like in the definition above. [19] for instance uses this definition, and
things will then in general look a bit different.
M/G could be a smooth (or even complex) manifold or it may not. A partial
way of determining this is the following set of theorems:6
Theorem 4. Let G × M → M be a proper and free action of a (complex)
Lie-group G on a (complex) manifold M . Then M/G is a (complex) manifold
(meaning in particular that it is singularity-free).
The “free” part is the most interesting. It says that g · x 6= x unless g = 1.
I.e. G should have no fixed points. If the internal manifold M is compact, as it
will be in this thesis, the “proper” requirement falls away (it is trivially true),
so I won’t burden the reader with the definition.
A word of warning is in order: unlike what [4] and [5] seem to claim, it is
not true that M/G needs to have singular points if G has fixed points. It is true
that in that case the theorem fails, but the theorem doesn’t say if and only if. It
is typical that fixed points signal a singularity, but there are counter examples,
6The real case is taken from [15] and the complex is taken from [16]
74
and I will give one. Let me first demonstrate the “typical” behaviour to give
some intuition to readers unfamiliar with orbifolds.
Example 1. Let M = C which is a complex manifold trivially. Let G =
{e2npii/N
∣∣∣n = 0, · · ·N − 1}, the N ’th roots of unity in the complex plane. Use
the action z 7→ eiθz for θ = 2pinN . This action has 0 as a fixed point; eiθ0 = 0
for any θ. C/G is in fact a cone. To see this, divide C like a pie into N sectors.
Since different points that differ from each other by a rotation by 2pin/N are
identified, all pie slices become one, for instance the slice between the positiv
real axis and the ray Rei
2pi
N , R ≥ 0. The two rays z = R and z = Rei 2piN are also
identified, so you fold up the slice to make a cone. The tip of the cone is z = 0.
This is the “usual” picture; something smooth (C) got a singularity (the tip of
the cone) due to the fixed point (z = 0).
Example 2. For my counter example showing that a fixed point need not imply
singularity (the idea of which I got from exercise 8 on page 64 in [16]) consider
the following. Let τ ∈ C, τ /∈ R and Γ = {(n,mτ)
∣∣∣n,m ∈ Z} ⊂ C be a lattice
(or a grid, if you prefer). You may set τ = i for a cleaner picture. The torus
can then be defined as C/Γ. The picture is gluing together opposite sides of a
rectangle to get a torus. The torus can be shown to be a complex manifold. On
this manifold, define a group action z 7→ −z, that is to say a Z2 action. Our
orbifold is then (C/Γ)/Z2. It is not too hard to see that 0, τ2 ,
1
2 ,
1+τ
2 are all fixed
by this action. For example, τ2 7→ − τ2 , but on C/Γ, τ2 ∼ − τ2 since the difference
is τ and τ ∈ Γ. The claim [16] makes and that I will show is that (C/Γ)/Z2
is actually smooth, despite the fixed points. I will show it is isomorphic to the
Riemann sphere, CP1 = C ∪ {∞}
To this end, consider the Weierstrass p-function:
℘Γ(z) =
1
z2
+
∑
ω∈Γ\{0}
(
1
(z − ω)2 −
1
ω2
)
(B.4)
This is a meromorphic function with poles at z ∈ Γ. So it is a function ℘ : C→
CP1. It has the properties that ℘(z + ω) = ℘(z) and that ℘(z) = ℘(−z). The
first of these says that it is a function on C/Γ. Theorem 4.24 in [18] says that
a non-constant meromorphic function on C/Γ is surjective (hits every point in
CP1 at least once), and that every point on CP1 is hit n times where n is a
constant. To determine n, look at how many times ∞ gets taken. To do so,
look at the pole at 0. We clearly have limz→0 ℘(z) = limz→0 z℘(z) = ∞ but
limz→0 z2℘(z) = 1 6=∞, so n = 2. Having already observed that ℘(z) = ℘(−z),
no other point on C/Γ may equal ℘(z). So on the quotient (C/Γ)/Z2 where
z ∼ −z, there are no other points than z that get sent to ℘(z). What we then
have is a bijective holomorphic map between (C/Γ)/Z2 and CP1. By a standard
boot-strapping result, ℘ then also has a holomorphic inverse. This shows that
(C/Γ)/Z2 ∼= CP1, and the right hand side is a complex manifold (so it is without
any singularities). This is despite the 4 fixed points.
The morale of the above examples is that an orbifold needs to be checked
more carefully for singularities than [4] and [5] (amongst others) indicate; it is
a somewhat subtle point. The number of fixed points of a group action need
not equal the number of singular points of the quotient.
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The reason I spend time stressing this is that singularities on an orbifold can
be repaired using blow-up techniques from algebraic geometry. The simplest
picture is to replace singular points by smooth manifolds of a suitable type.
When you do this you end up changing the cohomology of the space. See
chapter 4 and 5 for what this means for the physics.
B.5.1 The fundamental group of orbifolds
A manifold, especially a Calabi-Yau, could easily be simply-connected. A
simply-connected manifold doesn’t allow non-trivial Wilson loops, thereby tak-
ing away an important tool in symmetry breaking. This is even more acute
in heterotic string theory, where the given gauge group is enormous. Orbifolds
remedy this quite elegantly as follows. Let G be a discrete group and assume
that M is simply-connected (pi1(M) = 0). Then pi1(M/G) = G. I will not
prove this, but I will sketch the argument for those with some background in
algebraic topology. The idea is the observation that the map M → M/G is a
covering map, M being the universal cover of M/G. The fundamental group
of M/G is isomorphic to the group of deck transformations; automorphisms of
M leaving M/G fixed. If the reader follows the argument thus far, they will
hopefully agree that the group of deck transformations is then G.
In more generality, pi1(M/G) might also be smaller than or stay the same
as pi1(M). Here are examples of both behaviors. The somewhat trivial example
is to let M = S1 and G = U(1) ∼= S1. Let U(1) act on S1 in the “obvious”
way, eiθ 7→ ei(θ+φ). Then S1/U(1) ∼= {1}, and of course pi1({1}) = 0; the only
loop in a space which is just one point is the trivial loop. A scenario where the
fundamental group stays the same could be the following. Let M = S1 and let
G = Z2 = {+1,−1}. The orbifold you then get is quite famous since it features
in some of the simplest pseudo-realistic compactification schemes. To see what
the fundamental group is, I find it useful to go back to the claims above with
the covering space and deck transformations. R is the universal covering space
of S1/Z2, since a segment of length less than piR will be in bijection with a
corresponding segment on S1 which again lifts to disjoint segments on R. The
deck transformations associated with the covering R→ S1/Z2 are generated by
translations by pin instead of 2pin, since ei(θ+pi) = −eiθ ∼ eiθ. The group these
constitute is still Z, and as such, pi1(S1/Z2) = Z = pi1(S1).
B.6 Cohomology
Cohomology groups are certain algebraic objects constructed in geometry. Tra-
ditionally formulated for manifolds, but nowadays generalized to topological
spaces, they have become an indispensable tool in string compactification (and
mathematics). Cohomology groups will contain quite a bit of information about
the topology, geometry, and/or complex structure (if applicable) of the manifold
in question. Perhaps more importantly, many interesting physical questions can
be phrased and answered in cohomological language.
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B.6.1 De Rham cohomology
Let M be a real manifold of dimension n and let 0 ≤ p ≤ n. Denote by
Ωp(M) the space of all p-forms on M ; objects that can locally be written ω =
fi1,··· ,ip(x)dxi1 ∧ dxi2 ∧ · · · ∧ dxip . We have an exterior derivative d defined
locally by
dω =
∂fi1,··· ,ip
∂xj
dxj ∧ dxi1 ∧ · · · dxip (B.5)
This says that d : Ωp(M) → Ωp+1(M). It can be shown (and is not very
difficult) that d2 = 0. This means that if a p-form ω can be written ω = dφ
for some (p − 1)-form φ, then dω = 0. A natural question is: if dω = 0, can ω
be written as ω = dφ for some φ? The answer, it turns out, says a bit about
the topology of M , and is a useful tool. Define the p’th de Rham cohomology
group to be
Hp(M) =
Ker(d : Ωp(M)→ Ωp+1(M))
Im(d : Ωp−1(M)→ Ωp(M)) (B.6)
In words, the elements of Hp(M) are (equivalence classes of) p-forms where
ω1 ∼ ω2 if there is a (p − 1)-form φ such that ω1 − ω2 = dφ. If M is compact,
Hp(M) is finite dimensional as a vector space. Let bp = dim(Hp(M)) denote this
dimension (these were called the Betti numbers). The most famous construction
is perhaps
χ(M) =
n∑
p=0
(−1)pbp (B.7)
In words: the alternating sum of the dimensions of the cohomology groups gives
the Euler characteristic of the manifold.
B.6.2 Dolbeault cohomology
On a complex manifold, the forms have a holomorphic and an anti-homolomrphic
part; they can be written locally as ω = fi1,···ip,j1···jqdzi1 ∧ · · · ∧ dzip ∧ dz¯j1 ∧
· · · ∧ dz¯jq , in which case we say that this is a (p, q)-form. Let Ωp,q(M) denote
the space of (p, q)-forms. The relation to the real case is
Ωk(M) =
⊕
k=p+q
Ωp,q(M) (B.8)
There are exterior derivatives in the complex setting, and defined by acting
on ω = fi1,···ip,j1···jqdzi1 ∧ · · · ∧ dzip ∧ dz¯j1 ∧ · · · ∧ dz¯jq as follows. ∂ : Ωp,q(M)→
Ωp+1,q(M) is defined locally to be
∂ω =
∂fi1,···ip,j1···jq
∂zk
dzk ∧ dzi1 ∧ · · · ∧ dzip ∧ dz¯j1 ∧ · · · ∧ dz¯jq (B.9)
and ∂ : Ωp,q(M)→ Ωp,q+1(M) by
∂¯ω =
∂fi1,···ip,j1···jq
∂z¯k¯
dz¯k¯ ∧ dzi1 ∧ · · · ∧ dzip ∧ dz¯j1 ∧ · · · ∧ dz¯jq (B.10)
Define the (p, q) Dolbeault cohomology as
Hp,q(M) =
Ker(∂¯ : Ωp,q(M)→ Ωp,q+1(M))
Im(∂¯ : Ωp,q−1(M)→ Ωp,q(M)) (B.11)
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In the case of a compact Ka¨hler manifold (to be defined below), which is my
main interest in this thesis, these groups relate just about as nicely as could be
expected to the de Rham case, namely
Hk(M) =
⊕
k=p+q
Hp,q(M) (B.12)
The proof of this is via Hodge-decomposition, and is extremely neat but outside
the scope of my thesis.
The numbers hp,q = dim(Hp,q) are called the Hodge numbers. They are non-
negative integers, and on a compact Ka¨hler manifold, you are not allowed to
choose them arbitrarily, as there are also several symmetries at work. The first
is complex conjugation, which gives hp,q = hq,p. There are deeper connections,
through something called Serre duality and Hodge duality. The results are
hn−p,n−q = hp,q and hn−p,n−q = hq,p. n is the complex dimension, which will
be 3 throughout.
It is customary to write the Hodge numbers in a Hodge diamond, which
generally (in the n = 3 case) looks like this
h0,0
h1,0 h0,1
h2,0 h1,1 h0,2
h3,0 h2,1 h1,2 h0,3
h3,1 h2,2 h1,3
h3,2 h2,3
h3,3
Using the 3 symmetries I claimed above, the diamond can be simplified to read
h0,0
h0,1 h0,1
h0,2 h1,1 h0,2
h0,3 h1,2 h1,2 h0,3
h0,2 h1,1 h0,2
h0,1 h0,1
h0,0
There are only 6 numbers available for a compact Ka¨hler maniold, of complex
dimension 3, as opposed to the 16 we started out with.
Interpretation of h0,0 and h1,0
The number h0,0 has a very clear interpretation. An element of H0,0(M) =
H0(M) is just a closed 0-form, which is to say a function with df = 0. This
means it has to be constant on each connected component of M . So if k denotes
this number, then h0,0 = k. If M is connected, as is most definitely usual to
assume, then h0,0 = 1, and there are only 5 numbers left.
The number h1,0 = h0,1 has a deeper significance on a Ka¨hler manifold.
There we had the identity H1(M) = H1,0(M) ⊕ H0,1(M), and so 2h1,0 =
dimH1(M). Via something called de-Rhams theorem and general algebraic
topology, the dimension of H1(M) tells you the dimension of the (Abelianised)
fundamental group. I.e. if pi1(M) = Zk, then dimH1(M) = k. It will not pick
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up on finite parts of a fundamental group like Zp for p ≥ 0, so h1,0 = 0 does
not neccessarily imply that the manifold is simply- connected, only that the
fundamental group is finite.
B.6.3 A physical analogy
Let me add that although the definitions above might seem very abstract and
foreign, the idea is actually quite commonly used in physics. Let me illustrate
this by a classic example. Consider the electromagnetic potential Aµ, where
µ = 0, · · ·D − 1 and D = 4 in typical applications. We may think of this
as a 1-form A = Aµdxµ. Its differential dA = ∂µAνdxµ ∧ dxν is the field
strength. A way to see this is to note that as a 2-form, dA can be written
Fµνdx
µ∧dxν . Antisymmetrizing ∂µAν reveals Fµν = 12 (∂µAν−∂νAµ), which is
the usual definition seen at undergraduate level. The action giving the Maxwell
equations (in vacuum and in 4 dimensions) is of the form
S ∼
∫
FµνFµνd
4x (B.13)
The point of writing down equation B.13 is that it shows that dA and not
A itself is the important quantity. From this it is typically infered that if you
change A by a quantity φ such that dφ = 0, then you get the same field strength,
and hence the same action. In this context, the freedom A 7→ A + φ is called a
gauge freedom. What the gauge freedom tells us is that we’re really looking for
1-forms in the quotient
A ∈ {1− forms}{1− forms φ with dφ = 0} =
{1− forms}
Closed 1-forms
(B.14)
This is not quite de Rham cohomology (which is closed/exact), but it is
reminiscent, and this is typically in a similar fashion that cohomology groups
enter into physics.
B.6.4 Classification
I want to pause for a second to underscore a point. Two manifolds with different
de Rham cohomology groups cannot be topologically the same. Alas, the coho-
mology groups do not tell everything there is to know. Two manifolds can have
the same cohomology, yet be topologically distinct. This is in contrast to what
happens in 2 dimensions, where a compact, orientable surface is uniquely de-
termined (topologically) by its Euler characteristic. A complete classification in
higher dimensions is considered very challenging, and is a main (albeit distant)
goal of algebraic topology.
Apart from the use as mathematical classification, which might seem like
elaborate book-keeping at this level, cohomology groups enter strings through
the study of harmonic forms, or wave operators, so I will introduce that concept,
since the relation between cohomology and harmonic forms on a compact Ka¨hler
manifold is simply too good to pass up. First, though, I need to define what a
Ka¨hler manifold is.
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B.7 Ka¨hler Manifolds
There are nice local expressions for what a Ka¨hler manifold is. On a complex
manifold, write the line element using complex coordinates as
ds2 = gabdzadzb + gabdz
adzb + gabdzadzb + gabdz
adzb (B.15)
A Hermitian manifold has the requirements gab = gab = 0. Define the 2-form
or rather (1,1)-form
ω = igabdz
a ∧ dzb (B.16)
This is called a Ka¨hler form. A Ka¨hler manifold has
dω = 0 (B.17)
Where in terms of real coordinates x and y, d means what it usually means. In
terms of complex coordinates z and z, one can write d = ∂ + ∂.
So a Ka¨hler manifold is an Hermitian manifold where the Ka¨hler form is
closed. This condition is local. You write down the Ka¨hler form in local coordi-
nates and compute dω to see if it’s 0. The great thing about Ka¨hler manifolds
is how global the consequences are, as I will try to indicate by citing some key
results below. First up are the harmonic forms.
B.8 Harmonic forms
Let M be a manifold of real dimension n. To a p-form α = αµ1···µpdx
µ1 ∧ · · · ∧
dxµp , associate its Hodge dual ∗α which is an (n− p)-form given by
∗α = 1
(n− p)!µ1···µp,ν1···νn−pα
µ1···µpdxν1 ∧ · · · dxνn−p (B.18)
Here I am assuming dxm has been chosen to be an orthonormal basis of 1-forms.
The normalisation is slightly contrary to the convention adopted in amongst
others [1], which has an additional factor of 1p! . The reason for choosing my
convention (or rather the convention of [16]) is that I then get ∗1 = dx1∧· · · dxn,
the volume form and ∗(dx1 ∧ · · · dxn) = 1. Using the Hodge dual, define the
dual of the operator d in even dimension (I want n = 6 in this thesis) as
d∗ = − ∗ ◦ d ◦ ∗ (B.19)
The sign will vary a bit in odd dimensions, see [16] or below. The meaning
of this equation is that you take a p-form α, make it into an (n − p)-form
∗α, apply d and get an (n − p + 1)-form before finally applying ∗ to get an
(n− (n− p+ 1)) = (p− 1)-form d∗α = − ∗ (d(∗α)).
Another way to get to d∗ is to define it as the formal adjoint of d with the
following inner product. For 2 p-forms α, β, define an inner product by
(α, β) =
∫
M
α ∧ ∗β (B.20)
It’s then not too hard to see, using integration by parts and that ∗2 = (−1)p(n−p)
when acting on a p-form to show that
(dα, β) = (α, d∗β) (B.21)
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I might as well do it.
(dα, β) =
∫
M
dα ∧ ∗β
= (−1)p
∫
M
α ∧ d ∗ β = (−1)p
∫
M
α ∧ (−1)(n−p+1)(p−1) ∗ (∗d ∗ β)
= (−1)(n−p−1)(p−1)+p(α, ∗d ∗ β) = (α, d∗β)
Looking at the exponent of (−1), one sees that (n− p− 1)(p− 1) + p = n(p−
1)− p2 + 3p− 1 = n(p− 1)− 1 + p(p− 1) = n(p− 1)− 1 modulo 2. When n is
even, this is 1 modulo 2 as promised. The last equality in (B.22) is by defining
d∗ = (−1)n(p−1)−1 ∗ d∗. This equation fixes the sign choice when defining d∗.
When you have d∗, define the Laplacian as
∆ = d∗d+ dd∗ (B.22)
This linear operator takes p-forms into p-forms.
As an illustration why this deserves the name of Laplacian, let ∆ act on a
0-form f . Then d∗f = 0, and df = ∂µdxµ. Computing d∗ step by step looks
like this:
∗(∂µfdxµ) = 1(n− 1)!µ,ν1···νn−1∂
µfdxν1 ∧ · · · dxνn−1
d(∗(∂µfdxµ)) = 1(n− 1)!µ,ν1···νn−1∂ν∂
µfdxν ∧ · · · dxνn−1
− ∗ (d(∗(∂µfdxµ))) = − 1(n− 1)!ν,ν1···νn−1
ν1···νn−1
µ ∂
ν∂µf
This can be simplified, using the identity
µ1···µkµk+1···µn
µ1···µk,νk+1···νn = k!(n− k)!δνk+1[µk+1
···νn
···µn] (B.23)
This applied to the case at hand reads
ν,ν1···νn−1
σ,ν1···νn−1gσµ = gµσ(n− 1)!δσν = gµν(n− 1)!
and so
∆f = −gµν∂ν∂µf = −∂µ∂µf
This is, up to a sign, the usual definition of the Laplacian in Rn. If you use the
definition of ∗ in [1], then this gains a factor 1n! .
Returning to the theory, define the complex versions of d∗ as
∂∗ = − ∗ ◦ ∂ ◦ ∗ (B.24)
and
∂
∗
= − ∗ ◦ ∂ ◦ ∗ (B.25)
Signs are again fixed as for d∗.
Define the complex versions of a Laplacian to be
∆∂ = ∂∗∂ + ∂∂∗ (B.26)
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and
∆∂ = ∂
∗
∂ + ∂¯∂¯∗ (B.27)
Define the following vector spaces:
Hk
∂
(M) = {k-forms α
∣∣∣∆∂¯α = 0}
H(p,q)
∂
(M) = {(p, q)-forms α
∣∣∣∆∂¯α = 0}
Hk(M) = {k-forms α
∣∣∣∆α = 0}
H(p,q)(M) = {(p, q)-forms α
∣∣∣∆α = 0}
(B.28)
These are the spaces of harmonic forms. Things will simplify quite a bit in
the nice setting of a Ka¨hler manifold. On a compact manifold, there are the
so-called Ka¨hler identities7, one of which states that
∆∂ = ∆∂ =
1
2
∆ (B.29)
This means that amongst the 4 spaces defined in equation B.28, only 2 are really
distinct; Hk
∂
(M) = Hk(M) and H(p,q)
∂
(M) = H(p,q)(M).
Finally, one can show that on a compact Ka¨hler manifold, H(p,q)
∂
(M) ∼=
Hp,q(M). In words; the space of harmonic (p, q)-forms on M is isomorphic
to the (p, q) Dolbeault cohomology group. This result isn’t outlandishly hard
to prove, and [16] goes a long way towards proving it. He assumes Hodge
decomposition of harmonic forms is known, however.
The point is now that Hp,q(M) ∼= Hp,q(M) on a Ka¨hler manifold. In words,
this says that the number of linearly independent harmonic (p,q)-forms on the
manifold M is given by the dimension of the (p, q) Dolbeault cohomology. This
elegant correspondence is typical of how cohomology enters the question of com-
pactification. The Dolbeault cohomology is computable for quite a lot of man-
ifolds, or it can simply be looked up (given that it’s known), so the seemingly
untractable question “how many solutions does ∆α = 0 have on a 6-dimensional
manifold?” is actually answerable in many instances.
I will stress once again that the above relations between Dolbeault cohomol-
ogy and harmonic forms relies on the manifold being compact and Ka¨hler, but I
might add that parts of these results will hold on just a (compact) Riemannian
manifold. For instance, H0(M) = H0(M) will still hold. I argued in a previous
section that H0(M) = {f : M → R
∣∣∣df = 0}. If then f ∈ H0(M), i.e. f is a
0-form (or function, if you will) such that (d∗d + dd∗)f = 0, then I claim that
f is indeed constant. To see this, observe that
(∆f, f) = ((d∗d+ dd∗)f, f) = (df, df) + (d∗f, d∗f)
and so ∆f = 0 ⇐⇒ df = d∗f = 0. But d∗f = 0 is trivial for a 0-form, and
df = 0 is the the definition of elements of H0(M). Please do note, however,
that this relies on the compactness. The integrals over M might very well be
infinite if not, and the arguments above break down. For instance, it’s not true
that harmonic functions on R are constant, like they have to be on compact
Riemannian manifolds.
7Se for instance prop. 3.1.12 in [16]
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B.9 Vector Bundles
Additional structure is often imposed on a real of complex manifold, both in
physics and mathematics. I will here quickly remind the reader what a vector
bundle is, with emphasis on holomorphic vector bundles since this thesis is
mostly aimed at compactification using a Calabi-Yau manifold and holomorphic
vector bundles.
Definition 8. Let M be a complex manifold. A holomorphic vector bundle of
rank r on M is a complex manifold V along with a holomorphic map pi : V →M
such that pi−1(x) = V(x) is a complex vector space of dimension r for any x ∈M .
Furthermore, there should exist open sets Ui covering M and holomorphic maps
ψi : pi−1(Ui)
∼=−→ Ui × Cr (and if pr is the projection onto Ui, then pr(ψi(p)) =
pi(p) for any p ∈ pi−1(Ui).) such that the maps ψi : pi−1({x})→ Cr are C-linear.
If the reader hasn’t seen this formulation before, it will probably look a bit
complicated. The idea is that V is a manifold that locally looks like Ui × Cr
with Ui ⊂M an open subset of M . There is no requirement that V = M ×Cr.
This might happen, but the situation is somewhat trivial then. What we want
is to have a vector space over each point on M and this vector space is supposed
to vary holomorphically (or smoothly in the real case), and that’s what a vector
bundle really is.
A remark worth noting is that on Ui ∩Uj , there are C-linear maps ψij(x) =
(ψi ◦ ψ−1j )(x), ψij : Cr → Cr. As is remarked in [16], knowing ψij for all i, j
in a cover is enough to determine the bundle. What this amounts to saying is
really that the non-trivial aspect of a vector bundle is how to move from one
vector space to another, and that’s precisely what ψij tells you.
If you want the real case, substitute R for C, “smooth” instead of “holomor-
phic” and “complex” with “real” everywhere in the definition.
The guiding example is the tangent bundle TM of a smooth manifold, where
the vector spaces at x is the tangent space at x. From this can be made the
cotangent bundle T ∗M (each vector space is now a space of 1-forms) or the
wedge products of T ∗M , giving you p-forms at each point. In the complex
setting, these spaces of course exist as well, and are commonly denoted TM =
TM ,
∧p
T ∗M = ΩpM . If the dimension on M is n, then it’s common to write
ΩnM = KM . A bundle of rank 1 is called a line bundle, and KM is called the
canonical line bundle.
B.9.1 Curvature
Let V be a vector bundle and let ∇ be a connection on the vector bundle.
Locally, a connection can be written ∇ = d + A with d being the exterior
derivative and A a matrix of 1-forms. Define the curvature (or field strength)
as
F∇ = F = ∇ ◦∇ = ∇2 = dA+A ∧A (B.30)
The last equality is a local expression. Note that this makes F a 2-form. This
is actually a very central concept in physics, so let me remind the reader how
this construction enters. When V = TM the tangent bundle of the manifold
M and ∇ is the Levi-Civita connection, then F is the curvature 2-form, more
commonly denoted R. To see this, let ωµαβ be the spin connection and define
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Ωαβ = ωµαβdxµ. This is a matrix of 1-forms and corresponds to the A above.
Using the definition of the curvature (B.30) we get
Rµν = dΩµν + Ωµλ ∧ Ωλν
It can be shown that Rµν = 12R
µ
ναβω
α∧ωβ where ωα is an orthonormal basis of
1-forms, not to be confused with the spin connection or the Ka¨hler 2-form. See
[1] for more on curvature in the General Relativistic context and this curvature
2-form in particular.
To see why F is often called a field strength in physics, consider the case of
a Lie-algebra g as a vector space in each fiber. I.e. let V be a Gauge bundle.
Write A = taAaµdx
µ with ta generators (basis elements) of the Lie-algebra,
a = 1 · · · dim(g) satisfying [ta, tb] = ifabctc (mathematicians will not have an i
here). Then
F = dA+A ∧A = 1
2
F aµνt
adxµ ∧ dxν
with components
F aµν = ∂µA
a
ν − ∂νAaµ + ifabcAbµAcν (B.31)
To arrive at this, note that since dxµ∧dxν is anti-symmetric, ∂µAaνdxµ∧dxν =
−∂νAaµdxµ ∧ dxν by interchanging dxµ and dxν before relabling µ↔ ν. For the
second term, write
AbµA
c
νt
btcdxµ ∧ dxν = AbµAcν [tb, tc]dxµ ∧ dxν +AbµAcνtctbdxµdxν
= iAbµA
c
νf
abctadxµ ∧ dxν −AbµAcνtbtcdxµ ∧ dxν
In the last step, I interchanged b ↔ c and µ ↔ ν in the last term, as well as
interchanging dxµ ∧ dxν at the cost of a minus. The conclusion is
AbµA
c
νt
btcdxµ ∧ dxν = i
2
AbµA
c
νf
abctadxµ ∧ dxν
and so F aµν can indeed be written as in (B.31). When g = su(3), this is the field
strength known from QCD.
There is a simpler case, namely when the Lie-algebra is the Lie-algebra of
U(1), in which case A = Aµdxµ and F is simply
F =
1
2
Fµνdx
µ ∧ dxν = 1
2
(∂µAν − ∂νAµ)dxµ ∧ dxν
In this case, A∧A = AµAνdxµ∧dxν = 0 since AµAν is symmetric and dxµ∧dxν
is anti-symmetric. This is the well-known field strength of electromagnetism.
The point of the above examples is to illustrate that the concept of the
curvature of a vector bundle is really something that is well-known and prevalent
in physics, even though the terminology might be different.
B.9.2 Chern classes
Let B be an r × r matrix and write
det(1 +B) = 1 + P1(B) + · · ·+ Pr(B)
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The homogeneous polynomials Pk are of degree k and are used as follows. Let
V be a complex vector bundle with a connetion ∇ and associated curvature F .
Then the kth Chern class is the 2k-form
ck(V) = Pk
(
i
2pi
F
)
By F k I mean as usual F ∧F ∧F · · ·∧F k times. c1(V) is what I will be needing
the most. When people talk about the Chern classes of a manifold, they mean
the Chern classes computed with V = TM , the tangent bundle of the manifold
and ∇ the Levi-Civita connection. In other words, ck(M) = Pk
(
i
2piR
)
where R
is the curvature 2-form I talked about earlier.
I will sometimes write ck(F ) for ck(V).
Explicit form of the Chern classes
Actually, it’s not too hard to get a more explicit form of the Chern classes.
The derivative of a determinant is the trace, and as such we have the rela-
tion exp(tr(x)) = det(exp(x)). Setting x = ln(y) it follows that tr(ln(y)) =
ln(det(y)) or det(y) = exp(tr(ln(y))). This is the formula I will use to get a
hold of the Chern classes. We have the Taylor series ln(1 +x) = −∑∞n=1 (−x)nn .
I will use this with x = itF2pi . t is just a real number I use for bookeeping in the
relation det
(
itF
2pi + 1
)
=
∑n
k=0 ck(V)tk. Using the Taylor series, we have
ln
(
1 +
itF
2pi
)
= i
F
2pi
t+
F ∧ F
8pi2
t2 − iF ∧ F ∧ F
24pi3
t3 · · ·
Using that exp(x) = 1 + x+ x2 · · · gives me
exp
(
tr
(
ln
(
1 +
itF
2pi
)))
= 1 + i
tr(F )
2pi
t− 1
2
tr(F ) ∧ tr(F )
4pi2
t2 +
tr(F ∧ F )
8pi2
t2
+i
tr(F ) ∧ tr(F ∧ F )
16pi3
t3− i
6
tr(F ) ∧ tr(F ) ∧ tr(F )
8pi3
t3−i tr(F ) ∧ tr(F ) ∧ tr(F )
24pi3
t3 · · ·
From this one gets the following expressions
c1(V) = i trF2pi
c2(V) = tr(F ∧ F )− tr(F ) ∧ tr(F )8pi2
c3(V) = i2tr(F ∧ F ∧ F ) + 3tr(F ) ∧ tr(F ∧ F )− tr(F ) ∧ tr(F ) ∧ tr(F )48pi3
You can include more terms in the series for exp(x) and ln(1 + x) and in
that way get cn(V for any n you want. c1 is the most important in my thesis,
but c2 appears in the literature from time to time. In particular, it appears
in the articles I pursue in chapter 5. I included c3 mostly as a demonstration,
althought it is not without its uses.
B.10 Calabi-Yau manifolds
As if compact and Ka¨hler wasn’t enough, there is an additional requirement that
is typically and famously made, namely that the manifold has SU(3) holonomy.
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B.10.1 Holonomy groups
Let me pause a moment to explain what the (Riemannian) holonomy group is.
Consider a Riemannian manifold with the Riemannian connection. In more gen-
eral relativistic terms; consider a covariant derivative with symmetric Christoffel
symbols (no torsion). Pick a point x and pick a tangent vector at x. For any
closed loop starting and stopping at x, imagine parallel transporting the tan-
gent vector around the loop. The vector you end up with might differ from the
vector you started with, but they will be connected by a linear transformation.
The holonomy group is then defined as the set of linear transformations that
arise as tangent vectors are parallel transported around all the possible loops.
In the case of Calabi-Yau 3-folds, the group of linear transformation is
GL(3,C) (invertible 3 × 3 matrices with complex entries). Demanding SU(3)
means that the set of all possible linear transformations gotten from parallel
transport around loops should be Hol(M, g) = SU(3) ⊂ GL(3,C).
There is a weaker requirement, namely that Hol(M, g) ⊆ SU(3). This is
a standard definition of a manifold being Calabi-Yau (the definition used by
Calabi and Yau, amongst others). In my thesis I will try to refer to these as
being Calabi-Yau manifolds in the weak sense. Let me formulate the equivalent
requirements I know are in circulation in string theory. Their equivalence is
proven at various points in chapter 7 of [19].
Theorem 5. Let M be compact and Ka¨hler with Ka¨hler form ω. Assume M has
complex dimension 3. Then the following are equivalent and define a Calabi-Yau
manifold in the weak sense.
• c1(M) = 0 (the first Chern class vanishes).
• M is Ricci-flat.
• KM = C (the canonical bundle is trivial).
• There is a unique (3,0)-form Ω which is nowhere 0 and is such that ω ∧
ω ∧ ω = 3i4 Ω ∧ Ω
• Hol(M, g) ⊆ SU(3)
The equivalence of the first and second point is what Calabi conjectured and
Yau proved. Actually, my statement isn’t quite precise. What it should read
is “if c1(M) = 0, there is a metric g on M whose Ka¨hler form is the same as
ω and is such that Rmn(g) = 0. What I’m saying is that you might have to
change the metric.
The numerical coefficient in the fourth condition can be negotiated. I chose
it to conform with [19], but the agenda he has for this choice will not show up
in my thesis.
For a short lecture on the holonomy group in the Calabi-Yau setting and in
general relativity, see [48].
The stronger condition of having holonomy equal to SU(3) will be referred
to as being a Calabi-Yau in the strong sense. It is in the strong sense that is
required for string compactification.
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B.10.2 The Dolbeault cohomology of CY-spaces
On a compact, connected Calabi-Yau in the strong sense in 3 complex dimen-
sions, the hodge numbers simplify even more. The only non-zero numbers are
h3,0 = h0,3 = 1, h0,0 = h3,3 = 1 and h1,1, h1,2 ≥ 1. In terms of the Hodge
diamond, we have
1
0 0
0 h1,1 0
1 h1,2 h1,2 1
0 h1,1 0
0 0
1
The reason for h1,1 ≥ 1 is that a Calabi-Yau is always Ka¨hler, and the Ka¨hler
form is a (1,1)-form that’s non-trivial in cohomology. It might very well be the
only one, however.
In terms of the harmonic forms, this says that on a compact Calabi-Yau,
there will be 1 linearly independent harmonic function, which is Hodge dual
to the volume form. There will be one harmonic (3, 0)-form with a (0,3)-form
as complex conjugate. There are h1,1 harmonic (1,1)-forms and h1,2 harmonic
(1,2)-forms. For a proof of this fact, see [19].
B.10.3 pi1(M) when Hol(M, g) = SU(3)
There is the following funfact about manifolds with holonomy equal to SU(m)
with m ≥ 3. Theorem in [19] states that these have finite pi1(M). This is a
good reason why pictures of Calabi-Yau manifolds often lie. They seem to be
full of honest holes, and each hole would give at least factor of Z (the integer
corresponding the winding number of a loop around the hole) in pi1(M). Hav-
ing a finite fundamental group intuitively tells you that winding enough times
around a hole will unwind the loop.
As a simple example, see [41], an article creating something close to the
MSSM, the minimal supersymmetric extension of the standard model. They
have a Calabi-Yau manifold with fundamental group Z3 × Z3. They actually
force their Calabi-Yau to have this fundamental group by finding a simply-
connected Calabi-Yau M upon which they find a free G = Z3 × Z3 action and
use M/G as their manifold. By the orbifold discussion above, this will have
fundamental group Z3 × Z3. It’s actually quite typical that the Calabi-Yau
manifolds you construct will be simply connected, and then you use a group
action to give it a fundamental group. That’s also what for instance [58] do.
Since the group used for orbifolding is chosen to be finite, the fundamental group
of the orbifold will be finite.
The fact that the funadmental group is finite for a Calabi-Yau in the strong
sense could also be read off the Hodge diamond as I indicated above.
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B.11 How to Construct some Calabi-Yau Man-
ifolds
The subject of how to construct a Calabi-Yau 3-fold is growing bigger all the
time. A nice, although technically demanding source is [17]. I will show two
quite simple approaches in this section, but let me stress that they are far
from exhaustive. The question if there are even finitely many, let alone how
to construct all, compact 3-dimensional Calabi-Yau manifolds is still an open
question, and I am barely touching the surface here.
B.11.1 The simplest examples
Constructing compact Calabi-Yau manifolds doesn’t have to be as complicated
as it might seem based on the above results. Let me illustrate this fact by
showing how to obtain the only possible choices when demanding that the man-
ifold can be written as a solution of K homogneous polynomials of degree dk,
k = 1 · · ·K in one projective space CPN . The complex dimension of CPN is,
as might have been guessed, N , and K independent constraints will give you a
manifold of dimension n = N −K. The condition that the manifold should be
Calabi-Yau in the weak sense is in this simple setting 8
K∑
k=1
dk = N + 1 (B.32)
This is gotten by computing the first Chern class and demanding that it van-
ishes. An outline of the argument (which is formulated using algebraic geome-
try) is the following. The constraint equations is expressed as the sum of the
line-bundles E = ⊕Kk=1OCPN (dk). This fits into a short exact sequence like this
0→ TK → TCPN|K → E|K → 0
The determinant bundle will behave nicely under exact sequences;
0→ A→ B → C → 0 =⇒ det(B) = det(A)⊗ det(C)
The Chern character will then be given multiplicatively as
c(TCPN ) = c(TK) ∧ c(E)
By an abuse of notation, we then have
c(TK) =
C(TCPN )
c(E)
Let R be the curvature 2-form. Then this becomes
c(TK) =
(1 +R)N+1∏K
k=1(1 + dkR)
= 1 + (N + 1−
K∑
k=1
dk)R+ · · ·
8See for instance [17] for more details
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Configuration (d1, · · · , d5) Multiplicity
(5,0,0,0,0) 5
(4,1,0,0,0) 5 · 4
(3,2,0,0,0) 5 · 4
(3,1,1,0,0) 5·4·32
(2,2,1,0,0) 5·4·32
(2,1,1,1,0) 5 · 4
(1,1,1,1,1) 1
Table B.1: A systematic count of the number of polynomials defining a quintic.
The last equality comes from Taylor-expanding the fraction with R as a variable.
From this we read of the first Chern class of K to be (1+N−∑Kk=1 dk)R, which
vanishes if and only of N + 1 =
∑K
k=1 dk.
There is another implicit constraint. Any linear equation will simply elimi-
nate one variable and reduce CPN to CPN−1, so we demand dk ≥ 2. Inserting
this into equation B.32 gives 2K ≤ N + 1. Using that K = N − n leaves
2(N − n) ≤ N + 1 =⇒ N ≤ 2n+ 1
Since we want n = 3, this simple argument shows N ≤ 7. The only possibilities
can be listed: {N=7, (2,2,2,2)}, {N=6, (2,2,3)}, {N=5, (3,3), (2,4)}, {N=4, (5)}
The paranthesis denote the degrees of the defining polynomials.
As usual, some remarks are in order. This list has the numer of poly-
nomials and the degrees listed, but the reader will notice that it lacks the
coefficients. As an example, (5) means one fifth-degree polynomial p(z) =
cijkmnz
di
0 z
dj
1 z
dk
2 z
dm
3 z
dn
4 . To see how many choices of coefficients are available
is mostly a matter of combinatorics. For the degree 5 case, I can offer table B.1
as a way of counting. The sum of the mulitplicities in the table is 126. There is
one more subtlety involved. You need to subtract the degrees of freedom coming
from linear change of variables. For the quintic this is 5× 5, meaning you need
to specify 101 numbers to define a quintic in CP4. This informal argument is
why h2,1 = 101 for a quintic; changing the polynomial defines the same manifold
up to diffeomorphism but changes the complex structure.
The Hodge numbers of the above manifolds are of course well-known quan-
tities, but I think their origin is a good way to make the “choice of complex
structure” argument quite a bit more concrete.
B.11.2 More complicated intersections
The next level of sophistication is to let your Calabi-Yau be defined as the
intersection of several equations defined in several projective spaces. Concretely,
let M = X1 ∩ · · · ∩XK ⊂ CPn1 × · · · ×CPnm where each factor Xa is given as
a zero-set of some polynomial ξar ; X
a = {z ∈ CPnr ∣∣ξar (z) = 0} with degree qar .
The same CPnr might have several Xa inside of it, and so K 6= m in general.
As before, there are some requirements, namely that
3 = dimM =
m∑
r=1
nr −K
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The Calabi-Yau condition becomes
K∑
a=1
qra = nr + 1 (B.33)
for all r. Summing the last equation over r leaves
K∑
a=1
m∑
r=1
qra = (3 +K +m)
For the same reasons as earlier, we don’t want linear equations, expressed by
demanding
∑m
r=1 q
a
r ≥ 2. This can be used to derive the constraint
2K ≤ 3 +K +m
or
K ≤ 3 +m
Notice how this is a lot less restrictive than the N ≤ 7 in the case with only 1
projective space. You of course reduce to that case when you set m = 1 and
n1 = N .
An article with plenty of insight and neatly worked examples with heterotic
string compactification in mind is [37]. The examples worked out in that article
are still relevant in the setup I’m reviewing in this chapter 5.
B.11.3 Orbifolding
Given a Calabi-Yau (in either sense), you can look for a group G acting on it and
form the quotient M/G. This will be a Calabi-Yau if M was and if G is discrete
and the action has no fixed points. The advantages of doing this are the same
as highlighted when I talked about string theory and field theory formulated
on an orbifold. An added bonus that unless you pick a trivial group action,
the orbifold will be something genuinely new, and usually not easily given as a
complete intersection.
As mentioned a couple of times, this is the usual way to get a non-trivial
fundamental group, hence Wilson loops.
B.11.4 Non-projective constructions
There are several alternatives to working in projective space. The easiest gen-
eralisation is probably a weighted projective space. Let a0, · · · an be positive
integers and for any (z0, · · · , zn) ∈ Cn \ {0}, let
(ta0z0, ta1z1, · · · , tanzn) ∼= (z0, · · · , zn)
for any t ∈ C \ {0}. This is actually an orbifold, where you let the group
C \ {0} act on Cn \ {0} by (z0, · · · , zn) 7→ (ta0z0, ta1z1, · · · , tanzn). Choosing
a0 = a1 = · · · an = 1 restores the usual projective space.
What do you gain by going to more complicated spaces than projective
spaces? Well, not that much. There is a theorem stating that what you’ve
made can be thought of as being in a projective space. The theorem is as
follows.
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Theorem 6. Let M be a compact Ka¨hler manifold with holonomy group Hol(M, g) =
SU(m) with m ≥ 3. Then M is isomorphic to a complex submanifold of CPN
(for some N), and M is given as the zero set of some polynomials.
This is theorem 7.1.8 of [19]. It doesn’t say that thinking of your manifold
as actually being inside a projective space is the most tractable approach. It
just says that you may assume that without loss of generality. The easiest way
to dodge this is to make an orbifold with singularities. It then fails the criteria
of the theorem, since manifolds are per definition singularity-free, and you may
have constructed something genuinely new.
I show by example in chapter 4 that a naive converse to this is false: it is
not in general true that a Calabi-Yau manifold in the weak sense which is also
projective will have holonomy group equal to SU(3).
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