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Abstract 
Considering the performance of unsupervised discriminant projections (UDP) is gravely influenced by outliers, 
especially in small training sample size situation, a novel method called unsupervised discriminant analysis (UDA) 
based on the local and non-local mean for feature extraction is proposed in this paper, which is robust to outliers. It 
utilizes the local and non-local mean to construct the local and non-local scatter, to some extent, overcomes the 
discriminant difficulty caused by outliers. Besides, LUDA is computationally more efficient than UDP. Experimental 
results on ORL, YALE and AR face image databases show that the proposed UDA is more efficient and effective 
than UDP. 
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1. Introduction 
Feature extraction has been attracting increasing attention and played an important role in computer 
vision and pattern recognition. It is trying to seek a meaningful low-dimensional representation of 
high-dimensional data, which can not only reveal the underlying structure of data, but also benefit the final 
classification and recognition. Over the past few years, a great many of effective feature extraction 
algorithms have been proposed. Among them, principal component analysis (PCA) [1] and linear 
discriminant analysis (LDA) [2] are two most popular algorithms. 
Both PCA and LDA can find effective low-dimensional representations for the linearly distributed 
high-dimensional data. However, with intrinsic nonlinear structure of data, the linear feature extraction 
methods, such as PCA and LDA, fail to extract effective discriminant features. To deal with the problem, 
many nonlinear feature extractors have been recently developed. Kernel-based methods [3] and manifold 
learning-based methods [4] are two most popular solutions. Kernel-based methods aim to map linearly 
inseparable samples in the original space into a higher dimensional or even infinite dimensional space 
through a predefined kernel function. However, it often is computationally time-consumed and can not 
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preserve the underlying locality of data like its non-kernel versions. For manifold-based nonlinear feature 
extraction methods, its main idea is trying to preserve the intrinsic local neighborhood relation between 
original samples in the transformed low-dimensional space.  
The most representative manifold learning-based methods, such as locally linear embedding (LLE) [5], 
Laplacian eigenmap [6] and locality-preserving projections  
(LPP) [7], were successfully applied to face recognition. Recently, Yang et al. proposed a powerful 
locality-based feature extractor, called unsupervised discriminant projection (UDP) [8]. Different from the 
above manifold-based learning methods, which only utilize the locally neighbor relation between data, 
UDP does not only consider the locality of samples, but also fully make use of their non-local information. 
It is evident that the construction of locality and non-locality is easily influenced by outliers of training 
samples. What’s more, when the dimensionality of samples is high relative to the number of samples, the 
computational time of UDP will be a challenge. Recently, Mitani [9] proposed a nonparametric classifier 
based on the local mean, which is insensitive to outliers of data. 
Considering the limitations of the existing locality-based feature extraction methods and motivated by 
the above discussions, we present a new locality-based discrminant feature extraction algorithm, called 
unsupervised discriminant analysis based on the local and non-local mean for face recognition. Unlike the 
traditional locality-based methods, the proposed method adopts the local mean of neighbor samples to 
construct the local scatter matrix and non-local scatter matrix. On the one hand, the estimated local scatter 
and non-local matrices can be more accurate; on the other hand, the proposed method becomes more robust 
to outliers of data. Furthermore, the computational time can be reduced by using the local mean. The 
judgment has been demonstrated by our extensive experimental results on ORL, YALE and AR face 
databases. 
2. Method 
2.1 Unsupervised Discriminant Projection (UDP) 
UDP seeks to find the projection axis so that the non-local scatter is maximized, and the local scatter is 
minimized. The non-local scatter can be characterized by the mean square of the Euclidean distance 
between any pair of the projected sample points, which are outside K-nearest neighborhood of the sample, 
and the local scatter can be characterized by the mean square of the Euclidean distance between the 
projected sample points which are in K-nearest neighborhood of the sample.  
Specifically, given a set of M training samples, which contains C pattern classes, 1 2, , , Mx x x… in nIR . 
We can get their images 1 2, , , My y y… after the projection onto the projection axis w. The non-local scatter 
matrix NS and local scatter matrix LS can be defined by 
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where H is an M M× adjacency matrix that represents the relation of K-nearest neighbors among 
samples, and its elements are given as follow: 
1,      if  is among -nearest neighbors of ,
        and  is among -nearest neighbors of  
0,      otherwise
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The UDP criterion can be defined by  
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N
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( )UDPJ =
w S ww
w S w
                                                          (4) 
UDP utilizes both local and non-local information, however, as we know, the local and non-local 
scatter is easily disturbed by the outliers and its computational time is still a problem. 
2.2 Unsupervised discriminant analysis Based on the Local and Non-local Mean 
In order to preserve the local geometric structure of data and in favor of classification compared with 
LPP, UDP introduces the information of non-locality. In the learning process of UDP, the adjacency matrix 
H is firstly constructed. It not only can be viewed as the construction of neighborhood information of the 
samples, but can be regarded as a rough clustering process for samples. Let’s look into Fig1, it is clear that 
samples 1 2 3 4 5x , x ,x ,x , x are clustered after constructing the neighborhood relation, and the same goes for 
other samples. In UDP, for the local scatter of sample 1x ,we often compute the scatter 
between 1x and ( 2,3, 4,5)i i =x . Similarly, we spread other samples. But for the non-local scatter of 
sample 1x , the scatter between 1x  and ( 1, ,   2,3,4,5)i i M and i= ≠x …  can be regarded as the non-local 
scatter of sample 1x . We extend to others in the same way. 
As we know, if outliers exist in the data distribution, the local and non-local scatter matrix may not be 
accurately estimated so that the performance of UDP can not be guaranteed. So, we utilize the local and 
non-mean to construct the local and non-local scatter. The Fig.1 is still taken for example. For the local 
scatter of sample 1x , we 
 
Fig1. The clustering process of samples 
make use of the scatter between 1x and the mean of ( 2,3,4,5)i i =x , which are in the K-nearest 
neighborhood, to replace the local scatter of sample 1x mentioned in UDP. Similarly, we apply the scatter 
between sample 1x and the mean of ( 1, ,   1,2,3,4,5)i i M and i= ≠x … , namely the samples outside the 
K-nearest neighborhood of sample 1x , to serve as the non-local scatter of sample 1x , which is different 
from the non-local scatter in UDP. As a result, the new local scatter matrix LS and non-local scatter 
matrix NS are given by Eq. (7) and Eq. (8). 
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im is the local mean of other samples that are in the K-nearest neighborhood of sample ix . It can be written 
as 
1
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iM
 is the non-local mean of other samples that are outside the K-nearest neighborhood of sample
ix . It can be 
recorded as 
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The discriminant criterion of unsupervised discriminant analysis based on the local and non-local mean 
is given below: 
T
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( )UDAJ
w S ww =
w S w

                                                            (7) 
Eq. (7) seeks a set of projection axes that maximize ( )UDAJ w , namely maximize the non-local scatter, and 
simultaneously minimize the local scatter. If LS is nonsingular, a set of optimal projection vectors can be 
obtained by selecting the d generalized eigenvectors of N LλS w = S w  corresponding to the top d largest 
eigenvalues. 
2.3  Algorithm 
Step 1: Find the K-nearest neighbors of each sample, and the number of nearest neighborhood K is set 
by the number of training samples per class minus 1. Then construct the adjacency matrix H by Eq. (3). 
Step 2: Reduce dimensionality through PCA for original samples.  
Step 3: According to Eq. (5) and Eq. (6), construct the local scatter based on the local mean LS , and the 
non-local scatter based on the non-local mean NS . 
Step 4: Get the optimal projection axes by obtaining the d eigenvectors of N LλS w = S w   
corresponding to the top d largest eigenvalues. 
3. Experiments and analysis 
3.1  Experiment on ORL face database and analysis 
The ORL face database is from Olivetti-Oracle Research Lab. It contains 40 individuals, and each 
person has 10 different images. The image resolution is 112×92.These images are taken under different 
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ways, and there are differences between facial expressions and facial details, for example, smiling and no 
smiling, eye opening and eye closed and so forth.  
In this experiment, the last five images per class are used for training, and the first five images per class 
are used to test. The projection axes are set by 5 to 40 for feature extraction. Finally the performance of 
PCA, LDA, UDP and the proposed method with cosine distance classifier are compared, and it is shown in 
Fig2. Table І describes the maximal recognition rate on ORL database for these four methods and the 
number in the brackets is the corresponding dimension.  
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Fig2. The performance comparison with cosine distance classifier on ORL face database 
From Fig2, it is obvious that the performance of our proposed method with cosine distance classifier is 
better than PCA, LDA and UDP. With the projection axes increasing, its performance increases gradually. 
In Table І, when the projection axes are 35, the recognition rate is maximized and outperformed than PCA, 
LDA and UDP. 
TABLE I. THE MAXIMAL RECOGNITION RATE ON ORL FACE DATABASE 
Classifier PCA LDA UDP The proposed method 
Cosine distance classifier 88.5%(40) 92%(30) 90.5%(35) 93%(35) 
3.2 Experiment on YALE face database and analysis 
The YALE face database is from Yale Center for Computational Vision and Control, which consists of 
15 different persons under various facial expressions and lighting conditions. Each person has 11 images 
and the image resolution is 100×80.  
We choose the last six images per class for training, and the remaining five images per class for test. 
The projection axes are set by 5 to 50, except that the projection axes of LDA are set by 5 to 15. The 
comparison for the performance of PCA, LDA, UDP and our proposed method under nearest neighbor 
classifier is displayed in Fig3. Table П demonstrates the maximal recognition rate of PCA, LDA, UDP and 
the proposed method, and the number in the brackets is the corresponding dimension. 
It is clear that our proposed method under nearest neighbor classifier have the advantage of PCA, LDA 
and UDP in Fig3. Especially when the projection axes varies from 30 to 35, the performance is more stable 
and the recognition rate is maximized compared with the other three methods.  
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Fig3. The performance comparison with nearest neighbor classifier on YALE face database 
TABLE II. THE MAXIMAL RECOGNITION RATE ON YALE FACE DATABASE 
Classifier PCA LDA UDP The 
proposed 
method 
Nearest 
neighbor 
classifier 
92% 
(20) 
93.33% 
(9) 
93.33% 
(25) 
98.67% 
(30) 
3.3 Experiment on AR face database and analysis 
The AR face database contains 120 people with different facial expressions, lighting conditions and 
occlusions. Each person has 26 different images, and the image resolution is 50×40. For testing the 
robustness of our proposed method, we not only choose the face images with no hiding, but the face 
images with wearing glasses are used to our experiment. The first ten images per class are used for training 
and the fourteenth to twenty-third images per class is devoted to test. Compared with UDP, the 
dimensionality is set by 20 to 200, and the cosine distance classifier is employed for the classification. The 
performance comparison of between UDP and the proposed method is shown in Fig4. The maximal 
recognition rate and feature extraction time are listed in Table Ш. 
TABLE III. THE COMPARISON OF MAXIMAL RECOGNITION RATE AND FEATURE EXTRACTION TIME BETWEEN UDP AND THE 
PROPOSED METHOD 
Classifiers UDP The proposed method 
Cosine distance 
classifier 
72.8%(200) 74.17%(200) 
Feature extraction time 1030.7s 999.8290s 
From Fig4, we can see that the proposed method steadily outperforms UDP, and while Table Ш 
indicates that the proposed method effectively improves the recognition rate, simultaneously reduces the 
run time and increases efficiency.  
 
Caikou Chen et al. / Physics Procedia 24 (2012) 1967 – 1973 1973
Author name / Physics Procedia 00 (2011) 000–000 
 
20 40 60 80 100 120 140 160 180 200
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0.75
0.8
The performance comparison on AR face database
Dimension
R
ec
og
ni
tio
n 
R
at
e
UDP
The proposed method
 
Fig4. The performance comparison with cosine distance classifier on AR face database 
Conclusion 
Our proposed method considers the influence on the performance of UDP caused by outliers, and 
utilizes the local and non-local mean to construct the local and non-local scatter, so that the robustness to 
outliers has been greatly improved and the time of feature extraction is effectively decreased in contrast to 
UDP. The experimental results on ORL, YALE and AR face databases demonstrate its effectiveness and 
robustness. 
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