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Abstract
The inflation rate is a key economic indicator for which forecasters are
constantly seeking to improve the accuracy of predictions, so as to enable
better macroeconomic decision making. Presented in this paper is a novel
approach which seeks to exploit auxiliary information contained within
inflation forecasts for developing a new and improved forecast for infla-
tion by modelling with Multivariate Singular Spectrum Analysis (MSSA).
Unlike other forecast combination techniques, the key feature of the pro-
posed approach is its use of forecasts, i.e. data into the future, within the
modelling process and extracting auxiliary information for generating a
new and improved forecast. We consider real data on consumer price
inflation in UK, obtained via the Office for National Statistics. A vari-
ety of parametric and nonparametric models are then used to generate
univariate forecasts of inflation. Thereafter, the best univariate forecast
is considered as auxiliary information within the MSSA model alongside
historical data for UK consumer price inflation, and a new multivariate
forecast is generated. We find compelling evidence which shows the ben-
efits of the proposed approach at generating more accurate medium to
long term inflation forecasts for UK in relation to the competing models.
Finally, through the discussion, we also consider Google Trends forecasts
for inflation within the proposed framework.
Keywords: Consumer price inflation; Auxiliary information; Multivari-
ate Singular Spectrum Analysis; Parametric; Nonparametric; Forecast.
1 Introduction
Inflation forecasting has a wide and long ranging history. Especially in coun-
tries like UK, where inflation targeting has prevailed since 1992, causing policy
makers to anticipate inflation [1]. Regardless of its importance over a long time
period, inflation forecasting remains a key challenge for Central Banks [2]. As
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such, there remains an interest in developing comparatively more effective ap-
proaches for improving the accuracy of inflation forecasts.
To this end, there has been considerable interest in forecast combination
approaches as viable tools for inflation forecasting. Whilst it is beyond the
mandate of this paper to review all such efforts, we find it pertinent to refer the
reader to few recent and successful attempts at exploiting forecast combination
techniques within the field of inflation forecasting. Uncertainty is rife in the
current economic climate, and forecast combination methods can be used to
hedge against bad forecast performance of single models during such times
of crisis [3]. A popular example of forecast combination in the literature is
through Dynamic Model Average (DMA). The DMA technique was exploited
in [4] for forecasting US inflation. Here, the authors found the DMA technique
to be significantly better than benchmark regression models and selected time
varying coefficient models. In [2], both the DMA technique and Dynamic Model
Selection (DMS) were used to improve inflation forecasts for USA and the
Euro area. In contrast, the Bayesian Model Averaging (BMA) technique is
yet another popular form of forecast combination and was utilized in [5] for
forecasting US inflation forecasting. The BMA model was seen outperforming
simple equalweighted averaging. Those interested in more varied applications of
forecast combination techniques are referred to [6–8] and the references therein.
Nevertheless, a review of the relevant literature points out towards the ex-
istence of a strong heterogeneity in the predictive performances of the models
used for inflation forecasting [2]. Thus, our interest delves into the search for
a new and improved approach for improving the accuracy of inflation fore-
casts. At the outset, it is noteworthy that forecast combination techniques
extract multiple forecasts from various models and then combine same using
some weights. For example, the DMA technique allows several models to hold
at given points in time and then averages their respective forecasts [2]. In con-
trast, the proposed method takes an entirely different approach and presents
an alternative form of forecast combination for time series analysis and fore-
casting. We hope the difference will be clearer to the reader in the explanations
which follow and in Section 2.
In brief, our interest lies in determining the possibility and effectiveness of
exploiting auxiliary information contained within inflation forecasts. We seek
to combine historical data for UK consumer price inflation with a forecast for
consumer price inflation using a multivariate tool which can extract the signals
contained with the given forecast and use this new information to generate
a more improve forecast for UK consumer price inflation. The development
of multivariate models for inflation forecasting is warranted as studies have
evidenced the difficulties in improving inflation forecasts with simple univariate
models alone [2, 9].
Accordingly, we begin by forecasting the UK consumer price inflation series
at different horizons using popular and powerful univariate time series anal-
ysis and forecasting models such as ARIMA, Exponential Smoothing (ETS),
Neural Networks (NN), and Trigonometric Box-Cox ARMA Trend Seasonal
(TBATS). The choice of univariate models is motivated by its previous appli-
cations in most cases. For example, it is well known that ARIMA models have
been a popular contender for inflation forecasting both historically and in the
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recent past [10–13]. The ETS technique too has been utilised effectively in in-
flation forecasting studies [13–15] whilst applications of NN based approaches
are documented in [16–19]. However, to the best of our knowledge, the TBATS
model [20] has not been evaluated in the context of inflation forecasting, and
thus, it will be interesting to see how this performs. Once the univariate fore-
casts are computed, we propose using the best performing univariate forecast
as auxiliary information, coupled with historical UK consumer price inflation
data within a multivariate framework for producing a new and improved CPI
forecast. It is noteworthy that the best performing univariate forecast repre-
sents data into the future, and therefore we require a multivariate tool that can
model time series with different series lengths to further the objective of this
study.
We opt for the nonparametric Multivariate Singular Spectrum Analysis (MSSA)
[21] technique as a tool which can suitably fit the requirements of the proposed
methodology. This is because: first, the Vertical MSSA (VMSSA) approach
can model time series with different series lengths [22]; secondly, MSSA is a
filtering and signal extraction technique which has the capability of extracting
any auxiliary information [21] contained within a given forecast. MSSA is now
experiencing a surge in applications in a variety of fields, and those interested
are referred to the work in [23–26] and references therein.
The remainder of this paper is organised as follows. Section 2 presents the
various forecasting methods and the MSSA-based methodology for forecasting
UK consumer price inflation. Section 3 introduces the data, the forecasting
exercise and the metrics used for evaluating forecast accuracy. The results are
presented in Section 4 and the paper concludes in Section 5.
2 Methodology
2.1 Autoregressive Integrated Moving Average (ARIMA)
The ARIMA model used here for generating univariate forecasts for UK con-
sumer price inflation is commonly referred to as ‘auto.arima’ and can be ac-
cessed via the forecast package in R. Those interested in a detailed description
of this optimized algorithm are referred to [27]. In brief, the modeling process
begins by repeating KPSS [29] tests to determine the number of differences d.
Thereafter, the Akaike Information Criterion (AIC) is minimized following dif-
ferencing d times to determine the values of p (number of autoregressive terms)
and q (number of lagged forecast errors in the forecasting equation). Instead
of considering every possible combination of p and q, the algorithm opts to tra-
verse the model space via a stepwise search. It is noteworthy that the algorithm
relies on a corrected version of the AIC (AICc) as indicated below:
AIC = −2log(L) + 2(p+ q + P +Q+ k), (1)
AICc = AIC +
2(p+ q + k + 1)(p+ q + k + 2)
T − p− q − k − 2 . (2)
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where k = 1 if c 6= 0 and 0 otherwise, L is the maximum likelihood of the data
and the last term in parentheses is the number of parameters in the model (this
includes σ2 which is the variance of the residuals).
Thereafter, the algorithm searches the following four ARIMA models, to
achieve what is called the ‘current model’: ARIMA(2,d,2), ARIMA(0,d,0),
ARIMA(1,d,0) and ARIMA(0,d,1) for the model which minimises the AICc.
If d = 0 then the constant c is included; if d ≥ 1, then the constant c is set
to zero. In addition, the model also evaluates variations on the current model
by varying p and q by +/-1 and including/excluding c. The steps following
on from the minimisation of the AIC are repeated until no lower AICc can be
found.
As seen in the next section, we consider monthly UK consumer price inflation
data, and therefore we provide a brief expansion of the seasonal ARIMA model
alone. In doing so we mainly follow [27]. The seasonal ARIMA model can be
expressed as:
Φ(Bm)φ(B)(1−Bm)D(1−B)dyt = c+ Θ(Bm)θ(B)εt, (3)
where Φ(z) and Θ(z) are the polynomials of orders P and Q, and εt is white
noise. If, c 6= 0, there is an implied polynomial of order d + D in the forecast
function.
As explained in [28] point forecasts can then be obtained as follows. Begin
by expanding the seasonal ARIMA equation so that yt is on the left hand side
with all other terms on the right. Then, rewrite the ARIMA equation and
replace t with T +h and finally, on the right hand side of this equation replace
future observations by their forecasts, future errors by zero, and past errors
by the corresponding residuals. Eventually, use the forecasting horizon h = 1
month ahead for example to calculate all forecasts for that horizon.
2.2 Exponential Smoothing (ETS)
The ETS model from the forecast package in R is automated to consider the er-
ror, trend and seasonal components in choosing the best exponential smoothing
model from 30 possible options by optimizing initial values and parameters us-
ing the Maximum Likelihood Estimator and selecting the best model based on
the AIC. This ETS algorithm overcomes limitations from the previous models
of exponential smoothing which failed to provide a method for easily calculat-
ing prediction intervals [31]. The algorithms that generate point forecasts for
UK consumer price inflation1 and state space equations for each of the models
in the ETS framework2 can be found in [28] where a more detailed description
of ETS is available.
2.3 Neural Networks (NN)
An automatic NN forecasting model known as nnetar which is provided through
the forecast package in R is used for UK consumer price inflation forecasting
1https://www.otexts.org/sites/default/files/fpp/images/Table7-8.png
2https://www.otexts.org/sites/default/files/fpp/images/Table7-10.png
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in this paper. Those interested in a detailed explanation on how the nnetar
model is operated are referred to [28]. In brief, the package considers fitting
feed-forward networks with one hidden layer. The parameters in the neural
network model are selected based on a loss function embedded into the learning
algorithm. The nnetar algorithm trains 25 networks by using random starting
values and then obtains the average of the resulting predictions to compute the
forecast.
A seasonal nnetar model is represented by the notation NNAR(p, P, k)m, a
model that has inputs (yt−1, yt−2, . . . , yt−p, yt−m, yt−2m, yt−Pm), and k neurons
in the hidden layer. If the values of p and P are not specified (which is the case
in this paper), they are automatically selected. For seasonal time series, the
default values are P = 1 and p is chosen from the optimal linear model fitted to
the seasonally adjusted data. If k is not specified, it is set to k = (p+P + 1)/2
(rounded to the nearest integer).
2.4 Trigonometric Box-Cox ARMA Trend Seasonal Model
(TBATS)
The TBATS model is an automated exponential smoothing state space model
with Box-Cox transformation, ARMA error correction, Trend and Seasonal
components. The result is a technique which is aimed at providing accurate
forecasts for time series with complex seasonality. However, as reported in
the next section, when the automated model was fitted on the data, the algo-
rithm automatically opted for a BATS model (Exponential Smoothing State
Space Model With Box-Cox Transformation, ARMA Errors, Trend And Sea-
sonal Components) over TBATS. As noted in [20] BATS model is the most
obvious generalization of the traditional seasonal innovations models to allow
for multiple seasonal periods. A detailed description of the BATS model can
be found in [20].
After generating univariate forecasts from the above models, we determine
the best performing univariate forecast for UK consumer price inflation based
on a loss function. Then, this best performing forecast is selected as auxiliary
information with the MSSA model introduced next.
2.5 Multivariate Singular Spectrum Analysis with Aux-
iliary Information (MSSA(AI))
Figure 1 summarised the inputs in the multivariate system. The observations
represented via (cpi
(1)
1 , ..., cpi
(1)
N ) ≡ (cpi
(2)
1 , ..., cpi
(2)
N ) ≡ (cpi
(3)
1 , ..., cpi
(3)
N ) as
these represent the historical data for UK consumer price inflation. Then, the
observations within (cpi
(3)
N+1, ..., cpi
(3)
N+h) represents the best univariate out-of-
sample forecast for UK consumer price inflation and thus data into the future.
In fact, the information contained in (cpi
(3)
N+1, ..., cpi
(3)
N+h) could represent any
auxiliary information and the multivariate system can incorporate additional
variables in the modelling process.
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Figure 1: A graphical illustration of the MSSA process and objective.
(1) Consider two time series CPI
(2)
N and CPI
(3)
N+h with an identical frequency.
Here, (cpi
(2)
1 , ..., cpi
(2)
N ) and (cpi
(3)
1 , ..., cpi
(3)
N ) represents historical data for UK
consumer price inflation. Note: cpi
(3)
N+h represents cpi
(1)
N plus the best h-step
ahead univariate forecast for that same variable. This h-step ahead univariate
forecast represents data into the future.
(2) Call upon Vertical MSSA which can consider data with different series
lengths and a time lag into the future, for developing an improved multivariate
forecast for consumer price inflation. Our aim is to obtain a multivariate h-step
ahead forecast for CPI
(1)
N as represented by ĉpi
(1)
N+1, . . . , ĉpi
(1)
N+h.
(3) Exploit MSSA’s filtering and signal extraction capabilities for modelling
and extracting information in CPI
(3)
N+h (which represents data into the future)
and CPI
(2)
N , for generating a new and improved forecast for the variable in
CPI
(1)
N .
The MSSA technique begins with the decomposition stage which has two
steps known as embedding and Singular Value Decomposition (SVD). Initially,
through embedding we create the trajectory matrices X(i) (i = 1, 2, 3) of the
one-dimensional time series CPI
(2)
N and CPI
(3)
N+h respectively. As such, we will
have 2 different Li ×Ki trajectory matrices X(i) (i = 1, 2, 3), where X(1) will
take the form:
X(1) = (xij)
L,K
i,j=1 =


y1 y2 · · · yK
y2 y3 · · · yK+1
...
...
. . .
...
yL yL+1 · · · yN

 . (4)
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A similar trajectory matrix as in Equation (1) can be constructed for X(2) to
represent the data in Y
(2)
N . Finally, the trajectory matrix X
(3) which incorpo-
rates the official forecast can be constructed as:
X(3) = (xij)
L,K+h
i,j=1 =


y1 y2 · · · yK yK+1 · · · ωK+h
y2 y3 · · · yK+1 yK+2 · · · ωK+h+1
...
...
. . .
...
...
. . .
...
yL yL+1 · · · yN ωN+1 · · · ωN+h

 , (5)
where ω1, . . . , ωh represents the official forecast.
Thereafter, a new block Hankel trajectory matrix, XH is constructed. As-
sume L1 = L2 = . . . = LM = L where M is the number of time series.
Therefore, we have different values of Ki (Ki = Ni − Li + 1) and series length
Ni, but similar Li. The result of this step is:
XH =
[
X(1) : X(2) : · · · : X(M)
]
.
Hence, the structure of the matrix XHX
T
H is as follows:
XHX
T
H = X
(1)X(1)
T
+ · · ·+ X(M)X(M)T . (6)
As it appears from the structure of the matrix XHX
T
H in MSSA, we do not
have any cross-product between Hankel matrices X(i) and X(j). Moreover,
in this format, the sum of X(i)X(i)
T
provides the new block Hankel matrix.
Note also that performing the SVD of XH in MSSA yields L eigenvalues as in
univariate SSA.
Then, in the reconstruction stage we are faced with two steps known as
grouping and diagonal averaging. Initially, we group the eigenvalues from the
SVD process as either signal or noise (there are several approaches for group-
ing, see [22,32]) and then perform diagonal averaging on the signal components
to reconstruct a new, less noisy time series which can be used for forecasting.
A more detailed description of the theory underlying decomposition and recon-
struction with MSSA and the forecasting process can be found in [22] and is
therefore not reproduced here.
Finally, we present the VMSSA forecasting algorithms used in this paper,
and in doing so we mainly follow [22].
VMSSA Recurrent (VMSSA-R) Forecasts
Let us have two series with different length Y
(i)
Ni
= (y
(i)
1 , . . . , y
(i)
Ni
) and corre-
sponding window length Li, 1 < Li < Ni, i = 1, 2. The VMSSA-R forecasting
algorithm for the h-step ahead forecast is as follows.
1. For a fixed value ofK, construct the trajectory matrix X(i) = [X
(i)
1 , . . . , X
(i)
K ] =
(xmn)
Li,K
m,n=1 for each single series Y
(1)
N1
, and Y
(2)
N2
separately.
2. Construct the block trajectory matrix XV as follows:
XV =
[
X(1)
X(2)
]
. (7)
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3. Denote λV1 ≥ . . . ≥ λVLsum ≥ 0 are the eigenvalues of the XVXTV , where
Lsum = L1 + L2.
4. Let UVj = (U
(1)
j , U
(2)
j )
T be the jth eigenvector of the XVX
T
V , where U
(i)
j
with length Li corresponds to the series Y
(i)
Ni
(i = 1, 2).
5. Consider X̂V = [X̂1 : . . . : X̂K ] =
∑r
i=1 UViU
T
Vi
XV as the reconstructed
matrix achieved from r eigentriples:
X̂V =
[
X̂(1)
X̂(2)
]
. (8)
6. Consider matrix X̃(i) = HX̂(i) (i = 1, 2) as the result of the Hankelization
procedure of the matrix X̂(i) obtained from the previous step, where H
is a Hankel operator.
7. Assume U
(i)O
j denotes the vector of the first Li − 1 components of the
vector U
(i)
j and π
(i)
j is the last component of the vector U
(i)
j (i = 1, 2).
8. Select the number of r eigentriples for the reconstruction stage that can
also be used for forecasting purpose.
9. Define matrix UO(1,2) =
(
U
O(1,2)
1 , . . . , U
O(1,2)
r
)
, where U
O(1,2)
j is as fol-
lows:
U
O(1,2)
j =
[
U
(1)O
j
U
(2)O
j
]
. (9)
10. Define matrix W as follows:
W =
[
π
(1)
1 π
(1)
2 · · · π
(1)
r
π
(2)
1 π
(2)
2 · · · π
(2)
r
]
. (10)
11. If the matrix
(
I2×2 −WWT
)−1
exists and r ≤ Lsum−2, then the h-step
ahead VMSSA forecasts exist and is achieved by the following formula:
[
ŷ
(1)
j1
, ŷ
(2)
j2
]T
=



[
ỹ
(1)
j1
, ỹ
(2)
j2
]
, ji = 1, . . . , Ni
(
I2×2−WWT
)−1
WUO2TZh, ji = Ni + 1, . . . , Ni+h,
(11)
where, Zh =
[
Z
(1)
h , Z
(2)
h
]T
and Z
(i)
h =
[
ŷ
(i)
Ni−Li+h+1, . . . , ŷ
(i)
Ni+h−1
]
(i =
1, 2). It should be noted that equation (11) indicates that the h-step
ahead forecasts of the refined series Ŷ
(i)
Ni
are obtained by a multi dimen-
sional linear recurrent formula (LRF). For the univariate case, there is
only a one dimensional LRF.
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VMSSA Vector (VMSSA-V) Forecasts
Let us have items (1)-(10) of VMSSA-R.
1. Define vectors Zi as follows:
Zi =
{
X̃i for i = 1, . . . , k
P(ν)Zi−1 for i = k + 1, . . . , k + h+ Lmax − 1,
(12)
where, Lmax = max{L1, . . . , LM}.
2. Constructing the matrix Z = [Z1 : ... : ZK+h+Lmax−1] and making its
hankelization. Using this calculation we obtain ŷ
(i)
1 , . . . , ŷ
(i)
N+h+Lmax
(i =
1, . . . ,M).
3. The numbers ŷ
(i)
Ni+1
, . . . , ŷ
(i)
Ni+h
(i = 1, . . . ,M) form the h step ahead
VMSSA-V forecasts.
3 Data
The data used in this study was obtained via the Office for National Statistics
in UK and relates to annual rates of Consumer Prices Index including owner
occupiers housing costs (CPIH) measured monthly from January 2006 to May
2018 (Figure 2)3. It is noteworthy that the CPIH is the lead inflation index
in UK and is recognised as the most comprehensive measure of inflation as it
includes owner occupiers housing costs and Council Tax, which are excluded
from the Consumer Price Index (CPI) [34].
Table 1 reports some key descriptive statistics for this data. This shows that
the data is positively skewed and not normally distributed. Accordingly, it
is evident that during the period in question, UK inflation as per the CPIH
has averaged at 2.25% with a standard deviation of +/-0.99%. The median
shows that inflation as per the CPIH was at or below 2.40% during half of the
months over this period with an inter quartile range of +/- 1%. The data was
also tested for normality using the Shapiro-Wilk test and as the test statistic
was highly statistically significant it lead to a rejection of the null hypothesis,
thereby indicating that the CPIH series is not normally distributed. As such,
the median rate of inflation for UK at 2.40% is a more accurate measure of
central tendency during the period in question.
Table 1: Descriptive statistics for CPIH data (Jan 2006 - May 2018).
Mean Median SD IQR SW
2.25% 2.40% 0.99% 1% <0.01
Note: SD is the standard deviation. IQR is the interquartile range. SW is the p-value for
the Shapiro-Wilk test for normality.
3https://www.ons.gov.uk/economy/inflationandpriceindices/timeseries/l55o/mm23
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Figure 2: UK monthly consumer price inflation time series.
In Table 2 we provide a summary of the forecasting exercise carried out in
this study. We consider different out-of-sample horizons with different sampling
periods because research has shown that the forecast performance of models are
episodic and sensitive to these factors [2]. Therefore, if the forecasting results
under such conditions can indicate a single model as being superior across all
horizons, then we can have more confidence in the robustness of our results.
Table 2: Summary of forecasting exercise.
h In-Sample Period Out-of-Sample Period N̂
h = 3 Jan 2006 - May 2015 Jun 2015 - Aug 2015 3
h = 6 Jan 2006 - May 2015 Jun 2015 - Nov 2015 6
h = 12 Jan 2006 - May 2015 Jun 2015 - May 2016 12
h = 24 Jan 2006 - May 2015 Jun 2015 - May 2017 24
h = 36 Jan 2006 - May 2015 Jun 2015 - May 2018 36
Note: N̂ is the number of out-of-sample forecasts.
In line with good practice, and to enable replication of the forecasting results
presented in the following Section, in Table 3 we present readers with the models
used for obtaining the out-of-sample forecasts for UK consumer price inflation
in this paper.
10
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Table 3: Summary of fitted models for out-of-sample forecast generation.
h ARIMA ETS NN TBATS MSSA(AI)
h = 3 ARIMA(0,1,2)(0,0,2) ETS(A,Ad,N) NNAR(3,1,2) BATS(0.557, 0,0) MSSA-V(48,12)
h = 6 ARIMA(0,1,2)(0,0,2) ETS(A,Ad,N) NNAR(3,1,2) BATS(0.557, 0,0) MSSA-V(36,8)
h = 12 ARIMA(0,1,2)(0,0,2) ETS(A,Ad,N) NNAR(3,1,2) BATS(0.557, 0,0) MSSA-V(48,5)
h = 24 ARIMA(0,1,2)(0,0,2) ETS(A,Ad,N) NNAR(3,1,2) BATS(0.557, 0,0) MSSA-R(48,9)
h = 36 ARIMA(0,1,2)(0,0,2) ETS(A,Ad,N) NNAR(3,1,2) BATS(0.557, 0,0) MSSA-V(48,8)
Note: ARIMA(p, d, q) is where p is the autoregressive part, d is the degree of first
differencing and q is the order of the moving average. ETS(A,Ad,N) refers to an additive
damped trend method. NNAR(p, P, k) is where p indicates lagged inputs, P takes a default
value of 1 for seasonal time series, and k shows the neurons in the hidden layer.
MSSA(L, r) refers to the MSSA(AI) choices.
3.1 Metrics
The accuracy of forecasts are distinguished based on the Root Mean Squared
Error (RMSE) and the Ratio of the RMSE criteria. Both these criteria are
frequently cited loss functions, see for example [23–26] and references therein.
RMSE =
(
1
n
n∑
i=1
(Yi − Ŷi)2
) 1
2
, (13)
where, Yi is the actual value, Ŷi refers to a forecast from a given model, and n
is the number of the forecasts. Likewise, the ratio of the RMSE can be easily
calculated as:
RRMSE =
RMSEMSSA(AI)
RMSEBenchmark
, (14)
where RMSEMSSA(AI) refers to the RMSE from the MSSA(AI) model and
RMSEBenchmark refers to the RMSE for the competing forecast. Then, if the
RRMSE is less than 1, the MSSA (AI) approach outperforms the benchmark
model by 1-RRMSE%.
4 Results
The out-of-sample forecasting RMSE results are reported in Table 4. As noted
above, we generate out-of-sample forecasts for UK consumer price inflation for
the short, medium and long run and thereby present a clear overview of the
model performance for policy makers and forecasters interested in this output.
The first observation is that a feed-forward NN model with one hidden layer
fails to provide the best forecast for UK consumer price inflation across any of
the horizons. Secondly, if one was interested in obtaining univariate forecasts
for UK consumer price inflation, then we are able to recommend ETS as the
most appropriate model at h = 3 and h = 6 steps-ahead whilst BATS produces
the best univariate forecast at h = 12 steps-ahead. In the very long run, at h =
24 and h = 36 steps-ahead, we find ARIMA to be the best univariate model. In
other words, for short term UK inflation forecasting we can recommend ETS
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as the most appropriate model, for medium term forecasting, ETS and BATS
(depending on the horizon of interest), and for long term forecasting, ARIMA.
Table 4: Out-of-sample forecasting RMSE for UK consumer price inflation.
h N̂ ARIMA ETS NN BATS MSSA(AI)
h = 3 3 0.087 0.082 0.177 0.085 0.082
h = 6 6 0.295 0.129 0.312 0.143 0.116
h = 12 12 0.606 0.210 0.299 0.201 0.122
h = 24 24 0.629 0.922 0.865 0.906 0.355
h = 36 36 0.560 1.521 1.441 1.503 0.337
Note: N̂ is the number of out-of-sample forecasts. Shown in bold font are the best
univariate forecasts at each horizon. The best univariate forecast is then used as additional
information within the MSSA(AI) model.
The key highlight in Table 4 is the performance of the MSSA(AI) models.
These MSSA models have used the best performing univariate forecasts for
each horizon as auxiliary information along side the historical CPIH data for
generating the new and improved multivariate forecasts for UK consumer price
inflation. Interestingly, we notice that there is no real gain made with the
MSSA(AI) approach when seeking to forecast UK inflation in the very short
run. This result is understandable as the whole premise underlying the pro-
posed MSSA(AI) approach is that there should be auxiliary information or
signals which can be extracted in a given forecast. Thus, at h = 3 steps-ahead,
it is not surprising that the model does not seem to be able to extract suf-
ficient information from the best performing ETS forecast for improving the
MSSA(AI) predictions for UK inflation. However, when considering the RMSE
results for the medium to long term forecasting, we can see that the MSSA(AI)
forecasts clearly outperform the competing univariate model forecasts based on
this loss function.
In line with good practice, all out-of-sample forecasts are evaluated for sta-
tistically significant differences using the Hassani-Silva (HS) test for comparing
predictive accuracy in [33]. These results and the RRMSE output for UK
consumer price inflation forecasting are reported in Table 5. Based on these
results, we can make the following conclusions.
In the very short run, i.e., at h = 3 steps-ahead, the results indicate that
the MSSA(AI) forecasts are 6%, 54%, and 3% better than the forecasts from
ARIMA, NN, and BATS models. However, the ETS forecast is seen outper-
forming the MSSA(AI) forecast by 1%. Even though none of the outcomes are
statistically significant, there is no justification for opting for a comparatively
complex multivariate modelling approach when seeking to forecast UK con-
sumer price inflation in the very short run as the MSSA(AI) forecast cannot
outperform the best univariate forecast in this instance.
In contrast, at h = 6 steps-ahead, the MSSA(AI) forecasts are 61%, 10%,
63%, and 19% better than the ARIMA, ETS, NN, and BATS forecasts, respec-
tively. As with the previous case, we find no evidence of statistically significant
differences between the MSSA(AI) forecasts and those obtained via the univari-
ate models. The failure to pick up statistically significant outcomes at h = 3
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and h = 6 steps-ahead is not entirely surprising given the very small sample
sizes. Yet, when considering the gains attainable via the MSSA(AI) approach
in relation to the competing models at this particular horizon, it is suitable to
consider modelling with MSSA to improve the accuracy of forecasts here.
When forecasting at h = 12 steps-ahead, we find that the MSSA(AI) fore-
casts are statistically significantly better than forecasts from ARIMA, ETS,
NN and BATS with respective accuracy gains of 80%, 42%, 59%, and 39%,
respectively. Here, it is interesting that even with a sample size of 12 out-
of-sample observations, the HS test is able to pick up significant differences
between the MSSA(AI) and competing forecasts. This further demonstrates
the true power of the approach underlying the MSSA(AI) model at providing
significantly better inflation forecasts for UK at h = 6 steps-ahead.
In terms of long term forecasts for UK consumer price inflation, at h = 24
steps-ahead, we find evidence indicating the MSSA(AI) forecasts are statisti-
cally significantly better than those from ARIMA, ETS, NN and BATS models
with respective accuracy gains of 44%, 62%, 59%, and 39%. In the very long
run, at h = 36 steps-ahead, we find the MSSA(AI) forecasts are once again sta-
tistically significantly better than the competing forecasts with accuracy gains
of 40%, 78%, 77%, and 78% in relation to forecasts from ARIMA, ETS, NN,
and BATS respectively.
Overall, we find conclusive evidence which indicates that the proposed MSSA(AI)
approach for forecasting UK inflation with inflation forecasts is viable and
worthy of careful consideration. In particular, our findings show that the
MSSA(AI) approach can produce statistically significant accuracy gains when
used to forecast at h = 12, h = 24 and h = 36 steps-ahead, whilst considerable
accuracy gains are attainable at h = 6 steps-ahead too (with no statistically
significant differences). At the same time, we do not find evidence for its use
for forecasting UK consumer price inflation in the very short run.
Table 5: Out-of-sample forecasting RRMSE for UK consumer price inflation.
h N MSSA(AI)ARIMA
MSSA(AI)
ETS
MSSA(AI)
NN
MSSA(AI)
BATS
h = 3 3 0.94 1.01 0.46 0.97
h = 6 6 0.39 0.90 0.37 0.81
h = 12 12 0.20∗∗∗ 0.58∗ 0.41∗ 0.61∗
h = 24 24 0.56∗∗ 0.38∗∗ 0.41∗ 0.39∗
h = 36 36 0.60∗∗∗ 0.22∗∗∗ 0.23∗∗∗ 0.22∗∗∗
Note: N is the number of observations being forecasted. All outcomes are tested for
statistically significant differences between the distributions of MSSA(AI) forecasts and a
competing forecast based on the Hassani-Silva (HS) test [33]. ∗∗∗ indicates the results are
statistically significant at p = 0.01, ∗∗ at p = 0.05, and ∗ at p = 0.10.
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Figure 3: Out-of-sample forecasts for UK consumer price inflation at h = 24
steps-ahead.
Finally, in Figures 3 and 4 we provide a graphical representations of the
out-of-sample forecasts for UK consumer price inflation in the long run from
all models considered in this study. This clearly demonstrates the inferiority of
the NN, BATS and ETS models at generating forecasts for UK consumer price
inflation in the long run whilst also demonstrating the superiority of forecasts
from the MSSA(AI) model in relation to those from the best performing uni-
variate model, ARIMA. In relation to the views expressed in [2,9] with regard
to univariate model’s capabilities at inflation forecasting, our findings are in
line with theirs when the forecasting horizon is beyond h = 3 steps-ahead, as
the univariate models are clearly experiencing difficulties modeling and fore-
casting inflation at these horizons. However, at h = 3 steps-ahead, we find
the univariate approach can be more reliable than the multivariate approach
proposed in this paper.
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Figure 4: Out-of-sample forecasts for UK consumer price inflation at h = 36
steps-ahead.
5 Discussion
The MSSA(AI) approach for forecasting UK consumer price inflation has sev-
eral modeling capabilities which are worthy of discussion. The importance of
its varied modelling capabilities are further enhanced by the prevalence of Big
Data (see for example, [35–37] and references therein) which generates more
rapid information that could be useful for improving forecast accuracy.
Option 1: Use of Purely Model Based Forecasts for Infla-
tion
This option is evaluated in detail in this paper. Here, we propose generating
forecasts for UK consumer price inflation using univariate models and then se-
lect the best performing forecast as auxiliary information within the MSSA(AI)
framework. It is noteworthy that forecasts from other multivariate models can
also be considered as auxiliary information.
Option 2: Use of Official Forecasts for Inflation
Central Banks and National Statistical Institutes can sometimes be trapped
in traditions [38] which limits their willingness to do away with entirely new
approaches to modeling and forecasting. The MSSA(AI) approach can be useful
under such circumstances as it does not require Central Bankers to completely
do away with their existing forecasting approaches which are used to publish
official forecasts for inflation. Instead, they can consider modelling their official
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forecast as auxiliary information within the MSSA(AI) model to generate a new
and improved forecast.
Option 3: Use of Judgemental Forecasts for Inflation
The MSSA(AI) model is for exploiting auxiliary information in forecasts. Thus,
it is able to also consider judgemental or even professional forecasts as auxiliary
information and seek to extract signals contained within such forecasts for
generating a new and improved multivariate forecast.
Option 4: Use of Additional Variables within MSSA(AI)
Framework
Given that MSSA(AI) is a multivariate model capable of handling multiple time
series, there is room to further develop the accuracy of forecasts by combining
leading indicators for a variable of interest alongside historical data and a
forecast. Noteworthy is the fact that multiple forecasts can also be modeled.
Here, we consider Google Trends for inflation in UK (Figure 5) as an addi-
tional variable in the MSSA(AI) model. In this case, we forecast the last 36 ob-
servations for Google Trends using the same univariate models and then select
the best univariate forecast for Google Trends, the previously best MSSA(AI)
forecast for UK consumer price inflation and historical data as inputs. The
RRMSE’s from this forecasting exercise are reported via Table 6. The new fore-
cast (MSSA(AI):GT) is able to outperform the initial MSSA(AI) forecast by
4% in this example. Whilst this gain is not statistically significant, there is evi-
dence that more research into modeling multiple forecasts within the MSSA(AI)
framework could lead to the generation of more accurate forecasts.
Figure 6 shows the out-of-sample forecasts from MSSA(AI) and MSSA(AI):GT.
This simple example illustrates that as the forecasting horizon expands beyond
2017, the MSSA(AI):GT model can generate forecasts which are comparatively
better aligned with the actual series.
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Figure 5: Google Trends for inflation in UK.
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Table 6: Out-of-sample forecasting RRMSE for UK consumer price inflation
with Google Trends.
h N
MSSA(AI):GT
ARIMA
MSSA(AI):GT
ETS
MSSA(AI):GT
NN
MSSA(AI):GT
BATS
MSSA(AI):GT
MSSA(AI)
h = 36 36 0.58∗∗∗ 0.21∗∗∗ 0.22∗∗∗ 0.22∗∗∗ 0.96
Note: N is the number of observations being forecasted. All outcomes are tested for
statistically significant differences between the distributions of MSSA(AI) forecasts and a
competing forecast based on the Hassani-Silva (HS) test [33]. ∗∗∗ indicates the results are
statistically significant at p = 0.01
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Figure 6: Out-of-sample forecasts for UK consumer price inflation at h = 36
steps-ahead.
6 Conclusion
This paper begins with the aim of exploiting the auxiliary information con-
tained within forecasts of UK consumer price inflation for generating a new
forecast which is more accurate than the initial forecast. In other words, the
new multivariate approach considers modeling and extracting the signals from
a given forecast for UK inflation and combines this information with historical
data for UK inflation to produce a new and comparatively more accurate fore-
cast. We exploit the nonparametric MSSA technique as the tool for achieving
this goal.
The forecasting exercise begins by modeling and forecasting UK consumer
price inflation using a variety of parametric and nonparametric, optimized uni-
variate forecasting models. The univariate forecasting exercise shows that, for
short term (h = 3 steps-ahead) UK inflation forecasting, ETS is the most
appropriate model, whilst for medium term forecasting, ETS (at h = 6 steps-
17
ACCEPTED MANUSCRIPT
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ahead) and BATS (at h = 12 steps-ahead) are best, with ARIMA reporting
the best univariate forecast in the long run (h = 24 and h = 36 steps-ahead).
Thereafter, we consider the best univariate forecast for UK consumer price
inflation as auxiliary information within the MSSA modeling approach and
combine this univariate forecast with historical inflation data at each horizon
to generate a new and improved inflation forecast. Overall, we find conclu-
sive evidence which supports the proposed MSSA(AI) approach for forecasting
UK inflation. The findings of this study clearly demonstrates that the under-
lying methodology is worthy of careful consideration by Central Bankers and
forecasters alike.
In particular, our findings show that the MSSA(AI) approach can produce
statistically significant accuracy gains when used to forecast at h = 12, h = 24
and h = 36 steps-ahead, whilst considerable accuracy gains are attainable at
h = 6 steps-ahead (but with no statistically significant differences). However,
it is noteworthy that we do not find evidence for its use for forecasting UK
consumer price inflation in the very short run.
In conclusion, the introduction of this novel approach opens several research
avenues. For example, there is a need for comparing the results with more
varied univariate and multivariate forecasts for inflation in order to show the
consistency of the MSSA(AI) approach as a reliable inflation forecasting tool.
Moreover, automation of the MSSA(AI) algorithm can be extremely useful
given the importance of technology and algorithms in driving forecast genera-
tion in the modern age. The automation process should carefully consider the
selection of MSSA(AI) choices of Window Length L and the number of eigen-
values r which can be time consuming otherwise. Finally, extensive simulation
studies are needed with consideration given to forecasts with different distri-
butions and accuracy levels to determine the sensitivity and generalisability of
the MSSA(AI) approach.
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