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Re´sume´
Cet article de´crit une me´thode de partitionnement des
visages dans une se´quence vide´o ; elle se base sur une
me´thode de type tracking-by-detections [19] et utilise
une mode´lisation probabiliste de type Maximum A Pos-
teriori re´solu par un algorithme s’appuyant sur une re-
cherche de flot de couˆt minimal dans un graphe. Face
aux contraintes de densite´, de mouvement et de taille
des de´tections de visage issues de la vide´osurveillance,
les travaux pre´sente´s apportent deux contributions :
(1) la de´finition de diffe´rentes dissimilarite´s (spatiale,
temporelle, apparence et mouvement) combine´es de fa-
c¸on simple et (2) la mise en œuvre d’une version se´-
quentielle par blocs d’images qui permet de traiter des
flux vide´os. La me´thode propose´e est e´value´e sur plu-
sieurs se´quences re´elles annote´es.
Mots cle´s
partitionnement, de´tections de visages, vide´o, flot op-
tique, Maximum A Posteriori
Abstract
This paper presents a clustering method of faces found
in a video, it is a tracking-by-detection based solution
inspired by [19] and relies on a Maximum A Posteriori
probabilistic framework solved by min cost flow algo-
rithms in a graph. Faced to high density, small size
and fast movements of faces in video surveillance, this
article presents two contributions : (1) the definition of
dissimilarities (spatial, temporal, appearance and mo-
vement) combined in a simple and effecient way, and
(2) the implementation of a sequential version with
blocks of frames which can handle video streams.
Keywords
clustering, face detection, video, optical flow, Maxi-
mum A Posteriori
1 Introduction
L’efficacite´ croissante des de´tecteurs de visages sur une
image a permis leur utilisation dans le domaine de
la vide´osurveillance. Toutefois, face au grand nombre
de de´tections extraites d’une vide´o, le traitement au-
tomatique de ces visages reste encore un proble`me,
notamment lorsque intervient un grand volume de
donne´es. Avec le nombre grandissant de vide´os (ar-
chives de vide´osurveillance, vide´os personnelles ou vi-
de´os publiques de sites web d’he´bergement), un parti-
tionnement automatique des visages, sans ne´cessaire-
ment aborder la reconnaissance faciale, pre´sente de´ja`
un grand inte´reˆt. En effet, il est plus facile et effi-
cace d’avoir acce`s a` un album photo des personnes
pre´sentes dans une vide´o (que ce soit dans le cadre
d’enqueˆtes policie`res ou simplement pour la recherche
dans une base personnelle de vide´os).
Les travaux pre´sente´s se concentrent sur les situations
rencontre´es en vide´osurveillance : sce`nes denses (en
nombre de personnes) avec des visages relativement
petits (en termes de re´solution) et des de´placements
erratiques de pie´tons. Pour la plupart des situations
de vide´osurveillance, l’exploitation de techniques de
reconnaissance faciale automatiques est difficile, prin-
cipalement a` cause de la faible re´solution et du manque
de nettete´ des de´tections. C’est pourquoi la me´thode
de´veloppe´e s’applique a` utiliser les informations spa-
tiales et temporelles qu’apporte la vide´o, et ne traite
pas directement le proble`me de la reconnaissance fa-
ciale.
La premie`re me´thode pre´sente´e, provenant de travaux
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Figure 1 – Vue d’ensemble de la me´thode de regrou-
pement des visages d’une vide´o. Apre`s une premie`re
e´tape de de´tection des visages, leurs caracte´ristiques
sont extraites de la vide´o. Ces caracte´ristiques sont
ensuite utilise´es pour construire une dissimilarite´ entre
chaque de´tections. L’e´tape finale consiste a` re´soudre le
partitionnement de manie`re probabiliste, en se basant
sur les dissimilarite´s pre´ce´demment calcule´es.
de Nevatia et al. [19], se base sur trois e´tapes princi-
pales : extraction des caracte´ristiques des de´tections,
calcul des dissimilarite´s et partitionnement des de´tec-
tions (cf figure 1).
Toutefois, dans le cas de longues vide´os, ou d’une vide´o
en cours d’acquisition, cette me´thode n’est pas direc-
tement applicable, ce qui nous a amene´ a` l’e´tendre.
En respectant les principes de la premie`re me´thode,
la seconde s’inte´resse a` la re´solution du proble`me de
partitionnement en traitant la vide´o de manie`re se´-
quentielle, par blocs d’images.
Les deux sections suivantes de´crivent le contexte et la
me´thode sur laquelle se fonde les travaux pre´sente´s,
ensuite la section 4 de´crit les contributions apporte´es
au mode`le puis la section 5 pre´sente l’adaptation au
traitement par blocs d’images. L’article se termine par
la me´thodologie expe´rimentale et les re´sultats obtenus.
2 E´tat de l’art
Dans le domaine des vide´os publiques telles que
les e´missions et se´ries TV, des re´sultats inte´ressants
concernant l’e´tiquetage de visages ont e´te´ publie´s ces
dernie`res anne´es. La plupart des travaux [4, 7, 8, 12,
15, 16] utilisent un de´tecteur de visage puis un sys-
te`me de suivi et de reconnaissance. Certains ne sont
pas comple`tement automatiques [4, 15], d’autres uti-
lisent des fichiers de sous-titres [7]. La majeure partie
de ces syste`mes utilisent des vide´os ou` les techniques
de reconnaissance faciale sont exploitables parce que
les visages sont bien re´solus et les acteurs apparaissent
souvent de face. L’utilisation de ces me´thodes dans des
sce`nes de vide´osurveillance reste encore difficile.
Dans le cadre de se´quences de vide´osurveillance, le par-
titionnement des visages pre´sente des similarite´s avec
les proble´matiques du suivi multiple. En effet, si l’on
parvient a` suivre les teˆtes des pie´tons dans la vide´o, il
est possible d’obtenir un partitionnement des visages.
Certaines me´thodes font intervenir un syste`me d’asso-
ciation de de´tections pour suivre plusieurs personnes
dans une vide´o [6, 10,11,18,19].
La plupart des me´thodes effectuant une association
de donne´es a` des fins de partitionnement [2, 18], ou
de suivi multiple [7, 9, 15], font intervenir des para-
me`tres pour combiner les diffe´rentes dissimilarite´s ou
probabilite´s de transition. Ces parame`tres sont sou-
vent estime´s par apprentissage, soit en ligne [2,9], soit
hors-ligne [15, 18]. Nous proposons une approche qui
minimise le nombre de parame`tres a` estimer.
Apre`s avoir mode´lise´ le proble`me d’association des de´-
tections d’une vide´o entie`re, il est difficile de lui trou-
ver une solution e´tant donne´ le grand nombre d’as-
sociations potentielles. Plusieurs me´thodes sont em-
ploye´es pour re´soudre le proble`me : des e´chantillon-
nages base´s sur des me´thodes de Monte Carlo [2,9,18],
des me´thodes ge´ne´riques d’optimisation telles que les
programmes line´aires [3], l’algorithme Hongrois [10] ou
encore les flots de couˆt minimal [19].
Les me´thodes cite´es sont plutoˆt utilise´es sur la tota-
lite´ des vide´os, mais pour des raisons de complexite´,
elles utilisent parfois un syste`me de feneˆtres glissantes
[2, 18]. Nous proposons dans cet article une me´thode
qui s’oriente plus vers l’ide´e d’analyse se´quentielle de
blocs d’images, tout en maintenant la continuite´ entre
les blocs par une e´tape d’association inter-blocs. Ce
principe est de´taille´ a` la section 5.
3 Mode´lisation du proble`me
Cette partie pre´sente la mode´lisation mise en place
par [19] pour re´pondre au proble`me du suivi multiple
de pie´tons par association de donne´es.
La me´thode s’appuie sur une mode´lisation probabiliste
du proble`me. Cette mode´lisation se base sur les obser-
vations (constitue´es des de´tections) pour obtenir un
regroupement des de´tections par individus. La parti-
tion recherche´e est un ensemble d’associations maximi-
sant une probabilite´ a posteriori. Pour mode´liser cette
probabilite´, on de´finit premie`rement l’ensemble des ob-
servations Z = {zi} dont chaque e´le´ment zi est issu
d’une de´tection. Ces observations sont de´finies par un
ensemble de caracte´ristiques : position, taille, appa-
rence et date dans la vide´o.
Le partitionnement recherche´ (parmi l’ensemble T de
tous les partitionnements possibles) est un ensemble
de trajectoires T = {Tk}, ou` chaque trajectoire est
un ensemble de de´tections : Tk = {zk1 , ...,zknk } ou`
ki = j signifie que le de´tection zj est le i-e`me e´le´-
ment de la trajectoire Tk. E´tant donne´ qu’une de´tec-
tion observe´e ne peut appartenir qu’a` une seule tra-
jectoire (contrainte de non-recouvrement), l’ensemble
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des trajectoires constitue bien une partition des de´-
tections. Les de´tections conside´re´es comme des faux
positifs sont repre´sente´es par une trajectoire particu-
lie`re de ce partitionnement.
Apre`s avoir de´fini les observations ainsi que l’e´tat re-
cherche´, le proble`me du Maximum A Posteriori s’e´crit
de la manie`re suivante :
Tˆ = arg max
T∈T
P (T |Z) = arg max
T∈T
P (Z|T )P (T ) (1)
sous hypothe`ses d’inde´pendance et sous la contrainte
de non-recouvrement ∀Tk 6= Tl ∈ T , Tk ∩ Tl = ∅ qui
permet de bien de´finir une partition des de´tections.
Nous avons le´ge`rement modifie´ la formulation de [19]
pour clarifier le formalisme. Des termes de´pendants
des observations e´taient initialement dans l’a priori,
nous les avons simplement de´place´s dans le terme de
vraisemblance.
3.1 Vraisemblance
La vraisemblance se de´compose en deux aspects, la
vraisemblance des de´tections prises inde´pendamment
(PFP ) et celles des diffe´rentes trajectoires (P (Z|Tk)) :
P (Z|T ) =
∏
zi∈Z
PFP (zi|T )
∏
Tk∈T
P (Z|Tk) (2)
La vraisemblance d’une de´tection P (zi|T ) est mode´li-
se´e par une loi de Bernoulli de parame`tre β repre´sen-
tant le fait que l’observation soit une vraie de´tection
ou un faux positif (ou` β repre´sente le taux estime´ de
faux positifs du de´tecteur).
Dans notre cas, cette vraisemblance prend aussi en
compte une information colorime´trique. La plupart des
de´tecteurs de visages de face n’utilisent pas d’informa-
tion colorime´trique, ainsi l’ajout de la proportion de
pixels dont la couleur est proche de celle de la peau
permet d’e´liminer certains faux positifs du de´tecteur.
La vraisemblance d’une de´tection est de´finie de la ma-
nie`re suivante :
PFP (zi|T ) =
{
(1− β)Pf (ai) si ∃ Tk ∈ T | zi ∈ Tk
β(1− Pf (ai)) sinon
(3)
ou` ai repre´sente l’apparence de la de´tection et Pf son
taux de pixels couleur de peau. Pf est seuille´ pour
eˆtre au minimum a` 1% (au lieu de 0), cela afin de li-
miter l’exclusion de vrais positifs (ayant peu de pixels
conside´re´s comme pixels de peau). La segmentation
des couleurs de peau est fixe, elle utilise les frontie`res
colorime´triques propose´es dans [14]. Cette segmenta-
tion a ses limites, notamment pour les proble`mes lie´s
aux couleurs de peau dues aux diversite´s ethniques
et aux variations d’illumination ; elle permet toutefois
un apport d’information qui ame´liore la qualite´ dans
le cas de vide´os couleur.
La vraisemblance d’une trajectoire P (Z|Tk) caracte´-
rise le fait que cette trajectoire Tk soit cohe´rente. Cette
cohe´rence est repre´sente´e par les similarite´s entre les
de´tections formant la trajectoire, elles s’appuient sur
l’apparence mais aussi sur les aspects spatiaux et tem-
porels. Elle est mode´lise´e par une chaine de Markov du
1er ordre ou` chaque e´tat provient d’une de´tection et ou`
les probabilite´s de transition sont issues des similarite´s
entre de´tections.
Pour chaque trajectoire Tk d’une partition T on de´finit
la vraisemblance de la manie`re suivante :
P (Z|Tk) =
|Tk|−1∏
i=1
Plink(zki+1 |zki) (4)
ou` Plink est la probabilite´ de transition entre deux
de´tections.
3.2 Probabilite´ a priori
La probabilite´ a priori fait intervenir uniquement la
proportion de regroupements. Elle se de´finit de la fa-
c¸on suivante : P (T ) = P
2|T |
e ou` Pe repre´sente la pro-
babilite´ de de´marrer et d’arreˆter une trajectoire, elle
est estime´e par l’inverse du taux de de´tections par per-
sonnes.
3.3 Re´solution du MAP
E´nume´rer les partitionnements d’un ensemble donne´
est tre`s vite un proble`me trop complexe pour eˆtre envi-
sageable. Il n’est pas concevable de trouver la solution
optimale par simple e´nume´ration.
Cependant, graˆce essentiellement a` la mode´lisation de
la vraisemblance des trajectoires par une chaine de
Markov, il est possible de trouver une solution opti-
male au proble`me (1). Cela peut se faire par re´solu-
tions successives de proble`mes de flots de couˆt minimal
sur un graphe [19]. Les nœuds du graphe repre´sentent
les de´tections et un chemin sur le graphe repre´sente
un groupe de la partition. Les couˆts des arcs sont fixe´s
aux dissimilarite´s entre deux de´tections. Ainsi, pour
une valeur de flot donne´e, le flot de couˆt minimal de´-
termine les associations a` faire pour construire une
partition. La partition optimale du MAP est ensuite
obtenue en faisant varier le flot et en calculant ite´rati-
vement le flot de couˆt minimal.
4 Contributions
Cette section pre´sente les contributions apporte´es a`
la me´thode pour s’adapter au cas de partitionnement
des visages avec une parame´trisation simplifie´e. Les
observations seront de´finies de la fac¸on suivante zi =
(xi, si, ai, ti, ofi), avec :
– xi = (xi, yi) : position (en pixels) de la de´tection
– si = (wi, hi) : hauteur et largeur (en pixels) de la
de´tection
– ai : descripteur de l’apparence de la de´tection
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– ti : nume´ro de l’image dans la vide´o
– ofi = (f i,Σ
i
f ) : moyenne et covariances du flot op-
tique estime´ dans la feneˆtre conside´re´e.
Les probabilite´s de transitions et les caracte´ristiques
des observations seront de´taille´es par la suite.
4.1 De´finition des dissimilarite´s
Les diffe´rentes dissimilarite´s utilise´es pour la vraisem-
blance des trajectoires font intervenir des grandeurs
he´te´roge`nes : date (index de l’image), distance image
(en pixels), vitesse (en pixels par frame) et apparence
(histogramme couleur). Afin d’associer les distances
entre ces grandeurs au sein d’une dissimilarite´ compa-
rant deux de´tections, et cela sans parame`tres re´glant
l’apport de chaque distance, nous proposons d’utiliser
une unique distance se calculant sur des densite´s de
probabilite´.
De nombreuses distances [5] (ou similarite´s) ont e´te´
de´finies pour comparer des densite´s ; notre choix s’est
porte´ sur la distance de Hellinger. Ce choix a e´te´ mo-
tive´ par le fait que cette distance soit proche de la di-
vergence de Bhattacharyya (qui est relativement per-
formante pour la comparaison d’histogrammes cou-
leurs) et du fait qu’elle de´finisse en plus une me´trique
satisfaisant l’ine´galite´ triangulaire. Voici la de´finition
de la distance de Hellinger :
DH(f, g) =
√
1
2
∫ (√
f(x)−
√
g(x)
)2
dx
=
√
1−BC(f, g) (5)
ou` f et g sont les densite´s de probabilite´ a` comparer
et ou` BC(f, g) =
∫ √
f(x)g(x)dx est le coefficient de
Bhattacharyya.
Pour deux de´tections donne´es, nous proposons une
probabilite´ de transition qui prend en compte, non
seulement leurs dissimilarite´s en terme de date, posi-
tion, taille, et apparence ; mais aussi leur mouvement.
Elle se de´finit de la fac¸on suivante :
Plink(zi|zj) = Pt(ti|tj)Ppos(zi|zj)Pm(zi|zj)Pa(ai|aj)
(6)
E´tant donne´ que la distance a ses valeurs dans [0, 1],
on peut de´finir la probabilite´ de transition :
Plink(zi|zj) = (1− dt(ti, tj))(1− dpos(zi, zj))...
(1− dm(zi, zj))(1− da(ai, aj)) (7)
ou` les distances dx sont des distances de Hellinger et
sont de´taille´es dans les sections suivantes.
Dissimilarite´ temporelle. Pour utiliser la distance
entre densite´s de probabilite´s, il nous faut de´finir des
densite´s en rapport avec les dates ti des observations
zi. L’ide´e retenue est de repre´senter les temps des ob-
servations par des gaussiennes d’e´cart-type fixe´ et cen-
tre´es sur le temps en question :
dt(ti, tj) = DH(N (ti, σ2t ),N (tj , σ2t )) (8)
ou` N repre´sente la distribution normale et σt l’e´cart-
type fixe´. Cet e´cart-type est le seul parame`tre inter-
venant dans la probabilite´ de transition, il permet de
re´gler l’e´tendue temporelle maximale pour une asso-
ciation. Dans le cas de la me´thode par blocs d’images
(cf section 5), cet e´cart-type est fixe´ par la taille des
blocs d’images.
Dissimilarite´ de position. La meˆme de´marche est
utilise´e pour ce qui est de la distance spatiale. La po-
sition et la taille d’une de´tection sont utilise´es pour
de´finir une probabilite´ de pre´sence sur chaque pixel.
Elle est construite comme une loi normale 2D centre´e
sur la position du centre de la de´tection et d’e´cart-type
d’une demi-longueur de la taille de la zone de´tecte´e.
Ainsi :
dpos(zi, zj) = DH(N (xi,Σixy),N (xj ,Σjxy)) (9)
ou` xi est la position en pixels de la de´tection zi et ou`
Σixy =
(
hi
2
2
0
0 wi2
2
)
de´finit la matrice de covariance
se basant sur la largeur wi et la hauteur hi de la zone
de´tecte´e.
Dissimilarite´ de mouvement. Comme pour la po-
sition, la dissimilarite´ de mouvement est de´finie avec
une distance de Hellinger entre deux distributions nor-
males de la position estime´e a` une date donne´e.
Nous proposons d’effectuer l’estimation d’une position
par celle de la vitesse de de´placement obtenue par cal-
cul d’un flot optique sur les images de la vide´o.
Pour deux de´tections donne´es, leurs flots optiques res-
pectifs sont utilise´s pour pre´dire les positions respec-
tives a` la date moyenne. La pre´cision est prise en
compte par la covariance en position (issue des tailles
des de´tections) et la covariance du flot optique.
La dissimilarite´ du mouvement devient donc :
dm(zi, zj) = DH(N (xi + ∆tf i,Σixy + ∆t2Σif ),
N (xj −∆tf j ,Σjxy + ∆t2Σjf )) (10)
ou` ∆t =
ti−tj
2 et Σ
i
f repre´sente la matrice de cova-
riance du flot optique estime´e a` partir des flots op-
tiques de la zone de de´tection.
Dissimilarite´ d’apparence. Nous avons choisi de
repre´senter l’apparence par un histogramme HS-V
[13]. Cet histogramme est la concate´nation d’un his-
togramme 2D HS et d’un histogramme V des pixels
de l’image, ou` H, S et V sont les trois canaux du sys-
te`me colorime´trique HSV. Afin de filtrer les valeurs
et saturations extreˆmes, si S et V sont suffisamment
grandes pour un pixel donne´, ce pixel contribuera a` la
partie HS de l’histogramme ; sinon il sera compte´ dans
l’histogramme V.
Si l’on ne conside`re que la zone de de´tection fournie par
le de´tecteur de visages, l’information colorime´trique
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n’est pas suffisante pour distinguer deux visages diffe´-
rents de la meˆme vide´o. Cela nous a amene´ a` e´tendre
la zone de de´tection en la doublant vers le bas, ainsi
la couleur du veˆtement contribue a` la construction de
l’histogramme.
La dissimilarite´ d’apparence est simplement la dis-
tance de Hellinger entre les histogrammes HS-V cal-
cule´s a` partir des de´tections :
dapp(zi, zj) =
√√√√1− n∑
k=1
√
aki a
k
j (11)
ou` ai = (a
1
i , ..., a
n
i ) repre´sente l’histogramme HS-V de
la de´tection zi.
5 Me´thode se´quentielle par
blocs
Dans cette section, nous proposons une extension de la
me´thode pre´ce´dente dans le but de traiter des vide´os
de manie`re se´quentielle. L’inte´reˆt d’un traitement se´-
quentiel est de pouvoir fonctionner dans un cas temps
re´el ou` la vide´o est en cours d’acquisition, ou de pou-
voir appre´hender de longues vide´os dont le traitement
global est trop complexe.
5.1 Algorithme
L’ide´e principale est de de´couper la vide´o en blocs
de taille fixe´e. Pour chaque bloc, la me´thode pre´ce´-
demment de´crite sera utilise´e pour faire un premier
regroupement des visages. On proce`de ensuite a` un
partitionnement prenant en compte les groupes cre´e´s
sur ce bloc et ceux intervenant au bloc pre´ce´dent (cf
figure 2). L’algorithme suit les e´tapes suivantes :
Pour tous les blocs d’images :
– de´tection et extraction des caracte´ristiques du
bloc courant
– partitionnement intra-bloc : recherche du
MAP sur le bloc courant
– mise a` jour des dissimilarite´s en inte´grant les nou-
velles trajectoires
– mise a` jour des parame`tres (PeI et βI)
– partitionnement inter-blocs : recherche du
MAP avec les trajectoires des blocs pre´ce´dents.
Le partitionnement intra-bloc correspond a` la me´thode
pre´sente´e, non plus applique´e a` toute la vide´o mais en
se concentrant sur un seul paquet d’images. Pour ce
qui est du partitionnement inter-blocs, la meˆme me´-
thode est utilise´e a` la diffe´rence que les observations
(zi) ne sont plus de simples de´tections mais peuvent
eˆtre des groupes de de´tections construits a` l’e´tape pre´-
ce´dente. Ce partitionnement de´coule des groupes issus
du partitionnement intra-bloc sur le bloc courant et
des groupes ayant au moins un e´le´ment dans le bloc
pre´ce´dent (voir figure 2). Cela permet de ne pas perdre
la continuite´ entre deux blocs successifs. Dans le cas
du partitionnement intra-bloc, on fixe les parame`tres
β et Pe empiriquement. Pour ce qui est du partition-
nement inter-blocs, ces parame`tres (note´s PeI et βI)
sont re´-estime´s a` chaque ite´ration :
PeI =
nb personnes
nb groupes actifs
= Pe
nb de´tections
nb groupes actifs
(12)
car Pe est estime´ par
nb personnes
nb de´tections . Le terme groupes
actifs de´signe les regroupements issus du partitionne-
ment intra-bloc ou issus des partitionnements pre´ce´-
dents dont au moins une de´tection figure dans le bloc
de l’ite´ration pre´ce´dente (cf figure 2). Le parame`tre du
taux de faux positifs est estime´ comme suit :
βI =
nb groupes FP
nb groupes actifs
= Pe
nb de´tections FP
nb de´tections
= βPeI
(13)
avec β estime´ par nb de´tections FPnb de´tections (ou` FP signifie Faux
Positifs) et en approximant nb groupes FPnb de´tections FP par Pe.
bloc courantbloc précédent
frames de la vidéo
groupes
inactifs
détections
partitionnement intra-bloc
partitionnement inter-bloc
Figure 2 – Sche´ma illustrant les blocs d’images utili-
se´s dans le traitement par blocs.
5.2 Dissimilarite´s inter-blocs
Ayant de´crit la me´thode, il nous reste a` de´finir les dis-
similarite´s entre deux groupes de de´tections. En utili-
sant toujours les distances de Hellinger de´finies pre´ce´-
demment, nous avons choisi d’estimer les dissimilarite´s
entre deux groupes par une moyenne des dissimilari-
tie´s se situant aux nouvelles transitions. Ces nouvelles
transitions sont de´finies comme les transitions sup-
ple´mentaires qui apparaitraient a` la fusion des deux
groupes (cf sche´ma figure 3).
frames
nouvelles transitions définissant la
dissimilarité entre les groupes A et B
A
B
Figure 3 – Sche´ma illustrant les partitionnements
intra-bloc et inter-blocs.
Cette me´thode permet d’utiliser les distances de´fi-
nies pre´ce´demment et d’eˆtre assez robuste aux cas de
groupes de tailles diffe´rentes.
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6 Expe´rimentations et re´sultats
6.1 Base d’expe´rimentation et me´tho-
dologie
Les expe´rimentations s’appuient sur 5 vide´os diffe´-
rentes. Quelques chiffres cle´s de ces vide´os son donne´s
dans le tableau 1.
vide´o passages images nb de´tect. FP taille de´tect.
1 24 1934 1725 2.78 35
2 6 307 200 11.5 35
3 7 384 920 2.61 36
4 6 485 463 3.46 58
5 29 1966 1794 1.56 63
Table 1 – Vide´os de l’expe´rimentation. passages :
nombre de personnes traversant le champs de vue de
la came´ra, images : nombre total d’images de la vide´o,
nb de´tect. : nombre de de´tections obtenues, FP : taux
observe´ de faux positifs du de´tecteur de visages, taille
de´tect. : moyenne des largeurs des de´tections.
Ces vide´os sont particulie`rement difficiles a` traiter de
par les croisements rapides des pie´tons, leurs forts
changements de direction et la petite taille des de´tec-
tions.
Les expe´rimentations effectue´es se basent sur le de´tec-
teur de visages de face issu des travaux de Viola et
Jones [17] en utilisant l’imple´mentation de la biblio-
the`que C++ OpenCV. Dans les vide´os utilise´es, les
tailles des de´tections sont plutoˆt petites compare´es a`
celles demande´es par les proble´matiques de reconnais-
sance faciale. Les tailles utilise´es ici sont parmi les plus
petites de´tectables avec l’imple´mentation OpenCV du
de´tecteur. La figure 4 donne un aperc¸u des de´tections
obtenues.
Le flot optique est calcule´ par une me´thode Lucas-
Kanade pyramidale avec 5 niveaux de pyramide. Pour
re´duire le bruit, a` chaque frame, deux flots optiques
sont calcule´s sur l’ensemble de l’image, le premier
en utilisant l’image pre´ce´dente et le deuxie`me avec
l’image suivante. Ces deux flots sont ensuite moyen-
ne´s.
Figure 4 – Aperc¸u des de´tections de visages de face,
obtenues avec l’imple´mentation OpenCV du de´tecteur
Viola-Jones. La zone de de´tection est double´e vers le
bas.
La re´solution des deux dernie`res vide´os est de 704×576
pixels, et celle des autres est de 800 × 600. La ve´rite´
terrain du partitionnement a e´te´ faite manuellement en
regroupant toutes les de´tections, avec un groupe par
passage de personne et un groupe des faux positifs. La
figure 5 donne un aperc¸u des vide´os.
video 1
video 2-3 video 4-5
Figure 5 – Aperc¸u des diffe´rentes vide´os.
6.2 Crite`re d’e´valuation
EP
GTP
GT
E
= 10/14
= 8/14
Figure 6 – Illustration du calcul de la purete´ (EP)
et de la purete´ inverse (GTP). Elles repre´sentent res-
pectivement la qualite´ des regroupements et celle des
se´parations.
La qualite´ d’un partitionnement, par rapport au parti-
tionnement ve´rite´ terrain, est de´finie comme un com-
promis entre la qualite´ des regroupements et celle des
se´parations. Ce compromis s’exprime comme une F-
mesure entre la purete´ et la purete´ inverse du parti-
tionnement (cf [1]). La figure 6 donne une illustration
de ce crite`re. En supposant un partitionnement ve´-
rite´ terrain GT = {GTj} et un partitionnement estime´
E = {Ek}, on de´finit la purete´ EP et la purete´ inverse
GTP comme suit :
EP =
1
D
∑
k
max
j
|Ek ∩GTj | (14)
GTP =
1
D
∑
k
max
j
|GTk ∩ Ej | (15)
ou` D est le nombre de de´tections a` partitionner. En-
suite la F -mesure est de´finie par :
F -mesure = 2
EP ×GTP
EP +GTP
(16)
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ou` EP et GTP sont au pre´alable normalise´es afin
d’eˆtre a` valeurs dans [0, 1].
6.3 Re´sultats
Le tableau 2 pre´sente les re´sultats obtenus sur les 5
vide´os de test. Il permet de comparer la qualite´ des
diffe´rentes versions de la me´thode pre´sente´e. Les re´-
sultats montrent bien l’apport du flot optique au sein
des dissimilarite´s, tant en moyenne qu’en sensibilite´.
Le traitement se´quentiel par blocs n’atteint pas en-
core les performances de la premie`re me´thode, mais
rend dans certains cas le syste`me moins sensible au
parame`tre Pe.
vide´os avec flot optique sans flot optique algo. par blocs
1 86.1 (2.5) 84.8 (2.8) 80.7 (3.3)
2 86.9 (3.7) 69.9 (4.7) 80.2 (6.0)
3 88.4 (0.8) 85.2 (3.5) 79.2 (0.9)
4 86.2 (7.9) 70.6 (3.7) 80.1 (0.9)
5 89.8 (4.5) 78.6 (12) 89.3 (0.6)
Table 2 – F -mesure (en %) des diffe´rentes variantes
de la me´thode : MAP sur la vide´o entie`re (avec et sans
flot optique) et MAP se´quentiel par blocs (avec 100
images par blocs). Les valeurs repre´sentent la moyenne
et l’e´cart-type de la F -mesure, obtenus pour 100 va-
leurs du parame`tre Pe.
Le tableau 3 montre le potentiel des me´thodes pre´-
sente´es dans l’article par rapport a` une me´thode ge´ne´-
rique de partitionnement. Les re´sultats de la table 3 in-
diquent que la solution base´e sur le MAP permet d’ac-
ce´der a` de meilleures solutions que celles qu’on pour-
rait obtenir avec un simple clustering ascendant hie´rar-
chique. Le potentiel de la me´thode par blocs n’atteint
pas encore celui de la me´thode globale pre´sente´e dans
cet article mais de´passe dans plusieurs cas celui de la
me´thode hie´rarchique sur la globalite´ de la vide´o.
vide´os MAP MAP par blocs hie´rarchique
1 88.8 86.2 84.9
2 91.6 89.2 74.8
3 90.5 85.7 76.4
4 91.4 83.0 87.8
5 95.6 91.0 92.3
Table 3 – Meilleures F-mesures observe´es pour la me´-
thode sur la vide´o entie`re (colonne 2), pour la me´thode
se´quentielle avec blocs d’images (colonne 3) et pour un
simple clustering hie´rarchique (colonne 4). Les expe´ri-
mentations colonnes 2 et 4 sont faites avec les meˆmes
matrices de dissimilarite´.
L’impact de la taille des blocs d’images sur la qua-
lite´ du partitionnement n’est pas ne´gligeable. Comme
le montre la figure 7, la qualite´ de la solution tend
a` s’ame´liorer avec la taille des blocs, ce qui semblait
pre´visible. Cela montre aussi l’inte´reˆt d’un traitement
par blocs de grandes tailles, et montre que l’informa-
tion des 200 images passe´es et futures d’une de´tection
demeure pertinente pour le partitionnement.
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Figure 7 – Qualite´ du partitionnement en fonction de
la taille des blocs pour la me´thode par blocs, pour les
5 vide´os.
Figure 8 – Temps de calcul en fonction de la taille des
blocs pour la vide´o 1 (avec 1934 frames). Le temps de
calcul ne fait intervenir ici que les calculs des dissimi-
larite´s et la re´solution du MAP. Le temps pris par les
de´tections et l’extraction des caracte´ristiques n’est pas
comptabilise´, il reste identique suivant la me´thode et
le nombre de blocs.
Toutefois l’avantage majeur de la me´thode se´quentielle
par blocs est qu’elle diminue conside´rablement la com-
plexite´ calculatoire. La figure 8 montre l’e´volution du
temps de calcul en fonction de la taille des blocs. L’im-
ple´mentation actuelle de la me´thode n’est pas optimi-
se´e, elle fait intervenir des scripts MATLAB mais les
parties les plus critiques en temps de calcul sont im-
ple´mente´es via des bibliothe`ques C++.
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Conclusion
Cet article propose une me´thode de partitionnement
de visages dans des cas de vide´os particulie`rement
contraignantes en terme de mouvement et de taille des
visages. En se basant sur un mode`le probabiliste de
type MAP, nous avons pu mettre en place des dissimi-
larite´s simples en terme de parame´trisation et tout de
meˆme efficaces, en utilisant notamment le flot optique
pour estimer localement le mouvement des visages.
Une version se´quentielle de la me´thode a e´te´ e´labo-
re´e et expe´rimente´e, elle n’atteint pas encore la qualite´
de la me´thode plus globale mais concurrence une me´-
thode globale plus ge´ne´rique. Elle a aussi l’avantage
d’eˆtre bien plus rapide.
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