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Abstract 
The paper at hand deals with a new corpus of digital texts, the Austrian Media Corpus, which is being created at the Institute for 
Corpus Linguistics and Text Technology of the Austrian Academy of Sciences in Vienna. After presenting some important facts 
and figures of this collection of digital media texts, the paper discusses the challenges involved in dealing with such large 
amounts of data and proposes some technical solutions. 
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1. Introduction: What is the Austrian Media Corpus (AMC) 
The AMC is a digital collection representing a wide range of text types most of which can be classified as 
journalistic prose (Austrian newspapers, magazines, press releases, transcribed television interviews, news stories 
from television etc.). The AMC spans a period of roughly three decades, the most recent texts were published in 
2012. It virtually covers the entire Austrian media landscape of the past three decades. It was created as part of a 
public-private cooperation between the Austria Press Agency (APA) and the Institute of Corpus Linguistics and 
Text Technology (ICLTT), a research department of the Austrian Academy of Sciences. The ICLTT has been 
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granted the right to process this huge pool of data for purposes of scholarly research. Currently, this unique language 
resource is primarily being used for lexicographic purposes.  
The AMC comprises a large number of Austrian press agency releases (from 1955 to today), moreover all 
important Austrian periodicals: all daily national newspapers as well as a large number of the major weekly and 
monthly magazines (53 newspapers and magazines altogether from 1990 onwards). In addition to these, the Austrian 
Media Corpus contains many transcripts of Austrian television news programs, current news stories and interviews 
of three Austrian TV channels (data since 2003). All texts published via text release service provided and carried out 
by the APA (OTS = Original Text Service), for instance press releases of political parties or company news, are 
included in this corpus as well (from 1989 to present). Altogether this amounts to roughly 33 million texts, 
constituting more than 7 billion tokens as of May 2012. In comparison to other contemporary German language 
corpora, the AMC ranks among the largest collections of its kind. As for Austria itself, the corpus is the first and 
largest corpus of contemporary media texts so far that can be used for research on written Austrian Standard 
German. 
2. First steps 
s corpus infrastructure. As 
a first step, the researchers have tried to take stock of existing metadata that could be used for linguistic and 
lexicographic purposes. The main available categories are: source (type and title of periodical/news transcript etc.), 
date of publication, place of publication and fields of reference (domain indicators). 
Large parts of this data needed to be cleaned up first. In particular the domain indicators had been applied in a 
very inconsistent manner with a high degree of variation as the sources had been drawn from different publishing 
houses, where they were subject to internal code of practice. 
1955 1985. All of these texts are Austria Press Agency (APA) press releases that were digitized by means of OCR. 
For the time being, these are not usable for linguistic purposes as the poor quality of the scanned sources yields 
considerably flawed results. It is not clear yet how and when these texts will undergo further processing to improve 
their quality. There are methods to deal which such texts, however, their application is costly and time-consuming 
and a preliminary cost-benefit calculation has precluded this for the time being. This is particularly deplorable as the 
pect to digital texts. This data 
 
The more recent set of texts (1986 2012) constitutes by far the largest part of our corpus with more than 30 
million articles (= 6.2 billion running words). These data are natively digital, therefore of good quality, and are 
already being used in research projects. 
Wherever possible, the newspaper and magazine texts were assigned one of six region labels. These categories 
were introduced to be able to visualise diatopic variation within Austria. At this point it is important to emphasize 
that the corpus  by and large  reflects standard language. The defined regions do not and need not coincide with 
dialect regions. First screenings have already shown that the material under investigation displays  in spite of the 
small regional extension  many interesting lexical variants which can be attributed to particular geographical 
regions. Therefore, building regional sub-corpora is an important prerequisite for making claims concerning the 
regional distribution of specific lexical phenomena. 
The AMC covers a wide range of topics usually found in periodicals and news programs, such as national and 
international politics and affairs, cultural and historical issues, sports, lifestyle and so on. One problem we 
encountered when trying to categorise the texts according to particular domains was the huge amount of varying 
subject labels used in the various papers and magazines. We started this analysis with more than one thousand 
different abbreviations which had to be normalised manually.  
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3. Annotation and technical solution 
In order to make the data useful for more specific linguistic and lexicographic research, they have to be furnished 
with linguistic mark-up. As a first step in this direction, the texts will be tagged with basic morphosyntactic 
information and will then be lemmatised. It is also planned to add more sophisticated morphological data. However, 
this still remains to be done as first experiments have only just begun.  
First, we started to index the data with the widely used full-text search engine Apache Solr (which uses Lucene 
Java search library). This system proved very scalable, stable and easy to use. Even when performing more complex 
queries over the whole dataset, it delivers results within a second and statistical analysis summaries over individual 
memory and the main index consumes 252GB of disk space. 
However, the Solr search engine  due to its simplistic data model (basic distinction: documents and fields)  has 
limitations when it comes to indexing and querying linguistic annotations, as it was not designed for such purposes. 
There is no native support to query e.g. ranges over multiple annotation layers. Other search engines with a 
dedicated focus on linguistic applications have other limitations: CQP - corpus query processor developed by IMS, 
Stuttgart, currently integrated with Corpus work bench - for instance has limitations on size (2 billion tokens) and 
ddc no integrated faceting features. Still, we plan to index the data of AMC in parallel with the three well known 
dedicated linguistic search engines, manatee, ddc and CQP, to be able to compare their features and performance. 
This will also allow us to identify the most suitable tool for given tasks /research questions in the future. 
4. Corpus-user interface 
Apache Solr comes with a ready to use basic user interface that can be easily adapted via configuration and/or a 
templating system. In its default setup the user is provided with a simple query input field accepting lucene query 
syntax (with some Solr-specific extension). The result is a list of matching documents, with the highlighted keyword 
and additional (metadata-) fields. This basic result is accompanied by facets, i.e. information about the frequency of 
the hits among selected metadata categories. These facets can be used for filtering the result further (drilling down). 
The query syntax allows all the usual query types: 
 
 Basic query: index:term 
 Title: Haus (house) 
 With default index single term is also valid: Haus (house) 
  
 IndexBoolean operator 
 T  
 Wildcard matching: 
 ab* (prefix) 
 *lein (diminutive form) 
 Regular expressions: text_strict:/[A-Z].*lein/ 
  
 
When importing, the data is preprocessed through a chain of so called tokenizers and analyzers before it is stored 
in the index. Solr allows the same text to be indexed in different manners, by setting up different preprocessing 
chains for different indexes. The default processing for a text-field means transforming it to lower-case and applying 
a stemming algorithm. This is efficient, as it has a high recall. However, in certain scenarios it is necessary to be 
able to query the exact token/word form (e.g. when searching for suffixes). In other cases one may not even want to 
have tokenized forms when e.g. looking for multi-word units that should be treated as one string expression. 
In an iterative process (indexing, examining, updating the configuration, re-indexing, etc.) we generated and 
indexed additional derived fields besides 
place of publication, normalized domain field, number of tokens, quoted and unquoted text, text split into sentences, 
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and different indexing variants of the main text: one with stemming and lower-case, one with stemming but 
honoring case and one strict applying just tokenization. To summarize, currently the corpus can be searched as full-
text with various querying options and filtered by a number of metadata categories. However, it still lacks 
lemmatization and POS information. 
5. Technical and other challenges 
Over the past two decades, the text technological crew of the department could accumulate considerable 
experience in working with comparatively large corpora. However, the newly acquired corpus confronts them with 
considerable problems arising from the large amount of data. To date, there are no out-of-the-box solutions for such 
language resources and for making such datasets available, as dealing with specific (linguistic) research questions 
involves a lot of expertise. The tech-crew of the department have been working on solving a number of issues to 
smoothen data processing and indexing. This implies a number of intermediary steps of defining efficient workflows 
and adjusting software to the particular tasks. 
Another challenge we were facing was to provide the results to our cooperation partners, keeping the source data 
inside the institute (one of the conditions of the legal agreements under which we obtained the data). Here we set up 
a pipeline, that allows to automatically query the system, stores the result data (containing only aggregated 
information and a small sample of the result set with short snippets, that can be exposed) and exports them to a 
publicly available server. This system is implemented in the native XML database eXist as a module to the 
publication framework for language resource being developed at the institute, the corpus_shell. 
6. Application to linguistic research interests 
The AMC has already been put to use in several linguistic projects: The main focus of interest is currently on 
lexicography. In a co-operation with the University of Vienna, the AMC is being used to provide data for the 
Variantenwörterbuch  a comparative dictionary with a focus on national and regional particularities. For this 
project, the full lemma-list of the dictionary  12.000 lemmas  was automatically processed by means of the 
pipeline mentioned above to generate a usage profile for each lemma. 
Ano D
in primary and secondary schools in Austria and often found both in offices and private homes. The next edition of 
this dictionary will be compiled on the basis of data drawn from the AMC. This project aims at improving the 
truthful representation of the lexis of the standard variety of German as used in Austria. 
Thirdly, the ICLTT also cooperates with the Council for German Orthography (Rat für deutsche 
Rechtschreibung). The AMC provides data and statistical analyses concerning spelling variations. A special focus in 
this project is put on diachronic aspects of orthographic conventions. The graph given below provides an example of 
data created on the basis of AMC data. This example shows the frequency and acceptance of two different ways of 
among professional Austrian writers between 1990 and 2012, illustrating the effects of two German spelling reforms 
of 1996 and 2006: 
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Fig. 1. kennen lernen  kennenlernen. 
7. Access 
While the ICLTT basically pursues an open access policy, the AMC cannot be made available for the general 
public. Due to copyright and licence restrictions, the data may only be used for academic, scientific and non-
commercial purposes. However, the ICLTT will make both research results such as statistics, lists of word forms 
and other such material as well as tools and know-how developed as part of the project available on its Language 
Resources Portal.  
8. Conclusions 
While working with digital language resources has become quite commonplace in many linguistic fields, dealing 
-of-the-box solutions exist. In addition to the manifold 
linguistic questions involved in our projects, all of the work described above has also been motivated by a strong 
commitment to building reusable, readily available and sustainable digital infrastructures for researchers and 
scholars. Even though we are not quite there yet, projects such as ours help us build a comprehensive inventory of 
tools that will allow researchers in the future to proceed with considerably more efficiency and ease. 
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