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Abstract. Dynamical mean field theory (DMFT) is a tool that allows to analyze the
stochastic dynamics of N interacting degrees of freedom in terms of a self-consistent
1-body problem. In this work, focusing on models of ecosystems, we present the
derivation of DMFT through the dynamical cavity method, and we develop a method
for solving it numerically. Our numerical procedure can be applied to a large variety of
systems for which DMFT holds. We implement and test it for the generalized random
Lotka-Volterra model, and show that complex dynamical regimes characterized by
chaos and aging can be captured and studied by this framework.
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1. Introduction
A growing body of work has demonstrated that the properties of communities of
interacting species can be studied using tools of statistical mechanics, with the role
of the thermodynamic limit being played by the large number of species. Such high-
diversity communities, with tens to thousands of species, are ubiquitous and can be
found anywhere from microbes in the gut to plants in a rain forest [1]. Most of the
works have focused on the properties of fixed-points of the dynamics, and much less
is known about the dynamics themselves, in particular when they never reach a fixed-
point.
Dynamical mean-field theory (DMFT) is a useful theoretical framework which has been
often used in the past to study complex stochastic dynamics of interacting degrees of
freedom (spins, agents, neurons, ...) [2, 3, 4, 5, 6]. In this work we develop DMFT
for models of ecosystems formed by a large number of interacting species [7, 8, 9].
In the limit of large ecosystems, interactions between different species are commonly
modeled by taking random interaction strengths [10, 11]. The resulting model consists
in generalized Lotka-Volterra equations with random couplings. This leads to interesting
problems of statistical physics, similar to ones encountered in the theory of disordered
systems. Yet, there are a number of crucial differences; in particular an ecosystem is
driven by non-conservative forces, hence its dynamics cannot be mapped in general to
the one of a physical system in thermal equilibrium. This leads to complex dynamical
regimes which have been discussed in other fields before, mainly in neural networks [6]
and game theory [4, 5] (see also [12]).
Solving numerically the equations corresponding to DMFT represents a major difficulty
due to the retarded friction kernel and the non-linearity of the equations. In the past
this obstacle has been solved—actually circumvented—only for simplified (spherical or
truncated) spin-glass models for which DMFT equations greatly simplify and reduce
to closed integro-differential equations on correlation and response functions of local
degrees of freedom [13]. To the best of our knowledge, a procedure to numerically
integrate DMFT is still missing (with the exception of [14, 15] that were restricted to
the case of Ising spins and simple dynamical protocols) , especially one able to analyze
the complex dynamics relevant for ecosystems. In this work, following ideas developed
for DMFT of strongly correlated quantum systems [16], we develop a generic numerical
scheme to solve DMFT. Our method lays foundations for the study of high-diversity
ecological dynamics, but also provides general tools that can be applied to problems
beyond ecology, for example in the fields mentioned above ‡.
We focus on the generalized Lotka-Volterra model of ecosystems. We first present a
derivation of DMFT based on the dynamical cavity method [18], which is a more intuitive
procedure compared to the usual ones based on generating functional formalism, such as
Martin-Siggia-Rose-DeDominicis-Janssen [4, 9, 14, 15] . We then detail our numerical
approach for solving DMFT, and show concrete examples of its implementation. This
‡ Our code is available in a public gitHub repository [17].
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allows us to test the method, and illustrate its ability to describe and characterize
complex dynamics involving chaos and aging. We finally conclude by discussing further
directions and possible future applications.
2. The random Lotka-Volterra model
In this section, we introduce the random Lotka-Volterra (rLV) model [8], which describes
the dynamics of interacting species. We present its phase portrait in the limit of a large
number of species.
2.1. Definition and notations
The ecosystem consists of S species. Each species i is characterized by its population
Ni(t) which is a positive continuous variable at all times t. In the absence of interactions
each species may grow until saturation (e.g., due to limitations on resources). The
impact of other species is modeled through bilinear interactions. A small immigration
rate λi is added so that new individuals arrive to the ecosystem from the outside. The
dynamical equations read:
∀i = 1, ..., S, dNi
dt
=
ri
Ki
Ni(Ki −Ni)−Ni
∑
j 6=i
αijNj + λi (1)
The different parameters are the intrinsic growth rates ri of the species, their single-
species population size (carrying capacities) Ki in the environment and the interaction
matrix α. Within our convention, a positive coefficient αij indicates that the presence of
species j is deleterious to the species i, due to predation or competition over resources.
For clarity of presentation, in this article we mainly discuss the case where all ri and
Ki are set to unity, and the immigration rate λ is uniform. The analytical and numerical
tools described can be used more generally. Immigration acts as a regularization of
the problem, as detailed in Appendix A. All results will be derived with infinitesimal
but finite immigration rate λ > 0. We will separately discuss in the last section the case
without immigration. The elements of the interaction matrix αij § are i.i.d. random
variables with moments:
αij = µ/S, (αij − αij)2 = σ2/S, (αij − αij)(αji − αji) = γσ2/S
The exact distribution of the {αij} does not matter for our results, only the
existence and values of the first two cumulants do. ‖ The scaling with S of
§ Recent works on the inference of the interaction matrix from experiments have been carried out for
the gut microbiome in [19, 20].
‖ More precisely, what we require is that the distribution of α satisfies:
lim
S→∞
S log eX α = X S α+X2/2S (α− α)2
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Figure 1. Phase diagram, taken from [8]. Left: At γ = 0, the transition from Unique
Equilibrium to Multiple Attractors is independent from µ and lies on the line σ =
√
2.
Right: For generic γ the previous transition lies on the line σ =
√
2
1+γ . Increasing the
symmetry γ shifts the two transitions towards lower variance and stronger interactions.
This result shows how predation-prey relations may stabilize an ecosystem.
the cumulants ensures a proper large S limit. In this limit, the model becomes
characterized by three parameters only: the average strength of interaction µ, the
variety of interactions σ, and their symmetry γ. More specifically, γ ranges from -1
(fully antisymmetric case, where all interactions are of predation-prey type) to 1 (fully
symmetric case, where an energy can be defined).
For a real ecosystem with given size S, the parameters µ, σ and γ can be statistically
computed from the interaction matrix α. Our result then stands for this ecosystem with
the relevant parameters value. From numerical simulations, we find that ecosystems with
S > 200 are well described by results obtained in the ”thermodynamic” limit S →∞.
2.2. Phase diagram
In the large-S limit, three different dynamical phases are found [8]; see figure 1.
• Phase I: Unique Equilibrium. In this regime, corresponding to small σ, the
ecosystem displays only one stable equilibrium. Whatever the initial conditions,
each species asymptotically ends up with a given number of individuals which is
always the same (it can be zero as some species go extinct). This equilibrium state
is stable to local and global perturbations. On figure 2 we display the dynamics of
an ecosystem in this phase: each line represents the time evolution of the population
of one species.
• Phase II: Multiple Attractors. When the variability in the interactions σ is
increased, the single stable fixed point loses its stability, and the system is left with
a huge number of (possibly unstable) equilibria. This phase exhibits a complex
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Figure 2. Time evolution of 100 species in the Unique Equilibrium phase:
(µ, σ, γ, λ|S) = (4, 1, 0, 10−10|100). Left: After a transient time, each species reaches
a final population value which is stable. Right: Dynamical evolution of three species
(e.g., ‘sheep’, ‘rabbits’ and ‘foxes’) out of all the species. We show different trajectories
obtained starting from different initial conditions. They always converge to the same
equilibrium value (black dot) independent of the initial conditions, demonstrating the
stability and uniqueness of this equilibrium.
dynamics with chaos (or aging dynamics, as for spin-glasses, for γ = 1 [7] ¶). An
example of such dynamics can be seen on figure 3.
• Phase III: Unbounded Growth. When the average interaction is negative enough
(µ < −1), the interactions are cooperative enough to have a beneficial effect on any
given species that overrides the single-species saturation. If we fix a higher µ and
increase the standard deviation σ, at some point a small community of species will
have cooperative interactions stronger than their own saturation and this subgroup
of species will thus grow without bound, even though all the other species will die
out. This explains the existence of phase III also for µ > −1 for a large-enough
σ. An example of such dynamics is displayed in figure 3. It should be noted that
the divergence occurs as a finite time explosion of the ecosystem. The unbounded
growth is a pathology of the model that could be cured by a saturation stronger
than quadratic.
The borders between phases can be computed analytically: I/II and I/III are exact, but
II/III is only approximate [8]. They are shown on figure 1.
The symmetric case γ = 1 is special in the sense that the Multiple Attractor phase
is not a chaotic one, but rather a spin glass one [7]: the dynamics gets slower and slower
as the system approaches marginally stable states. In this case, a kind of physical
energy can be defined and serves as a Lyapunov function. The dynamics corresponds
to a gradient descent in a rough energy landscape.
¶ We present in section 5.3 a preliminary study of another kind of aging that arises when the
immigration rate λ is set to zero.
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Figure 3. Left: Time evolution of 100 species in the Multiple Attractors phase:
(µ, σ, γ, λ|S) = (4, 2, 0, 10−10|100). The trajectories do not display any simple
behaviour; at some points, the system seems to relax to a fixed point before
realizing that it has some unstable directions, and the dynamics starts again. Right:
Time evolution of 100 species in the Unbounded Growth phase: (µ, σ, γ, λ|S) =
(4, 4, 0, 10−10|100). A large proportion of species present a divergence of their
population, while the other ones die out.
3. The Dynamical Mean Field Theory
In this section, we derive the Dynamical Mean Field Theory (DMFT) using the
dynamical cavity method [18]. For simplicity, we first present the derivation in the
simplest case of random Lotka-Volterra model, then we extend the result to more general
models, and finally we explain a numerical method to solve the DMFT equation. We
also checked the relevance of the description by comparing the DMFT results with direct
simulations, increasing the size S of the ecosystem.
3.1. Derivation via the cavity method
For simplicity, DMFT is first derived with the simplest random Lotka-Volterra model,
presented in equation (2). Our approach holds in more general cases, we will present its
generalization in section 3.2. We start from the Lotka-Volterra equations:
∀i = 1, ..., S, N˙i = Ni(1−Ni −
∑
j 6=i
αijNj + hi(t)) (2)
where we have added an external field hi that will be necessary to define the response
of the system to a perturbation. The initial conditions are sampled from a product
measure: P{Ni(t = 0)} =
∏S
i=1 P (Ni(t = 0)). For instance, we generally use a uniform
distribution in [0, 1] for simulation purposes.
The main steps of the derivation are the following:
(i) For given parameters µ, σ, γ and system size S, consider a system whose interactions
and initial conditions are drawn for the {Ni}i=1,...,S species;
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(ii) Following the dynamics according to equations (2) defines the trajectories
{Ni(t)}i=1,...,S ;
(iii) We add a new species N0, and therefore draw its initial condition N0(0) and the
interactions αi0 and α0i for i = 1, ..., S;
(iv) If S is large enough, the impact of this new species on the previous trajectories is a
small perturbation and therefore we only consider linear response for the trajectories
{N˜i(t)}i=1,...,S in the presence of species ‘0’:
N˜i(t) = Ni(t)−
∑
j=1,...,S
∫ t
0
δNi(t)
δhj(s)
∣∣∣∣
h=0
αj0N0(s)ds
The partial derivative are to be understood in a functional sense. We introduce the
notation χij(t, s) =
δNi(t)
δhj(s)
∣∣∣
h=0
(v) We plug these new trajectories in the equation for N0:
N˙0 = N0(1−N0 −
∑
i 6=0
α0iN˜i + h0(t))
We introduce the matrix aij: αij = µ/S + σaij, so that aij is a Gaussian with zero
mean and 1/S variance, verifying in addition aijaji = γ/S. All the sums
∑
i stand
for
∑S
i=1, so the interaction term reads:∑
j
α0jN˜j =
µ
S
∑
i
Ni(t)− µ
S
∑
ij
∫ t
0
χij(t, s)
(µ
S
+ σaj0
)
N0(s)ds
+σ
∑
i
a0iNi(t)− σ
∑
ij
a0i
∫ t
0
χij(t, s)
(µ
S
+ σaj0
)
N0(s)ds (3)
(vi) We take the large S limit and analyze the statistical properties of all terms. The
main idea is that by construction {Ni(t)}i=1,...,S are independent from αi0 and α0i,
therefore one can use central-limit-like arguments. Henceforth, the notation 〈.〉
refers to the average over the couplings aij and initial conditions Ni(0). We will
detail the procedure for the response function term as an example. We start from∑
ij a0iχij(t, s)aj0. We consider that the different χij(t, s) are random functions
that will depend on the initial conditions Ni>0(0) and the interaction matrix aij>0,
but are otherwise independent from aj0 and a0i. We first treat the diagonal part.
According to the central limit theorem and up to second order contribution, the
term
∑
i a0iχiiai0 will converge towards its average:
S〈χiiai0a0i〉 = S〈χii〉〈ai0a0i〉 = γ〈χii〉
We now focus on the non-diagonal part. Its average is zero because 〈a0iaj0〉i 6=j = 0.
To determine the scaling of its fluctuations we evaluate the variance of its single
components obtaining 〈χ2ij〉i 6=j〈a2j0a20i〉i 6=j. It can be shown by perturbation theory
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in the strength of interactions that χij is of order S
−1/2 for i 6= j [18] (see Appendix
B). Regrouping the scalings, we obtain that
∑
i 6=j a0iχijaj0 behaves as:
S(S − 1)〈χij〉i 6=j〈aj0a0i〉i 6=j +
√
S(S − 1)
√
〈χ2ij〉i 6=j
√
〈a2j0a20i〉i 6=jZ
∼ 0 + S 1√
S
1
S
Z
where Z is a centered standard Gaussian. This shows that the non-diagonal term
induces corrections of order S−1/2 and can therefore be neglected in the large-S
limit. After careful evaluation of all terms in equation (3) according to the same
procedure, we get:
N˙0 = N0{1−N0 − µ〈Ni(t)〉 − ση(t) + γσ2
∫ t
0
〈χii(t, s)〉N0(s)ds+ h0(t)}
where η(t) is a Gaussian noise with zero mean and covariance 〈η(t)η(s)〉η =
〈Ni(t)Ni(s)〉.
(vii) Since nothing differentiates N0 from any other species, we obtain the self-consistent
equation that leads to dynamical mean field theory:
N˙ = N{1−N − µm(t)− ση(t) + γσ2
∫ t
0
χ(t, s)N(s)ds+ h(t)} (4)
where η is a Gaussian noise with zero mean and correlator C(t, s), and m(t), C(t, s)
and χ(t, s) are given functions. They are self-consistently determined with the
relations: 
m(t) = E[N(t)]
C(t, s) = E[N(t)N(s)]
χ(t, s) = E[
δN(t)
δh(s)
∣∣∣∣
h=0
]
(5)
In these definitions, the averages E[.] are now taken with respects to the noise
trajectories η and the initial condition N(0). Therefore, the equation is self-
consistent in the three following functions: the average population m(t), the
correlator of the noise C(t, s) and the averaged response function χ(t, s).
To sum up, we started from an S-body deterministic system of differential
equations, and ended up with a one-body stochastic self-consistent differential equation
+. It has been mathematically proven [22] for spin glasses that when S →∞, there is a
convergence in law between the statistics of the two descriptions. We expect that this
holds true for our class of models as well, due to the similarity of both the equations
and the method.
An important additional remark is that the DMFT is valid as long as we consider
times that do not diverge with system size S. Otherwise, one cannot neglect terms
vanishing with S as we did.
+ The derivation is similar to the one of the Langevin equation from Newtonian dynamics [21], with
the extra-ingredient that the bath corresponds to the rest of the system whose behavior can be self-
consistently obtained from the one of N0.
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3.2. DMFT equation for a general class of models
The derivation above can be performed almost identically in more general cases. The
only additional subtlety is that we use the fact that the correlation 〈Ni(t)Nj(t)〉 scales as
S−1/2 for i 6= j, as can be shown by perturbation theory in the strength of interactions
[18] (see Appendix B). Below, we just present the result for a general class of dynamics
with a generic and species-dependent response function Ri(Ni), non-linear p-body
interactions due to Ii(Ni), J(Nj) and a species scaled thermal noise fi(Ni)ξi(t).
N˙i = Ri(Ni) + Ii(Ni)
 ∑
1≤j2<...<jp≤S
αij2...jpJ(Nj2)...J(Njp) + hi(t)
+ fi(Ni)ξi(t) (6)
where ξi is a Gaussian white noise, with variance 2ω
2. The i-dependence of the functions
denotes the possible presence of random parameters for each species. For instance, in
the general Lotka Volterra case, Ri(Ni) = (ri/Ki)(Ki − Ni) where the ri and Ki
respectively correspond to species-dependent growth rates and carrying capacities, that
we will treat as random variables sampled from given distributions. The coupling tensor
satisfies αij1...jp = 0 if there exists k such that i = jk, so as not to interfere with the
self-interaction Ri(Ni). Otherwise, its cumulants are taken as:
αij1...jp = µ
p!
2Sp−1
(αij1...jp)
2
con
= σ2
p!
2Sp−1
αij1...jpα
jk
j1...i...jk−1jk+1...jpcon
= γσ2
p!
2Sp−1
where the notation Xcon denotes the connected average of X, i.e. when subtracting
their average to the elements. Because of the constraint 1 ≤ j1 < ... < jp ≤ S, when
considering the cross correlation, there is only one place for the upper index i to go
down.
Within this set-up, the DMFT equation for a given species reads:
N˙ = R(N) + I(N)
(
µm+ ση + γσ2
p(p− 1)
2
∫ t
0
χ(t, s)C(t, s)p−2J(N(s))ds+ h
)
+f(N)ξ (7)
where η is a Gaussian noise with zero mean and covariance Cη(t, s) =
p
2
C(t, s)p−1,
and ξ is a Gaussian white noise, with variance 2ω2. The species-dependent parameters
R, I and f are random variables to be sampled according to their statistical distribution.
The self-consistent average is over the thermal noise and these parameters. For example,
in the Lotka-Volterra case, the growth rate r and carrying capacity K should be sampled
at each realization of the process. Using subscripts for the different times, we obtain
the self-consistent closure:
m(t) = E[J(Nt)]p−1
C(t, s) = E[J(Nt)J(Ns)]
χ(t, s) = E[J ′(Nt)
δNt
δhs
∣∣∣∣
h=0
]
(8)
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where the average E[.] is now taken with respects to the initial condition distribution,
the distribution of species-dependent parameters in the functions R, I and f , the noise
trajectory η and the thermal noise ξ.
It should be stated that the DMFT we derived with the dynamical cavity technique
can also be obtained using generating functional technique of Martin-Siggia-Rose-
DeDominicis-Janssen [4, 9, 14, 15] .
3.3. Solving numerically the DMFT equation
It is difficult to solve numerically a self-consistent equation where the self-consistency
applies to functions. We implemented a strategy which works as pictured in figure 4. In
this section, we write down in details the methodology of the algorithm. More details
are presented in Appendix H. We always work with discrete time. The different steps
of the program are the following:
sample
η1(t)η2(t)
η#traj(t)
...
run N1(t)N2(t)
N#traj(t)
average
reinject softly
 C(t,t’)
m(t) χ(t,t’)
dynamics
reinject softly
mnew(t)Cnew(t,t’)χnew(t,t’)
Figure 4. Sketch of the numerical scheme for solving the DMFT equation.
(i) We start from initial guesses for the correlator C(t, s), the average population
m(t), and the response function χ(t, s). The results are found to be independent
on the initial guesses.
(ii) Using the correlator, we can sample a Gaussian path as a simple multivariate
Gaussian random variable with covariance matrix Cη(t, s) = (p/2)C(t, s)
p−1 .
We draw many (#traj) such Gaussian paths.
(iii) For each path, we use our guesses m(t) and χ(t, s) to numerically integrate the
DMFT equation where the initial condition is sampled according to the wanted
distribution. We used the uniform measure on [0, 1] for example. For each Gaussian
path, we get a different population trajectory.
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(iv) From these trajectories, we compute the updated values of the average population
vector, the correlator matrix and the response matrix (see below), using the self-
consistent closure:
mnew(t) = Epaths [J(Nt)]p−1
Cnew(t, t′) = Epaths [J(Nt)J(N ′t)]
χnew(t, t′) = Epaths
[
J(Nt)
∫
ds C−1η (t
′, s) η(s)
]
or Epaths [χi(t, t′)]
(v) We update softly the set of functions: Xupdated = (1− a)X + aXnew with X being
respectively m, C and χ. The soft reinjection is necessary for the algorithm to
converge, and not jump erratically from functions to functions.
(vi) We start a new iteration of the loop, with the updated set of functions.
The convergence of the algorithm is of exponential form in the number of iterations,
and is independent of the initial set of functions. On figure 5, we show an example of
such a convergence.
0 10 20 30 40 50
Number of iterations
0.0
0.2
0.4
0.6
0.8
1.0
1.2
O
b
se
rv
ab
le
s
final mean m(tf)
final same-time correlation C(tf , tf)
integrated response χint
static cavity
Figure 5. We show the convergence of different observables as a function of the number
of iterations: the final mean abundance m(tf ), the final same-time correlation C(tf , tf )
and the integrated response kernel χint =
∫ tf
0
ds χ(tf , s). For comparison, dotted
black lines represent the analytic stationary cavity solutions. The relative errors to
the stationary cavity solutions are below 2%. As the DMFT observables are computed
from a finite number of trajectories #traj , there is always some residual fluctuations.
The solver was run with rLV DMFT with parameters (µ, σ, γ, λ) = (10, 1/2,−1, 10−4)
in the Unique Equilibrium phase. The parameters of the program are: reinjection rate
a = 0.3, final time tf = 40, discrete time steps τ = 0.1, final number of trajectories to
average upon #traj = 10
5.
Now, let us explain point (iv) in more detail. Obtaining the average population
vector, and the correlator matrix from the trajectories is a trivial procedure: one just
needs to average. Evaluating the response function χ is instead more tricky. We studied
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two different complementary, or alternative, procedures. The first one consists in using
Novikov’s theorem [23] (or Stein’s lemma) in the statistical field formulation in order to
obtain:
χ(t, s) = σ−1E[J(Nt)
∫
dx C−1η (s, x) η(x)] (9)
In this formulation, C−1η denotes the matrix inverse of Cη. The detailed derivation is
presented in Appendix C. This expression is easy to implement, however it is sometimes
too greedy for numerics. For instance, in our problem with multiplicative noise, the
number of DMFT trajectories to average upon in order to obtain a satisfactory estimate
for the response function is too high. We thus derive another relation, by directly
applying δ
δh(t′) to (7). In this way, for each trajectory i, we can compute the response
function χi(t, t
′) via temporal integration, and eventually average over trajectories to
obtain χ(t, t′). This procedure is less greedy in terms of needed trajectories, and is of
the same numerical complexity. However, it is not fully parallelizable. The details are
given in Appendix D. In Appendix E, we sum up and compare the adequacy of the two
methods.
The algorithm we presented here can still be improved in several ways. More
specifically, when the response function is needed (when γ 6= 0), the above algorithm
is quite expensive numerically. The complexity of the algorithm might be reduced by
proceeding in time slices. Indeed, instead of trying to make the observables converge
for the whole time interval [t0, tf ], it should be numerically more efficient to make them
converge on [t0, t1], then on [t1, t2] using the already converged result of [t0, t1], and so
on.
The details of the numerical implementation are in Appendix H, and a public
gitHub repository with the corresponding Python programs is available [17].
3.4. Numerical check of the results
We checked that the numerical solution of DMFT is consistent with the one from
direct simulations. More specifically, we sample #instances = 200 interaction matrices
and initial conditions for an ecosystem of size S, run the deterministic dynamics, and
aggregate the observables by averaging over the S species and #instances realizations.
This is what we call direct simulations. In the Unique Equilibrium phase, the agreement
is excellent. In figure 6, we show the comparison between DMFT and direct numerical
simulations in the Multiple Attractors phase. As S increases the direct simulations
observables converge at all times to the one from DMFT. It is surprising however that
the direct simulations are so different from DMFT for S = 200. We reckon it is related
to the fact that at finite S, when sampling the interaction matrix with parameters in the
Multiple Attractor phase, there is a non-zero probability to get an interaction matrix
that describes an Unbounded Growth ecosystem. This problem makes it difficult to have
clean data using direct simulations, and underlines the relevance of DMFT analysis.
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Figure 6. Comparison of the observables m(t) (Left) and C(t, t) (Right) between
direct simulations varying the ecosystem size S, and DMFT predictions in dotted red
line. It shows the convergence in law towards DMFT as S increases. The parameters
of the simulations are (µ, σ, γ, λ) = (4, 2, 0, 10−4), in the Multiple Attractors phase.
4. Application to the random Lotka-Volterra model
From the general model in equation (6), we recover the random Lotka-Volterra model
by taking: 
Ri(x) = x(1− x) + λ
Ii(x) = −x
J(x) = x
fi(x) = 0
Note that there is no species-dependent parameters in these functions, as we
consider the simplified case where all parameters ri and Ki are set to unity, and the
immigration rate λ is uniform. We then apply the general result of equation (7), and
we obtain the DMFT:
N˙ = N{1−N − µm(t)− ση(t) + γσ2
∫ t
0
χ(t, s)N(s)ds+ h(t)}+ λ (10)
The self-consistent closure is that of Eq. (5). In this section, we show how to get back the
stationary results [8] from DMFT, and we study the stability of such stationary solution.
All the following results are valid for λ > 0 where the limit λ→ 0 is subsequently taken.
The reason for this regularisation is detailed in Appendix A.
4.1. How to recover the stationary results
If the ecosystem parameters belong to the Unique Equilibrium phase, each species will
eventually reach a final population value and stops changing. We describe this final
state using DMFT. The one-species stochastic process becomes time-independent, so
the derivative is zero, the average m(t) converges to a number m(∞), the population
N(t) and the Gaussian noise η(t) converge to random variables N(∞) and η(∞). As
Numerical implementation of DMFT: application to the rLV model 14
the process is stationary, we treat the memory kernel as time-translational invariant
χ(t, s) = χ(t− s) and therefore:∫ t
0
χ(t, s)N(s)ds =
∫ t
0
χ(u)N(t− u)du→t→∞
∫ ∞
0
χ(u)duN(∞)
Introducing the integrated memory kernel χint =
∫∞
0
du χ(u), the DMFT equation (10)
finally converges to:
0 = N∞{1−N∞ − µm∞ − ση∞ + γσ2χintN∞ + h} (11)
m∞ = E[N∞]
χint = E[
δN∞
δh
]
E[η2∞] = E[N2∞]
(12)
From equation (11), N∞ can either be 0 or (1− γσ2χint)−1(1− µm∞− ση∞). By a
simple linear stability analysis performed on the real system of S species (see Appendix
F.1), it can be shown that the 0 solution is linearly unstable when the other solution is
positive. Therefore, we obtain:
N∞ = max
(
0,
1− µm∞ − ση∞
1− γσ2χint
)
(13)
so the random variable N∞ follows a Gaussian distribution, truncated for negative
abundances. We write the closed system of equations in Appendix F.2, and show that
we end up with the same system as the one from [8]. From it, all observables can be
computed numerically as a function of the parameters (µ, σ, γ): the fraction of species
coexisting at the fixed-point, the mean abundance N of species that survive and the
mean response function. Some further analytical results can be derived as well, such
as identifying in parameter space the boundary between the Unique Equilibrium phase
and the Unbounded Growth phase. However, this analysis is only exact when we are
in the Unique Equilibrium phase. It becomes approximate in the Multiple Attractors
phase.
4.2. Dynamical stability and the transition line to Multiple Attractors
We now describe the loss of stability of the Unique Equilibrium solution when increasing
the variability σ of interactions: a dynamical phase transition takes place. The setup
follows the one of [5]: starting in the Unique Equilibrium phase, we let the system
reach an equilibrium point, then add some small field h(t) which we will take as a
Gaussian white noise with covariance h(t)h(s) = σ2hδ(t − s), and see how the system
responds in perturbation theory. In order to do so, we consider the DMFT equation
(10), linearize it around a stationary solution, and perform a Fourier analysis [5]. The
detailed calculations are presented in Appendix G. Introducing X˜ the Fourier transform
of X, we obtain the small frequency expansions for both the connected correlator
Cc(t, t
′) = E[η(t)η(t′)]− E[η2∞] and the response function:
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C˜c(ω)/σ
2
h = χ
2
int
(
φ− σ2χ2int + ω
χint
φ
pi
2
p+(0)
)−1
(14)
χ˜(ω) = χint + iω log(ω)
p+(0)χ
2
int/φ
φ− γσ2χ2int
(15)
.
where φ, χint and p+(0) are properties of the Unique Equilibrium we started from.
They correspond respectively to the fraction of surviving species, the integrated response
to perturbations, and the value in 0+ of the surviving species’ distribution. They can
be computed using the Unique Equilibrium distribution detailed in Appendix F.2.
Different things should be noted about these expansions. First, it can be checked
that we obtain the same zeroth order condition for the response function as in the
stationary cavity study: χ˜(ω = 0) = χint. Secondly, the correlator initially behaves as
(a+ b ω)−1 which corresponds to a temporal decay as 1/t2. But a change of behaviour is
displayed when zeroth order term a goes to zero: we observe a 1/ω correlation spectrum,
which is an indicator of the chaotic transition [5]. Indeed, with this criterion we find
the same transition in parameter space as the one from random matrix theory (the line
σc =
√
2
1+γ
in the phase portrait in figure 1). Surprisingly, the response function instead
does not exhibit a transition at σc, except for γ = 1 where the fluctuation-dissipation
theorem establishes a direct link between the correlation function and the response
function. More complex response functions might be needed to locate the transition in
the general case.
5. Numerical solution for the random Lotka-Volterra model
In this section, we present some numerical results for the random Lotka-Volterra DMFT,
and show the consistency of both analytics and numerics. The aim is to illustrate the
quality of the DMFT results, and present a first description of the dynamical phases (a
more complete one will be presented elsewhere).
5.1. Result in the Unique Equilibrium phase
We focus on the correlator C(t, t′) = E[N(t)N(t′)]. In the Unique Equilibrium phase,
it reaches a plateau as each trajectory converges to a random constant. Moreover, the
value of the plateau coincides with the stationary cavity observable q. This is indeed
the case, as pictured on figure 7. The convergence to the stationary solution is a good
check of the validity of our numerical strategy. It is shown more precisely on figure 5.
5.2. Result in the Multiple Attractors phase
In the Multiple Attractor phase we expect a different behaviour. The system does
reach a time-translational invariant (TTI) chaotic state. This means that the one-time
observables (the mean population m(t), the proportion of alive species φ(t), or the
Numerical implementation of DMFT: application to the rLV model 16
t
0
20
40
60
80
100
t’
0
20
40
60
80
100
C
or
re
la
to
r
C
(t
,t
’)
0.04
0.06
0.08
0.10
0.12
0.14
Figure 7. Numerical correlator of plateau type, for rLV DMFT with parameters
(µ, σ, γ, λ) = (4, 1, 0, 10−4) below the onset of chaos. The parameters of the program
are the same as in figure 5.
equal-time correlation Cσ(t, t)) converge to a constant, and the two-time observables
become functions of the time difference: Cσ(t, t
′) = Cσ(t − t′). If we focus on large
times, we expect a relaxing behaviour for the correlator, as the trajectory decorrelates
from itself when it explores the phase space along the chaotic attractor. We observe this
phenomenon in the numerical solutions. Moreover, the TTI state depends on how deep
in the Multiple Attractors phase the system is. On figure 8, we show the dependence
on σ of the TTI correlation Cσ(t− t′), rescaled as follows. These functions Cσ(τ) starts
at a TTI value for the equal-time correlation Cσ(0), then as the trajectories decorrelate
from themselves Cσ(τ) relaxes towards a TTI final value Cσ(∞) over a timescale aσ. We
therefore plot Cσ(t−t)−Cσ(∞)
Cσ(0)−Cσ(∞) . We also denote Qσ = Cσ(0)−Cσ(∞) the amplitude of the
decorrelation. It is representative of the chaos strength, and this is an order parameter
for the chaotic transition. Indeed, Qσ = 0 in the One Equilibrium phase as the TTI
Cσ(t) is a constant in this phase, and Qσ > 0 in the Multiple Attractors phase as
there is some persistent dynamics. It is easier to compute numerically than other order
parameters such as the Lyapunov exponent. On figure 9 we show the dependence of both
the chaos strength Qσ and the time scale aσ as a function of the chaotic depth σ − σc.
As expected, the chaos strength Qσ increases and the chaos time scale aσ decreases with
the chaotic depth. Our results show that chaos emerges through a second-order out of
equilibrium dynamical phase transition. A first attempt to obtain critical exponents is
shown in figure 9. A more thorough study will be presented elsewhere.
We recall that we have considered small but finite immigration. Dynamics without
immigration is different, as we discuss below.
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Figure 8. Left: Time evolution of the TTI correlation Cσ(t− t′) varying σ. Those are
DMFT numerical results with parameters (µ, γ, λ) = (10, 0, 10−4). We checked that
the system indeed reaches TTI, t′ = 200 is enough here. More precisely, we show the
rescaled TTI correlator Cσ(t−t
′)−Cσ(∞)
Cσ(0)−Cσ(∞) , in order to see the dependence of the chaotic
time scale aσ with σ. This time scale decreases with σ. In order to have a quantitative
approximation for aσ, we use a Lorentzian fit; an example of such is the dotted black
curve. Right: σ dependence of the TTI equal-time correlator Cσ(0). The red line
indicates the chaotic transition. In orange dots, we show for comparison the analytical
static cavity results. In the Unique Equilibrium phase, the DMFT and static cavity
results coincide. In the Multiple Attractors phase, they diverge from each other, but
the static cavity remains a good approximation for a relevant chaos depth. Note that
Cσ(0) > 0 for all σ.
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Figure 10. Aging phenomenon without immigration in DMFT. In the chaotic phase,
we show the decay of the rescaled correlation C(t, t′)/C(t′, t′) as a function of (t− t′),
varying t′. The parameters are (µ, σ, γ) = (10, 3, 0) Left: With immigration λ = 10−4,
the system reaches a TTI state, there is no dependence on the age of the system t′.
Right: Without immigration λ = 0, the relaxation of the correlation does depend
on the age of the system t′; the older the system, the longer it takes to relax. The
parameters of the program are the same as in figure 5.
5.3. Aging dynamics without immigration
We now consider the effect of the absence of immigration on the chaotic dynamics.
The main issue is that chaos induces fluctuations that can drive species to extinction
in absence of immigration and, hence, potentially kill chaos itself. The sustainability
of chaotic dynamics without immigration is therefore far from being granted, actually
a very different dynamical behavior can be present when λ = 0. Here we show that
this is indeed the case for γ = 0. In figure 10 we compare the correlation functions,
normalized by its equal time value, obtained by DMFT for γ = 0 with and without
immigration. In the former case (left panel), it is clear that a stationary chaotic state
establishes as C(t, t′) becomes a function of (t − t′) at large times. On the contrary,
without immigration (right panel), C(t, t′) shows the aging behavior characteristic of
glassy system: the correlation function is not a function of t − t′ and displays a
relaxation that is slower the older is the system. This is a nice illustration of how
our numerical implementation of DMFT allows to unveil the existence of different and
complex dynamical behaviors.
A detailed understanding of the aging chaotic behavior shown in figure 10, its
dependence on the degree of asymmetry γ, and a thorough analysis of how and when
chaos fades away is left for a future work.
6. Conclusion
In summary, we have presented a general derivation of DMFT for models of ecosystems
based on the dynamical cavity method. We have implemented and tested our numerical
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method for generalized Lotka-Volterra models of ecosystems and showed that it can
capture complex dynamics such as chaos and aging. Future works will be devoted to
a thorough analysis of these complex dynamical regimes, and also to improvements of
our algorithm along the ways discussed in this paper.
The main contribution of our work is the development of a numerical method to solve
DMFT that can be used for many different systems characterized by stochastic dynamics
and by a large number of degrees of freedom. One important potential application is
to the dynamics of interacting particle glassy systems in the limit of infinite dimensions
for which mean-field dynamical equations were derived recently [24, 25].
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Appendix A. Immigration as a mathematical regularisation of the problem
In this section, we consider why a regularisation is needed in the general Lotka-Volterra
model and how it is performed by immigration.
We recall the general Lotka-Volterra model from equation (1):
∀i = 1, ..., S, dNi
dt
=
ri
Ki
Ni(Ki −Ni)−Ni
∑
j 6=i
αijNj + λi
Without immigration λi, there are two main issues:
• the abundances are considered continuous, but they come from individual-based
processes. Therefore there should be a cut-off below which an abundance is set to
0, as there is no longer any alive individual of the species. Without such a cut-off,
the species that should go extinct only do so in the limit of infinite time, which is
unphysical;
• in the absence of immigration, the final state of the system can depend strongly on
initial conditions. For example, if a species population is set to 0 at time t = 0, it
cannot appear in the ecosystem, even though the Unique Equilibrium might allow
it to coexist with the others.
Putting a small parameter λi which corresponds to an indiviual of species i arriving
in the ecosystem from time to time solves both issues: a species will be considered dead
if its population stays at the minimal level λi, and it will always be given the chance to
invade the ecosystem.
Therefore immigration regularizes the problem. We then consider the limit λ→ 0
so that the analytical solutions are simpler.
Appendix B. Scaling of the cross response function and cross correlation
In this section, we detail rough arguments to show two mathematical results used in the
main text:
• the response from the population of species i to an infinitesimal perturbation in the
population of species j 6= i is subleading: χij = δNiδhj ∼ 1/
√
S;
• the correlation between two distinct species is subleading: 〈NiNj〉 − 〈Ni〉〈Nj〉 ∼
1/
√
S.
Appendix B.1. Cross reponse function
We start from the simplified rLV case:
∀i = 1, ..., S, N˙i = Ni(1−Ni −
∑
j 6=i
αijNj + hi(t))
We differentiate this equation with respect to hl(t
′), in the functional sense. We’ll
denote χil(t, t
′) = δNi(t)
δhl(t′)
. We obtain:
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∂
∂t
χil(t, t
′) = χil(t, t′)
[
d
dt
logNi(t)−Ni(t)
]
+Ni(t)
[
δ(t− t′)δil −
∑
j
αijχjl(t, t
′)
]
From this equation, and considering that χil(t < t
′) = 0 from causality, it can
be shown that χil(t
′, t′) = Ni(t′)δil. Therefore the diagonal response is of order one
at short time, and we know from simulations and simpler cases that it is decaying
when increasing t at fixed t′, see for instance figure I2. We expect that the response
conveyed through correlation loop will be subleading compared to the diagonal response:
χii  χi 6=l. Therefore, its scaling can be inferred by considering only the contribution
from the diagonal in its time evolution:
∂
∂t
χi 6=l(t, t′) ∼ −Ni(t) αil χll(t, t′)→ χi 6=l ∼ αil ∼ S−1/2.
Appendix B.2. Cross correlation
If we had the Fluctuation-Dissipation theorem, we would directly get the scaling of the
cross correlation Ci 6=l ∼ χi 6=l ∼ S−1/2. this is not the case, but we show that the scaling
relation still holds here. We start again from the simplified rLV case:
N˙i = f(Ni)−Ni
∑
j
αijNj
where f(Ni) = Ni(1−Ni), and remember that αii = 0. We use perturbation theory in
the interaction matrix α = ||α||. Denoting the solution of the equation N0i when α = 0
and introducing Ni = N
0
i + αδNi + α
2..., we obtain the first order correction for two
different species i 6= l through linear response:
δNi(t) = −
∫
dt1χii(t, t1)
∑
j
αijN
0
j (t1)
δNl(t
′) = −
∫
dt2χll(t
′, t2)
∑
j′
αlj′N
0
j′(t2)
From this relation, we compute the connected averages:
〈Ni(t)Nl(t′)〉con = 〈δNi(t)δNl(t′)〉con
=
∫
dt1dt2χii(t, t1)χll(t
′, t2)
∑
jj′
αijαlj′〈N0j (t1)N0j′(t2)〉con
We remark that the last term 〈N0j (t1)N0j′(t2)〉con corresponds to the connected
correlation Cjj′,con(t1, t2). Then, from the same argument as the cross response
function, we expect the cross correlation to be subleading compared to the diagonal
one: Cii,con  Ci 6=l,con. Therefore we only consider the diagonal contributions:
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〈δNi(t)δNl(t′)〉con =
∫
dt1dt2χii(t, t1)χll(t
′, t2)
∑
j
αijαljCjj,con(t1, t2)
∼
∑
j
αijαlj
The last term is a random variable with average µ2/S, and variance σ4/S, therefore
we obtain Ci 6=l ∼ S−1/2.
Appendix C. Novikov’s theorem and generating functional formalism
In this section, we detail how to derive equation (9) introduced in section 3.3.
We want to evaluate: χ(t, t′) = E[J ′(Nt) δNtδht′
∣∣∣
h=0
]. For simplicity, we do not take
into account the averaging over initial conditions and thermal noises, since it does not
change the proof. Also, without any loss of generality we will focus on parameters
µ = γ = 0. In this case the general DMFT equation (7) writes:
N˙t = R(Nt) + I(Nt) (σηt + ht) + f(Nt)ξt (C.1)
We introduce the distribution of the population trajectories:
P{N} =
∫
Dη P{η} P{N |η, h}
where the brackets denotes functional distributions. η is a Gaussian noise, so its
probability measure is given up to a normalization factor by:
P{η} α exp
(
−1
2
∫
dt ds η(t) C−1η (t, s) η(s)
)
Furthermore, the P{N |η} distribution is deterministic and follows the DMFT dynamics
from equation (C.1). It is therefore a Dirac-distribution:
P{N |η, h} =
∏
t
δ
(
N˙t −R(Nt)− I(Nt) (σηt + ht) + f(Nt)ξt
)
We now have everything to write down the average:
χ(t, t′) = E[J ′(Nt)
δNt
δht′
∣∣∣∣
h=0
]
=
δ
δht′
E[J(Nt)]
=
δ
δht′
∫
DN Dη P{η} P{N |η, h} J(Nt)
=
∫
DN Dη J(Nt) P{η} δ
δht′
P{N |η, h}
When we write the average as an integration over the different paths, they become
non-correlated variables. The correlation aspect is taken care of in the distributions. In
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addition, the distribution P{N |η, h} is symmetric in h(t′) and ση(t′). We also perform
an integration by part and find:
χ(t, t′) =
∫
DN Dη J(Nt) P{η} δ
σδηt′
P{N |η, h}
= −
∫
DN Dη J(Nt) P{N |η, h} δ
σδηt′
P{η}
=
1
σ
∫
DN Dη J(Nt) P{N |η, h}
(∫
ds C−1η (t
′, s) η(s)
)
P{η}
=
1
σ
E[J(Nt)
(∫
ds C−1η (t
′, s) η(s)
)
]
Appendix D. Temporal integration of the response function
In this section, we present an alternate way to compute the response function χ(t, t′)
that was briefly presented at the end of section 3.3.
We remind the DMFT equation (7) for a general class of models here, and we will
consider each trajectory (denoted with i) simulated through this equation:
N˙i = Ri(Ni) + Ii(Ni)
(
µm+ σηi + γσ
2p(p− 1)
2
∫ t
0
χ(t, s)C(t, s)p−2J(Ni(s))ds+ hi
)
+fi(Ni)ξi (D.1)
We now apply δ
δhi(t′)
. In this way, for each trajectory i, we can compute the response
function χi(t, t
′) = δNi(t)
δhi(t′)
via temporal integration:
∂
∂t
χi(t, t
′) = χi(t, t′)I ′i(Ni(t)) {µm(t) + σηi(t)}
+χi(t, t
′)I ′i(Ni(t))γσ
2p(p− 1)
2
∫ t
0
χ(t, s)C(t, s)p−2J(Ni(s))ds
+χi(t, t
′) {R′i(Ni(t)) + f ′i(Ni(t))ξi(t)}
+Ii(Ni(t))γσ
2p(p− 1)
2
∫ t
0
χ(t, s)C(t, s)p−2J ′(Ni(s))χi(s, t′)ds
+Ii(Ni(t))δ(t− t′)
We thus construct χi by temporal integration in t at fixed t
′, using the initial
conditions χi(t, t
′) = 0 for t < t′ from causality. Eventually, we get:
χ(t, t′) = E[χi(t, t′)] ∼ 1
#traj
#traj∑
i=1
χi(t, t
′)
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Appendix E. Comparison of the different methods for the response function
Method Novikov Temporal integration
Formulation 1
#traj
∑#traj
i=1
1
σ
J(Ni(t))
∫
dsC−1t′,s ηi(s)
1
#traj
∑#traj
i=1 χi(t, t
′)
Needed #traj Non-linearity dependent Low
Complexity O(#traj #3time) O(#traj #3time)
Parallelizable Fully Not fully
Adequacy Linear problems Non linear, but short range
Appendix F. Closure in the Unique Equilibrium phase
In this section, we derive the Unique Equilibrium population distribution presented in
section 4.1.
Appendix F.1. Linear stability of dead species
We consider the rLV system of equations (2). For each species, there are two possible
equilibria 0 or N∗i = 1 −
∑
j 6=i αijNj. In total, assuming the reduced matrix is almost
always invertible (which is reasonable), this gives 2S possible equilibria for the ecosystem,
from which we would have to substract the unreachable ones with negative populations.
We can linearize the equation around both possible choices for one species:
˙δNi =

N∗i δNi if the fixed point is 0,
−N∗i
(
δNi +
∑
j 6=i
αij δNj
)
if the fixed point is N∗i .
From this, we see that if N∗i > 0, the fixed point Ni = 0 is linearly unstable. Therefore
the system will dynamically prevent this species i from going extinct (Ni = 0) in this
case.
Appendix F.2. Unique Equilibrium system of equations
We now use the stationary cavity solution from equation (13). The species population
distribution is a truncated Gaussian: p(n) = φp+(n) + (1− φ)δ(n) where φ = wo(∆) is
the fraction of surviving species, and p+ is a Gaussian distribution whose parameters
need to be determined. We inject this form in the closure system (12). We introduce
the parameters q = E[N2∞], ∆ = (1 − µm∞)σ−1
√
q−1 and the functions wk(∆) =
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Figure F1. Contour plots of the proportion of alive species φ and the integrated
response kernel χint, with parameters σ and γ. Both of them are independent from µ.
In dotted black line is the chaotic transition. In the Multiple Attractors phase (upper
right side of the black line), the stationary cavity analysis is only approximate. The
color scale starts at 1 in bright red, then each level corresponds to a 0.05 decrease.
Left: Proportion of alive species φ(σ, γ). It can be shown that the chaotic transition
corresponds to an isocline φ = 1/2: half the species survive. Right: Integrated response
kernel χint(σ, γ). It can be shown that the chaotic transition corresponds to a saddle
line: ∂γχint|transition = 0.
∫ ∆
−∞(∆− s)kDs where Ds is the standard Gaussian measure, and eventually obtain:
1− σ√q∆
µ
=
σ
√
q
1− γσ2χintw1(∆)
χint =
1
1− γσ2χintw0(∆)
1 =
σ2
(1− γσ2χint)2w2(∆)
(F.1)
These equations have also been obtained by several methods [9, 26]. It is worth noting
that, with the implicit dependence wn = wn(∆), the system can be rewritten as:
σ2 (w2 + γw0)
2 = w2
1− γσ2χint = σ2 (w2 + γw0)
σ
√
q =
σ2 (w2 + γw0)
µw1 + ∆σ2 (w2 + γw0)
(F.2)
Under this form, the first line of system (F.2) gives ∆(σ, γ). Afterwards, we directly
have χint(σ, γ,∆) and q(µ, σ, γ,∆).
This system can be numerically solved in the variables (χint,∆, q) as functions of
the parameters (µ, σ, γ). All observables can then be computed from the solution. For
example, the proportion of alive species φ = w0(∆). On figure F1, we detail some
analysis on φ(σ, γ), and the response to an environmental press χint(σ, γ). See also
[8, 9, 26] for an analysis of the system.
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Appendix G. Linear stability analysis of the Unique Equilibrium solution
In this section, we perform the linear stability analysis sketched in section 4.2, and show
how to recover the expansions in equations (14) and (15).
Appendix G.1. Context reminder
We recall the protocole [5]: starting in the Unique Equilibrium phase, we let the
system reach an equilibrium point, then add some small field h(t) which we will take
as a Gaussian white noise with covariance h(t)h(s) = σ2hδ(t − s), and see how the
system responds in perturbation theory. In order to do so, we consider the DMFT
equation (10), and linearize it around a stationary solution. We introduce the relative
amplitudes δN(t) = N(t)−N∞, δm(t) = m(t)−m∞ and δη(t) = η(t)−η∞, respectively
corresponding to the population, average population and interaction noise. These
amplitudes are supposed to go to zero, at least in the Unique Equilibrium phase. The
self-consistent relation also holds for these relative amplitudes. Indeed, if we denote
Cc(t, s) the connected correlator, it verifies:
Cc(t, s) = E[δη(t)δη(s)] = E[δN(t)δN(s)]
From now on, E denotes the average over the static noise η∞, the dynamical noise
δη and the perturbation field h(t).
Appendix G.2. Linearization around the fixed point
The cases when N∞ = 0 will just give a relaxing exponential and not influence relevantly
the correlator nor the response function at large times. Therefore, we will focus on the
cases N∞ > 0, and write the corresponding average E+. The linearization reads:
˙δN = N∞(−δN − µδm− σδη + γσ2
∫ t
0
dsχ(t, s)δN(s) + h) (G.1)
where the statistics of N∞ is not perturbed by h at lineaar order. We focus on long
times, and we assume time-translational invariance for the system: Cc(t, s) = C(t − s)
and χ(t, s) = χ(t − s). This assumption has two consequences. First it transforms the
integral term in equation (G.1) into a convolution product. Secondly, denoting f˜(ω) the
Fourier transform of f , the closure relations become:
C˜c,alive(ω) = E+
[
| ˜δN(ω)|2
]
= E+
[
|δ˜η(ω)|2
]
χ˜alive(ω) = E+
[
δN˜(ω)
δh˜(ω)
]
(G.2)
We are computing observables X for alive species only; the global average should be:
E[X] = φE+[X] + (1− φ)Edead[X]
where for relevant observables, the dead species contribution Edead[X] vanishes in the
large-S limit. φ denotes the fraction of alive species in the Unique Equilibrium around
which we are linearizing. It can be computed from the Unique Equilibrium distribution
detailed in Appendix F.2.
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Appendix G.3. Getting closed equations for the response and correlation
We consider the linearized cavity equation (G.1) in Fourier space:
˜δN = (−µ ˜δm− σδ˜η + h˜)
(
iω
N∞
+ 1− γσ2χ˜
)−1
(G.3)
Averaging directly equation (G.3), and as the perturbation is of zero mean h(t) = 0,
we get that the perturbation of the mean population is δm = 0. At this point, we can
directly apply the relation (G.2) for the response function and get the closed equation:
χ˜(ω) = φE+
[(
iω
N∞
+ 1− γσ2χ˜(ω)
)−1]
(G.4)
Now we want to apply the relation (G.2) for the correlation. In order to do so, we
take the modulus of equation (G.3) (remember that δm = 0):
| ˜δN |2 = | iω
N∞
+ 1− γσ2χ˜|−2
{
|h˜|2 + σ2|δ˜η|2 + 2σRe(h˜ δ˜η∗)
}
(G.5)
where X∗ denotes the complex conjugate of X, and Re(X) its real part. At this
stage, we want to take the average of the l.h.s., whereas there are three random variables
on the r.h.s.: N∞, h˜ and δ˜η. They verify independence relations for different reasons:
• h˜ is independent of N∞ by construction, because we added the perturbation once
the steady-state had already been reached;
• δη and N∞ are uncorrelated since at linear order in equation (G.3) we only need to
consider the unperturbed statistics for N∞;
• h and δη are directly uncorrelated, as the noise is sampled from a given covariance
C.
We can then average equation (G.5);
E+
[
| ˜δN |2
]
= E+
[
| iω
N∞
+ 1− γσ2χ˜|−2
]{
E+
[
|h˜|2
]
+ σ2E+
[
|δ˜η|2
]}
Finally, we apply the closure relation (G.2) for the correlation, and rearrange the
terms so that we obtain:
C˜c(ω) =
({
φE+
[
| iω
N∞
+ 1− γσ2χ˜(ω)|−2
]}−1
− σ2
)−1
σ2h (G.6)
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Appendix G.4. Compute the small-ω expansions
As we are interested in the large time behaviour of the system, we perform a small-ω
expansion of the equations (G.6) and (G.4). This limit needs to be taken carefully
because there is a competitive effect in the average between ω and 1
N∞ . We recall that:
E+ [f(N∞)] =
∫ ∞
0
dn p+(n) f(n)
where p+(n) is the truncated Gaussian computed from the Unique Equilibrium analysis
in Appendix F.2.
Let’s first focus on the expansion for the response function (G.4). We first take the
limit ω = 0 to obtain:
χ˜(0) =
φ
1− γσ2χ˜(0)
which consistently shows that the integral of the response function is the same as
the response to a press perturbation from Appendix F.2: χ˜(0) = χint. We introduce
χ′(ω) = χ˜(ω)− χ˜(0), and develop equation (G.4):
χ′(ω) =
(
1− γσ2χ˜(0))−1 ∫ ∞
0
dn p+(n)
−iω + n γσ2χ′
iω + n (1− γσ2χ˜(ω))
We introduce the constant B = 1 − γσ2χ˜(0), and the denominator d(n, ω) =
iω + n (B − γσ2χ′(ω)). We now consider independently the two terms in the integral:
Bχ′(ω) = −iω
∫ ∞
0
dn p+(n) d(n, ω)
−1 + γσ2χ′(ω)
∫ ∞
0
dn p+(n) n d(n, ω)
−1
Because of the strong behaviour of the Gaussian p+(n) at large n, we know that the
integrals will be dominated by the behaviour at small n. We focus on the first integral.
We introduce a cut-off A, and the contribution from −iω reads:
∫ ∞
0
dn p+(n) d(n, ω)
−1 ∼ p+(0)
∫ A
0
dn
1
iω + nB
+
∫ ∞
A
dn p+(n) d(n, ω)
−1
= −p+(0)B−1 log(ω) + oω→0(log(ω))
Now we can get the proper coefficient by considering also the second term. We
eventually obtain the expansion:
χ˜(ω) =
φ
B
+ iω log(ω)
p+(0)
B2 − γσ2φ
The correlation function integral is slightly simpler. We denote this integral:
I2(ω) = φE+
[
| iω
N∞
+ 1− γσ2χ˜(ω)|−2
]
=
∫ ∞
0
dn p+(n)
|iω/n+ B − γσ2χ˜′(ω))|2
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The ω = 0 contribution is directly I2(0) = φ/B
2. We remember that the dominant
term in χ′ is iKω log(ω). We this in mind we expand:
I2(ω)− I(0) = −B−2
∫ ∞
0
dn p+(n)
ω2 (1/n− γσ2K log(ω))2
B2 + ω2 (1/n− γσ2K log(ω))2
We focus on small n such that 1/n log(ω). It can be shown that the remaining
integral is subleading (ω2 log(ω)−2).
I2(ω)− I(0) ∼ −ωB−2
∫ A
0
dn p+(n)
ω
B2 n2 + ω2
I2(ω)− I(0) ∼ −ωB−2
∫ A
0
dn p+(n)
ω
B2 n2 + ω2
∼ −ωB−3 pi
2
p+(0)
where we used the fact that the Lorentzian function converges to a Dirac:
1
pi
ω
ω2+n2
→ω→0 δ(n). The 1/2 factor comes from limiting the integral to positive values.
Eventually, we obtain the expansion:
C˜c(ω)/σ
2
h =
(
B2
φ
− σ2 + ω B
φ2
pi
2
p+(0)
)−1
In order to get the cleaner expressions in equations (14) and (15), we simply use
the relation B = φ/χint from the second line of the system of equations (F.1).
Appendix H. Details of the numerical strategy for the DMFT solver
In this section, we provide more details about the numerical strategy presented in 3.3:
how to sample the noise, integrate the trajectories, iterate the observables. Eventually,
we show an example of convergence, and we make explicit what initialization was used.
We made a gitHub repository with the Python programs we wrote [17]. There is
also a runMe.py file which can be directly run in order to produce DMFT solutions
and figures such as figure 5 or figure 7. In this section, we write down in details the
methodology of the algorithm.
We discretize time in equal units of dt such that tk = k dt. We also fix the final time
we’re interested in as tmax = #time dt. We usually take dt = 0.1. The two-dimensional
functions then become matrices, and the one-dimensional ones are vectors:
mk = m(tk) Ckl = C(tk, tl) χkl = χ(tk, tl)
We will now describe how one iteration of the algorithm is computed numerically.
We start from the observables mk, Ckl and χkl, and we want to compute the new ones
mnewk , C
new
kl and χ
new
kl after one iteration.
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Appendix H.1. Sampling of the noise
We will simulate #traj trajectories that we will refer to as ”species”. Remember that
they are independent in DMFT setting. We will then detail the procedure for one
species only. For each species, we need a given realization of the gaussian noise at all
times {ηk}k=1,...,#time = {η(t = tk)}k=1,...,#time , sampled according to the correlator C.
Given the discretization, we sample {ηk}k=1,...,#time as a multivariate gaussian vector
with covariance Ckl. One way to do this is to diagonalize the matrix Ckl, then in the
proper basis all components are independent.
Appendix H.2. Numerical integration of the trajectory
For the trajectory of the species, the integration of the differential equation is done
with a basic Euler scheme. The Lotka-Volterra system is better simulated in log space.
Therefore, if we denote Nk = N(tk), we implement the scheme:
logNk+1 = logNk + dt F(Nk|m, η, χ) + dt G(Nk|λ)
with: 
F(Nk|m, η, χ) = 1−Nk − µmk − σηk + γσ2dt
k∑
l=0
χkl Nl
G(Nk|λ) =
{
0 for λ = 0
exp [log(λ)− logNk] for λ > 0
The last λ-dependent scheme is for numerical stability whenever there is
immigration in the system. Using this scheme, we compute the trajectory {Nk}k=1..#time
.
Appendix H.3. Computing the new observables from the trajectories
We sample and integrate the trajectories for #traj species following the previous
procedure. We end up with an array of trajectories:{
N ik
}i=1,...,#traj
k=1,...,#time
From them we can compute the new observables m and C by direct averages:
mnewk =
1
#traj
#traj∑
i=1
N ik
Cnewkl =
1
#traj
#traj∑
i=1
N ikN
i
l
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As stated in Appendix E and section 3.3, the response function χ is more difficult
to compute. The two methods can be used:
χnewkl =

1
#traj
#traj∑
i=1
1
σ
N ik dt
#time∑
l′=1
C−1ll′ η
i
l′ for Novikov
1
#traj
#traj∑
i=1
χikl for temporal integration
In the last line of the equation χikl is integrated for each species according to
Appendix D. Eventually, we will start a new iteration of the algorithm, with a soft
update: 
mupdated = (1− a) m+ a mnew
Cupdated = (1− a) C + a Cnew
χupdated = (1− a) χ+ a χnew
After some trials, a reinjection parameter a = 0.3 is a good value.
Appendix H.4. Convergence and the iterative strategy
After one iteration of the algorithm, the new results always present some statistical
noise, due to the fact that we average over a finite number #traj of trajectories. To
get a good convergence, we increase the number of trajectories as the iteration goes on.
The first iterations are performed with few trajectories; they correspond to rough steps
in the configurational space. As the observables get closer to the real solution, we refine
the iterations by using more trajectories.
All results are shown with the following scheme: 30 iterations with 103 trajectories
each, then 10 iterations with 104 each, and 20 iterations with 105 each. The convergence
is considered to be reached when the iteration step becomes lower than a given threshold.
More precisely, labeling Cikl the correlator after iteration i, we have reached convergence
when:
‖Ci+1 − Ci‖F < 10−9
where ‖M‖F = #−2time
∑
klM
2
kls is the rescaled Frobenius norm. We use the threshold on
the correlator, because we found that it is the most difficult observable to converge. A
mixed criterion in all three observables would work as well. On figure H1 we show the
convergence in terms of iteration steps.
Appendix H.5. Initialization
At the beginning of the algorithm, we need to give as input initial guesses for the
correlator matrix C(t, s), the average abundance vector m(t), and the response matrix
χ(t, s). The results are found to be independent on the initial guesses. We consider for
example random initial guesses: a random vector for m, diagonal or random positive
symmetric matrices for C, and lower triangular random matrices for χ (since χ is a
causal function).
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Figure H1. Amplitude of each iteration step as a function of the number of iterations.
The amplitude is computed as the matrix norm of the difference in the correlator before
and after iteration. It is plotted on a semilog scale. This computation was done with
parameters (µ, σ, γ, λ) = (10, 4,−1, 10−4) in the Unique Equilibrium phase.
Appendix I. Some examples of numerical solutions
In this section, we show some more examples of numerical solutions for the correlator
and the response function.
On figure I1, we show an example of a chaotic correlator C(t, t′). It is to be put in
contrast with figure 7, which depicted the Unique Equilibrium plateau type correlator.
On figure I2, we show an example of a response numerical solution χ(t, t′). The behaviour
of χ does not seem to change drastically between Unique Equilibrium phase and the
Multiple Attractors phase.
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Figure I1. Numerical correlator, for rLV DMFT with parameters (µ, σ, γ, λ) =
(4, 2, 0, 10−4) in the Multiple Attractors phase. The parameters of the program are the
same as in figure 5. Contrary to the Unique Equilibrium case in figure 7, there is no
convergence towards a plateau. However, after a transient, the systems becomes TTI.
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Figure I2. Numerical response function, for rLV DMFT with parameters (µ, σ, γ, λ)
= (10, 1/2, 1/2, 10−4) below the onset of chaos. The parameters of the program are
the same as in figure 5. From causality, χ(t, t′) = 0 for t < t′. It can be shown
analytically that χ(t, t) = m(t). Then, for t > t′, there is a relaxation towards 0, as
the perturbation is absorbed.
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