Identification of cell type subpopulations from complex cell Background: mixtures using single-cell RNA-sequencing (scRNA-seq) data includes automated steps from normalization to cell clustering. However, assigning cell type labels to cell clusters is often conducted manually, resulting in limited documentation, low reproducibility and uncontrolled vocabularies. This is partially due to the scarcity of reference cell type signatures and because some methods support limited cell type signatures.
A typical computational pipeline to process scRNA-seq data involves: i) quality control of sequencing reads, ii) mapping reads against a reference transcriptome, iii) normalization of mapped reads to correct batch effects and remove contaminants, iv) data dimensionality reduction with principal component analysis or other approaches, v) clustering of cells using the reduced dimensionality representation, vi) detection of genes differentially expressed between clusters, vii) visualization of cell clusters in t-SNE or similar methods, and viii) assignment of cell type labels to cell clusters. A number of computational tools, including Cell Ranger (Zheng et al., 2017a) and Seurat (Butler et al., 2018) , support automation of steps i to vii (Duò et al., 2018; Freytag et al., 2018; Innes & Bader, 2019) . However, assignment of cell type labels to cell clusters is still conducted manually by most researchers. The typical procedure involves manual inspection of the genes expressed in a cluster, combined with a detailed literature search to identify if any of those genes are known gene expression markers for cell types of interest. This manual approach has several caveats, including limited documentation and low reproducibility of cell type gene marker selection, use of uncontrolled and non-standard vocabularies for cell type labels, and it is time-consuming. For these reasons, computational tools that enable researchers to systematically, reproducibly and quickly assign cell type labels to cell clusters derived from scRNA-seq experiments are needed.
In this study we analysed each of five scRNA-seq datasets with five computational methods that can be used to assign cell type labels to cell clusters based on known gene expression marker lists. The datasets include human liver cells (MacParland et al., 2018) ; mouse retinal neurons (Shekhar et al., 2016b) ; the Tabula Muris mouse cell atlas data (Tabula Muris Consortium et al., 2018a), which encompasses 20 tissues of which we used 11 for which cell type signatures were available (Tabula Muris Consortium, 2018b); and human peripheral blood mononuclear cells (PBMCs) mapped using two technologies: 10X Chromium (Zheng et al., 2017a) and Seq-Well (Gierahn et al., 2017a) ( Table 1) . We chose these five
Amendments from Version 1
-We incorporated a new method (MetaNeighbor) into our evaluation.
-We incorporated two new scRNA-seq datasets (Tabula Muris and PBMCs measured using Seq-Well).
-All Figures have changed: a) we clarified the approach we used to transform each method's predictions into ranks for the ROC and PR curve analyses. This includes main text, updated Figure 1G , and response to Reviewers. b) In our previous version we analyzed four methods and three datasets. In our new version we evaluated five methods and eight dataset variants, and we modified the presentation of the results. Now each Figure 2 to Figure 5 shows all ROC and PR results for each dataset; instead of our previous version where each figure shown ROC results for all datasets in one figure and PR results for all datasets in another figure.
-We added a Figure 6 , which has a summary of results and new results on the influence of the number of genes in cell type signatures on the performance of methods.
-We added Supplementary Table 1 Table 2 with a comparison of an alternative signature dataset for the PBMC datasets -We modified our software code to take prediction outputs in a simpler format than our previous version. The GitHub and Zenodo links were updated accordingly.
-The main text has been clarified in several places. (Table 2) . We chose these five methods to represent different categories of algorithms, ranging from first-generation enrichment analysis (ORA) to secondgeneration approaches (GSEA and GSVA), machine learning tools (CIBERSORT) and network-based neighbor voting approaches (METANEIGHBOR). Although ORA and GSEA were not originally developed to process RNA-seq data, they have been extensively used in transcriptomic studies for gene set enrichment analyses. GSVA was developed to analyse microarray and bulk RNA-seq data. CIBERSORT was developed to estimate abundances of cell types in mixed cell populations from bulk RNA-seq data, and METANEIGHBOR was developed to characterize replicability of scRNA-seq samples.
Any further responses from the reviewers can be found at the end of the article

REVISED
We adapted all five methods to assign cell type labels to cell clusters from scRNA-seq data based on known sets of cell type marker genes. We evaluated these methods using two types of inputs: a matrix with the average expression of each gene x from all the cells in each cell cluster y (Ě xy ) from scRNA-seq measurements, which we assume corresponds to the profile of a cell type or state ( Figure 1A ), and known cell type signatures, represented as gene sets ( Figure 1B ) or continuous gene expression profiles ( Figure 1C ). Figure 1C ) were subsampled in two stages: first we selected the top 5% highest expressed genes for each cell type, then we replaced the gene expression value of a random 10 to 100% of those genes from each cell type, in increments of 10%, by the minimum value of the cell type column. This resulted in subsampled gene expression profile signatures with identical size to the original profile signatures, but with values of the top highly expressed genes randomly replaced by the minimum score of each cell type. For percentage values between 10 to 100%, 1,000 subsampling replicates were generated for each cell type gene expression signature, and each replicate was processed as indicated by Figure 1D -I. Violin plots were used to show the resulting ROC and PR AUC distributions.
Methods
Generation
Implementation of tested methods and use of enrichment metrics for ROC and PR analyses
We used five methods to score each cell cluster for each cell type. Three methods (CIBERSORT, GSVA and META-NEIGHBOR) generated scores that could be directly used for ROC and PR curve analyses. For ORA and GSEA, we first transformed their cell cluster labeling P-values to a -log10 scale, so that higher values reflected higher scores of a cell cluster belonging to a given cell type and used these scores for ROC and PR curve analyses. All prediction scores for each dataset over all tested cell cluster vs. cell type pairs were concatenated into a single vector and compared to gold standard cell cluster annotations ( Figure 1G ). Varying prediction score thresholds over this vector was used to plot the ROC and PR curves and obtain AUC values (using R ROCR and precrec libraries). For each prediction score threshold, all predictions above the threshold were predicted positives and these were compared to known cluster annotations to identify true and false positives, as well as true and false negatives below the score threshold, for ROC and PR curve analysis. Commands for each method were: CIBERSORT (v1.01), 'CIBERSORT.jar -M Mixture -B signature -n 1000'; R library(GSVA) v1.30, R function gsva(); GSEA v3.0, 'gsea-3.0.jar GseaPrerankednperm 1000'; ORA, R function fisher.test() from R v3.5.1. For ORA, the universe of genes used was the intersection of genes present in the cell type gene expression signature and the Ě xy matrix of each dataset. For METANEIGHBOR we created a modified version of function MetaNeighborUS() from the R library(MetaNeighbor) v1.3.1, to obtain cell type prediction scores. A typical MetaNeighborUS() run uses scRNA-seq measurements from studies 1 and 2, and its output is the average ROC AUC for each pair of neighbor ROC AUC scores across 'training' and 'testing' datasets. In this study, we instead used cell clusters from one scRNA-seq dataset as the 'testing' dataset (i.e. study 1) and cell type signatures as the 'training' dataset (i.e. study 2). With the advice of one of the MetaNeighbor developers, we modified function MetaNeighborUS() source code to remove the averaging command 'cell_NV <-(cell_NV+t(cell_NV))/2' and compiled the library from the modified source. All methods were implemented in Java, R and Perl (Table 2 ). The scripts used to run and benchmark cell type labeling methods described in this study are available on GitHub and archived at Zenodo (Diaz-Mejia et al., 2019b).
Computing time benchmark
We implemented wrapper scripts to execute each of the five methods tested, including a stopwatch to time the cell type prediction task. Other tasks, such as input and output preparation, were excluded from computing time values reported in Figure 6D and Supplementary Table 1. All computing time measurements were made using a 3.1-GHz Intel Core i5 CPU with 2 cores and 16 GB RAM. Robustness analyses were performed on the Niagara supercomputer at the SciNet HPC Consortium (Ponce et al., 2019).
Results
Benchmark of cell cluster labeling methods
We benchmarked the performance and computing time of five cell type labeling methods: CIBERSORT, GSVA, GSEA, METANEIGHBOR and ORA ( Figure 1A ) and a cell type gene expression signature, represented as either a gene set (discrete set of genes) or a gene expression profile (vector of continuous gene expression values). For three of the five methods tested (GSVA, GSEA and ORA) we used cell type signatures in the form of gene sets ( Figure 1B ), and for CIBERSORT and METANEIGHBOR we used two cell type signature representation approaches: binary and continuous. In one approach we transformed gene sets into binarized matrices and called the method variants CIBERSORT 'binary' and METANEIGHBOR 'binary'. In the second approach, we used available gene expression profiles ( Figure 1C ) and called the method variants CIBERSORT 'continuous' and METANEIGHBOR 'continuous'.
Each method produced a matrix of cell type prediction scores ( Figure 1D , E) which was compared to manually annotated cell type gold standards ( Figure 1F , G) to conduct receiver operating characteristic (ROC) and precision-recall (PR) curve analyses ( Figure 1H ). The robustness of each method was assessed by randomly subsampling 10% to 100% of the genes from cell type gene expression signatures and repeating the cell type prediction, and ROC and PR curve analyses for each subsample ( Figure 1I ). In the following sections we show ROC and PR curve analyses side by side with their robustness analyses (Figure 2 to Figure 5 ) and a summary of results in Figure 6 .
ROC curve analysis
In general, we observed that all five methods showed high ROC AUCs for assigning cell types to all eight analysed scRNAseq dataset variants (average ROC AUC over 40 method-data combinations = 0.91, s.d. = 0.06). The liver and retinal neuron datasets showed average ROC AUC = 0.96 and 0.93, respectively (Figure 2A , C). The Tabula Muris dataset was analysed in two ways. In the first way, which we call 'Tabula Muris 11', we used data from 11 tissues for which we could find cell type signatures (Tabula Muris Consortium, 2018b), and used their signatures collectively as a gene set database input for a single task to predict cell types across all Tabula Muris tissues (average ROC AUC = 0.88, Figure 3A ). In the second way, which we call 'Tabula Muris 6', we restricted predictions to six tissues with three or more cell type signatures per tissue, using tissue-specific cell type signature gene set databases, and merged the prediction scores from the six tissues to evaluate performance over all those tissues (average ROC AUC = 0.97, Figure 3C ). Since we observed higher ROC AUCs using 'Tabula Muris 6' than using 'Tabula Muris 11' ( Figure 3C vs. 3A), we also analysed the PBMC datasets similarly. First, we used all 22 cell type signatures from the LM22 (Newman et al., 2015b) to predict cell types using PBMC cell clusters from 10X and Seq-Well. We call these approaches 'PBMCs-22-10X' and 'PBMCs-22-SeqWell' and obtained average ROC AUCs of 0.85 and 0.86, respectively ( Figure 4A , Figure 5A ). Secondly, we restricted the analyses to the six cell types from the LM22 matrix that mapped to PBMC cell clusters (see Methods). We call these approaches 'PBMCs-6-10X' and 'PBMCs-6-SeqWell' and obtained average ROC AUCs of 0.89 and 0.96, respectively ( Figure 4C , Figure 5C ).
In terms of ROC curve analyses, GSEA and GSVA were the top performers (average ROC AUCs = 0.93 each), closely followed by the two approaches of METANEIGHBOR and ORA (average ROC AUCs = 0.91 each), then CIBERSORT 'binary' (average ROC AUC = 0.88) and CIBERSORT 'continuous' (average ROC AUC = 0.86). Notably, the 'binary' approaches of CIBERSORT and METANEIGHBOR produced some of the highest performance among all tested methods for the liver (CIBERSORT 'binary' ROC AUC = 1, Figure 2A ), retinal neuron (CIBERSORT 'binary' and METANEIGHBOR 'binary' ROC AUCs = 0.93 each, Figure 2C ) and Tabula Muris datasets (METANEIGHBOR 'binary' ROC AUC = 0.92 using 11 tissues, and 0.99 using six tissues). In fact, the CIBERSORT and METANEIGHBOR 'binary' performances were comparable to those using the original LM22 matrix with continuous values, which we called CIBERSORT 'continuous' and META-NEIGHBOR 'continuous' ( Figure 6A ). A summary of these observations is provided in Figure 6A and Supplementary  Table 1 .
The analysis of ROC AUC robustness showed that in general, performance decayed as a function of removing genes from cell type gene signatures. For the liver dataset, GSVA and GSEA tolerated removal of up to 60% of genes from the liver signatures to maintain ROC AUCs ≥ 0.8, whereas CIBERSORT 'binary', METANEIGHBOR 'binary' and ORA tolerated removal of up to 50% of the genes at the same ROC AUC cutoff ( Figure 2E ). For the retinal neuron dataset, GSVA, METANEIGHBOR 'binary' and ORA tolerated removal of up to 50% of the genes from the signature to maintain ROC AUCs ≥ 0.8, whereas GSEA Receiver operating characteristic (ROC) and precision-recall (PR) curve analyses of five automated cell type prediction methods: CIBERSORT (CIBER(b)), GSEA, GSVA, METANEIGHBOR (META(b)) and ORA (Table 2 ) using a human liver scRNA-seq dataset to compute ROC curve analysis (A) and PR curve analysis (B); using a mouse retinal neuron scRNA-seq dataset to compute ROC curve analysis (C) and PR curve analysis (D). The cell type gene expression signatures used for ROC and PR curve analyses for panels A to D were randomly subsampled 1,000 times, keeping 10 to 100% of genes from the original signatures each time. Automated cell type prediction was repeated for each subsample, and violin plots representing the distribution of resulting ROC AUCs and PR AUCs are shown for analyses using human liver cells to compute ROC AUC robustness (E) and PR AUC robustness (F), and using mouse retinal neurons to compute ROC AUC robustness (G) and PR AUC robustness (H).
and CIBERSORT 'binary' tolerated removal of 30% and 20%, respectively ( Figure 2G ). Analysis of the Tabula Muris dataset showed that all methods were more stable to removal of genes from these signatures compared with observations for the liver, retinal neuron and PBMC datasets. The 'Tabula Muris 6' approach resulted in ROC AUCs slightly more robust than those using 'Tabula Muris 11' (Figure 3E, G) . Analysis of the PBMC datasets showed that GSVA was the method that tolerated the highest removal of genes from signatures (of up to 90%) to maintain ROC AUCs ≥ 0.8 ( Figures 4E, 4G , Figure 5E , 5G). In contrast, METANEIGHBOR 'continuous' was robust using the 10X PBMC dataset ( Figure 4E , G) but decayed markedly using the Seq-Well dataset ( Figure 5E , G). At the same ROC AUC cutoff = 0.8, ORA tolerated removal of up to 50% of genes and GSEA removal of 30-40% of genes for all PBMC datasets ( Figure 4E , 4G, Figure 5E , 5G). The two versions of CIBERSORT showed similar behaviours to each other, tolerating removal of up to 60% of genes in the Performance and robustness analysis of cell type prediction methods using Tabula Muris scRNA-seq data. The same procedure as described in Figure 2 for ROC and PR AUCs of the liver and retinal neuron datasets was used here for the Tabula Muris dataset. Please see Figure 2 legend for details. The Tabula Muris dataset was analysed in two ways. In the first way ('Tabula Muris 11', panels A, B, E and F), 11 tissues whose cell type signatures and cell clusters could be mapped against each other were analysed using all cell type signatures as a single input gene set database for cell type prediction methods. In the second way ('Tabula Muris 6', panels C, D, G and H), the analysis was restricted to six tissues with three or more cell type signatures. In this strategy, each tissue's cell types were predicted separately from other tissues and the results were combined afterwards to evaluate the ROC, PR and robustness of each of five automated cell type prediction methods: CIBERSORT (CIBER(b)), GSEA, GSVA, METANEIGHBOR (META(b)) and ORA.
'PBMC-6-SeqWell' approach ( Figure 5G ), but decayed quickly after removing only 10% of genes in the rest of the PBMC approaches ( Figures 4E, 4G , Figure 5E ).
Precision-Recall curve analysis
When benchmarking the five methods compared in this study, we classified each cell cluster positively into a single-cell type and negatively into the remaining cell types. This produced a skewed distribution with few positive predictions and many negative predictions. To address this imbalance, we used PR curve analyses in addition to ROC curve analyses. In general, the . However, when we restricted signatures to keep only cell types expected to match the input cell clusters we found that ROC AUCs increased marginally (average 1.1 times), whereas the PR AUCs increased substantially (average 3.2 times). For instance, the average PR AUC using 'Tabula Muris 6' was higher than that using 'Tabula Muris 11' (0.73 vs. 0.23, Figure 3D vs. 3B). Similarly, the average PR AUC using 'PBMC-6-10X' was higher than that using 'PBMC-22-10X' (0.69 vs. 0.34, Figure 4D vs. 4B); and the average PR AUC using 'PBMC-6-SeqWell' was higher than that using 'PBMC-22-SeqWell' (0.79 vs. 0.21, Figure 5D vs. 5B).
Some methods clearly separated from the rest using PR curve analyses. For instance, the two highest PR AUCs obtained in this study were for CIBERSORT 'continuous' using the 'PBMC-6-SeqWell' dataset (PR AUC = 1, Figure 5D ) and CIB-ERSORT 'binary' using the liver dataset (PR AUC = 0.98, Figure 2B ). Interestingly, CIBERSORT 'binary' also showed some of the lowest PR AUCs in this study, with a PR AUC = 0.17 using the 'Tabula Muris 11' dataset ( Figure 3B ) and PR AUC = 0.15 using the 'PBMC-22-SeqWell' dataset ( Figure 5B) . Figure 5B), but a considerable increase using the reduced versions of the same datasets: 'PBMC-6-10X' (PR AUC = 0.71 for METANEIGHBOR 'continuous' and 0.54 for METANEIGHBOR 'binary') and 'PBMC-6-SeqWell (PR AUCs = 0.8 each).
GSVA and ORA showed relatively stable PR AUCs across datasets, and GSVA was one of the methods showing the highest PR AUC using the liver, retinal neuron, 'Tabula Muris 6' and PBMC-10X datasets ( Figure 6B ). GSEA and METANEIGH-BOR 'binary' showed lower PR AUCs than other methods using the liver, retinal neuron and 'Tabula Muris 11' datasets ( Figure 2B , 2D, Figure 3B ). A summary of these observations is provided in Figure 6B and Supplementary Table 1 .
In terms of the PR AUC robustness analysis, in general, all five methods achieved their more robust behaviour using the Tabula Muris datasets ( Figure 3F , H). Other cases where the PR AUCs were robust include the liver ( Figure 2F ) and 'PBMC-6-SeqWell' datasets ( Figure 5H ).
GSVA was one of the methods that maintained higher PR AUC values than other methods upon removal of genes from signatures; in particular using the liver ( Figure 2F ), 'PBMC-6-10X' ( Figure 4H ) and 'PBMC-6-SeqWell' datasets ( Figure 5H ). For instance, both GSVA and ORA tolerated removal of up to 60% of genes from the liver cell types signature to maintain PR AUCs ≥ 0.5; whereas CIBERSORT 'binary' tolerated removal of 50% of the genes and METANEIGHBOR 'binary' only 10%, using the same cutoff ( Figure 2F ). METANEIGHBOR 'continuous' showed high PR robustness for the 'PBMC-6-10X' dataset ( Figure 4H ), but interestingly, such behaviour was not recapitulated using the 'PBMC-6-SeqWell' dataset ( Figure 5H ).
Computing time benchmark
Computing times varied from 0.03s for METANEIGHBOR 'continuous', processing the 'PBMC-6-SeqWell' dataset, to 9,330s (2.6 hours) for CIBERSORT 'continuous', processing the 'PBMC-22-10X' dataset ( Figure 6D and Supplementary Table 1 ). For all five datasets, METANEIGHBOR 'continuous' was the fastest method, with times between 0.03 and 0.11s, closely followed by METANEIGHBOR 'binary', with times between 0.4 and 1.77s. GSVA ranked third (0.4 to 4.74s), followed by ORA (1 to 28s). GSEA was 1 to 3 orders of magnitude slower than the preceding methods (48 to 1255s). Finally, the slowest methods were CIBERSORT 'binary' (46 to 1,522s) and CIBERSORT 'continuous' (75 to 9,330s).
The size of the cell type gene expression signatures used for CIBERSORT influenced the speed of classification. For example, for the analysis of the PBMC datasets with CIBER-SORT 'continuous' we used the original LM22 signature with 547 genes, whereas the thresholded binary matrix used for CIB-ERSORT 'binary' had 248 genes. CIBERSORT 'continuous' took 1.3 to 6 times longer than CIBERSORT 'binary' without much difference in performance ( Figure 6C and Supplementary Table 1 ).
Influence of number of genes in signatures on method performance
We evaluated how the number of genes in cell type signatures affected the performance of the five tested methods. As shown in Figure 6E , all methods tended to rank positive gold standards as top hits (i.e. the greater the number of genes in cell type signatures, the greater the chances that a method correctly predicts a cell type). All methods tended to have mispredictions (ranks > 1) using cell type signatures of only one or two genes. Methods like GSEA and GSVA showed a marked improvement when the cell type signatures had 11 genes or more compared with <11 genes, whereas METANEIGHBOR 'binary' improved considerably when signatures had three or more genes, compared with one or two genes. CIBERSORT 'binary' and ORA showed a partial improvement when signatures had six or more genes, but they had peaks of mispredictions at 11-20 genes (ORA) and 21-50 genes (CIBERSORT 'binary').
Discussion
The size and volume of scRNA-seq datasets are continually increasing. While most data processing is automated, cell type labeling of cell clusters is still conducted manually by most researchers. This is in part due to a scarcity of reference cell type gene expression signatures and also because most methods to address this challenge are only available via web servers supporting limited number of cell types (Alavi et al., 2018; Alquicira-Hernandez et al., 2018), making it difficult for users to adapt them for their needs. In this study we used five scRNA-seq datasets to benchmark five methods that can address these challenges. Although three of the five tested methods (GSEA, GSVA and ORA) were not explicitly developed to identify cell types, their extensive use in gene set enrichment tasks and their wide portability motivated us to test them as cell type classifiers. METANEIGHBOR was developed to analyse scRNA-seq datasets and can be adapted to predict cell types. CIBERSORT is implemented both as a webserver and a local command line software package that can be freely licensed for six months by academic researchers, enabling us to benchmark it with relatively low programmatic effort.
Our results show that for the five scRNA-seq datasets used, all five tested methods achieved good performance by ROC curve analyses. However, ROC curves tend to overestimate performance when the ratio of positive to negative predictions is highly skewed. For this reason, we also conducted PR curve analyses. The PR curve analyses showed more variation in the performance of methods than the ROC curves. On average, for the five scRNA-seq datasets, GSVA was one of the top performers by ROC curve analysis and the top performer by PR curve analyses ( Figure 6A , B). GSVA's performance was more robust than that of other methods in analyses where we subsampled genes from cell type signatures. All of these features are particularly important at this stage of the scRNA-seq field, as only limited information on cell type gene expression signatures is available. Notably, despite its relative simplicity, ORA showed a performance comparable to GSVA using most datasets and even higher using the liver dataset. A caveat of ORA is that it requires one extra step compared with other methods, which is to threshold the Ě xy matrix, typically using an arbitrary cutoff, often selected based on the overall distribution of gene expression values, as we used here. CIBERSORT and METANEIGHBOR were also comparable or even superior to GSVA in datasets where the number of cell clusters matched the number of cell types expected. For instance, both former methods outperformed GSVA using the PBMC-6-SeqWell datasets, and CIBERSORT's performance was also higher than that of GSVA using the liver dataset. However, both CIBERSORT and METANEIGHBOR were markedly affected, and outperformed by GSVA, when the number of cell type signatures exceeded the number of cell clusters (i.e. 'Tabula Muris 11' and the PBCM-22-* datasets). A caveat of METANEIGHBOR is that in addition to the typical inputs (cell type signatures and Ě xy matrix) it requires a training phase based on known cell type gene markers to compute an AUC ROC as its prediction scores, but known cell type markers are not available for several scRNA-seq datasets. GSEA was the method with the lowest PR AUC values using all five datasets and was also one of the least stable in robustness analyses.
An interesting observation from the robustness analyses is that for some datasets and methods, subsamples of genes from cell type gene sets produced ROC and PR AUCs higher than those using 100% of the genes. This was particularly noticeable for CIBERSORT using retinal neurons, 'Tabula Muris 11', and the PBMC datasets, and for METANEIGHBOR using the PBMC datasets. This suggests that adding subsampling steps in the pipelines for some methods could improve their performance.
In terms of computing times, METANEIGHBOR was the fastest, and along with GSVA and ORA, offered implementations which were orders of magnitude faster than those of CIBERSORT and GSEA. Our results showed that CIBER-SORT 'binary' performance was comparable to CIBERSORT 'continuous' by both ROC and PR curve analyses, and our implementation of the former reduced computing times between 1.3 and 6 times. Current publicly available scRNA-seq datasets typically contain on the order of thousands of cells, grouped into dozens of cell clusters. In our tests, each of the five tested methods completed the cell type prediction tasks in seconds or minutes. However, bigger datasets from the Human Cell Atlas (Rozenblatt-Rosen et al., 2017) and other sources are expected to have millions of cells (e.g. 1.3 million brain cell from E18 mice, NCBI GEO: GSE93421) grouped into hundreds of clusters, for which the fastest method implementations will be preferred. Considering overall performance, robustness to incomplete cell type signatures, and computing times, we found that GSVA offers one of the best options to label cell clusters from scRNA-seq datasets.
A limitation of this study is that we included only five scRNAseq datasets (Table 1) : liver, retinal neurons, Tabular Muris, and two PBMC datasets, plus variants of the latter three. This was due to the lack of reference cell type annotations needed for our ROC and PR curve analyses. As more scRNA-seq datasets become available and authors provide gold standard annotations of their cell types, our benchmark can be expanded. In the future, carefully annotated scRNA-seq cell clusters and their associated gene expression signatures and gene expression markers will likely replace literature curated gene expression marker sets, but we need many more and diverse scRNA-seq datasets to be generated to get to that stage. It would also be useful to identify recommended prediction score thresholds that maximize performance for each method as well as identify cell type gene sets that always perform poorly, but achieving general results from these analyses will likely need a larger and more diverse benchmark dataset. One way to address this is to predict cell types from individual cells, in which case a cross-validation approach can be used based on cluster labeling data (Abdelaal et al., 2019), but this has the caveat that current generation scRNA-seq methods identify relatively few genes expressed per cell, compared to the cell clusters we analyzed here.
Studying how cluster parameters and data structure (e.g. cluster density, fuzzy vs. hard clusters) affects our results should also be considered in future work. One of the challenges that we faced while adapting the LM22 signature to predict cell types in the scRNA-seq cell clusters generated by Zheng et al. (2017a) was that, even though both datasets correspond to PBMCs, the granularity of their cell type labels was different. For instance, the LM22 signature contains six T-cell types, including three CD4+ (naïve, memory resting, and memory activated), follicular helper, regulatory and gamma delta, whereas the dataset of Zheng et al. (2017a) contained labels for four T-cell related cell types: CD4+/CD25 T Regulatory, CD4+/CD45RO+ Memory, CD4+/CD45RA+/CD25-Naive T and CD4+ T Helper2. Thus, even though these two datasets both classify PBMCs, their cell types cannot be easily related one-to-one. This could be addressed with an ontology analogous to the Gene Ontology (Ashburner et al., 2000) but dedicated to cell type annotations (Bakken et al., 2017; Bard et al., 2005) . Fortunately, the Cell Ontology is being developed for this purpose. This is particularly important as increasing numbers of signatures are expected to arise from initiatives like the Human Cell Atlas (Rozenblatt-Rosen et al., 2017). However, it is an open question how cell cluster annotation performance will be affected when using these eventual comprehensive cell type gene expression marker set databases, as we observed that many methods are highly sensitive in precision-recall analysis when used with larger cell type marker gene set databases that contain additional cell types not represented in a given scRNA-seq dataset. Future work will need to study confusion matrices of all methods and better quantify precision scores. We hope our open source benchmark code can be extended as a useful starting point for future work.
Data availability Underlying data
The datasets used in this study were processed from the following source data:
Single cell RNA-sequencing data from liver cells. Accession number, GSE115469. https://identifiers.org/geo/GSE115469.
Single cell RNA-sequencing of retinal bipolar cells. Accession number, GSE81905. https://identifiers.org/geo/GSE81905.
Single cell RNA-sequencing of Tabula Muris. Accession number, GSE109774. https://identifiers.org/geo/GSE109774.
Single cell RNA-sequencing data from peripheral blood mononuclear cells using 10X Chromium technology. Accession number, SRX1723926. https://identifiers.org/insdc.sra/ SRX1723926.
Single cell RNA-sequencing data from peripheral blood mononuclear cells using Seq-Well technology. Accession number, GSE92495. https://identifiers.org/geo/GSE92495. The authors address an important problem, which is the need for systematic and reproducible approaches for assigning cell type labels based on single cell transcriptome data. They use three data sets with gold standard cell type annotations available and compare the performance of four computational tools on these data sets. The authors measure performance using ROC curves and plots of precision versus recall. They also assess performance over subsamples of the data used as reference gene expression patterns for cell types (either cell type-specific gene sets or cell type-specific expression profiles). In general, they found that all four methods perform reasonably well, although ORA and GSVA perform more consistently well across the three data sets. I do have some questions about the details of how the work was done. The answers to these questions are important for interpreting the results, reproducing the work, or extending it to include additional tools.
Extended data
Presumably the approach to creating the cell clusters, and how dense versus diffuse the clusters are, can have an impact on performance and confidence in the output? How exactly were clusters mapped to cell types? From Figure 1E , it appears that each of the four tools generates a numerical vector for each cell type that contains a score for each cluster, presumably corresponding to the likelihood that that cluster is of the corresponding cell type. Is a cluster always assigned to the cell type corresponding to its highest score? (presumably yes).
In the example, each cell type and each cluster has only a single high score with all other scores being very small. What is the distribution of scores typically? Do clusters sometimes have multiple high scores? Were ties ever observed?
Can multiple clusters map to the same cell type?
3.
Can multiple clusters map to the same cell type? Must a cluster be assigned to a cell type? Or could some remain unassigned? How were the performance curves generated? What parameter was varied? We agree that cluster density and other structure in the data will likely impact automatic R3-A1) cluster annotation performance. Investigating the relationship between a given structure in the data (e.g. density vs. sparseness) and performance would require simulations that may not be realistic. Thus, we limited our analysis to published data with available gold standards. We have now added this point to the discussion.
R3-Q2)
[a] How exactly were clusters mapped to cell types? From Figure 1E, 
R3-A2)
[a] Correct, each tool generates a numerical vector as the reviewer describes.
[b] Yes, a cluster is always assigned to the cell type corresponding to its highest score.
[c] In the methods that we compared, each cell cluster vs. each cell type receives only one score. As can be observed in our new Figure 6E , most cell clusters which were incorrectly classified (i.e. that were not the top-1 ranked prediction) still had top-ranks (ticker distribution in the violin plots closer to the top-1 ranks), which indicates that some clusters can have multiple high scores. We found that 118 out of all 1,276 (9.2%) cell cluster labeling predictions we ran showed ties in the top-score: 65 of the 118 ties (68%) corresponded to METANEIGHBOR 'binary, 24 (20%) to ORA, 15 (13%) to METANEIGHBOR 'continuous', 10 (8%) to GSEA, and 4 (3%) to GSVA. None of the CIBERSORT analyses showed ties.
[d] Yes, multiple clusters can map to the same cell type and this is particularly the case for the newly incorporated Tabula Muris dataset, where 130 cell clusters map to 53 cell types. This doesn't affect our evaluation because a method is not penalized for predicting that multiple clusters have the same cell type annotation.
[e] Yes, a cluster must be assigned a cell type in our case because all clusters have a cell type assignment in our gold standards. In the case of the newly incorporated PBMC-SeqWell data (Gierahn ., 2017), some of the cell clusters were labeled as 'Removed_' by the authors, and et al they didn't classify those clusters into cell types, thus we did not include these in our analysis. As mentioned above in response to reviewers 1 and 2, we've updated the Methods section "Implementation of tested methods and transformation of enrichment metrics for ROC and PR analyses" to clarify all of these points.
How were the performance curves generated? What parameter was varied?
R3-Q3)
As mentioned above in response to reviewers 1 and 2, we've updated the Methods section R3-A3) "Implementation of tested methods and transformation of enrichment metrics for ROC and PR analyses" to clarify this. For each dataset, we combine all cell type gene set prediction scores for a method across all clusters into one column and vary the prediction score threshold to compute the ROC and PR curves.
No competing interests were disclosed. Competing Interests: , which permits unrestricted use, distribution, and reproduction in any medium, provided the original Attribution Licence work is properly cited.
1.
2.
4.
Jimmy Tsz Hang Lee
Wellcome Sanger Institute, Hixton, UK Tallulah Andrews Wellcome Sanger Institute, Hinxton, UK Diaz-Mejia et al. test the ability of four different algorithms to correctly annotate a set of clusters identified in single-cell RNA-seq data. They find that GSVA tends to be the most accurate and fastest method, interestingly they find ORA and GSVA are much more robust to small numbers of marker genes than GSEA or CIBERSORT. This is a very useful and timely study, as manual annotation of cell-types is currently the main bottleneck when analyzing single-cell RNA-seq data.
Comments:
It was unclear to me how the accuracy of the classification methods was evaluated. What was the gold standard truth used for each dataset? Were clusters assigned to (a) the single cell-type for which they had the greatest score or (b) all cell-types where their score exceeded some threshold, or (c) to the single cell-type for which they had the greatest score provided that score was above some threshold or another approach? This is crucial to interpreting the PR and ROC curves presented in the results. Based on the first sentence of the "Precision-Recall curve analysis" section: I inferred you to be using method (c), but using such a method should not necessarily lead to recall values of 1 as clusters which are more similar to an incorrect cell-type than to the correct cell-type would never become true positives. Thus, I had inferred you to be using method (b) based on Figure 2 . It would be very helpful to add a section to the Methods explaining precisely how the accuracy was evaluated.
In addition, I suggest adding figures/tables for the accuracy of each classification approach (% of clusters correctly assigned) when all clusters are simply assigned to the cell-type for which they have the highest score, since I expect this to be the most common approach users of these classifications would take. The main weakness of the paper, as the authors admit, is the small number of datasets used to test the classification methods, particularly since the variability in performance between datasets was high. Apologies for the confusion around this point. We have now clarified how the ROC and PR R2-A1) curves were computed in Figure 1 and the text, as described for reviewer 1, above. We combine all cell type gene set prediction scores for a method across all clusters into one column and vary the prediction score threshold to compute the ROC and PR curves. A cluster is only allowed to be correctly labeled using one cell type, as enforced by our gold standard cluster annotation data (the set of cell types an author used to label their given cell clusters). So this matches strategy (c).
In addition, I suggest adding figures/tables for the accuracy of each classification approach R2-Q2) (% of clusters correctly assigned) when all clusters are simply assigned to the cell-type for which they have the highest score, since I expect this to be the most common approach users of these classifications would take. Figure 6C and Supplementary R2-A2) We thank the reviewer for suggesting these datasets. We already used Shekhar .
Percent of clusters correctly assigned is now included in
R2-A3)
et al 2016 in version 1 of our paper. In the current version, we added Gierahn . (2017) as the et al authors provide cell type labels for the cell clusters, and used the LM22 cell type signatures as input for the prediction methods. We also added the Tabula Muris dataset. We contacted one of the Tabula Muris authors (Angela Pisco), who kindly gave us access to a set of cell type signatures curated by experts on tissues of the Tabula Muris dataset. From the 20 tissues provided in the Tabula Muris data we could map 11 of them into the dataset of cell type signatures and that is what we used as 'Tabula Muris 11' in the current version of our paper. We also investigated the influence of cell type signatures using the PBMC datasets (10X and Seq-Well) using either the full LM22 signature database, that we call 'PBMC-22', or only the six cell types expected to occur in the data, that we call 'PBMC-6'. Altogether, we provide analysis using eight dataset variants, up from the three in our initial manuscript.
It would be interesting to see what the effect of varying the cluster resolution is to the ability of the methods to accurately label the populations. Do you obtain more diverse labelling when there are more clusters? LM22 is a great reference dataset, but recently a new dataset has become openly accessible. This dataset, generated by Monaco et al , characterizes 29 human immune cell types by RNA-seq and flow cytometry. It would be interesting to see if the use of this dataset leads to an improvement. I think it would be helpful for the reader if the authors could summarize their results. The sheer number of comparisons made, means that the reader can feel overwhelmed at the end. A figure summarizing the various results for each method in each dataset could help clarify the message.
Thank you for making your code publicly available.
granularities, this question could be addressed. We have added this to our discussion. Thanks for the pointer. We decided to keep the LM22 dataset because only six of the 22 R1-A4) cell types represented in it could be mapped into the PBMC data we analyzed. The Monaco dataset does not improve this number. Only five of the 17 cell types represented in the Monaco signature for RNA seq data are present in the PBMC data we analyzed. Furthermore, the ROC AUC and PR AUC values obtained using the LM22 and the Monaco signature are comparable to each other (Supplementary Table 2 ). Thanks for raising this point. We have now included summary Figure 6 .
LM22 is a great reference dataset, but recently a new dataset has become openly
R1-A5)
R1-Q6)
Thanks. We have updated our GitHub repository with the MetaNeighbor implementation R1-A6) and modifications to our main wrapper to make it easier to incorporate new methods.
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