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Preface 
 
Dear Participants, 
 
Confronted with the ever-increasing complexity of technical processes and the growing demands on their 
efficiency, security and flexibility, the scientific world needs to establish new methods of engineering design and 
new methods of systems operation. The factors likely to affect the design of the smart systems of the future will 
doubtless include the following: 
• As computational costs decrease, it will be possible to apply more complex algorithms, even in real 
time. These algorithms will take into account system nonlinearities or provide online optimisation of the 
system’s performance. 
• New fields of application will be addressed. Interest is now being expressed, beyond that in “classical” 
technical systems and processes, in environmental systems or medical and bioengineering applications. 
• The boundaries between software and hardware design are being eroded. New design methods will 
include co-design of software and hardware and even of sensor and actuator components. 
• Automation will not only replace human operators but will assist, support and supervise humans so 
that their work is safe and even more effective. 
• Networked systems or swarms will be crucial, requiring improvement of the communication within 
them and study of how their behaviour can be made globally consistent. 
• The issues of security and safety, not only during the operation of systems but also in the course of 
their design, will continue to increase in importance. 
The title “Computer Science meets Automation”, borne by the 52nd International Scientific Colloquium (IWK) at 
the Technische Universität Ilmenau, Germany, expresses the desire of scientists and engineers to rise to these 
challenges, cooperating closely on innovative methods in the two disciplines of computer science and 
automation. 
The IWK has a long tradition going back as far as 1953. In the years before 1989, a major function of the 
colloquium was to bring together scientists from both sides of the Iron Curtain. Naturally, bonds were also 
deepened between the countries from the East. Today, the objective of the colloquium is still to bring 
researchers together. They come from the eastern and western member states of the European Union, and, 
indeed, from all over the world. All who wish to share their ideas on the points where “Computer Science meets 
Automation” are addressed by this colloquium at the Technische Universität Ilmenau. 
All the University’s Faculties have joined forces to ensure that nothing is left out. Control engineering, 
information science, cybernetics, communication technology and systems engineering – for all of these and their 
applications (ranging from biological systems to heavy engineering), the issues are being covered.  
Together with all the organizers I should like to thank you for your contributions to the conference, ensuring, as 
they do, a most interesting colloquium programme of an interdisciplinary nature. 
I am looking forward to an inspiring colloquium. It promises to be a fine platform for you to present your 
research, to address new concepts and to meet colleagues in Ilmenau. 
 
 
 
 
 
Professor Peter Scharff     Professor Christoph Ament  
Rector, TU Ilmenau             Head of Organisation 
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A Particle Filter for the Dynamic Window Approach to
Mobile Robot Control
Abstract
In this paper we present an anticipative local navigation algorithm for an au-
tonomous mobile robot. The purpose of local navigation is to move the robot accord-
ing to a specified goal, like a planned path to a target, and avoiding collisions with
obstacles during operation. The robot is perceiving its immediate surroundings by
laser and sonar range scanners and by a stereo camera. All the sensor information is
represented in a local map. In order to chose the best action, a number of possible
trajectories are then evaluated. The trajectories are modelled as clothoid curves, a
parametric curve which is well suited for moving vehicles. A fitness function that takes
into account the likelihood of collisions, the compliance with the navigation goal and
the speed that can be achieved selects the best trajectory, which is then translated
into motion commands for the drive system.
1 Introduction
Autonomous navigation is one of the key features of a mobile robot. Typically, an au-
tonomous system is possessing a map of the environment, which is either given by the
designer or built from sensory data during operation. Furthermore, the robot has some
means of determining and tracking its own position in the environment. In order to reach
a certain position within that map a 2 step process is conducted: First, the robot has to
plan a series of actions to move from its current position A to the desired target position B.
Then, it has to translate the actions into concrete motion commands to be executed by the
drive system. In most cases it is not possible to plan the entire sequence of motion steps
that would move the robot from A to B because of the occurrence of positional errors dur-
ing execution as well as discrepancies between the map and the actual environment, caused
e.g. by dynamic obstacles such as people appearing in the are or unpredictable motion
of obstacles. Therefore, typically the planner just generates a shortest path from A to B
which is a sequence of positions, while a controller/local navigator is trying to sequentially
generate motion commands that make the robot follow that path, with respect to the cur-
rent position and the updated state of the environment as perceived by the robot’s external
sensors. In this paper we will consider a new implementation of the local navigator only.
The global map, the planning of a shortest path from the robot’s position to its target as
well as the self-localization of the robot within the environment are taken for granted and
not discussed here. The local navigation approach we propose is an anticipatory behaviour
because it not only tries to avoid obstacle collisions but does so by evaluating the results
of a number of possible actions using a limited foresight into the future. To this purpose,
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actions are coded as parametrical trajectory curves and managed by a scheme similar to the
way particle filters are used for state estimation problems.
2 Local Navigation - Related Work
Existing obstacle avoidance aproaches can be roughly divided into two classes: reactive and
anticipatory. A very simple reactive method is the potential field approach, which works
by assigning virtual repelling forces to obstacles close to the robot, and attracting forces to
navigation goals. However, this method often fails to pass narrow passages like doors. An
improvement is the Vector Field Histogram proposed by Borenstein et.al. and its various
enhancements [1], [2]. In this group of algorithms, the robot explicitely distinguishes between
free and blocked directions and chooses a free direction that is closest to the navigation
goal. In contrast to these reactive methods, anticipative approaches explicitely evaluate the
consequences of certain actions and try to choose the one yielding the highest return or lowest
cost. In the Dynamic Window Approach [3], a number of circular trajectories are tested for
the distance they keep to the obstacles around the robot. An enhancement to this is the
Global Dynamic Window Approach, which additionally incorporates global navigation goals
in the cost function. Our approach here basically is a modification of the Global Dynamic
Window Approach, where we use clothoid instead of circular trajectories. Furthermore,
instead of re-generating and evaluating all the possible trajectories from scratch in each time
step, in analogy to a particle filter, the hypotheses are sampled from the best trajectory of
the last time step, imposing an implicit smoothness constraint.
3 Clothoids
In order to choose the best action in the current situation, given the current state of the robot
and the local environment as well as the overall target, we need to generate and evaluate
a number of possible local motion trajectories. For the representation of the trajectories a
form of parametrized curves called clothoids are used. The definition of a clothoid is a curve
with linearily changing bending
c(l) = c0 + c1 ∗ l (1)
where the bending c is the inverse of the curve radius r. Clothoids are used in road con-
struction because the linearily changing curvature in turn means a linear change of lateral
force, avoiding a jump in the force imposed on vehicles following the road. Obviously, for
the same reason they are a good model for robot motion.
Independently of the actual drive system, the robot’s motion is usually seen as a superposi-
tion of translational and rotational velocity, denoted as v and w respectively. For constant
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translation velocity v and rotation velocity w, the robot will move on a circle with radius
r =
v
w
(2)
Therefore, if the robot is currently moving at a velocity (v, w), the initial curvature c0 is
fixed
c0 =
w
v
(3)
Furthermore, there are limitations on the change rate of the curvature c1, which reflect the
physical properties of the robot such as mass and motor power. The actual sequence of
positions described by the clothoid trajectories is then given by
x(l) = x0 +
∫ l
0
cos(φ(l))dl (4)
y(l) = y0 +
∫ l
0
sin(φ(l))dl (5)
φ(l) = φ0 +
∫ l
0
c(l)dl (6)
where (x0, y0, φ0) is the current pose of the robot, containing position and orientation.
4 Trajectory Evaluation
When the robots navigator module receives a new target, it plans a path to the target
position using the Dijkstra algorithm on the global map. During the path calculation, a
potential field is generated which holds for each position of the global map the distance to
the target, assuming a shortest path motion. This target distance will be used, together
with other costs, in evaluating possible trajectories.
While the robot is moving, the external sensor measurements are continuously integrated
into a local 2D map. This local map holds information about traversable and blocked space
in a local vicinity of the robot. Due to the reliable perception distance of the sensors, the
local map has a radius of about 3 meters around the current robot position.
The navigator is using the local map to generate motion commands for the drive system in
intervals of 100 ms (at a maximum speed of 1m/s, this corresponds to a maximum driven
distance of 0.1m). In order to determine the best local trajectory, a number of candidate
clothoid trajectories are generated. Each clothoid is described by parameters c0 and c1.
As exxplained in section 3, c0 is equal for all possible clothoids, determined by the current
translational and rotational robot speed, which is reported by the drive system. However,
c1 is sampled from a random distribution. When no best trajectory was selected in the
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previous loop run, e.g. at the very beginning of autonomous motion, the distribution is just
a Gaussian with mean 0 and a fixed variance. When a previous best trajectory is already
known, the new candidates are sampled with cold1 as mean value. Together with costchange (see
below), a behaviour of permanent alternating is suppressed in situations where 2 possible
trajectories are approxametely equally good (e.g. an obstacle in the center of a hallway that
could be passed to the left or right), imposing an implicit smoothness constraint.
Each trajectory is assigned a cost that is a weighted sum of a number of costs, each one
representing a certain objective:
• costclosest obstacle: Along the trajectory, normal vectors are calculated in regular in-
tervals. Along each normal line, the closest obstacle (blocked cell) is searched. If
an obstacle is found, the cost is (1.0 − d′traj) ∗ (1.0 − d′norm), where dtraj is the dis-
tance along the trajectory, dnorm is the distance from the trajectory along the normal
line. d’ denominates normalization by dividing by the maximum trajectory/normal
line length respectively. The maximum cost for a single found obstacle determines
costclosest obstacle
• costsum obstacles: The summed obstacle cost sums the values over all normal lines.
In contrast to costclosest obstacle it does not only consider the most extreme obstacle
approach, but the overall distance keeping to obstacles along the entire trajectory.
• costbending: In order to enforce straight motion of the robot when possible, a high
bending of the trajectory is punished with high cost. costbending is directly proportional
to the trajectory parameter c1
• costtarget: While the robot must avoid collisions, it is still expected to follow a path
that will take it to the target position. This is reflected by costtarget. The cost is
proportional to the decrease of the target distance (when following the optimal path)
between the current position and the trajectory end point..
• costchange: This cost is proportional to the difference between the current trajectories
parameter vector (c0, c1) and the previously selected trajectories parameter vector
(c0, c1)
old (see above).
Bending cost as well as change cost also depend on the current robot speed: at low speeds,
a strong bending and a faster change of bending are less punishable than when driving at
maximum speed. The overall cost is then given by
cost = α ∗ costclosest obstacle + β ∗ costsum obstacles + γ ∗ costbending
+δ ∗ costtarget + ² ∗ costchange
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with α = 10.0, β = 50.0, γ = 0.5, δ = 8.0 and ² = 0.2 Obviously, when obstacles are near,
they determine the cost mainly. Only in free space situations the bending and change cost
have any significant influence.
Finally, the trajectory with the lowest overall cost determines the motion command. By
choosing a certain c1, the desired change of the curve bending and, with a fixed update
cycle, a bending c to be reached till the next step is given. From eq. (3) follows that only
the relation between v and w is determined by the bending c. Therefore, in order to find
specific values for v and w, additional rules are needed. One possibility would be to always
keep a constant translational velocity v = v0. However, for safety reasons we prefer to slow
down if we get closer to obstacles, therefore v depends on the trajectory obstacle cost too.
d traj
d norm
Figure 1: Left: The obstacle cost for a trajectory depends on the distance of the obstacle to the robot (along the trajectory)
and the distance to the trajectory itself.
Right: The figure shows the robot and the local environment, which is perceived using a laser scanner and a stereo camera.
White areas are obstacles, while black areas are free space. Grey indicates areas which have not been seen by the robot. A
number of trajectories are shown, where the color shows the cost associated with each trajectory. Green colors mean low costs,
while red colors show high costs. The preferred trajectory, which determines the motion command, is marked magenta.
5 Results
To compare the new navigation algorithm presented here to an implementation of the Vector
Field Histogram (this is actually an enhanced version of VFH that has been our standard
local navigation approach for years), we show results of a test run where the robot’s task
was to go down a hallway and turn into an adjacent room, crossing a very narrow door (only
a few cm space to either side of the robot). In both cases the maximum robot speed was
limited to 0.5 m/s. The plots show that the robot moves significantly faster and smoother
using the new algorithm for local navigation (Fig. 2). While with VFH the robot took 36
seconds for the path (average velocity 0.25 m/s), it arrived 40the new algorithm.
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Figure 2: Test run results - left: results using an implementation of the Vector Field Histogram, right: using the trajectory
particle filter. The upper row shows the robot path for both algorithms respectively. The path is slightly smoother using the
new algorithm. Results are more obvious from the velocity plots (2nd row). Here, translational (green) and rotational (red)
velocity are drawn along the path.
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