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A protocol employing weak values (WVs) to obtain ultra sensitive amplification of weak signals
in the context of a solid-state setup is proposed. We consider an Aharonov-Bohm interferometer
where both the orbital and the spin degrees of freedom are weakly affected by the presence of an
external charge to be detected. The interplay between the spin and the orbital WVs leads to a
significant amplification even in the presence of finite temperature, voltage, and external noise.
PACS numbers: 85.75.-d, 03.65.Ta 03.65.Yz, 73.63.Nm,
Weak values (WVs) were introduced more than 20
years ago [1] as a peculiarity of quantum mechanics. A
WV measurement consists in (i) initializing the system
in a certain state |ψi〉—preselection, (ii) coupling weakly
an observable Aˆ of the system with an observable Bˆ of
the detector (via a von Neumann interaction [2]), and
(iii) retaining the detector output only if the system is
eventually measured to be in a chosen final state, |ψf 〉—
postselection. The average signal detected by the detector
will then be proportional to the real or imaginary part of
the complex WV, f 〈Aˆ〉i = 〈ψf | Aˆ |ψi〉 / 〈ψf |ψi〉, rather
than to the standard average value, 〈ψi| Aˆ |ψi〉. Further
discussion of the context in which WV should be under-
stood has been provided [3–5].
Going beyond the peculiarities of WV protocols, recent
series of works explored the potential of WVs in quantum
optics [6–12] and solid-state physics [13–15], ranging from
experimental observation to their application to hyper-
sensitive measurements. In the latter, a measurement,
performed by a detector entangled with a system whose
states can be preselected and postselected, leads to an
amplified signal in the detector that enables sensing of
small, otherwise inaccessible quantities, e.g. sensing the
deflection angle of a mirror of the order of ∼ 500 frad [9].
Within such a WV amplification protocol only a subset of
the detector’s readings, associated with the tail of the sig-
nal’s distribution, is accounted for. Yet, the large value
of f 〈Aˆ〉i outweighs the scarcity of the data points and
leads to signal-to-noise ratio (SNR) amplification [10].
Here we present a paradigm WV hyper-sensitive mea-
surement in the context of solid state systems. It con-
sists of an open semiconducting Aharonov-Bohm (AB)
interferometer subject to a Zeeman magnetic field con-
tacted to half-metallic (strong ferromagnetic) leads. Such
a device is employed to sense a small charge, q, situ-
ated next to one of the arms of the interferometer [see
Fig. 1(a)]; q affects the electron trajectory and momen-
tum in this interferometer arm. While spinless AB in-
terferometers have been fully characterized as detectors
(e.g., Ref. [16]), here we harness the additional (spin) de-
gree of freedom (d.o.f.) for amplified detection. Within
our conceptual scheme, q may be thought of as the un-
compensated charge induced by a gated electrode. As
such, q will be treated classically and induce an electron
spin rotation due to the altered orbital motion of the
electron (mind the magnetic field). We thus have two
d.o.f. — orbital and spin — which serve as “amplifier”
and “detector” respectively (or vice versa). Our amplifi-
cation scheme, involving these d.o.f., is compared with a
simple-minded scheme where (in the absence of interfer-
ometry) only the spin d.o.f. is involved.
The value of q (its weak effect on the interferometer) is
read in the current through the half-metal drain acting as
a spin valve (SV). We show that a properly chosen pres-
election and postselection of interferometer states, while
reducing the current at the drain, makes the spin coor-
dinate of the transmitted electrons hypersensitive to the
small charge. Our analysis underlines the interplay be-
tween spin-related and orbital-related WVs. We show
that even when the orbital WV, marking the amplifica-
tion of the current signal absorbed in the interferometer’s
drain, is countered by the reduced current, our protocol
can still be utilized to enhance signal-to-external-noise
ratio. Our protocol may be extended to realistic multi-
terminal setups that can be employed experimentally.
We begin by describing the transport through a wire
connected to SV leads. The electrons’ motion is ballistic,
described by the Hamiltonian
Hˆ = 1
2m
(pˆ− e
c
A)2 +
gµB
2
B · σˆ . (1)
Here A represents an AB vector potential and B = Bzez
is an additional magnetic field [17]. In generalized cylin-
drical coordinates [r˜(θ), θ, z] [18, 19], the Hamiltonian
reads Hˆcyl = (1/2m)pˆ2θ + E0 + (gµB/2)Bzσˆz , where
E0 is the lowest transverse mode’s energy. The eigen-
modes’ momenta along the wire, pσ ≡ pθ(σ), are given by
pσ = ±
√
p20 − gµBmBzσ, where p0 = [2m(EF − E0)]1/2,
and σ = ±1 = (↑, ↓) labels the spin eigenstates, |↑〉,
|↓〉, in the direction of the applied magnetic field [see
2FIG. 1. (Color online) (a) A sketch of the WV hyper-sensitive
charge measurement setup. It consists of a half-metal open
AB interferometer with Zeeman magnetic field B = Bzez.
The half-metal left and right leads with spin orientations
nˆL, nˆR, respectively, serve as a SV that measures the spin
orientations of the electrons. The length of the upper (lower)
arm is L1 (L2). The spin orientation nˆ
′′
L exits the right junc-
tion of the interferometer. A small charge, q, is situated next
to one of the arms of the interferometer, weakly changing the
confining geometry of this arm. Consequently, the electron
trajectory and momentum of electrons passing through this
arm are modified, inducing additional electron spin rotation
which depends on whether the upper or the lower interfer-
ometer’s arm is traversed (i.e., the spin is coupled to the
“which-path coordinate”). The signal due to q is stored in
the spin state which is read in the current through the SV.
(b) A sketch of the dispersion curve for Hˆ, cf. Eq. (1).
Fig. 1(b)].
The current, I, through the ballistic device is given by
the Landauer-Bu¨ttiker formula [20]
I =
e
h
∫
dE |tL→R(E)|2 [fL(E)− fR(E)] , (2)
where tL→R(E) is the transmission amplitude through
the device at energy E and fL(R)(E) is the Fermi dis-
tribution functions of the left (right) lead. Let us first
discuss the effect of q in the case of an energy indepen-
dent transmission tL→R(E) = tL→R ≡ tL→R(EF ). An
electron injected in a wire with spin σ = ±, traversing
a length L, will acquire a phase ϑσ = pσL/~. As a re-
sult, an electron injected at energy EF with spin |nL〉
precesses in the magnetic field to a new spin orienta-
tion |n′L〉 = U(L) |nL〉 = ei(∆pL/~)σˆz |nL〉, where we have
introduced 2p¯ ≡ p↑ + p↓ and 2∆p ≡ p↑ − p↓. The ferro-
magnetic leads act as a SV, detecting the final spin orien-
tation, with the transmission T = |tL→R|2 = |〈nR|n′L〉|2,
where |nR〉 is the spin orientation of the right lead.
The effect of the charge q situated in the vicinity of
the wire can be deduced from a semiclassical analysis [21].
We find that to first order in q, the presence of the charge
induces an additional spin precession
Uint |n′L〉 ≈ eiqη∆pσˆz |n′L〉 ≈ (1 + iqη∆pσˆz) |n′L〉 , (3)
where η encodes the details of the setup [21]. The current
in the drain is sensitive to this extra spin rotation induced
by q. We define the “signal” of q as ∆Tq = Tq − Tq=0.
For this simple SV case
∆Tq = 2qη∆p|〈nR|n′L〉|2Im{R〈σˆz〉L} , (4)
where we define the spin WV:
R〈σˆz〉L = 〈nR| σˆz |n
′
L〉
〈nR|n′L〉
=
∑
σ σ 〈nR|σ〉 〈σ|n′L〉∑
σ 〈nR|σ〉 〈σ|n′L〉
. (5)
Note that the signal ∆Tq is greatly reduced with the
vanishing of the |〈nR|n′L〉|2 factor. The sensitivity of the
measurement is obtained by comparing the signal with
its uncertainty due to an extraneous noise source. As an
example we assume an uncertainty in nR, i.e. |nR〉 =
exp[iξnξ · σ]|nR〉, where ξ fluctuates much slower than
the time of flight of electrons in the device, and 〈ξξ〉 =
∆2ξ. This leads to an error in the transmission ∆Tξ =
2|〈nR|n′L〉|2∆ξIm{R〈σξ〉L}. The SNR is therefore
αSV ≡ |∆Tq||∆Tξ| =
∣∣∣∣qη∆p∆ξ
Im{R〈σˆz〉L}
Im{R〈σξ〉L}
∣∣∣∣ , (6)
which exhibits no amplification.
We now combine the spin d.o.f. with an interferome-
ter geometry (see Fig. 1). It is equivalent to including an
additional orbital d.o.f. which is affected by q. Our inter-
ferometer is sufficiently open such that no higher wind-
ings around it occur (or multiterminal). Passing through
the interferometer’s arms, L1, L2, an electron with spin
σ has transmission amplitudes t1σ = |t1|ei(pσL1/~+ϕ1),
t2σ = |t2|ei(pσL2/~+ϕ2), respectively. Hence, the trans-
mission through our device can be written as a spin
scalar product T = |tL→R|2 = N 2|〈nR|n′′L〉|2, where
|n′′L〉 = 〈φf |Uint|φi〉 |n′L〉 /N is a properly normalized
spin state that exits the right junction of the inter-
ferometer with N =
√
|〈φf |Uint |φi〉 |nL′〉|2. Here, we
have included the purely orbital effect of the interferom-
eter (amplifier) by defining a state that enters into the
right junction of the interferometer (preselection), |φi〉 =
|t1|ei(p¯L1/~+ϕ1) |1〉+ |t2|ei(p¯L2/~+ϕ2) |2〉, and a state that
comes out of it (postselection), |φf 〉 = eiΦAB |1〉 + |2〉,
where ΦAB = −eBzA/(gµB~) and A is the enclosed
area in the AB ring. The state |1〉 (|2〉) denotes an or-
bital wavefunction at the origin of arm 1 (2). The spin
rotation is the result of two contributions: First, pro-
vided the two interferometer arms are of equal length,
L2, the precession in the applied magnetic field yields
|n′L〉 = U(L2) |nL〉. Second, there is an extra rotation of
the component that runs through arm L1, given by (an
interplay of spin and orbit) Uint = e
i(∆p∆L/~)Aˆσˆz , with
∆L = L1−L2 and Aˆ = |1〉 〈1|. Henceforth, we refer to Aˆ
as the which-path operator. The emerging rotated spinor
is |n′′L〉.
The effect of q situated in the vicinity of arm 1 can be
written in an operator form [21]
Uint → U qint = e−iqAˆ[(δ+ηp¯)−η∆pσˆz]U q=0int , (7)
3where we included the effect of the charge on the enclosed
area, hence the enclosed flux ΦAB → ΦAB + δe. For
simplicity, we explicitly discuss the results in the case
(∆p∆L/~) = 0 mod (2π), in which the operator U q=0int =
1 and the amplifier and detector are coupled only due to
the presence of q [22]. In a weak measurement regime
the response of the detector is linear in q. Expanding the
exponent in Eq. (7), the change in the transmission to
linear order in q is
∆Tq = −2q|〈nR|n′L〉|2|〈φf |φi〉|2
×[(δ + ηp¯)Im{f 〈Aˆ〉i} − η∆pIm{f 〈Aˆ〉iR〈σˆz〉L}] , (8)
where we have introduced the orbital WV
f 〈Aˆ〉i = 〈φf | Aˆ |φi〉〈φf |φi〉 =
t1
t1 + t2eiΦ˜
, (9)
with Φ˜ = ΦAB − (p¯∆L/~) + ϕ2 − ϕ1.
In order to appreciate the enhanced sensitivity due to
the post-selection in the interferometer, we focus on the
simplest case f 〈Aˆ〉i ∈ R, where only the second term in
Eq. (8) is present:
∆Tq = 2qη∆p|〈nR|n′L〉|2|〈φf |φi〉|2f 〈Aˆ〉iIm{R〈σˆz〉L} .(10)
In this case the spin emerging at the right end of the
interferometer is
|n′′L〉 ≈
〈φf |φi〉
|〈φf |φi〉|
(
1 + iqη∆pf 〈Aˆ〉iσˆz
)
|n′L〉 . (11)
Comparing this with Eq. (3), we see that the spin change
due to the nearby charge is amplified by the WV factor
f 〈Aˆ〉i. Thus, spin rotation due to the presence of q is
amplified by the WV procedure.
Here, however, rather than measuring directly the spin
rotation, we measure the signal, ∆Tq. The latter is af-
fected by both the orbital and spin d.o.f.. Comparing
Eq. (10) with Eq. (4), we see that the amplification due
to the orbital WV in Eq. (9) is compensated by a reduc-
tion prefactor, | 〈φf |φi〉 |2. Tuning the interferometer to
be destructive on the right junction, leading to a large
f 〈Aˆ〉i, will be countered by the reduced current.
The relative effect of the charge q, i.e. (Tq −
Tq=0)/Tq=0, is nevertheless enhanced by a large pref-
actor f 〈Aˆ〉i. In order to appreciate the added sensitiv-
ity due to the orbital WV, we consider the response of
this device to the same external noise as before ∆Tξ =
2∆ξ|〈nR|n′L〉|2|〈φf |φi〉|2Im{R〈σξ〉L}. Assuming, again,
f 〈Aˆ〉i ∈ R, we obtain a SNR
αSV+interf. =
∣∣∣f 〈Aˆ〉i∣∣∣αSV . (12)
Since the WV, f 〈Aˆ〉i, can be arbitrarily large, it is possi-
ble to amplify the SNR at will. Indeed the postselection
due to the interferometer reduces the final current to be
FIG. 2. (Color online) Density plot of the amplification factor,
αSV+interf/αSV, in the case of f 〈Aˆ〉i ∈ C for (a) (∆p∆L/~) = 0
mod (2pi), and (b) (∆p∆L/~) = 2.6 · 10−3. In both plots
nL = nR = σx, Bz = 1T, (p¯/~) ∼ 7 · 10
−2(1/nm), (∆p/~) ∼
1 · 10−4(1/nm), ~eη ∼ 20.7nm, δe ∼ 1.5 · 10−2 [21].
measured, but reduces even more the relative uncertainty
on the current due to the noise-induced-error in the SV
orientation [see Fig. 2(a)]. The price to be paid for the
amplification is that one has to detect smaller currents,
and this sets a technical bound for the amplification.
Beyond the case f 〈Aˆ〉i ∈ R, the current through the
device [cf. Eq. (8)] has two terms. The second term con-
tains the interplay between spin and interferometer d.o.f.
leading to the WV amplification we discussed, while the
first term is equivalent to the effect of the charge on a
spinless AB interferometer times a reduction prefactor
due to the spin. The characterization of the amplification
effect in terms of the SNR, as in Eqs. (6,12), is valid in
the general case [f 〈Aˆ〉i ∈ C, (∆p∆L/~) 6= 0 mod (2π)].
We depict the amplification factor for such a general case
in Fig. 2(b).
At finite temperature we cannot neglect the energy
dependence of the transmission amplitude, tL→R →
tL→R(E), and one needs to perform the integral over
energy in Eq. (2). We linearize the electron energy spec-
trum around the Fermi energy. The energy-dependent
transmission is determined by Eq. (8) where p¯→ p¯(E) =
p¯[1 + (m/P2)E], ∆p→ ∆p(E) = ∆p[1− (m/P2)E] [21].
The WV amplification in (αSV+interf/αSV) is gradu-
ally suppressed at higher temperatures and voltage bias
(kBT ∼ eV & (P2/m)max{(~/∆pL), (~/p¯∆L)}), see
Fig. 3. At kBT . (P2/m)max{(~/∆pL), (~/p¯∆L)} the
SNR can even be enhanced since temperature affects the
signal and the noise differently.
In much the same way, Gaussian magnetic field fluc-
tuations of width ∆B will smear the WV amplification.
We include the dependence of the transmission ampli-
tude, tL→R → tL→R(B), and integrate over the mag-
netic field distribution. In a way compatible with our
earlier approximation we linearize the electron energy
spectrum around the tuned magnetic field B0, in which
case the magnetic field-dependent signal is determined
by Eq. (8), where p¯ → p¯(B) = p¯ − ∆p(gµBm/2P2)B,
∆p → ∆p(B) = ∆p + p¯(gµBm/2P2)B [21]. As shown
in Fig. 4, the amplification due to the WV is completely
suppressed in the high magnetic noise limit ∆BΦAB ≫
4FIG. 3. (Color online) (a) The amplification factor,
αSV+interf/αSV, as a function of the transmission through arm
1 for different values of the temperature (a) and voltage bias
(b). In (a), V = 0.1meV, and T = 10mK (solid black curve),
T = 25K (long-dashed red curve), T = 50K (medium-dashed
green curve), T = 100K (short-dashed blue curve). In (b),
T = 10mK, and V = 0.1meV (solid black curve), V = 10meV
(long-dashed red curve), V = 25meV (medium-dashed green
curve), V = 50meV (short-dashed blue curve). All plots
ΦAB = pi and all other parameters are chosen as in Fig. 2.
B. Unlike the temperature or voltage case, here the WV
amplification is suppressed predominantly by the effect
of fluctuations on the AB phase, rather than dephasing
due to the momenta, ∆p, p¯.
FIG. 4. (Color online) The amplification factor,
αSV+interf/αSV, as a function of the transmission through
arm 1 for different strength of the magnetic field fluctuations:
∆B = 10mT (solid black curve), ∆B = 100mT (long-dashed
red curve), ∆B = 500mT (medium-dashed green curve), and
∆B = 700mT (short-dashed blue curve). All plots are for
ΦAB = pi and all the other parameters are chosen as in Fig. 2.
Here we have proposed a setup which exploits the no-
tion of ultrahigh amplification using a weak value proto-
col, in the context of a quantum solid-state device. An
important feature of our design is that by assigning to
spin and orbital d.o.f. the meaning of a detector and
amplifier that undergoes preselection and postselection,
it allows us to observe WVs without synchronizing (in
time) pulses in the two “devices”. Such a necessity arose
in earlier proposals [13–15]. We stress that the main focus
of this work was to demonstrate conceptually that WV
amplification is possible in solid-state devices. While an
attempt has been made to conform to realistic values of
parameters [21], the present analysis does not purport
to substitute a careful numerical or material science ori-
ented analysis of an operating device. Some of the in-
gredients that need to be accounted for are the inclusion
of multichannel wires, and the fact that in practice the
readout of the device will need to be calibrated against
known values of q (or values of a charge producing gate
voltage) [8, 9].
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Supplemental Material I: Spin-orbit effect generated
by a charge placed next to an electron wire
We calculate, here, the effect of a classical charge, qe,
on the electrons in the adjacent arm 1 of the AB-ring.
We use an electrostatic model and plug realistic num-
bers for a GaAs system. The arm is treated as a straight
wire in the vicinity of the charge (see Fig. 5), described
by a parabolic confining potential at a distance, l, from
the xˆ-axis, Vhar(x, y) = (1/2)mω
2
0(y − l)2. We include
only the lowest transverse mode by tuning ω0 such that
Ef ≈ ~ω0. The charge is situated at the origin and
is modeled with a two-dimensional electron gas electro-
static potential, Ve(x, y) = (qe
2)/(k¯q¯2sr
3), where k¯ is the
dielectric constant, q¯s a screening parameter, and r =√
x2 + y2 [23]. Taking V = Vhar + Ve and its derivatives
~V = (Vx, Vy), Vxx, Vxy, Vyx, Vyy, we find the new electron
trajectory by imposing two constraints for each point
along the trajectory: (i) the point is the local minimum
in a given φ direction, i.e. ~∇ · ~V φ = Vy − tan(φ)Vx = 0;
(ii) the curvature is quadratic in the given direction, i.e.
the off-diagonal terms in the rotated Hessian are zero
(Vyy − Vxx) tan(2φ) + 2Vxy = 0. Combining the two con-
ditions we obtain the function
F (x, y, q) = Vy −
(√
1 + T 2 − 1
T
)
Vx ≡ 0 , (13)
where we have used the trigonometric relation tan(2φ) =
2 tan(φ)/(1 − tan(φ)2) to define T = tan(2φ) =
Vxy/(Vxx − Vyy). Solving Eq. 13 perturbatively in q, i.e.
y ≈ l+qy1(x), we obtain the added trajectory due to the
charge
y1(x) = −Fq|q=0
Fy|q=0 , (14)
where we have defined the function’s derivatives Fq, Fy.
An electron traveling in this new trajectory will feel
a position dependent minimum potential, ∆V (x) =
V (x, l+ qy1(x)), and a changed local confining potential
in the transverse direction mω′0(x) = mω0 + q∆ω(x) =
V φyy =
(
(1/(1 + T 2))(Vyy + T
2Vxx − 2TVxy)
) |y=l+qy1(x).
This implies a local linear correction to the eigenmo-
menta pσ(x) = ±
√
p˜20(x) − gµBmBzσ, with p˜0(x) =
[2m((EF−E0)− q(∆V (x)+(~∆ω(x))/2))]1/2. The over-
all additional phase accumulated by the electron in the
wire due to the presence of the nearby charge is obtained
by integrating over the difference in acquired dynamical
FIG. 5. (Color online) The effect of a classical charge, q, on
the electron’s trajectory.
phases over the new and old trajectory,
∫
γ
pσ(γ) · d~l
~
=
∫ ∞
−∞
dx
~
(pσ(x)
√
1 + q2(y′1(x))
2 − pσ)
≈ −qepσ¯η . (15)
Here
η ≡ m
e~P2
∫ ∞
−∞
dx∆V (x) +
~∆ω(x)
2
, (16)
takes into account the detailed form of the potentials,
and we have used the fact the change in the length
of the modified trajectory is negligible (∼ q2). Ad-
ditionally, the new trajectory encloses a different area,
∆A = ∫∞
−∞
dx y1(x), which will affect the accumulated
AB-phase ΦAB → ΦAB + δe.
In GaAs Ef ∼= 10meV, therefore, we choose ω0 ∼
15THz, which is equivalent to a wire width of ∼ 19.5nm.
The dielectric constant is k¯ = 12.9 and the screening
length ls = 1/qs ∼ 8.5nm. We take the charge’s distance
from the wire to be l = 3ls ∼ 25.5nm with a wire length
L = 1µm. For a magnetic field of Bz ∼ 1T, this results
in (p¯/~) ∼ 7 · 10−2(1/nm), (∆p)/~ ∼ 1 · 10−4(1/nm),
~eη ∼ 20.7nm, δe ∼ 1.5 · 10−2.
Supplemental Material II: Finite energy and
magnetic fluctuations
The WV signal is sensitive to temperature, voltage
bias, and magnetic field fluctuations. However, it still
survives to generate an amplification in reasonable
ranges of parameters. We consider the effect of each of
these factors separately. The energy and temperature
dependence of the transmission is calculated by plugging,
tL→R → tL→R(E), into Eq. (2) and performing the in-
tegrals. Similarly, with tL→R → tL→R(B), we integrate
over a Gaussian distribution of width ∆B around the
original magnetic field B0. To solve the energy (magnetic
field) integral, we linearize the momenta around Ef
(B0), i.e. p¯→ p¯(E) = p¯(1 + (m/P2)E), ∆p→ ∆p(E) =
∆p(1 − (m/P2)E) (p¯ → p¯(B) = p¯ − ∆p(gµBm/2P2)B,
∆p → ∆p(B) = ∆p + p¯(gµBm/2P2)B ). Additionally,
6ΦAB, δ → ΦAB(B), δ(B) depends on the magnetic
field fluctuations. In Eq. (8) the dependence of ∆Tq
on energy and magnetic field is due to the follow-
ing terms: |〈nR|n′L〉|2 =
∑
σ |〈σ|nR〉|2|〈σ|nL〉|2 +
2Re
{
ei2∆p(E,B)L〈nL| ↓〉〈↓ |nR〉〈nR ↑〉〈↑ |nL〉
}
,
|〈φf |φi〉|2f 〈Aˆ〉i = t21 + t1t2e−iΦ˜(E,B), and
|〈nR|n′L〉|2R〈σˆz〉L =
∑
σ σ|〈σ|nR〉|2|〈σ|nL〉|2 +
2iIm
{
ei2∆p(E,B)L〈nL| ↓〉〈↓ |nR〉〈nR ↑〉〈↑ |nL〉
}
. Per-
forming the integral over the E and B windows, we
obtain
∆Iq(T, V ) = −2qeV (δ + ηp¯)t1t2
(∑
σ
|〈σ|nR〉|2|〈σ|nL〉|2Im
{
e−iΦ˜K
(
T, V,
p¯∆L
~
)}
+ |〈nL| ↓〉〈↓ |nR〉〈nR ↑〉〈↑ |nL〉| ×
(
Im
{
ei(2
∆pL
~
−ϕ−Φ˜)K
(
T, V,−∆pL+ p¯∆L
~
)}
− Im
{
ei(2
∆pL
~
−ϕ+Φ˜)K
(
T, V,
p¯∆L−∆pL
hbar
)}))
+2qeV η∆p
(
2t21|〈nL| ↓〉〈↓ |nR〉〈nR ↑〉〈↑ |nL〉|Im
{
ei(2
∆pL
~
−ϕ)K
(
T, V,−∆pL
~
)}
+t1t2
[∑
σ
σ|〈σ|nR〉|2|〈σ|nL〉|2Im
{
e−iΦ˜K
(
T, V,
p¯∆L
~
)}
+ |〈nL| ↓〉〈↓ |nR〉〈nR ↑〉〈↑ |nL〉| ×
(
Im
{
ei(2
∆pL
~
−ϕ−Φ˜)K
(
T, V,−∆pL+ p¯∆L
~
)}
+ Im
{
ei(2
∆pL
~
−ϕ+Φ˜)K
(
T, V,
p¯∆L −∆pL
~
)})])
, (17)
∆Iq(∆B) = −2qeV (δ + ηp¯)t1t2
(∑
σ
|〈σ|nR〉|2|〈σ|nL〉|2Im
{
e−iΦ˜F
(
∆B, eA/(gµB~)− m∆p∆L
2~P2
)}
+|〈nL| ↓〉〈↓ |nR〉〈nR ↑〉〈↑ |nL〉|
(
Im
{
ei(2
∆pL
~
−ϕ−Φ˜)F
(
∆B, eA/(gµB~) + m (2p¯L−∆p∆L)
2~P2
)}
−Im
{
ei(2
∆pL
~
−ϕ+Φ˜)F
(
∆B,−eA/(gµB~) + m (2p¯L+∆p∆L)
2~P2
)}))
+2qeV η∆p
(
2t21|〈nL| ↓〉〈↓ |nR〉〈nR ↑〉〈↑ |nL〉|Im
{
ei(2
∆pL
~
−ϕ)F
(
∆B,
mp¯L
2~P2
)}
+t1t2
[∑
σ
σ|〈σ|nR〉|2|〈σ|nL〉|2Im
{
e−iΦ˜F
(
∆B, eA/(gµB~)− m∆p∆L
2~P2
)}
+ |〈nL| ↓〉〈↓ |nR〉〈nR ↑〉〈↑ |nL〉| ×
(
Im
{
ei(2
∆pL
~
−ϕ−Φ˜)F
(
∆B, eA/(gµB~) + m (2p¯L−∆p∆L)
2~P2
)}
+Im
{
ei(2
∆pL
~
−ϕ+Φ˜)F
(
∆B,−eA/(gµB~) + m (2p¯L+∆p∆L)
2~P2
)})])
, (18)
where we have used the azimuth phase difference be-
tween the pre- and post-selected spin orientations ϕ,
the function K(T, V,N) = 2piβeV e
i eVmN
2P2
sin( eVmN
2P2
)
sinh
(
pimN
P2β
) , and
F (∆B,N) = e−
1
2
(∆BN)2 .
Similar temperature, voltage bias, and magnetic field
fluctuations dependence expressions can be written for
the “noise” of our device, ∆Tξ (cf. textual equation above
Eq. (12)). The fact that the “signal”, ∆Tq (Eq. (8)),
and the “noise” are both attenuated by finite tempera-
ture and/or voltage can be traced back to the following
fact. Consider first the “signal”. It consists of a sum of
products of terms which vary sensitively with p¯ and ∆p
(they both appear in phase factors such as L ·∆p, ∆L · p¯,
and combinations thereof). Averaging over different en-
ergies (as implied by finite T, V ) means that we average
over those phase factors, which leads to attenuation. The
combination of the ∆p, p¯ phase sensitive factors is differ-
ent between the “signal” and the “noise” terms, hence
the different attenuation and the smearing of the ampli-
fication (see Figs. 3,4).
