Resource allocation and feedback in wireless multiuser networks by Egan, Malcolm
Copyright and use of this thesis
This thesis must be used in accordance with the 
provisions of the Copyright Act 1968.
Reproduction of material protected by copyright 
may be an infringement of copyright and 
copyright owners may be entitled to take 
legal action against persons who infringe their 
copyright.
Section 51 (2) of the Copyright Act permits 
an authorized officer of a university library or 
archives to provide a copy (by communication 
or otherwise) of an unpublished thesis kept in 
the library or archives, to a person who satisfies 
the authorized officer that he or she requires 
the reproduction for the purposes of research 
or study. 
The Copyright Act grants the creator of a work 
a number of moral rights, specifically the right of 
attribution, the right against false attribution and 
the right of integrity. 
You may infringe the author’s moral rights if you:
-  fail to acknowledge the author of this thesis if 
you quote sections from the work 
- attribute this thesis to another author 
-  subject this thesis to derogatory treatment 
which may prejudice the author’s reputation
For further information contact the University’s 
Director of Copyright Services
sydney.edu.au/copyright
Resource Allocation and Feedback in
Wireless Multiuser Networks
Malcolm Egan
A THESIS SUBMITTED FOR THE DEGREE OF
Doctor of Philosophy
Faculty of Engineering and Information Technologies
THE UNIVERSITY OF SYDNEY
2014
Copyright c© 2014 Malcolm Egan
Abstract
THIS thesis focuses on the design of algorithms for resource allocation and feedbackin wireless multiuser and heterogeneous networks. In particular, three key design
challenges expected to have a major impact on future wireless networks are considered:
cross-layer scheduling; structured quantization codebook design for multiuser multiple-
input multiple-output (MU-MIMO) networks with limited feedback; and resource allo-
cation to provide physical layer security.
The first design challenge is cross-layer scheduling, where policies are proposed for
two network architectures: user scheduling in single-cell multiuser networks aided by a
relay; and base station (BS) scheduling in coordinated multipoint (CoMP). These schedul-
ing policies are then analyzed to guarantee satisfaction of three performance metrics:
symbol error probability (SEP); packet delay; and packet loss probability (PLP) due to
buffer overflow. The concept of the τ-achievable PLP region is also introduced to explic-
itly describe the tradeoff in PLP between different users.
The second design challenge is structured quantization codebook design in wireless
networks with limited feedback, for both MU-MIMO and CoMP. In the MU-MIMO net-
work, two codebook constructions are proposed, which are based on structured transfor-
mations of a base codebook. In particular, the first construction is based on the House-
holder transform, and the second construction is based on group representation theory.
Both constructions are shown to reduce sum-rate loss due to rank-deficient quantized
channel matrices when zero-forcing precoding is employed. A rate-outage lower bound
is also derived and used to construct optimal base codebooks, which are shown to have
the structure of an important class of equiangular tight frames. In the CoMP network, a
low-complexity construction is proposed to solve the problem of variable codebook di-
iii
mensions due to changes in the number of coordinated BSs. The proposed construction is
shown to have comparable performance with the standard approach based on a random
search, while only requiring linear instead of exponential complexity.
The final design challenge is resource allocation for physical layer security in MU-
MIMO. To guarantee physical layer security, the achievable secrecy sum-rate is explicitly
derived for the regularized channel inversion (RCI) precoder. The optimal regularization
parameter is then derived in the large-system regime with equal power allocation. To
improve performance, power allocation and precoder design are jointly optimized using
a new algorithm based on convex optimization techniques. Simulations show that the
proposed algorithm outperforms equal power allocation by up to 20%.
iv
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Chapter 1
Introduction
1.1 Heterogeneous Networks and Small-Cells
In the last decade a major paradigm shift has occurred: wireless multiuser cellular net-
works are now dominated by data and video traffic. Driven by the shift, wireless oper-
ators are seeking to offer services with a significant reduction in dollar per bit cost. This
has led to a fundamental re-think of the wireless access network, resulting in heteroge-
neous network architectures and small-cells.
Traditionally, wireless multiuser networks consisted only of large, high power, high
cost base stations (BSs) and a large number of associated users. While the traditional
setup easily supported voice calls with data rates on the order of 10 kb/s [Chandrasekhar
et al., 2008], it fails to support modern devices with high-rate video and data applications.
Put simply, BSs and users need to be closer together in order to support modern
capacity-hungry devices. The key to reducing the distance between BSs and users is high
BS spatial density. Unfortunately, increasing the spatial density of traditional BSs–known
as macrocell BSs–is infeasible due to high infrastructure costs and severe intercell inter-
ference [Chandrasekhar et al., 2008,Andrews et al., 2012,Ghosh et al., 2012,Damnjanovic
et al., 2011].
The proposed new architecture to achieve the goal of high BS spatial density is based
on small-cells. These small, low power, low cost BSs are overlaid on the macrocell net-
work to achieve the goal of high spatial BS density without the financial cost associated
with networks consisting of only macrocell BSs. This small-cell based architecture is al-
ready being implemented to a limited degree in the case of femtocells [Chandrasekhar
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et al., 2008] and in some commercial cellular deployments; for example, SK Telecom in
Korea [Small Cell Forum, 2012]. The result of the new architecture is a fundamental
change in the structure of the cellular network: heterogeneity; due to variations in the re-
ceived signal-to-interference and noise ratio (SINR) and the number of users each BS can
support.
Although effective interference mitigation in wireless multiuser networks with het-
erogeneous architectures is feasible, there remain difficult challenges to design practi-
cal schemes and effectively manage network resources, which are distributed over the
network. These challenges mean that naive implementations–without appropriate inter-
ference mitigation and resource allocation–in fact lead to a lower system capacity than
traditional networks. To achieve the potential of heterogeneous wireless multiuser net-
works with both macrocell and small-cells, effective network organization is the key.
1.2 Network Organization
The basic design challenge in any communication network is to ensure that data is re-
ceived by the intended users reliably and on-time. In general, and especially in wireless
multiuser networks, this challenge requires the organization of a massive number of dis-
tributed BSs and users. Optimal network organization is therefore a confronting opti-
mization problem over space, time and frequency. Owing to the intractability of this op-
timization problem, the network organization is relaxed into several design challenges,
which aim to offer high performance while only requiring the implementation of low
complexity algorithms.
Three fundamental design challenges are essential to wireless multiuser network or-
ganization:
1. user association;
2. resource allocation;
3. and an interference mitigation strategy.
Importantly, each of these three design challenges is coupled to the others. In fact, the
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high spatial BS density and resulting interference means that there is a particularly strong
coupling between each design challenge compared with traditional macrocell-only net-
works.
1.3 User Association
The network decision for the BS or BSs that each user should be serviced by is known
as user association. Although the design challenge of user association has been present
since the very early wireless cellular networks, new approaches have been motivated by
wireless multiuser networks with small-cell based architectures and cooperating macro-
cell BSs. This is due to an increase the BS density, and also variations in transmit power
levels and the number of users that can be supported per BS.
In traditional cellular networks, users are typically associated to the BS with the high-
est received power [Andrews et al., 2012]; an effective technique only in networks where
each BS has the same transmit power and hence inappropriate in heterogeneous net-
works [Ye et al., 2013, Andrews, 2013]. In contrast, for interference-limited networks–
particularly heterogeneous networks with small cells–the main factor in determining
each user’s rate is the number of users associated to the same BS (the BS loading). As
macrocell BSs are heavily loaded with high transmit power, load balancing is necessary;
in particular, users can be associated to a small-cell instead of a macrocell BS, even when
the received power is lower (known as range expansion) [Ye et al., 2013]. As such, the
macrocell BS reduces the number of users it is required to serve, which improves the
overall data rate for both the macrocell BS’s users and also the user associated to the
small-cell.
A popular low complexity approach for load balancing is known as biasing, where
the user association is based on the biased received power. User association algorithms
based on biasing have been proposed in [Ye et al., 2013] for the downlink, where it was
surprisingly shown that user association based on biasing is near optimal, when the ap-
propriate bias parameters are chosen. Alternative approaches based on various mixed
integer programming problems have also been proposed in [Chen and Hu, 2012,Ye et al.,
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2013, Andrews et al., 2013],
An important distinction between heterogeneous and traditional multiuser networks–
affecting user association on both the uplink and downlink–is that users have approxi-
mately the same transmit power, while the BS transmit power can vary dramatically. This
leads to a difference between the optimal user association for the uplink and downlink,
which does not occur in traditional networks. To resolve this difference between the up-
link and downlink user associations, Andrews [Andrews, 2013] has recently proposed
that the uplink and the downlink be treated as different networks–a significant further
departure from traditional macrocell-only design.
1.4 Cross-Layer Resource Allocation
Heterogeneous networks are interference-limited, which means that an important chal-
lenge is to efficiently allocate resources distributed over the network in order for BSs to
support user demands. Important resources are frequency subcarriers, time slots, anten-
nas in multiple-input multiple-output (MIMO) networks, and transmit power at each BS.
There are two aspects to the resource allocation design challenge: allocation of a given
BS’s resources to associated users; and interference mitigation, for which algorithms are
designed to provide each BS with the required resources. Importantly, resource alloca-
tion that ensures reliable and on-time transmission of data must consider not only each
user’s data rate but also the data network and queues servicing the wireless multiuser
network. This leads to the concept of cross-layer resource allocation, where the standard
networking layer separation does not hold.
Although cross-layer resource allocation has been proposed for earlier wireless mul-
tiuser networks, it has reached a new degree of importance in heterogeneous networks.
This is due to the fact that the increased interference requires even more effective use of
resources; in part to mitigate interference. In this section, we outline the effect of queue-
ing and then survey state-of-the-art approaches to cross-layer user scheduling in wireless
multiuser networks and, more generally, heterogeneous networks.
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1.4.1 Queueing and the Data Network
While each user’s achievable data rate is an important factor in the overall network per-
formance, an equally important factor is the data demand. User data demand determines
the arrival rate of packets to be transmitted via the wireless access network, and hence
strongly affects the length of data queues and packet delay. In addition to the data rate
of the wireless link, the packet arrival rate determines whether packet delay targets are
met, which impacts on overall user satisfaction; for instance, failure to meet delay targets
in wireless video transmission leads to buffering [Khalek et al., 2012].
Traditionally, wireless communication networks have been designed with a focus on
information theoretic data rates. Unfortunately, this approach does not account for bursty
data sources [Ephremides and Hajek, 1998]. To overcome the problem of bursty data
sources, [Telatar and Gallager, 1995] derived the tradeoff between delay and channel ca-
pacity for Gaussian multiaccess channels. Later in [Berry and Gallager, 2002], the results
in [Telatar and Gallager, 1995] were extended to fading channels albeit for point-to-point
links. Throughput optimal rate allocation under a queue stability constraint was devel-
oped in [Yeh and Cohen, 2003], which lead to the “longest queue highest possible rate”
policy. Finite buffer channels were considered in [Diggavi and Grossglauser, 2006], where
the capacity of the compound channel consisting of a finite buffer queue and a discrete
memoryless channel was obtained.
To characterize the practical performance of the data queue in heterogeneous net-
works, there are four key performance metrics: average queue length; average packet
delay; the packet loss probability (PLP) due to buffer overflow; and queue stability. An
important connection between the average queue length, average packet delay, and the
probability of packet loss is Little’s law [Zalesky, 2009], which states
L = λW, (1.1)
where L is the average number of packets in the queue, W is the average delay, and λ is
the effective arrival rate, which accounts for both the user demand and also the packet
loss probability.
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Queue stability can be formalized in several ways and can be understood intuitively
as ensuring that the queue length is bounded. In the case that the queue arrival and ser-
vice processes are Markovian, then queue stability can be interpreted as positive recur-
rence [Norris, 1997]. More generally, when the arrival process is ergodic and the service
process rate is bounded, then Neely et al. [Neely et al., 2002] proposed the notion of an
overflow function
g(M) = lim
t→∞ sup
1
t
∫ t
0
1[U(τ)>M]dτ, (1.2)
where U(t) is the number of unprocessed packets at time t. The queue is then stable if
g(M)→ 0 as M→ ∞.
1.4.2 Optimal Cross-Layer Resource Allocation
Driven by the need to account for both the behavior of physical layer channels and queue-
ing dynamics, resource allocation in heterogeneous networks is a cross-layer design prob-
lem. Ideally, the cross-layer design problem is solved optimally via low-complexity dis-
tributed algorithms. Surprisingly, this ideal scenario exists in many practical scenarios.
In [Chiang et al., 2007a], Chiang et al. proposed a general framework for optimally
solving cross-layer design problems using tools from convex optimization theory [Boyd
and Vandenberghe, 2004]. In particular, they showed that a large number of cross-layer
design problems can be written as a network utility optimization problem–commonly
with the data rate as the utility function–with a decomposable structure [Palomar and
Chiang, 2006]. This means that it is possible to solve the problems in a distributed fash-
ion with no loss of optimality. In fact, solving the cross-layer design problem via decom-
position has been shown to be applicable to cross-layer problems [Chiang et al., 2007a]
involving routing, scheduling, power allocation and congestion control.
Unfortunately, obtaining the globally optimal solution by applying the decomposi-
tion technique in [Chiang et al., 2007a] requires that the utility function and constraints
have an underlying separable convex structure. While this is the case for many problems,
it is not true for all. In the case of non-separable or non-convex structure, the globally op-
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timal solution cannot be efficiently found using distributed algorithms. In particular, the
problem must be relaxed, which means that only locally optimal solutions can typically
be found; often without bounds on the suboptimality. An important instance where this
occurs is for data rate maximization subject to queueing delay constraints in heteroge-
neous networks [Chiang et al., 2007b]. Another pitfall of the network utility maximiza-
tion techniques in low complexity implementations is that the numerical optimization
algorithms are typically iterative; based on variations of Newton’s method [Boyd and
Vandenberghe, 2004].
The alternative to iterative numerical optimization algorithms is to exploit heuristic
approaches [Fattah and Leung, 2002, Conte et al., 2010, Anton-Haro et al., 2006, Liu et al.,
2006b, Carneiro et al., 2004]. While heuristics are not globally optimal solutions to the
network utility maximization problem, they have the dual benefits of low complexity–
the heuristic is not an iterative algorithm–and analytical tractability, which means that
analytical performance guarantees can be derived.
1.4.3 Cross-Layer User Scheduling
User scheduling is an important resource allocation problem; in fact, user scheduling is
the main factor in determining the achievable data rate of users in interference-limited
heterogeneous networks [Andrews, 2013]. On the downlink, the user scheduling prob-
lem consists of selecting one (or more) users to be serviced by the associated BS in a given
time slot. This is a cross-layer design problem as BSs are required to ensure that each user
receives a target data rate, satisfies packet delay targets, and queue lengths are bounded.
As in the case of general cross-layer design, there are two key approaches to cross-layer
user scheduling: network utility maximization; and the heuristic approach.
In [Hou and Kumar, 2010], the network utility maximization approach was applied
to the cross-layer user scheduling problem. In particular, Hou et al. considered time
varying wireless links, where the BS services N users. The BS either fully meets the
demand of each user, or does not service the user at all. Under the assumption of a finite
state channel model, the network utility maximization problem was formulated such that
the sum long-term utility of each user is maximized subject to the long-term service rate
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target being met.
The network utility maximization for the scheduling problem in [Hou and Kumar,
2010] was then solved by developing an online scheduling policy, which asymptotically
achieved the globally optimal solution of the network utility maximization problem. Un-
fortunately, there are two factors that affect the practical use of the online scheduling pol-
icy in low-complexity networks: the policy is based on an iterative numerical algorithm;
and the network utility maximization is formulated on the basis of the long-term strictly
concave utility and long-term service-rate, which does not provide any guarantees on the
network behavior in the short-term and for general non-strictly concave utility functions.
In situations where the utility yields a non-convex network utility maximization prob-
lem or computational complexity is limited, the heuristic approach is an effective alter-
native. There are three key heuristic policies for the cross-layer user scheduling problem,
where one user is selected in each time slot: opportunistic [Fattah and Leung, 2002],
weighted data rate [Liu et al., 2006b]; and cumulative distribution function (CDF)-based
[Park et al., 2005].
Opportunistic scheduling is the simplest scheduling policy, where the queue state is
neglected and the user with the highest data rate is selected [Fattah and Leung, 2002]. To
account for delay, the weighted data rate policy was proposed to select the user with the
highest weighted data rate, where the weight is chosen to be a function of the delay. In
[Liu et al., 2006b], the weight is determined by the total packet delay, which means that
this policy is able to trade off the data rate for a lower total packet delay. Unfortunately,
this policy requires knowledge of the total packet delay for each user’s queue, which can
have a wide variation and hence a long description. In [Park et al., 2005], the CDF-based
scheduling policy was proposed, which offered a simple method to ensure that target
user selection probabilities were achieved.
Cross-layer user scheduling has also been proposed for heterogeneous networks. An
important application is in coordinated multipoint (CoMP) networks, where BSs coop-
erate to improve service to cell-edge users, which typically experience a high degree of
interference. In [Seifi et al., 2011], user scheduling policies were developed. Resource al-
location for CoMP joint transmission in OFDMA networks was developed in [Choi et al.,
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2011], while weighted sum-rate maximization with discrete power control was proposed
in [Zhang et al., 2011].
1.5 Interference Mitigation
Without interference mitigation, each BS in the heterogeneous network does not have the
resources–in the form of spectrum and time slots–required to effectively service its users.
Interference mitigation strategies have three dimensions to exploit: frequency; time; and
space. As such, heterogeneous network interference mitigation strategies are based on
frequency reuse (frequency dimension), BS scheduling (time dimension), and network
MIMO (space dimension). In this section, interference mitigation strategies exploiting
frequency reuse, BS scheduling, and network MIMO are surveyed with a focus on ap-
proaches applicable to multiuser and heterogenous networks.
1.5.1 Frequency Reuse
In cellular networks using OFDMA, nearby BSs are allocated different frequency bands to
reduce the interference between adjacent cells. This approach can significantly improve
the performance of cell-edge users. Traditionally, there are two common approaches
[Novlan et al., 2011]: fractional frequency reuse (FFR), where users in the cell-interior
are allocated a common frequency and the bandwidth for cell-edge users is partitioned
over the network; and soft frequency reuse (SFR), where the bandwidth for cell-edge
users is partitioned the same as for FFR, however the interior users may share frequency
bands with cell-edge users in nearby cells.
With the addition of small-cells in heterogeneous networks, more sophisticated fre-
quency reuse strategies are required. Two common approaches are multicarrier deploy-
ment and carrier aggregation [Damnjanovic et al., 2011]. In multicarrier deployment,
small-cells are allocated different frequency bands to the macrocell, which completely re-
moves interference between tiers. On the other hand, carrier aggregation provides the
macrocell with its own bandwidth and shares the remainder with the small-cells, which
improves frequency reuse.
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While multicarrier deployment and carrier aggregation are simple to implement, near-
optimal frequency reuse strategies can achieve significantly higher system capacity. In
[Saquib et al., 20], a static frequency reuse scheme was proposed, which partitions each
cell into 12 zones. In [Liang and Goldsmith, 2007], an adaptive frequency reuse scheme
was propose based on the channel strength. Han et al. [Han et al., 2009] proposed a joint
optimization of transmit power, frequency, channel and deployment location for each BS.
1.5.2 Base Station Scheduling
Particularly if SFR is employed, interference for cell-edge users can be severe. For these
users, it is highly desirable for nearby BSs to cooperate by scheduling transmissions in
orthogonal time slots. A key technology for base station scheduling on the downlink
is known as the coordinated scheduling category of coordinated multipoint (CoMP)–
currently standardized in LTE [Irmer et al., 2011].
Due to the fundamental similarities between user scheduling and CoMP schedul-
ing, most scheduling policies have the same structure in the common scenario of sin-
gle antenna BSs and users. In particular, the schedulers in [Fattah and Leung, 2002, Liu
et al., 2006b, Park et al., 2005, Hou and Kumar, 2010] can be directly applied to the CoMP
scheduling problem. Importantly, sufficient backhaul must be available in order to en-
sure that the centralized computations can be performed.
1.5.3 Network MIMO
The third dimension for interference mitigation is space, where BSs, relays and remote
radio heads cooperate to form a distributed MIMO network, known as network MIMO.
There are a number of ways that MIMO can be exploited in heterogeneous networks; in
particular, four common scenarios are:
1. relays and remote radio heads, used to improve coverage;
2. multiuser MIMO, for the single-cell;
3. coordinated multipoint (CoMP), for cell-edge users in multi-cell environments;
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4. multi-cell BS cooperation.
Relays have been proposed to improve coverage and reliability of the network. Early
work exploited information theoretic techniques to evaluate the performance. In par-
ticular, [Cover and El Gamal, 1979] derived the achievable rate based on the estimate-
and-forward relaying protocol. In [Laneman et al., 2004, Sendonaris et al., 2003] a num-
ber of practical half-duplex relaying protocols were proposed and analyzed, known as
amplify-and-forward and decode-and-forward. More recently, relaying schemes have
been proposed for networks with multiple relays [Gastpar et al., 2002] and also relays
with multiple antennas [Bolcskei et al., 2006].
Since the seminal work of Foschini [Foschini and Gans, 1998] and Telatar [Telatar,
1999], MIMO techniques for multiuser networks have become ubiquitous. In [Caire and
Shamai, 2003], Caire and Shamai introduced multiuser MIMO, where a BS with multiple
antennas transmitted data to several users simultaneously. In fact, for users with a single
antenna the achievable sum-rate for multiuser MIMO scales linearly with the minimum
of the number of users and number of transmit antennas. Multiuser MIMO has since been
standardized in LTE and LTE-A [Motorola, 2007], and is the basis for many multi-cell BS
cooperation techniques [Gesbert et al., 2010].
The basic mathematical model for multiuser MIMO with n single antenna users and
BS with m transmit antennas is
y = Hx + n, (1.3)
where y ∈ Cn is the receive vector with elements corresponding to each user, H ∈ Cn×m
is the channel matrix, x ∈ Cm is the transmitted data vector, and n is the noise. In order
to mitigate inter-user interference, the desired data vector u is transformed to obtain the
transmitted data vector x. The optimal transformation is an iterative procedure known
as dirty paper coding [Caire and Shamai, 2003]. In practice linear precoding is used, with
x = Vu where V is a linear transformation. Popular choices of V are the Moore-Penrose
pseudoinverse (as in zero-forcing precoding [Caire and Shamai, 2003]), and regularized
channel inversion [Peel et al., 2005], which is closely related to the minimum mean square
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error receiver. An alternative high performance sub-optimal transformation with higher
complexity is vector-perturbation, which was proposed in [Hochwald et al., 2005].
Multi-cell BS cooperation is the most general form of network MIMO, where BSs co-
operate to form large virtual MIMO networks to service users within multiple cells simul-
taneously. A significant feature of multi-cell BS cooperation is that the cell-boundaries in
fact disappear within the coordinating cells–there is no inter-cell interference.
The link between the downlink of a multi-user MIMO network and multi-cell BS co-
operation scenarios was first developed in [Shamai and Zaidel, 2001] (see [Gesbert et al.,
2010] for a detailed historical account), where it was observed that the two networks are
equivalent if individual BS power constraints were neglected. Since this initial work,
developments in resource allocation for multi-user MIMO with per-antenna power con-
straints [Wiesel et al., 2008] has further connected the two scenarios.
Recently, practical schemes for multi-cell BS cooperation have been pursued. A key
desiderata for cooperation schemes is that they are distributed, which is achieved us-
ing two main techniques: optimization theory; and game theory. Iterative optimization
schemes have been proposed in [Gesbert et al., 2007, Li and Liu, 2006]. In [Han et al.,
2007] non-cooperative game theory was exploited to yield distributed resource alloca-
tion policies.
The major difficulty in using network MIMO techniques is that channel state infor-
mation (CSI) is required at the BSs to mitigate inter-user interference on the downlink. In
common frequency division duplex (FDD) networks, the uplink and the downlink use
different frequency bands. As such, the CSI must be fed back from the users to the BSs. In
the next section, we focus on state-of-the-art approaches for backhaul and CSI feedback
in network MIMO.
1.6 Providing Side Information
To provide the capability for BS cooperation, side information is required in the form of
other users’ encoded data and channel state information. In particular, BSs need to be
connected to each other via backhaul, and to users–potentially serviced by other BSs–via
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feedback links. While feedback techniques have been developed for some time–often
for the application of MIMO–new approaches are required in heterogeneous networks,
where network performance is limited by the sheer volume of required side information.
Importantly, similar techniques are also applicable for storage in cloud networks [Papail-
iopoulos et al., 2012]. In this section, we outline the current approaches and challenges in
providing backhaul and feedback in heterogeneous networks.
1.6.1 Backhaul
In multi-cell cooperation schemes, a key element is the capability for BSs to share channel
state information and data symbols in order to perform coordinated scheduling, beam-
forming or exploit network MIMO techniques. Sharing of information between BSs is
achieved by backhaul in the form of either fibre or wireless links.
The requirement of backhaul presents many new challenges including who provides
the backhaul, what information to share between BSs, and ultimately the cluster size of
the cooperating BSs. In the case of femtocells, ISPs are envisaged to provide backhaul
[Andrews et al., 2012]; however, this will force the ISPs to carry additional traffic. More
generally, for in-building applications ethernet can support the backhaul requirements.
On the other hand, for outdoor deployment of small-cells, microwave and millimeter
wave radios have been proposed [Hoadley and Maveddat, 2012].
1.6.2 Feedback
While backhaul provides the capability for BSs to share information, feedback provides
the capability for users to share information with BSs, which is crucial in frequency di-
vision duplex (FDD) networks exploiting network MIMO. The basic problem in limited
feedback design is to determine the feedback rate required in order to achieve a given
data rate. Early work focused on feedback of scalar channel state information corre-
sponding to single antenna links, while more recently focus has been on feedback of
vector channel state information in multi-cell MIMO networks.
The main approach for limited feedback design is to quantize the channel state infor-
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mation (either scalar or vector). In order to perform quantization, both a quantization
codebook and a quantization rule are required. In the case of MIMO links, the channel
state information is a vector, which means that vector quantization is required. For single
user MIMO channels exploiting beamforming, the quantization rule is [Love et al., 2003]
hˆ = arg min
hˆ∈F
|h†hˆ|2, (1.4)
where h is the normalized channel (i.e. ‖h‖ = 1). In [Love et al., 2003], the Grassmannian
criterion was proposed
min max
i 6=j
|hˆ†i hˆj|2, (1.5)
where hˆi, hˆj ∈ F . In general, finding codebooks that optimize (1.5) is a hard problem
as it amounts to constructing Grassmannian frames, which are notoriously difficult to
find. Structured approaches to constructing quantization codebooks have many subtle
connections with algebra, combinatorics, and geometry, which are elaborated further in
[Love et al., 2003, Strohmer and Heath, 2003, Xia et al., 2005].
A special class of well-studied Grassmannian frames is known as equiangular tight
frames (ETFs) [Strohmer and Heath, 2003]. In this case
|hˆ†i hˆj|2 =
N − Nt
Nt(N − 1) , (1.6)
where N is the number of codewords and Nt is the number of transmit antennas. In fact,
codebooks that are ETFs minimize (1.5). Unfortunately, these codebooks only exist when
the number of codewords satisfy N ≤ N2t [Strohmer and Heath, 2003]. Explicit construc-
tions have yielded a large number of special cases ranging from difference set-based tech-
niques [Xia et al., 2005], to harmonic frames [Strohmer and Heath, 2003]; although most
constructions rely on deep links to combinatorial design theory [Colbourn and Dinitz,
2007]. In [Tropp et al., 2005], ETFs were constructed using numerical search based on al-
ternating minimization. The existence of ETFs for all N and Nt such that N ≤ N2t remains
an open question.
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Alternative structured approaches for quantization codebook design have also been
proposed, which are based on the Fourier codebook [Love et al., 2003], Kerdock codes
[Inoue and Heath, 2009], lattices [Ryan et al., 2009] and the modified Lloyd algorithm
[Xia et al., 2005]. While suboptimal and impractical, random approaches have also been
proposed and analyzed in [Mukkavilli et al., 2003].
For multiuser MIMO, obtaining quantization codebooks has been even more chal-
lenging than for single user MIMO. In [Heath et al., 2009] it was shown that the Grass-
mannian criterion is still applicable in the case that zero-forcing precoding is employed.
The key difference between single and multiuser MIMO quantization codebook design
is that inter-user interference is present. As such, significantly larger codebooks are re-
quired. Random codebooks were proposed and analyzed in [Jindal, 2006], and a rate-
distortion analysis approach for random codebooks was performed in [Ding et al., 2007].
To reduce the search complexity and storage requirements, structured multiuser MIMO
quantization codebooks have also been proposed. In particular, Kerdock codes [Inoue
and Heath, 2009], progressive refinement techniques [Heath et al., 2009], and Lloyd
algorithm-based approaches have been considered. An alternative approach where a
precoder is selected from a finite set of choices instead of quantizing the channel at each
user has also been proposed [Love and Heath, 2005]. The quantization codebook em-
ployed in LTE is described in [Heath et al., 2009].
In multi-cell MIMO networks, the feedback problem is even more complex as dif-
ferent levels of feedback may be provided to different BSs. To this end, adaptive feed-
back allocation schemes have been proposed and analyzed in [Bhagavatula and Heath,
2011, Lee and Shin, 2011, Hou and Yang, 2011].
1.7 Physical-Layer Security
Although the data rate is an important performance metric, in many applications it is not
the only one that determines the effectiveness of the network; one example is cross-layer
design. Another case where data rate is not the only criterion is in network security. Se-
cure transmission of data is of practical necessity in not only military applications, but
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also in the protection of individual privacy [Shiu et al., 2011]. The traditional approach
to the security problem is to employ cryptographic techniques that exploit the computa-
tional deciphering of the codes. Unfortunately, with the computational advances follow-
ing Moore’s law and the vulnerability of the cryptographic algorithms to future theoreti-
cal advances it is highly desirable to ensure perfect secrecy.
Perfect secrecy was first introduced by Shannon, and is achieved by ensuring that the
mutual information of the received message at the eavesdropper is zero [Mukherjee et al.,
2013]. Effectively, this means that the eavesdropper gains no additional information from
the received signal, which is used to decode the message. Shannon’s result was then
extended by Wyner to the wiretap channel, which is based on the degraded broadcast
channel.
More recently, fading channels and MIMO techniques have been considered. In par-
ticular, the secrecy capacity was derived for MIMO channels with eavesdropper–known
as the MIMO wiretap channel–in [Khisti and Wornell, 2010a, Khisti and Wornell, 2010b].
An important technique for the MIMO wiretap channel is artificial noise transmission
[Goel and Negi, 2008], where noise is transmitted into subspaces that are orthogonal to
the signal for the intended user. As such, only the eavesdropper experiences a degrada-
tion in channel quality.
Physical layer security techniques have also been extended to heterogeneous net-
works. In particular, secrecy capacity scaling laws were derived in [Koyluoglu et al.,
2012,Liang et al., 2009,Vasudevan et al., 2010]. In [Zhou et al., 2011], the throughput cost
was analyzed.
1.8 Focus of the Thesis and Overview of Contributions
This thesis focuses on three areas within the context of Sections 1-7 that will impact future
wireless multiuser and heterogeneous networks. The first area is cross-layer schedul-
ing, where low complexity approaches are considered for both single-cell and CoMP net-
works that incorporate reliable physical layer transmission and finite buffer queues. The
second area is limited feedback quantization codebook design in both multiuser MIMO
1.8 Focus of the Thesis and Overview of Contributions 17
and CoMP, with a focus on structured codebooks with low storage, and low construction
and search complexity. The final area is resource allocation for physical layer security
multiuser MIMO, where the algorithms are proposed and analyzed in terms of the trade-
off between achieving a high sum-rate and achieving secrecy.
In each area, algorithms are developed to improve performance and efficiently use
network resources. The major contributions in this thesis are the following algorithms.
1. Low complexity cross-layer scheduling policies for single-cell multiuser networks
aided by a relay and CoMP.
2. Structured quantization codebook design in multiuser MIMO and CoMP with lim-
ited feedback.
3. Precoder design and power allocation to maximize the secrecy sum-rate in mul-
tiuser MIMO.
In each area, the proposed algorithms are detailed and analyzed. In particular, op-
timal or near-optimal solutions are obtained via low complexity techniques, which are
applicable in a range of multiuser networks. Each aspect contributes to reliable and high
data-rate transmission in large-scale wireless multiuser and heterogeneous networks.
The algorithms proposed in this thesis improve the practicality or performance in sys-
tems with a range of physical and computational resources.
1.8.1 Overview of Major Contributions
In this section, the structure of this thesis is outlined with a detailed overview of the key
contributions.
Chapter 2: Cross-layer User Scheduling in Single-cell Relay Networks
In this chapter, a cross-layer user scheduler is proposed in multiuser networks aided
by a relay. In order to guarantee performance targets are met, analytical expressions are
derived for delay, symbol error probability, and packet loss due to buffer overflow. In
particular, the key contributions are:
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1. Section 2.3 develops the notion of the delay in packet scheduling (DPS), and gives
the proposed user scheduler.
2. Section 2.4.2 gives the expression for the probability mass function of the DPS.
3. Theorem 2.1 gives the cumulative density function of the end-to-end signal-to-noise
ratio (through the relay network) for the scheduled user.
4. Equation (2.19) gives the symbol error probability of the scheduled user, which is
applicable to several different modulation formats.
5. Theorem 2.2 gives the packet loss probability due to buffer overflow for each user in
networks with finite data buffers.
Chapter 3: Cross-layer Scheduling in Coordinated Multipoint
In this chapter, a cross-layer base station scheduler is proposed for the downlink of a
coordinated multipoint network with finite buffers. Performance guarantees are derived
for the packet loss probability due to buffer overflow. To efficiently describe the tradeoff
between the packet loss probability for each base station and the packet arrival rate, the
concept of the τ-achievable region is developed. The key contributions of this chapter
are detailed as follows:
1. Section 3.3.1 gives the proposed cross-layer base station scheduler.
2. Proposition 3.1 gives the bound for the packet loss probability due to buffer overflow
for each user.
3. Definition 3.1 gives the concept of the τ-achievable region.
4. Theorem 3.1 gives the τ-achievable region for the proposed scheduler.
5. Section 3.4 gives the proposed network design strategy to select both the parameters
for the scheduling policy and the transmission time of each slot.
Chapter 4: Structured Limited Feedback Codebook Design for Multi-user MIMO
In this chapter, the problem of constructing different quantization codebooks at each
user in multiuser MIMO is considered. This ensures that rank deficiency of the quantized
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channel matrix is avoided, which significantly improves performance when zero-forcing
precoding is employed. Two structured constructions for the codebooks are proposed:
the first construction is based on the Householder transform; and the second construc-
tion is based on group representation theory. In particular, the key contributions in the
chapter are:
1. Table 4.1 gives the first codebook construction method based on the Householder
transform.
2. Table 4.2 gives the second codebook construction method based on group represen-
tation theory.
3. Theorem 4.1 gives conditions for the uniqueness of the transformed codebooks at
each user.
4. Proposition 4.2 gives new sparsity properties for the Fourier codebook after applying
the Householder-based construction in Table 4.1.
5. Equation (4.22) gives the rate-outage bound when a common codebook is employed
to provide a baseline comparison with the proposed constructions of different code-
books.
6. Theorem 4.2 gives new properties of optimal base codebooks in terms of the rate-
outage bound.
Chapter 5: Structured Limited Feedback Codebook Design for Coordinated Multi-
point
In this chapter, the problem of constructing variable dimension quantization code-
books for multiuser MIMO is considered. First, a low complexity codebook construction
is proposed, which has linear complexity in both codebook size and dimension Next, op-
timal codebooks based on cyclic difference sets are used to construct codebooks with low
storage requirements. The key contributions in this chapter are:
1. Section 5.4 gives the proposed low complexity construction with linear complexity
in both size and dimension.
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2. Section 5.5 gives the proposed construction with low storage requirements based on
the theory equiangular tight frames.
Chapter 6: Resource Allocation in Multiuser MIMO for Physical Layer Security
In this chapter, resource allocation algorithms are proposed to achieve physical layer
security in multiuser MIMO networks. In particular, joint precoder design and power
allocation algorithms are developed. The key contributions in this chapter are:
1. Theorem 6.1 gives a general expression for the achievable secrecy sum-rate in mul-
tiuser MIMO with linear precoding.
2. Theorem 6.2 gives the optimal secrecy sum-rate achieved by regularized channel in-
version precoding in terms of the signal-to-noise ratio, for the large-system regime.
3. Table 6.1 gives algorithms for power allocation, and joint power allocation-precoder
design.
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Chapter 2
Cross-layer User Scheduling in
Single-cell Multiuser Wireless Relay
Networks
This chapter proposes a new user scheduler for multiuser networks that are aided by a relay. The
scheduler is designed to account for delay, symbol error probability (SEP), and packet loss probability
(PLP) due to buffer overflow. A cross-layer scheduling approach is developed for the downlink to
balance these system metrics.
2.1 Introduction
THE explosive demand for real-time audio and video streaming drives the need fornew high data-rate transmission strategies in multiuser wireless networks sup-
porting multimedia applications [Akyildiz et al., 2007, Fattah and Leung, 2002]. The
defining property of these networks is low delay tolerance, in addition to throughput
constraints [Akyildiz et al., 2007]. Practical implementations of wireless multimedia net-
works are currently under consideration in current and emerging standards such as the
IEEE 802.16 [Liu et al., 2006b, So-In et al., 2009, So-In et al., 2010]. Wireless multimedia
relay networks (WMRNs) are one important class of such networks [Johansson and Xiao,
2006, Ng and Yu, 2007, Tang and Zhang, 2007]. In this chapter, the important problem of
scheduling in WMRNs with multiple data classes and multiple users is addressed. Not
only does it call for a cross-layer approach to address the multimedia data, but it must
also have a cross-user aspect that takes into account the instantaneous channel states of
all the users.
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Cross-layer scheduling has been successfully applied to other wireless multimedia
networks. There are two main approaches: low-complexity heuristic policies [Liu et al.,
2006a, Kobayashi and Caire, 2006, Anton-Haro et al., 2006, Eryilmaz and Srikant, 2004,
Park et al., 2005], and network utility maximization (NUM) based algorithms [Hou and
Kumar, 2010, O’Neill et al., 2008]. A common example of the heuristic approach is the
weighted sum-rate scheduler, where the weight is dependent on a function of total packet
delay [Liu et al., 2006a] or the number of packets in the queue [Kobayashi and Caire,
2006]. In contrast, NUM maximizes the average utility subject to a long-term minimum
service rate for each user [Hou and Kumar, 2010, O’Neill et al., 2008]. While NUM
achieves long-term utility optimality, it requires the repeated solution of a convex op-
timization problem using iterative sub-gradient methods. This may not be practical in
low-complexity systems.
In this chapter, a new cross-layer scheduler is proposed for the WMRN that falls
within the heuristic approaches. The new scheduler is specifically designed for the multi-
user situation. Unlike the single user case, the overall delay is not only affected by the
length of the queue, but can in fact be dominated by the channel state for each user, rela-
tive to all the others. To address this, a new scheduler is proposed based on a weighted
function of the signal-to-noise ratio (SNR) for each user, and the delay in packet schedul-
ing (DPS) for each user. The DPS for a user is defined as the number of potential schedul-
ing opportunities that have elapsed for the packet at the head of the user’s queue.
To demonstrate the performance of the proposed scheduler, it is applied to the pop-
ular WMRN based on cooperative dual-hop amplify-and-forward (AaF) relaying. The
majority of work in the literature related to scheduling in these WMRNs consider op-
portunistic equal weight scheduling, where the user with the highest end-to-end SNR
is scheduled (see, for example, [Yang et al., 2011, Kim et al., 2011, Ding et al., 2011] and
the citations therein). Of particular interest is [Yang et al., 2011] where the outage prob-
ability and the symbol error probability (SEP) of opportunistic equal weight scheduling
were derived. For the proposed scheduler, the fact that the DPS evolves according to a
Markov chain is observed, and then used to calculate both the PMF of the DPS and the
SEP. The buffer state (number of packets) and the packet loss probability due to overflow
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are also calculated. These quantities are required to calculate the average total delay of
each packet and the throughput.
The network is analyzed under the assumption of independent and identically dis-
tributed Rayleigh fading and homogeneous Poisson arrivals. First, the probability mass
function (PMF) of the DPS is derived by constructing the augmented transition matrix of
a truncated multidimensional Markov chain. Then, an accurate approximation is derived
for the average SEP of the scheduled user with uncoded symbols. The analysis holds for
an arbitrary number of users K and any scheduling policy where the weights are a func-
tion of the DPS for each user. Simulations are then performed that confirm the analysis.
The proposed scheduler is shown to achieve up to a 30% improvement in the probability
the DPS satisfies a given constraint, with negligible degradation in the SEP compared to
the opportunistic equal weight scheduler in [Yang et al., 2011].
To further characterize the performance of the scheduler, a new analytical expression
is derived for the PLP due to buffer overflow. Currently, this has not been addressed
in the multiuser scheduling scenario under consideration. Simulation demonstrate that
the proposed scheme can outperform the equal weight scheduler [Yang et al., 2011] by
85%. The analysis and simulations show that that the PLP does not always improve with
increasing buffer size. This is shown to be avoided by decreasing the transmission time.
Finally, the throughput is simulated when a convolutional code is used. The through-
put is dependent on the SEP of the scheduled user, and the average PLP. When the trans-
mission time is sufficiently small, the SEP dominates the throughput. In contrast, when
the transmission time is sufficiently large, the PLP dominates. Simulations show that the
throughput can be significantly improved by optimizing the transmission time and the
code rate. In particular, the throughput can be increased by over 20% when the transmis-
sion time is reduced from 4 ms to 2 ms, at a code rate of 1/4.
2.2 System Model
Consider the WMRN (illustrated in Fig. 2.1) where a base station (BS) with K first-in first-
out (FIFO) data queues transmits to K corresponding users with the aid of an AaF1 relay.
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Figure 2.1: WMRN system model.
In the proposed cross-layer scheduling policy, a single user with the largest weighted
SNR is scheduled for transmission in each scheduling opportunity. Independent non-
identically distributed (i.n.d) block Rayleigh fading is assumed in the two-hop relay links
with a coherence time of Tc seconds.
2.2.1 MAC Layer Architecture
The BS has K finite queues with buffer size B, each corresponding to a distinct user. A
user’s packet is lost if the buffer for the queue is full and a new packet arrives. The arrival
process of the packets for each queue is assumed to be a homogeneous Poisson process
with rate λk, k = 1, . . . , K, where each k corresponds to a different queue. The probability
that n packets arrive in an interval of time T for the k-th user is then given by
Pr(Nk(T) = n) =
e−λkT(λkT)n
n!
. (2.1)
1AaF is a practical relaying protocol due to its ease of implementation and low power consumption since
there is no need for digital decoding at the relay [Laneman et al., 2004]. This makes it preferable over decode-
and-forward in low-complexity implementations where digital hardware is not available.
2.2 System Model 27
Packets can be re-requested with the caveat that the arrival of the re-requested packet is
consistent with the Poisson arrival process. The transmission time T is the same for all
users.
Prior to Section 2.5, backlogged queues are assumed such that at least one packet is
always available. As a result, the BS is never silent. This assumption is also made in
[Sharif and Hassibi, 2007]. This restriction in Section 2.6 where the PMF of the buffer
state and the PLP due to buffer overflow are derived.
2.2.2 Physical Layer Architecture
The BS and the relay each transmit for T/2 seconds in half duplex mode such that the
total transmission time from the BS to the scheduled user is T seconds, where T ≤ Tc.
The transmission time is chosen such that the BS has knowledge of both the BS-relay and
relay-user links for scheduling purposes. In the BS-relay link, the received signal at the
relay is given by
yR =
√
EShSRx + zR, (2.2)
where ES is the transmit power at the source, hSR is the Rayleigh fading channel coeffi-
cient between the source and the relay, x is the transmitted symbol using binary phase-
shift keying (BPSK), quadrature phase-shift keying (QPSK) or M-ary pulse amplitude
modulation (M-PAM), and zR is the additive white Gaussian noise (AWGN) with one-
sided power spectral density N0. In the relay-to-user link, the received signal at the
scheduled user, denoted by k∗ ∈ {1, . . . , K}, is given by
yk∗ =
√
ERhRk∗βyR + zk∗ , (2.3)
where ER is the transmit power at the relay, hRk∗ is the Rayleigh fading channel between
the relay and the scheduled user, zk∗ is the AWGN with one-sided power spectral density
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N0, and β is the relay amplification factor defined as
β =
√
1
ESR|hSR|2 + cN0 . (2.4)
In (2.4), set c = 1 for the case where noise power is included in the relay amplification
factor and set c = 0 for the case where the noise power is ignored [Yang et al., 2011].
The end-to-end SNR of the scheduled user is written as
γeq =
γSRγRk∗
γSR + γRk∗ + c
(2.5)
where γSR is the instantaneous SNR in the source-to-relay link and γRk∗ is the instanta-
neous SNR in the relay-to-user link. The effect of path loss is incorporated into the in-
stantaneous SNRs such that γSR = d
−η
S ES|hSR|2/N0 and γRk∗ = d−ηR ER|hRk∗ |2/N0, where
dS is the distance between the source and the relay, dR is the distance between the relay
and the scheduled user, and η is the path loss exponent. As both the BS-relay and relay-
to-user links experience i.n.d. Rayleigh fading, the probability density functions (PDFs)
of the instantaneous SNRs are written as
fγSR(γ) =
1
γ1
e−
γ
γ1 , (2.6)
fγRk(γ) =
1
γ2
e−
γ
γ2 , k = 1, 2, . . . , K. (2.7)
where γ1 = E[γSR] is the average SNR in the source-to-relay link and γ2 = E[γRk], ∀k ∈
{1, . . . , K}, is the average SNR in the relay-to-user links, with E[·] denoting the expecta-
tion.
2.3 Proposed Cross-Layer Scheduling Policy
In this section, the new user scheduling policy is detailed. The scheduling policy selects
the user with the largest weighted SNR of the second hop. The weight is a function of the
DPS. The DPS is formally defined as follows.
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Definition 2.1. The DPS of user k is the number of potential scheduling opportunities that have
elapsed for the packet at the head of user k’s queue.
Note that a packet can only be scheduled at the front of a user’s queue. As a result,
only delays of the packets at the front of each user’s queue are required for the new sched-
uler’s computations. The header size of each packet can then be significantly reduced in
long queues compared with the scheme in [Liu et al., 2006b], as time stamps with a small
number of bits are sufficient. The reduction is due to the impact of the large variation in
total packet delay on the scheme in [Liu et al., 2006b], caused by the dependence on the
number of packets in the queue when the packet arrives.
While the approach is heuristic, it is practical and efficient. Since the modulation
scheme is fixed, the instantaneous SEP only varies when the instantaneous SNR varies.
As a result, only the instantaneous SNR is required in the scheduling policy to account
for the SEP requirements.
The proposed scheduling policy is given by
k∗ = arg max
k=1,...,K
γRkWk, (2.8)
where
(i) k∗ is the scheduled user;
(ii) γRk are the instantaneous SNRs of the relay-to-user links, where k = 1, . . . , K;
(iii) Wk is the weight satisfying
Wk(sk) ≥ 0, k = 1, . . . , K (2.9)
where Wk(sk) is an arbitrary function of sk that is the number of potential scheduling op-
portunities that have elapsed for the k-th user’s packet. The BS-relay link is not explicitly
present in the scheduling policy as it is the same for all users.
Users in multimedia applications are often characterized as real time (RT) or best
effort (BE). Our scheduling policy can accommodate both types of users by adapting the
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weight functions Wk. In particular, the weights of the BE users are constant Wk = 1, while
the RT users weights are functions of the DPS. As a result, the probability that a RT user
is scheduled increases when its packet has a high DPS. BE users are then served when
the RT users’ channels are poor or the RT users’ packets packet have a low DPS.
2.3.1 Comparison of Proposed Scheduler with Prior Work
To emphasize the novelty of the proposed scheduler, it is now compared with others in
the literature. In [Liu et al., 2006b], the following scheduler was proposed for RT users:
k∗ = arg max
k
φk(t), (2.10)
where φk(t) is defined in terms of the instantaneous rate and the longest packet waiting
time (see Section III-B in [Liu et al., 2006b] for details).
The alternative approach is based on NUM. An important example of this approach
is in [Hou and Kumar, 2010], where scheduling is performed to solve the problem of
maximizing the long-term rate subject to a long-term service rate constraint. In particular,
the optimization problem is
maximize
K
∑
k=1
Uk(qk)
subject to Network dynamics and feasibility constraints
qn ≥ qk, ∀k,
(2.11)
where qk is the long-term service rate for user k and Uk is the long-term rate for user k.
Observe that our scheduler is most closely related to the scheduler in [Liu et al.,
2006b]. The key difference is that the DPS is considered instead of the head of the line de-
lay. This means that the proposed scheduler is simpler to implement and also that it can
be characterized in terms of delay performance, BER and also packet loss due to buffer
overflow, as will be shown in the remainder of the chapter.
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2.4 Delay Performance
In this section, the statistics of the scheduling delay are derived for each user when there
is at least one packet in each queue. In particular, the statistics of the scheduling delay of
each user are given by the stationary distribution of the multidimensional Markov chain.
2.4.1 Normalized Service Rate
First, average normalized service rate is derived for the k-th user, i.e., the probability that
the k-th user is scheduled. Denote Pk(s) as the normalized service rate when the users’
queue states are the elements of the state vector s = [s1, . . . , sK]T, where each sk, k =
1, . . . , K denotes the number of scheduling opportunities that the packet for user k has
been waiting at the front of the queue. The normalized service rate for user k in state s,
Pk(s), is then given by the following lemma.
Lemma 2.1. The probability that user k is scheduled queue state s is given by
Pk(s) =
K
∑
i=1
i 6=k
Wk(sk)
Wk(sk) +Wi(si)
+
K
∑
i=1
i 6=k
K−2
∑
m=1
K−2−m+p
∑
np=np−1+1
p=1,...,m
(−1)m
× Wk(sk)
Wi(si) +Wk(sk) +Wi(si)Wk(sk)∑mj=1 W˜
−1
nj (snj)
,
where
(W˜q(sq))K−2q=1 = (Wp(sp))
K
p=1,p 6=i,k. (2.12)
Proof: See Appendix A.1.
Remark: In the case where each weight is equal, Lemma 1 reduces to
Pk =
1
K
,
which shows that each user is equally likely to be scheduled. As a result, the normalized
service rate can be interpreted as the relative priority of each user, and in special cases
reduces to an extremely simple form.
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2.4.2 Delay in Packet Scheduling
Next, the statistics of the DPS are derived. The probability that the current state vector is
s is required. Denote s(n) as the state vector after n transmission slots. The state vectors
then form a Markov chain as
Pr(s(n)|s(1), . . . , s(n− 1)) = Pr(s(n)|s(n− 1)). (2.13)
Note that the transition probability from state s(n− 1) to state s(n) when user k is sched-
uled is given by Pk(s(n− 1)). Hence, the scheduler forms a K-dimensional Markov chain
with a countably infinite state space. In general, the required eigenvalue equation is in-
tractable and it is not possible to obtain closed form expressions. As a result, the steady
state characteristics are approximated by truncating the Markov chain and forming a
1-dimensional Markov chain with an augmented transition matrix. This technique for
approximating the K-dimensional Markov chain is known as generating the augmented
Markov chain. It has been well-studied and used in several applications such as [Liu
et al., 2005]. Later via simulations it is shown that the approximation is accurate. The
approximation proceeds as follows:
1. Determine the required maximum DPS for each user to achieve a given accuracy of
the approximation. Denote the largest of these as d.
2. Enumerate in lexicographic order all possible state vectors with integer elements
greater than or equal to one, with each element less than or equal to d.
3. Let V be the set of states that contain a single element sik = 1, where s
i
k is the k-th
element of the i-th state vector in the lexicographic enumeration. Note that the set
V can be written as
V = {si|∃ a unique k ∈ {1, 2, . . . , K} such that sik = 1}. (2.14)
Define S as
S = {sj ∈ V|sjm = sim + 1∨ sjm = sim = d, ∀m 6= k},
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where i is the index of the enumerated state for the current state vector and j is
the index of the enumerated state for the future state vector. Next, the transition
probability matrix P is constructed as
pij =
 Pk(si), sj ∈ S,0, otherwise , (2.15)
where pij is the (i, j)-th element of P.
4. Adjust pi1 such that∑j pij = 1 for all i. This is achieved by setting pi1 = 1−∑j 6=1 pij,
which ensures that P is a stochastic matrix. Note that for sufficiently large d, this
adjustment is small.
Note that the augmented matrix P represents a finite 1-dimensional Markov chain, which
is irreducible and ergodic. As a result, the stationary distribution pi of the Markov chain
exists and is unique. The steady state characteristics are obtained using the stationary
distribution given by pi = piP. The stationary distribution obtained from the augmented
transition matrix is an approximation for the probability of the scheduler being in any
valid state s when the system is in steady state.
The PMF of the DPS for user k is the probability that user k is in state sk. This is given
by
Pr(sk = l) =
∞
∑
sn=1
n=1,...,K
pis1{sk=l}, (2.16)
where 1 is the indicator function and ßs is the element of the stationary distribution cor-
responding to state s. In the case where the truncated Markov chain is used, the PMF of
the DPS for user k is well approximated by
Pr(sk = l) ≈
d
∑
sn=1
n=1,...,K
pis1{sk=l}, (2.17)
when d is sufficiently large. This result is crucial as it forms the basis of the SEP and PLP
analysis in the sequel.
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Fγ2|s(γ|s) =
K
∑
k=1
K
∑
i=1
i 6=k
1
Wi
[
−e− γγ2 Wi
(
1− e−Wk γγ2 /Wi
)
+
1
1
Wi
+ 1Wk
(
1− e−Wk γγ2 (1/Wi+1/Wk)
)]
+
K
∑
k=1
K
∑
i=1
i 6=k
K−2
∑
m=1
K−2−m+p
∑
np=np−1+1
p=1,...,m
(−1)m
Wi
− e− γγ21
Wi
+∑mj=1 W˜
−1
nj
1− e−Wk γγ2
(
1
Wi
+∑mj=1
1
W˜nj
)
+
1
∑mj=1 W˜
−1
nj +
1
Wk
+ 1Wi
(
1− e−Wk
γ
γ2
(
1
Wk
+ 1Wi
+∑mj=1 W˜
−1
nj
))]
(2.18)
2.5 Error Performance
In this section, a new expression is derived for the SEP of the scheduled user in back-
logged user queues. The expression takes the form of a single-dimensional integral that
can efficiently be evaluated using numerical techniques.
2.5.1 Channel Statistics
To calculate the SEP of the scheduled user, the cumulative distribution function (CDF)
of the end-to-end SNR is required. As the CDF is dependent on the state vector s, the
conditional CDF is first calculated. As detailed in Section 2.2.2, we have assumed that
each channel is i.i.d. This is a reasonable assumption in heterogeneous environments
(such as in cities) as each link will be affected by different factors. It is important to
note that while we focus on the i.i.d scenario, our technique can also be readily extended
to independent and non-identically distributed environments. The expression for the
conditional CDF of the SNR of the relay-user link of the scheduled user k∗ is given in
Lemma 2.2. To simplify the notation, write γ2 = γRk∗ for the SNR of the scheduled user’s
relay-to-user link.
Lemma 2.2. The conditional CDF of the second hop γ2 = γRk∗ is given by (2.18)
Proof: See Appendix A.2.
Now, the conditional CDF of the end-to-end SNR of the source-relay-user link is de-
rived. The conditional CDF of the end-to-end SNR, γeq in (2.5), is given in terms of the
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source-relay and relay-user link SNRs. Using a result in [Yang et al., 2011], the conditional
CDF of the end-to-end SNR may be written as
Fγeq|s(γ|s) = 1−
∫ ∞
0
(
1− Fγ2|s
[
γ+
γ2 + cγ
ω
|s
])
× fγ1|s(ω+ γ|s)dω, (2.19)
where γ1 = γSR.
Using (2.19), the conditional CDF of the end-to-end SNR conditioned on the state
vector s is given in Lemma 2.3.
Lemma 2.3. The conditional CDF of the end-to-end SNR conditioned on s is given by (2.20)
where
G(Ti) = e−γTi 2
√
γ1Ti(γ2 + cγ)K1
(
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, and K1 is the first order modified Bessel function of the second
kind.
Proof: See Appendix A.3.
The average CDF of the end-to-end SNR is presented in Theorem 2.1, which is ob-
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tained by summing over the result in Lemma 2.3.
Theorem 2.1. The average CDF of the end-to-end SNR is given by
Fγeq(γ) = ∑
s1,...,sK
Fγeq|s(γ|s)pis,
where Fγeq|s(γ|s) is given in (2.20) and pis is the probability that the DPS state vector is s.
2.5.2 Symbol Error Probability
Following [Yang et al., 2011], the SEP of the scheduled user for different modulation
formats can be evaluated according to
PS =
a
2
√
b
pi
∫ ∞
0
γ−
1
2 e−bγFγeq (γ) dγ. (2.21)
The constants a and b are modulation-specific with a = 1, b = 1 for BPSK, a = 1, b = 0.5
for QPSK, and a = 2 (M− 1) /M, b = 3/ (M2 − 1) for M-PAM.
Note that (2.21) is absolutely convergent. As such, the sum in Theorem 2.1 and the
integral in (2.21) can be swapped by applying the dominated convergence theorem. This
ensures that the infinite sum converges. The integral can then be evaluated efficiently
using numerical integration, leading to reduced evaluation time compared with Monte
Carlo simulation. The analytical approach is shown to accurately approximate the Monte
Carlo simulation.
2.6 Packet Loss Performance
In this section, the PLP of each queue is analyzed using the proposed scheduling pol-
icy. This is achieved by constructing a new Markov chain for the buffer states for each
queue with transition probabilities dependent on the scheduling policy, arrival rate, and
transmission time.
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2.6.1 Buffer State
The PMF of the buffer state that gives the probability that the buffer has l, 0 ≤ l ≤ B
packets is now obtaineds. Note that the buffer state is measured at the beginning of a
scheduling slot, after a packet is scheduled in the current slot, and before new arrivals.
This is important as the time when the buffer state is measured affects the PMF of the
buffer state and subsequently the PLP. Also note that the buffer state is independent of
the DPS corresponding to user k. To calculate the PMF of the buffer state, the average
probability that user k is scheduled is required, which is given by
Pk =
∞
∑
sn=1
n=1,...,K
Pk(s)pis (2.22)
where Pk(s) is the probability user k is scheduled in DPS state s and pis is the probability
that the DPS state vector is s. An accurate approximation of (2.22) can be obtained using
the stationary distribution arising from the truncated multidimensional Markov chain
given in (2.17).
To obtain the PMF of the buffer state, the stationary distribution of the associated
Markov chain is required. Since the buffer state of each user is only dependent on the
individual user’s statistics, the Markov chain is one-dimensional and the stationary dis-
tribution can be obtained by explicitly constructing the transition matrix. In particular,
the construction of the transition matrix for user k, Tk, is shown in Table 1. In the table,
tij is the (i, j)-th element of Tk where 1 ≤ i, j ≤ B + 1. The (i, j)-th element represents the
transition from the buffer storing i − 1 packets to the buffer storing j− 1 packets. Note
that since the buffer is finite, the corresponding irreducible and ergodic Markov chain is
also finite. As a result, it has a unique stationary distribution.
In order to analyze the PMF of the buffer state, assume that it is possible for a user to
be scheduled without a packet. This is necessary as the weight in the proposed schedul-
ing policy does not account for the buffer state. Simulations show that the approximation
is accurate in spite of this assumption. The PMF of the buffer state approximation for user
k is obtained by solving the eigenvalue equation νB,k = νB,kTk, which is solved by finding
the left eigenvector of Tk corresponding to an eigenvalue of one. Note that if the schedul-
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Table 2.1: Construction of transition matrix Tk
Case 1: j = i
i) if j = 1, then tij = Pr(Nk(T) = 0) +
Pr(Nk(T) = 1)Pk
ii) if j < B, then tij = Pr(Nk(T) = 0)(1 −
Pk)Pr(Nk(T) = 1)Pk
iii) if j = B, then tij = (1− Pk)Pr(Nk(T) = 0) +
(1− Pr(Nk(T) = 0))Pk
Case 2: j = i− 1
i) if i < B + 1, then tij = Pr(Nk(T) = 0)Pk
ii) if i = B + 1, then tij = Pk
Case 3: j < i− 1
i) tij = 0
Case 4: j > i
i) if j < B, then tij = Pr(Nk(T) = j − i)(1 −
Pk) + Pr(Nk(T) = j− i + 1)Pk
ii) if j = B, then tij = Pr(Nk(T) = j − i)(1 −
Pk) + (1− Pr(Nk(T) ≤ B− (i− 1)− 1))Pk
Case 5: j = B + 1
i) if i < B + 1, then tij = (1− Pr(Nk(T) ≤ B−
(i− 1)− 1)(1− Pk)
ii) if i = B + 1, then tij = 1− Pk
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ing weights are constants independent of the DPS, then the stationary distribution νB,k
provides the exact PMF of the buffer state. This is due to the scheduler not requiring the
current DPS of each packet.
2.6.2 Packet Loss Probability
The PLP is the probability that a packet is lost due to buffer overflow. Before evaluating
the PLP for a given packet, the following lemma [Daley and Vere-Jones, 2003, pg. 22] is
required.
Lemma 2.4. Let the packet arrivals follow a homogeneous Poisson process. Then, the unordered
packet arrival times are i.i.d uniformly on (0, T) when conditioned on the number of arrivals in
the interval.
The PLP for each user can now be obtained for a given buffer size by considering the
probability that the buffer is full at time 0 < t < T after a scheduling opportunity. Here,
t is the the time of the new packet arrival. Theorem 2.2 gives an approximation of the
PLP. The approximation arises due to dependence on the stationary distribution νB,k and
is exact when the scheduling policy weights are fixed constants.
Theorem 2.2. The PLP for user k is given by
PL,k ≈
B
∑
l=0
νl
(
1−
B−l−1
∑
m=0
λmk
Tm!
×
[
m!
λm+1k
− e−λkT
m
∑
n=0
m!
n!
Tn
λm−n+1k
])
(2.23)
where νl is the element of the stationary distribution corresponding to a buffer state l for user k.
Moreover, PL,k is exact when the weights Wk(sk), k = 1, . . . , K are constants.
Proof: See Appendix A.4.
The PLP approximation shows the clear dependence on the the transmission time
and arrival rates for the user under consideration. Intuitively, if the arrival rate is high
or the transmission time long, the PLP due to buffer overflow is large. A consequence of
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this is that additional redundancy through channel coding does not always improve the
throughput.
Note that the expected total packet delay can be obtained via Little’s law [Zalesky,
2009] from the buffer state distribution and the PLP. In particular,
E[Wk] = Lk/λe,k, (2.24)
where E[Wk] is the expected total packet delay for user k, Lk is the expected number of
packets in the queue for user k, which can be obtained using (20), and λe,k is the effective
arrival rate for user k given by
λe,k = λk(1− PL,k), (2.25)
where λk is the actual packet arrival rate and PL,k is the PLP of the user given by (21).
Surprisingly, this means that the expected total packet delay can be quantified, despite
only exploiting the DPS in the proposed scheme.
In the next section, numerical and simulation results are used to evaluate the effect of
scheduling policy and examine the accuracy of the approximation when the weights are
not fixed.
2.7 Simulation and Numerical Results
2.7.1 DPS and SEP
The analytical results for the PMF of the DPS and the SEP of the scheduled user are now
confirmed using Monte Carlo simulations. Simulations are performed with distances
dS = dR = 1 and transmit powers ES = ER = 1. The WMRN consists of a single RT user
and K − 1 BE users. To illustrate the behavior of the proposed scheduler, consider the
following exponential-based scheduling policies for the weights of the RT user:
W1 = e0.07(jI−1)s1 (2.26)
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for K = 3, and
W1 = e0.06(jI−1)s1 (2.27)
for K = 4, where jI ∈ {1, 2, . . .} is the scheduling policy index that is a reference number
for each policy. The weights are exponential functions of s1, which is the number of
scheduling opportunities that the packet for the RT user has been waiting at the front of
the queue. The weights of the BE users are set to Wi = 1, i = 2, . . . , K that means there
are no delay constraints.
In Fig. 2.2, the probability that the DPS target of Pr(s1 ≤ 3) is satisfied for the RT user
is plotted against the scheduling policy index. Observe the accuracy of the approximation
in (2.17) by noting that the simulations curves are consistent with the analytical curves.
The figure shows that the probability of satisfying the DPS target is greater than 90% for
jI ≥ 5 when K = 3 and for jI ≥ 8 when K = 4. When K = 3, see that the adaptive
weight policy of jI = 6 provides a 30% improvement in satisfying the DPS target relative
to the equal weight policy of jI = 1, which was considered in [Yang et al., 2011]. This
improvement is indicated in the figure by the arrow. Also observe that the probability of
satisfying the DPS target increases as the scheduling policy index increases. The effect of
this on the SEP of the scheduled user is further examined in Figs. 2.3 and 3.
In Fig. 2.3, the SEP of the scheduled user (i.e., k∗ in (2.8)) is plotted against the average
SNR γ1. The SEP of the scheduled user for K = 3 is plotted with the adaptive weight
policy of jI = 6 in (2.26) and the equal weight policy in of jI = 1 in (2.26). For comparison
purposes, the SEP of the scheduled user is also plotted for a short delay policy where
W1(s1) = 100. The short delay policy closely approximates a single user relay network
where the probability of satisfying the DPS target is greater than 99% (evaluated using
(2.17)). The figure shows that the SEP of the adaptive weight policy and the equal weight
policy outperform the short delay policy by 2 dB at the SEP of 10−2. Also observe that
the adaptive weight policy provides a comparable match to the equal weight policy. This
means that the 30% improvement in the probability of satisfying the DPS target of the RT
user in Fig. 2.2 is attained with negligible degradation in the SEP of the scheduled user
in Fig. 2.3.
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Figure 2.2: The probability the DPS target of s1 ≤ 3 is satisfied for the RT user versus the
scheduling policy index of several policies.
Figure 2.3: The SEP of the scheduled user (k∗ in (2.8)) versus the SNR using BPSK with
K = 3. Three scheduling policies are considered: short delay, adaptive weight and equal
weight.
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Figure 2.4: The SEP of the scheduled user at 10 dB versus the scheduling policy index
with K = 3 using BPSK.
In Fig. 3, the SEP of the scheduled user at γ1 = 10 dB is compared with the scheduling
policy index in (2.26) for K = 3. Observe that an increase in the scheduling policy index
causes an increase in the SEP of the scheduled user. Moreover, observe that the SEP for
the adaptive policies of jI ≤ 6 is less than 4% greater than the SEP for the equal weight
policy of jI = 1. This is consistent with the result in Fig. 2 that showed a comparable
match between the SEP of the scheduled user using policies jI = 6 and jI = 1.
2.7.2 PLP
In Fig. 4, the PLP with K = 3 is plotted for varying buffer sizes. The arrival rates are
set as λk = 0.1 ms−1, k = 1, 2, 3. Two scheduling policies are plotted: an adaptive policy
where W1(s1) = e0.2s1 , W2(s2) = e0.1s2 and W3 = 1, and the equal weight policy [Yang
et al., 2011]. Observe that analytical and simulation results are in good agreement for all
users and scheduling policies. As expected, the users with higher priorities (i.e., users
1 and 2 of the adaptive policy) have a lower PLP. For B > 7, observe that the PLP is
independent of the buffer size for all users with T = 5 ms. This is due to the fact that
when T = 5 ms, the average scheduling rate Pk/T for each user is less than the average
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Figure 2.5: The PLP for each user versus the buffer size with K = 3, transmission times
T = 5 ms and T = 2 ms and arrival rate λk = 0.1 ms−1, k = 1, 2, 3. Two scheduling
policies are considered: equal weight (Wi = 1, i = 1, 2, 3) and adaptive (W1 = e0.2s1 , W2 =
e0.1s2 , W3 = 1).
arrival rate λk = 0.1 ms−1, ∀k. As a result, the queue experiences a positive drift and the
buffer overflows regardless of the length. In contrast, the PLP of each user approaches
zero with increasing buffer size for T = 2 ms. This is consistent with the results for
queue stability in the infinite buffer scenario (see for example, Lemma 1 in [Neely et al.,
2002,Yeh and Cohen, 2003]). This means that the transmission time should be minimized
to improve the service rate and allow large buffer sizes to be exploited.
To obtain further insights, the PLP of the RT user with the adaptive weight policy
considered in Fig. 2.3 is compared to the equal weight policy [Yang et al., 2011]. The PLP
of the RT user with the adaptive weight policy of jI = 6 in (22) is evaluated using (21) as
PL = 0.04, for a buffer size B = 15, transmission time T = 5 ms, and arrival rate λk = 0.1
ms k = 1, 2, 3. Observe that this results in a greater than a 85% improvement over the PLP
of the equal weight policy plotted in Fig. 4. This shows that the proposed scheduler can
achieve a significant improvement in the PLP compared with the equal weight scheduler,
with negligible degradation in the SEP of the scheduled user.
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2.7.3 Transmission Time
In Fig. 2.5 it was observed that increasing the transmission time impacts on the PLP. To
determine the optimal transmission time, the effect of channel coding must be accounted
for. Of course, when employing coding, a longer transmission time is required to account
for the redundancy in the signal. To examine the tradeoff between the coded SEP of the
scheduled user and the PLP for each queue, the throughput is considered
Throughput = (1− PE,coded)(1− PL,ave), (2.28)
where PE,coded is the coded SEP of the scheduled user and PL,ave is the average PLP over
all queues. The average PLP over all the queues is given by
PL,ave =
1
K
K
∑
i=1
PL,i. (2.29)
The throughput expression in (2.28) approximates the WMRN as a single point-to-
point link using a single queue with a PLP given by the average over all queues. As a
result, (2.28) gives a simple characterization of a WMRN as transmission times are varied.
In Fig. 2.6, the throughput is compared to the inverse of the code rate R−1, for varying
uncoded transmission time Tunc. Here T = TuncR−1, where R is the normalized rate of
the coded signal and the rate of the uncoded signal is R = 1. The data is coded using
punctured convolutional codes. The distances and transmit powers are dS = dR = 1
and ES = ER = 1. In the simulation, the buffer size is B = 20, the arrival rate is λk =
0.1 ms−1, k = 1, 2, 3, the number of transmitted QPSK data symbols is 100, and the
scheduling policy is W1(s1) = e0.2s1 , W2(s2) = e0.1s2 , W3 = 1.
In the figure observe that the throughput increases with increasing transmission time,
T, when Tunc = 0.5 ms. In contrast, the throughput decreases with increasing T when
Tunc = 2 ms. Of particular interest is the scenario where Tunc is between 0.5 ms and
2 ms. From the figure observe that when Tunc = 1 ms, the throughput does not vary
monotonically with T. This suggests that an efficient tradeoff between the PLP and the
coded SEP of the scheduled user for WMRNs with finite buffers is critically dependent
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Figure 2.6: The throughput of an equivalent single user network versus the inverse of the
code rate R−1 for varying uncoded transmission times Tunc, arrival rate λk = 0.1 ms−1,
k = 1, 2, 3, and scheduling policy (W1 = e0.2s1 , W2 = e0.1s2 , W3 = 1)
on Tunc. This leads to the following key design rules: 1) in the small Tunc regime, the code
rate should be minimized, 2) in the large Tunc regime, the code rate should be maximized
and 3) in the intermediate Tunc regime, the code rate should lie between 0 < R < 1.
2.8 Conclusion
A new user scheduler for WMRNs was proposed. A cross-layer scheduling approach
was considered that accounted for delay in packet scheduling (DPS), symbol error prob-
ability (SEP), and packet loss probability (PLP) due to buffer overflow. The user with the
largest weighted SNR was scheduled, where the weight was a function of the DPS. A
new analytical expressions was derived for the DPS and the SEP of the scheduled user.
Analysis and simulation was provided to confirm the performance of the scheduler. The
probability that a target DPS is met was shown to be 30% higher for the proposed new
scheme compared to the standard opportunistic equal weight scheduler, with negligi-
ble degradation in the SEP of the scheduled user. Finally, channel coding was exploited
and the transmission time to optimize the tradeoff between the PLP, and the SEP of the
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scheduled user. This revealed new design rules for the transmission time when coding is
used.

Chapter 3
Cross-layer Scheduling in
Coordinated Multipoint
In this chapter, a CoMP downlink scheduler is proposed to reduce the packet loss probability (PLP)
due to buffer overflow in BSs with finite queues. The proposed CoMP scheduler selects a single BS
to serve the associated cell-edge user with the largest weighted SNR. To meet PLP targets, a simple
strategy is developed to design the packet transmission time and the scheduling weights of each BS.
The network design capitalizes on a new closed-form expression for the PLP that relates three key
network parameters: packet arrival rate, packet transmission time, and probability that each BS is
scheduled.
3.1 Introduction
COMP is a key technology for interference mitigation in LTE Release 10 [Irmer et al.,2011]. The core concept is to allow multiple cooperating BSs to share information
via backhaul links to boost the signal-to-noise ratio (SNR) of cell-edge users. Such in-
formation may include user data, channel state information, queue length, and packet
delay. One form of CoMP in the downlink is coordinated scheduling, where each user’s
data is only available at a single serving BS, and all the BSs cooperatively schedule trans-
missions [Irmer et al., 2011]. While CoMP with coordinated scheduling is effective in
reducing inter-cell interference, it increases packet delay as each BS must wait its turn to
transmit. As a consequence, the packet loss probability (PLP) due to buffer overflow at
each BS must be accounted for in the CoMP scheduler design.
The CoMP scheduler design can be viewed as a generalization of the classical down-
link scheduler design. The main difference is that the queue and channel information
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used for scheduling in CoMP is limited by the finite bandwidth of the backhaul links. In
the classical downlink scheduler design, the two main approaches are network utiliza-
tion maximization (NUM) and heuristic scheduling. In NUM, an optimization problem
is solved with a minimum service rate constraint [Hou and Kumar, 2010, O’Neill et al.,
2008]. Unfortunately, the high computation complexity of NUM scheduling, which typ-
ically requires iterative algorithms, may not be practical in CoMP networks. Alterna-
tively, heuristic scheduling uses low complexity policies such as the weighted SNR (or
sum-rate) policy [Kobayashi and Caire, 2006, Egan et al., 2013b, Liu et al., 2006b], where
the user with the largest weighted SNR is scheduled. The weight is typically chosen to
be a function of the packet delay. While this approach has a low computational complex-
ity, the high feedback overhead required to constantly update the scheduler weights is
prohibitive in CoMP networks with limited backhaul bandwidth. Heuristic scheduling
in CoMP networks that consider the user throughput have been proposed in [Zhang and
Andrews, 2010, Zhang et al., 2011, Seifi et al., 2011].
In this chapter, a cross-layer approach is proposed for a heuristic CoMP scheduler that
addresses the user throughput as well as the PLP in practical networks with finite queue
lengths and limited backhaul bandwidth between the BSs. In the proposed scheduler,
the BS serving the cell-edge user with the maximum weighted SNR is selected to trans-
mit. It is important to note that the cell-edge users are served on different sub-carriers
from the inner cell users, which means that the cell-edge user scheduling does not affect
the inner cell users. The weights are designed to be fixed, which means that the only
information that needs to be exchanged between the BSs is each user’s SNR. As such,
the backhaul requirements are reduced compared with adaptive weight schedulers that
utilize instantaneous packet delay information.
The proposed CoMP scheduler design consists of two key components: scheduling
policy weights and packet transmission time. First, a new upper bound is derived for
the PLP due to buffer overflow. The analytical expression for the PLP bound is in closed-
form, in contrast with previous approaches that are semi-analytical and require the sta-
tionary distribution of large Markov chains [Egan et al., 2013b]. The PLP expression
relates three key network parameters: packet arrival rate, packet transmission time, and
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probability that each BS is scheduled. Based on this a new strategy is proposed to design
the packet transmission time and the scheduling weights of each BS.
To compare the PLP under different heuristic scheduling policies, the τ-achievable
region is introduced, which is the region of achievable PLPs for transmission time T ≥ τ.
The τ-achievable region explicitly shows whether a given scheduling policy can achieve
the target PLP for each BS at a given transmission time T. A sufficient condition is also
obtained for queue stability in the case of infinite buffers. Using this condition, the max-
imum transmission time is compared for queues with buffer size B = 1 and queues with
infinite buffer capacity, which results in lower and upper bounds on the maximum trans-
mission time, respectively. The proposed fixed weight scheduler is compared with the
adaptive weight scheduler that requires instantaneous packet delay information [Egan
et al., 2013b, Liu et al., 2006b, Liu et al., 2006a]. Most importantly, analysis and simula-
tion show that the proposed fixed weight scheduler can achieve a comparable PLP to the
adaptive weight scheduler, while reducing communication overheads between the BSs.
3.2 System Model
Consider a coordinated single-cell transmission network where K BSs service K cell edge
users, each user corresponding to a different BS; illustrated in Fig. 3.1. This scenario can
occur when cell-edge users share their own OFDMA subcarriers to improve throughput.
Each BS is equipped with a first-in first-out (FIFO) data queue, which stores data corre-
sponding to a given cell edge user. To balance the PLP and throughput requirements,
a cross-layer scheduling policy is proposed, as outlined in Section 3.3.1. The proposed
policy jointly accounts for throughput via the SNR and user priority via the scheduling
weights.
It is important to note that the design choice that cell-edge users share their own
OFDMA subcarriers is intimately linked to the architecture of the CoMP network. CoMP
networks are the first to allow cooperation in physical layer transmission between cells.
When joint transmission is allowed between all users in each cell, it also means that the
MAC layer design must also jointly consider all users in multiple cells. This significantly
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Figure 3.1: Illustration of the CoMP network.
complicates the design and makes it more difficult to ensure MAC layer metrics such as
queue stability and packet delay satisfy the desired constraints. As such, it is highly desir-
able to only allow joint transmission for cell-edge users as this means that service to these
users can be improved, while ensuring that the network architecture is not significantly
modified.
3.2.1 MAC Layer Architecture
Each BS has a finite queue with buffer size B, where each BS corresponds to a distinct
user. A user’s packet is lost if the buffer for the queue at its BS is full and a new packet ar-
rives. The arrival process of the packets for each queue is assumed to be a homogeneous
Poisson process with rate λk, k = 1, . . . , K, where each k corresponds to a different BS.
Assume that each packet has a fixed size. As such, the probability that n packets arrive
in an interval of time T for the k-th user is then given by
Pr(Nk(T, 0) = n) =
e−λkT(λkT)n
n!
. (3.1)
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Packets can be re-requested with the caveat that the arrival of the re-requested packet is
consistent with the Poisson arrival process. The transmission time T is the same for all
BSs.
3.2.2 PHY Layer Architecture
Consider a block fading channel for each user, with a coherence time of Tc. Each BS
transmits over a time slot of T seconds, where T ≤ Tc. At user k, the received signal is
given by
yk =
√
ESd−ηhkx + zk, (3.2)
where ES is the transmit power at the source, hk is the Rayleigh fading channel coefficient
between the BS and user k, x is the transmitted symbol, and zk is the additive white
Gaussian noise (AWGN) with one-sided power spectral density N0. The instantaneous
signal-to-noise ratio at user k is given by
γk =
d−ηES|hk|2
N0
, (3.3)
where the effect of path loss is reflected through the distance d and the path loss exponent
η. Assume that the distance d is the same at each user. As each user experiences i.i.d
Rayleigh fading, the probability density functions (PDFs) of the instantaneous SNRs are
fγk(γ) =
1
γ
e−
γ
γ , k = 1, 2, . . . , K. (3.4)
where γ = E[γk], ∀k ∈ {1, . . . , K}, is the average SNR in each user’s link, with E[·]
denoting the expectation.
3.3 Fixed Weight CoMP Scheduling Policies
In this section, the proposed fixed weight scheduling policy is detailed. The aim is to
satisfy the PLP of the K cooperating BSs, which means that the weights are functions of
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the packet arrival rates and the transmission time for each user. Fixed weight policies
are desirable as instantaneous queue information is not required at any BS, which in turn
reduces the required backhaul. A closed form expression is derived for the PLP due
to buffer overflow for queues with a buffer size B = 1. This provides a useful upper
bound on the PLP for arbitrary buffer sizes. The τ-achievable region is then introduced,
which represents the achievable PLPs for each user with transmission time T ≤ τ. The
τ-achievable region is treated in detailed for K = 2 BSs in detail.
3.3.1 CoMP BS Scheduler
The proposed CoMP BS scheduler selects the user with the largest weighted SNR with
fixed, and potentially different, weights allocated to each BS. The weights are restricted
such that each weight is fixed is an important design choice to reduce the required back-
haul overhead of the links between the cooperating BSs.
The proposed CoMP scheduling policy is given by
k∗ = arg max
k=1,...,K
γkWk, (3.5)
where
(i) k∗ is the scheduled user;
(ii) γk is the instantaneous SNR of the link between the BS and the user, where k =
1, . . . , K;
(iii) Wk is the weight that satisfies
Wk ≥ 0, k = 1, . . . , K (3.6)
where Wk is a constant weight for the k-th BS.
It is important to note the similarity with the proposed scheduler in Chapter 2. The
key difference between the scheduler in Chapter 2 and the scheduler in (3.5) is that the
former deals with scheduling users in a single BS network, while the later deals with the
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CoMP network with multiple BSs. As such, the related work detailed in Section 2.3.2 can
also be compared with the proposed scheduler in (3.5).
3.3.2 Packet Loss Probability Analysis
To calculate the PLP bound, the probability that user k is scheduled in a multiple BS
network with Rayleigh fading channels is first obtained. This corresponds to the normal-
ized service rate of user k. With the help of [Egan et al., 2013b], this is presented in the
following lemma.
Lemma 3.1. The probability that user k is scheduled is given by
Pk =
K
∑
i=1
i 6=k
Wk
Wk +Wi
+
K
∑
i=1
i 6=k
K−2
∑
m=1
K−2−m+p
∑
np=np−1+1
p=1,...,m
(−1)m
× Wk
Wi +Wk +WiWk ∑mj=1 W˜
−1
nj
,
where
(W˜q(sq))K−2q=1 = (Wp(sp))
K
p=1,p 6=i,k. (3.7)
The following intuitive corollary is obtained directly from Lemma 3.1 for K = 2.
Corollary 3.1. If K = 2, then Pk in Lemma 3.1 simplifies to
Pk =
Wk
Wk +Wi
, (3.8)
where i, k = 1, 2, i 6= k.
Next, the distribution of the time between the last scheduling opportunity and the
current packet arrival time is determined. With the help of eqn 2.1.7 in [Daley and Vere-
Jones, 2003], this is presented in the following lemma.
Lemma 3.2. Let t be the packet arrival time. Then, the time between the last scheduling opportu-
nity and t is uniformly distributed on (0, T).
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To derive the new bound for the PLP due to buffer overflow, consider the scenario
that a given packet arrives at time t after a scheduling opportunity. There are two cases
where a packet will be dropped:
1. The buffer is full at the end of the previous time slot;
2. The buffer is not full at the end of the previous time, but at least one packet has
arrived before time t.
Note that the buffer state evolves according to a two-state Markov chain. This is due to
the fact that the state of the buffer at the beginning of a given time slot only depends
on the buffer state at the beginning of the previous time slot. The transition probability
matrix is given by
P =
 1− α α
β 1− β
 , (3.9)
where
α = 1− e−λkT − (1− e−λkT)Pk, (3.10)
β = Pk, (3.11)
and Pk is obtained from Lemma 3.1. The stationary distribution ˚ = [ν0, ν1] is found
using the standard result (Example 1.1.4 [Norris, 1997])
ν0 =
β
α+ β
, ν1 =
α
α+ β
(3.12)
Let t be the arrival time of a given packet after the last scheduling opportunity, Bt be
the event that at least one packet arrives between the last scheduling opportunity and
time t, and Bl , l = 0, 1 be the event that the buffer of size B = 1 is in state l at the
beginning of the time slot. The bound for the PLP for user k is then given by
PL,k ≤ Pr(Bt)
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= Pr(Bt|B0)ν0 + ν1. (3.13)
Observe that Pr(Bt|B0) is the probability that at least one packet arrives after the last
scheduling opportunity and before time t. As such,
PL,k ≤ βα+ β
∫ T
0
1
T
Pr(Nk(t, 0) > 0|t)dt + αα+ β
=
β
α+ β
∫ T
0
1
T
(
1− e−λkt
)
dt +
α
α+ β
. (3.14)
Note that the B = 1 case provides an upper bound on the PLP as increasing the buffer size
only reduces the PLP. The previous discussion is summarized in the following proposi-
tion, which provides a closed-form bound for the PLP. In particular, (3.15) is obtained by
solving the integral in (3.14).
Proposition 3.1. For buffer size B ≥ 1, the PLP for user k satisfies
PL,k ≤ PkPk + (1− Pk)(1− e−λT)
1
T
(
T +
1
λk
e−λkT − 1
λk
)
+
(1− Pk)(1− e−λkT)
Pk + (1− Pk)(1− e−λkT) (3.15)
The result in Proposition 3.1 is verified using Monte Carlo simulations in Section 3.5.
3.3.3 Achievable Packet Loss Probabilities
Next, the achievable packet loss probability region is defined for the network. This is
used to compare the PLPs of the multiple BSs as the scheduling weights are varied. For-
mally, the achievable PLP region is defined as follows.
Definition 3.1. A K-tuple of PLPs (PL,1, . . . , PL,k) is said to be τ-achievable if there exists a
scheduling policy P and transmission time T ≥ τ pair (P , T) that provides the PLP K-tuple.
The τ-achieveable PLP region offers new interesting insights when the scheduling
policies adopt fixed weights. The τ-achievable region in this case is denoted as the τFW-
achievable region. Note that the PLP monotonically increases with the transmission time.
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As such, the boundary of the τFW-achievable region occurs when T = τ. A figure provid-
ing an example of the τ-achievable region for a different scheduling policies is provided
in Fig. 3.4.
The τFW-achievable region is now described in Theorem 3.1, which follows from the
analysis in Section 3.3.2.
Theorem 3.1. If each element in the PLP K-tuple (PL,1, . . . , PL,K) satisfies the bound in (3.14)
for T = τFW , then the PLP K-tuple is τFW-achievable irrespective of the buffer size.
3.4 Network Design
In this section, a simple design strategy is proposed to ensure that throughput and PLP
targets are met. The proposed strategy obtains the scheduler weights and the packet
transmission time, based on the B = 1 PLP bound in Proposition 3.1. Unfortunately, the
exact PLP for B > 1 is obtained using semi-numerical techniques [Egan et al., 2013b]. As
such, queue stability is also considered, which is analogous to the PLP for infinite buffer
queues. The transmission time is compared when based on the PLP bound and queue
stability to determine the difference between the small buffer regime and the large buffer
regime.
3.4.1 Design Strategy
The proposed design strategy is based on the observation that the PLP of a BS is deter-
mined by the probability of scheduling, packet arrival rate, and the transmission time.
As such, the transmission time can be obtained when the probability of scheduling and
the packet arrival rate are known. Note that the probability that a BS is scheduled deter-
mines its user’s throughput. This is due to the fact that the proportion of time slots a BS is
allocated for transmission probability is equivalent to the probability the BS is scheduled.
Assume that the probability that a BS is scheduled is given such that a given throughput
target is achieved. The proposed strategy then proceeds as follows:
1. Obtain the probability that BS k is scheduled, Pk, from throughput targets.
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2. Obtain the scheduling weight for each BS by numerically solving the simultaneous
nonlinear equations arising from Lemma 3.1.
3. Obtain the transmission time for each BS to meets its PLP target. Denote the set of
transmission times {Tk}Kk=1.
4. Obtain packet transmission time T by selecting the minimum transmission time
such that T = mink{Tk}Kk=1.
Observe that the design strategy provides a method to meet both throughput and PLP
targets. Unfortunately, a simple closed-form expression for the PLP is only available for
buffer size B = 1. For B > 1 semi-numerical techniques must be used to obtain an exact
expression of the PLP [Egan et al., 2013b]. Another simple condition analogous to the
PLP in the case of infinite buffer queues is queue stability. In the sequel, the difference
is determined between the transmission time for the large buffer size regime and for the
small buffer size regime. In the large buffer size regime the queue is required to be stable,
and in the small buffer size regime the PLP target is required to be met.
3.4.2 Queue Stability and Packet Loss Probability
Queue stability is defined via the overflow function [Neely et al., 2002]
g(M) = lim
t→∞ sup
1
t
∫ t
0
1[U(τ)>M]dτ, (3.16)
where U(τ) is the number of unprocessed packets in the queue at time τ. A queue is said
to be stable if g(M)→ 0 as M→ ∞. Intuitively, this means that the queue does not grow
unboundedly.
The following proposition provides a sufficient condition for queue stability.
Proposition 3.2. Suppose that the probability of transmission for user k is Pk, the transmission
time is T and the arrival rate is λ. A sufficient condition for queue stability is λk < Pk/T.
Proof: The proof follows from [Neely et al., 2002] and the fact that the average
service rate for BS k is Pk/T.
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Figure 3.2: Plot of the maximum transmission time versus the arrival rate for varying
probability of transmission. The transmission time design is based on: 1) queue stability
using Proposition 3.2, and 2) a 10% PLP target using Proposition 3.1.
Note that this condition can be used to determine cases when the PLP approaches
zero as the buffer size B→ ∞.
The transmission time required to guarantee queue stability (Proposition 3.2) is now
compared with the transmission time required to guarantee the PLP bound is satisfied
(Proposition 3.1). These form upper and lower bounds on the maximum transmission
time, respectively. Fig. 3.2 plots the maximum transmission time that ensures the queue
condition of queue k is satisfied for varying arrival rates and normalized service rates
Pk = 0.3 and Pk = 0.6. To compute the transmission time corresponding to the PLP
bound, the PLP target is PL,k ≤ 0.1. Observe that the maximum transmission time to
guarantee queue stability is over 5 times larger than to guarantee the PLP target is met,
for λk = 0.05 ms−1 and both normalized service rates. As such, queue stability should
not be used for transmission time design in the small buffer regime.
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Figure 3.3: Plot of packet loss probability for each user versus the transmission time for
K = 4 users with arrival rates λi = 0.1 ms−1, i = 1, 2, 3, 4 and scheduling policy weights
W1 = 1, W2 = 2, W3 = 3, W4 = 4.
3.5 Results and Discussion
The PLP analysis is confirmed via Monte Carlo simulation. Simulations are performed
with K = 4 BSs, B = 1, packet arrival rates λi = 0.1 ms−1, 1 ≤ i ≤ 4 and scheduling
weights W1 = 1, W2 = 2, W3 = 4, W4 = 4. Fig. 3.3 plots the PLP for each BS versus the
transmission time. Note that the simulation curves are consistent with analysis. Observe
that BS 1 has a larger PLP than the other BSs as W1 < Wi, i 6= 1. Moreover, the PLP is
observed to be increasing monotonically with the transmission time.
Fig. 3.4 plots the τ-achievable regions for fixed weight policies (corresponding to the
τFW-achievable region) and exponential weight policies for K = 2 BSs. The exponential
weight policy for BS k is
Wk = ecksk , (3.17)
where sk is the head of line (HOL) delay of BS k’s packets and ck is a constant coefficient
for BS k that determines the probability BS k is scheduled. The arrival rates for each
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Figure 3.4: Plot of the τFW-achievable region and the τ-achievable region using the ex-
ponential policy described in (3.17) for K = 2 BSs with packet arrival rates λ1 = λ2 =
0.1 ms−1
BS are λ1 = λ2 = 0.1 ms−1. Observe that the τ-achievable regions for the exponential
weight policy (obtained by varying ck) are consistently larger than the τFW-achievable
regions. This is expected, since the exponential weight policy accounts for the packet
delay. The difference between the τ-achievable regions of the policies decreases as τ in-
creases. Moreover, the difference between the τ-achievable regions decreases as one BS is
prioritized. These observations suggest that the fixed weight policy can be implemented
without PLP performance loss in networks with a long transmission time or with one BS
that is heavily prioritized.
3.6 Conclusion
In this chapter, a fixed weight scheduling policy was proposed for BS scheduling in
CoMP. A new simple closed-form bound was derived for the PLP for each user. A suffi-
cient condition was then derived for queue stability for the network. A design strategy
was developed for the scheduler weights and the transmission time, based on the PLP
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bound. Finally, the τ-achievable region of the fixed weight policy was compared with
an adaptive weight scheduling policy. Surprisingly, analysis and simulation showed that
the proposed fixed weight scheduler can reduce communication overheads between BSs
compared with the adaptive weight scheduler, while achieving a comparable PLP for
each user.

Chapter 4
Structured Limited Feedback
Codebook Design for Multi-user
MIMO
A key component of multiuser MIMO using zero-forcing precoding is the feedback of quantized
channel state information to the base station. A problem arises when each user has a common codebook
as the quantized channels can form a singular matrix that results in a reduced sum-rate. In this
chapter, two new structured constructions are proposed to generate different codebooks at each user
via transformations of a base codebook. The first construction is based on the Householder transform,
while the second proposed construction is based on the representation theory of groups.
4.1 Introduction
MU-MIMO an important technique to support high data rate downlink applica-tions in multiuser wireless networks. This is due to the potential linear scaling
in the achievable rate up to the order of the number antennas at the BS [Caire and Shamai,
2003]. In practice, the low complexity zero forcing (ZF) precoder is often used to suppress
inter-user interference at the cost of a sub-optimal rate [Peel et al., 2005, Jindal, 2006]. To
remove the inter-user interference perfectly, full channel state information (CSI) is re-
quired. Unfortunately, only imperfect CSI is available at the BS due to the limited rate
CSI feedback channels commonly used in frequency division duplex (FDD) systems [Jin-
dal, 2006].
Codebook-based quantization is a common technique used to feedback CSI over the
low-rate feedback channel in the FDD MU-MIMO downlink [Jindal, 2006, Heath et al.,
2009]. This feedback method is currently adopted in 3GPP LTE [Liu et al., 2012]. In
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recent work, it has also been applied to network MIMO, where multiple cells cooper-
ate via backhaul links [Liu et al., 2011, Bhagavatula and Heath, 2011, Zhou et al., 2011].
Unfortunately, when codebook-based quantization is combined with ZF precoding, the
quantization error results in inter-user interference and sum-rate degradation. This is a
significant problem in 802.16m and LTE as the quantization codebooks are typically lim-
ited to 2 or 4 bits [Li et al., 2010], which are known to perform poorly compared to the
perfect CSI scenario [Heath et al., 2009].
A key problem for the downlink with low rate feedback, in addition to the quanti-
zation loss, occurs when different users select the same codeword to feedback. This is a
particular problem when all users employ the same codebook, especially when the code-
books are small as in LTE. If more than one user selects the same codeword the channel
matrix is rank deficient, and hence the sum-rate is reduced when ZF precoding is used.
This is due to fact that one or more users is dropped, which has two consequences: a
reduction of sum-rate; and an increase in delay for the dropped user, which is not toler-
ated in networks that support real-time services. Both consequences can be avoided by
ensuring that each user employs a different codebook.
To avoid the rank deficiency problem, unique codebooks can be generated at each
user by applying transformations to the common base codebook. This means that a dif-
ferent transformation is required at each user, in addition to the base codebook. To pre-
serve the minimum mean square quantization error of the transformed codebook, the
transformations must be unitary [Ding et al., 2007]. Approaches using random unitary
transformations and the Householder transform were proposed in [Ding et al., 2007, Li
et al., 2005]. The problem of constructing a number of different codebooks was also con-
sidered in [Jiang et al., 2012], where the random construction was employed. These ap-
proaches require either a different unstructured unitary matrix or unit-norm vector, for
each user. Unfortunately, these approaches are inefficient as each user must store all dif-
ferent codebooks, since the appropriate codebook is not known when the user enters the
cell. For example, using the random construction in [Ding et al., 2007] for a four antenna
BS requires 154 kilobytes of memory at each user, which is significant – it is approxi-
mately the size of a software application on a smartphone.
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In this chapter, two new structured unitary matrix constructions are proposed to gen-
erate the multiple different unitary transformations required to ensure a full-rank quan-
tized channel matrix. The proposed structured constructions reduce the number of re-
quired unitary matrices stored in memory, for both the BS and each user. In fact, both the
constructions only require a fixed number of transformations to be stored, independent
of the number of users. In particular, the constructions require at most 1.1 kilobytes to
store the codebooks at each user for a four antenna BS, which is less than 0.6% of the
storage required for the random scheme in [Ding et al., 2007].
The first proposed construction exploits the Householder transform to ensure that
each user has a unique codebook by transforming a common base codebook. Using the
Householder transform is desirable as it is parameterized by only two parameters; both
of which are already stored in memory. This means that the first construction requires no
storage memory in addition to the base codebook. This is in contrast to the approach in
[Li et al., 2005], which also uses the Householder transform but relies on storing a large
number of vectors at each user. A new condition is also derived that ensures the elements
in the base codebook and each transformed codebook are unique.
As an additional benefit, the proposed Householder construction is shown to reduce
the search complexity when the well-known Fourier base codebook [Love et al., 2003]
is used. In particular, the number of codebook search multiplications and additions are
shown to be reduced by up to 50% using the first construction, compared with the stan-
dard Fourier base codebook [Love et al., 2003].
The second construction exploits unitary group representations (GR) of fixed point free
groups [Shokrollahi et al., 2001]. This construction is necessary when the base codebook
has a group structure, such as the Fourier base codebook [Love et al., 2003], for which
the Householder does not provide multiple unique transforms. The GR construction has
low storage requirements as no more than four matrices must be stored, with each matrix
element drawn from a finite field.
To compare the constructions with the standard case of using a common codebook
at each user, a lower bound on the rate outage probability is derived for the common
codebook scheme. The lower bound on the rate-outage probability is shown to increase
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Figure 4.1: MU-MIMO downlink system model.
as the codebook size is reduced, indicating that the constructions are necessary in the
small-codebook regime. The rate-outage probability bound is also shown to be mini-
mized when every codeword is equally likely, for a fixed quantization codebook size.
Many equiangular tight frames (ETFs) are proven to satisfy this property, and are later
used in the form of the optimal ETF base codebook in simulations of the GR construction,
the random construction and the common codebook scheme.
Finally, Monte Carlo simulations are performed to verify the performance of the pro-
posed constructions. Both of the proposed constructions are shown perform comparably
with the intuitive but impractical random transformation construction in [Ding et al.,
2007], and do so with significantly reduced storage requirements. Most importantly, the
figures show that the schemes provide a significant improvement over common code-
books at each user, for practical codebook sizes. For example, when 4 bits of feedback are
used, the Householder construction outperforms the common codebook scheme by 25%
when the BS employs 4 antennas.
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4.2 System Model
Consider the MU-MIMO downlink (see Fig. 4.1, where a BS with Nt antennas simultane-
ously transmits to K ≤ Nt users with a single antenna each. The received signal vector is
denoted by y = [y1, . . . , yK]T, given by
y =
√
PHVs + n, (4.1)
where V =
√
P[v1, . . . , vNt ] is the precoder, P is the transmit power, H
† = [h1, . . . , hK] is
the channel matrix for which h†i corresponds to the channel vector of the i-th user, and s
denotes the Gaussian data symbols, n is the noise vector with each element distributed
as ni ∼ CN (0, σ2), and σ2 is the noise power at each user. The inverse of the noise power
is defined as ρ = 1/σ2, which is closely related to the per-user SNR.
The signal received by user i is
yi =
√
Ph†i visi +
Nt
∑
k=1,k 6=i
√
Ph†i vksk + ni, (4.2)
where h†i is the i-th row of the channel matrix H, known as the channel vector for the i-th
user.
In this chapter, the ZF precoder is used to suppress interuser interference. Assume
that a perfect estimate of the corresponding channel vector is obtained at each user and
fed back to the BS to derive the ZF precoder. Each user’s CSI is assumed to be fed back
over a low-rate, error free, zero-delay feedback channel. The quantized channel matrix Hˆ
is derived from each user’s quantized channel vector. The ZF precoder with equal power
allocation is then by
V =
Hˆ†(HˆHˆ†)−1
‖Hˆ†(HˆHˆ†)−1‖F
, (4.3)
where ‖ · ‖F is the Frobenius matrix norm. Note that the rate reduction using equal power
allocation is negligible compared with the optimal waterfilling scheme at high signal-to-
noise ratio (SNR), for a sufficiently large codebook size [Peel et al., 2005]. We note that the
precoder V does not guarantee that each user receives the same transmit power. Instead,
the transmit power for each user is dependent on H, while ensuring that the total transmit
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power constraint is satisfies. This approach follows [Peel et al., 2005].
To quantize the channel vectors, user i decomposes h†i into the channel gain ‖h†i ‖ and
the channel shape
h˜†i =
h†i
‖h†i ‖
. (4.4)
To quantize the channel shape, user i searches through the codebook Fi = {fi,k}Nk=1 span-
ning CNt , where N is the number of codewords in the codebook and fi,k are the code-
words. The index of the chosen codeword for user i, k∗i , maximizes the inner product
search criterion as in [Jindal, 2006],
k∗i = arg maxk=1,...,N
|h˜†i fi,k|2, i = 1, . . . , K. (4.5)
Throughout this chapter, different codebooks are constructed for each user by ap-
plying unitary transformations to the codebook for the user with index i = 1. More
specifically, codebooks are constructed with codewords that are unique in CPNt−1, which
represents the complex projective space and is equivalent to the Grassmannian manifold
G(Nt, 1). The codebook of user i = 1 is referred to as the base codebook. The codebooks
for the other users, obtained by applying unitary transformations to the base codebook,
are referred to as transformed codebooks. All users’ codebooks are written in terms of the
base codebook by denoting the base codebook as F1 = F , and the codewords for the
codebook of user i as
fi,k = Uifk, k = 1, . . . , N, i = 1, . . . , K, (4.6)
where Ui is the i-th users unitary transformation satisfying UiU†i = U
†
i Ui = I. In the
special case of a common codebook for each user Ui = I, i = 1, . . . , K.
An important base codebook is the Fourier codebook. The Fourier codebook can be
easily constructed using the direct sum to obtain a reducible representation of a cyclic
group generated by
U = χ1 ⊕ · · · ⊕ χd
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=

e2pi jk1/N 0 · · ·
0
. . . 0
... 0 e2pikd/N
 , (4.7)
where ⊕ is the direct sum and χi = e2pi jki/N for some 1 ≤ ki ≤ N − 1. Hence, each
codeword in the Fourier codebook is given by fl = UlŒ, l = 0, . . . , N − 1, where Œ =
1/
√
d[1, 1, . . . , 1]T.
The performance of the MU-MIMO downlink with limited feedback is evaluated us-
ing the sum-rate, which is given by [Peel et al., 2005]
R =
K
∑
i=1
log2
(
1+
Pρ|h†i vi|2
Pρ∑Ntk=1,k 6=i |h†i vk|2 + 1
)
. (4.8)
Sum-rate outage occurs when R < R0, for a sum-rate threshold R0. Similarly, a per-
user outage event is defined, which occurs when
Ri = log2
(
1+
Pρ|h†i vi|2
Pρ∑Ntk=1,k 6=i |h†i vk|2 + 1
)
< R0,i, (4.9)
where R0,i is the per-user rate threshold for user i.
4.3 Proposed Codebook Constructions
In this section, two new constructions are proposed to obtain different codebooks for
each user: the Householder construction; and the group representation construction. The
Householder construction employs the Householder transform and does not require any
storage memory, in addition to the base codebook. The Householder construction is gen-
erally applicable to a wide range of base codebooks, including those generated using the
Lloyd algorithm [Xia et al., 2005]. Unfortunately, in the special case that the base code-
book is the Fourier base codebook, the Householder construction does not yield different
codebooks at each user. To overcome this, the new GR construction is proposed to obtain
the different codebooks at each user. Later, the storage requirements of the two construc-
tions are analyzed. Finally, applying the Householder construction to the Fourier base
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codebook is shown to be beneficial, despite only yielding two different codebooks. In
particular, the search complexity is shown to be reduced by up to 50% compared with
the standard Fourier base codebook.
4.3.1 Householder Construction
The Householder construction employs the complex Householder transform. This is de-
sirable as the Householder transform requires only two vectors: an initial vector and a
transformed vector. The initial vector is chosen to be a codeword from the base codebook
and the transformed vector is chosen to be e1 = [1, 0, 0, . . .]†. This means that both the
initial vector and the transformed vector can be obtained either directly from the base
codebook or a standard vector. As such, no additional memory space is required to con-
struct different codebooks at each user, in addition to the base codebook.
The Householder construction, starts with a base codebook. Possible choices are the
random construction [Jindal, 2006], the Lloyd algorithm [Xia et al., 2005], or the opti-
mized base codebook detailed in Section 4.4. The complex Householder transform is
then applied and is given by [Kuo-Liang and Wen-Ming, 1997]
UH(a) = I− zz
†
z†a
, (4.10)
where a is the initial vector that is an element of the base codebook, b = e1 is the trans-
formed vector and z = a− b. The Householder transform is both unitary and Hermitian
when ‖a‖ = ‖b‖, as is the case here. The third step in the Householder construction,
is to allocate each user a different transformed codebook. This is achieved for user i by
taking codeword fi from the base codebook, and computing the unitary transformation
matrix in (4.10) with the initial vector chosen to be a = fi. The transformed codebook
for user i is then constructed by multiplying the unitary matrix computed using fi with
every codeword in the base codebook. In short, the final form of transformed codebooks
constructed using the Householder construction is given by UH(fi)F for user i, with base
codebook F. Each step is further detailed in Table 4.1.
A key feature of the Householder construction is that no additional storage is re-
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Table 4.1: Householder Construction Quantization Algorithm
1) Choose a base codebook. This could be ran-
dom, generated using the Lloyd algorithm
[Xia et al., 2005].
2) The BS allocates the each user an index k ∈
{1, 2, . . . , N}.
3) The user k performs perfect channel estima-
tion to obtain channel shape h˜.
4) The user k constructs the Householder trans-
formation UH(a) from (4.10) with a = hˆk
and b = [1, 0, . . . , 0]T. The transformed
codebook of user k is given by UH(fk)F.
5) The user k performs channel quan-
tization on the channel shape h˜ as
in (4.5). I.e. selects the codeword
i∗ = arg maxi=1,2,...,N |f†i UH(fk)†h˜|.
74 Structured Limited Feedback Codebook Design for Multi-user MIMO
quired, in addition to the base codebook. This is the case because the transformation
requires only vectors from the base codebook and these vectors are already stored at
each user and the BS.
The Householder construction yields unique transformed codebooks for a wide range
of base codebooks including those generated using the Lloyd algorithm [Xia et al., 2005]
or the random approach [Jindal, 2006]. To see this, a transformed codebook using the
Householder construction is unique if UH(fh)fk 6= UH(fi)flejθ for a θ ∈ [0, 2pi), all users
h, i = 1, 2, . . . , K, h 6= i, and all codewords fk, fl , k, l = 1, 2, . . . , N. There are two situ-
ations that the uniqueness requirement is violated. First, if the condition for uniqueness
fk 6= flejθ is not satisfied for a θ ∈ [0, 2pi) and a pair (k, l), k, l ∈ {1, 2, . . . , N}. This con-
dition for uniqueness is satisfied for practical constructions such as the Lloyd algorithm
and is satisfied with probability 1 for the random base codebook.
Before the second situation is described where the uniqueness requirement is vio-
lated, note that there always exists a unitary matrix Uji such that Ujifj = fi for codewords
i, j. As a consequence, the Householder transforms in the construction can be written in
terms of one codeword. In particular, define UH(f1) such that UH(f1)f1 = e1, where
UH(f1) is the transformation matrix in the Householder construction for user 1. Since
Ujifj = fi, the transformation matrix for user i is obtained as
UH(fi) = UH(f1)Ui1 = UH(f1)U†1i. (4.11)
Now, the second situation where the uniqueness requirement is violated occurs when
there are codewords in the base codebook fk, fl that violate the condition that U†1iU1k 6=
U†1mU1le
jθ for fixed i, m, a θ ∈ [0, 2pi) and a pair (k, l), k, l ∈ {1, 2, . . . , N}, k 6= l. This
follows directly from (4.11) by substituting in the transformation matrices arising for dif-
ferent users into (4.10). Fortunately, this condition on uniqueness is satisfied for the Lloyd
algorithm and for the random base codebook.
There is one scenario where the uniqueness conditions are violated for the House-
holder construction. The scenario occurs when the unitary matrices S = ∪θ∈[0,2pi){ejθU1i}Ni=1
form a group of unitary matrices. That is, the matrices along with the matrix multiplica-
tion operation satisfy closure, associativity, and existence of inverse and identity proper-
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ties. In this case, there is always a matrix U1n ∈ {U1i}Ni=1 that satisfies U1n = ejθU†1if1k
for a θ ∈ [0, 2pi). As a consequence, the second condition for uniqueness is violated,
which means that there is at least one codeword in user i’s codebook that is in the same
subspace as a codeword in user j’s codebook for a pair (i, j), i, j ∈ {1, 2, . . . , N}, i 6= j.
The uniqueness condition violation is entirely dependent on the base codebook. In
particular, the violation is guaranteed to occur when the base codebook is constructed
using a group of unitary matrices {Ui}Ni=1 and multiplying each group element with an
initial vector f1. This type of base codebook with group structure is explicitly written as
F = [U1f1, . . . , UNf1]. A common example of a base codebook with group structure is the
Fourier base codebook [Love et al., 2003]. In order to ensure that the Householder con-
struction yields more than two unique codebooks, base codebooks with group structure
cannot be used.
4.3.2 Group Representation Construction
The new GR construction is proposed to construct unique transformed codebooks when
the base codebook has group structure, for which the Householder construction does
not yield unique codebooks. Although the GR construction is also applicable for other
types of base codebooks, it is preferable to employ the Householder construction for these
base codebooks as the GR construction has larger storage requirements. The construction
follows that of the Householder construction, but instead of Step 4) of Table 4.2 unitary
representations of groups are exploited to derive unique codebooks for each user.
Three definitions are required from [James and Liebeck, 2001] to detail the GR con-
struction and prove that the transformed codebooks are unique. In the following, the
abstract formulation of a group is a set G together with a binary operation that satisfies
closure, associativity, and existence of inverse and identity properties. Concrete group
constructions are provided later in Example 1 and Example 2.
In order to define a unitary representation–the building block of the construction–an
important mapping between a groups, known as a homomorphism, is required.
Definition 4.1. Let G and F be groups. Then, a homomorphism from G to F is a function
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θ : G → F which satisfies
θ(g1g2) = θ(g1)θ(g2), for all g1, g2 ∈ G. (4.12)
Unitary representations take an element from the abstract group G and map it to
a unitary matrix such that the map is a homomorphism. This means that the identity
of G is mapped to the identity of the representation and inverses of elements in G are
mapped to inverses of elements of the representation, ensuring that the group structure
is preserved. Formally, a representation is defined as follows.
Definition 4.2. Let G be a group. A representation of G over C is a homomorphism ρ from G
to the general linear group GL(n,C) (the group of n× n matrices over the complex field) [James
and Liebeck, 2001], for some integer n. A representation is faithful if the identity element of G is
the only element for which θ(g) = I, g ∈ G.
The GR construction utilizes group representations to obtain unitary matrices that
construct different codebooks at each user. To ensure that the codebooks are unique for
arbitrary base codebooks, the group representations are required to be fixed point free
groups. A fixed point free group is defined as follows [Shokrollahi et al., 2001].
Definition 4.3. For some Nt ∈N, a fixed point free group G has an Nt-dimensional representa-
tion that satisfies
Uix 6= x, ∀Ui ∈ G, x ∈ CNt . (4.13)
The condition in (4.3) is equivalent to requiring that any representation of the group
G does not have elements with an eigenvalue λ = 1, as otherwise there would exist an
eigenvector, x, of a Ui ∈ G such that Uix = x.
The fixed point free property is now shown to be a necessary condition for the unique-
ness of the transformed codebooks.
Proposition 4.1. Let the base codebook be an arbitrary set of unit norm vectors in CNt and
G = {Ui} be a group of unitary matrices. A necessary condition for the transformed codebook to
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be unique is that there exists no codewords such that Uifk = fl , where Ui ∈ G, which is satisfied
when G is fixed point free.
Proof. In order for the transformed codebook to be unique in CPNt−1, no codewords can
exist such that
Uifk = fl , (4.14)
for all fk, fl in the base codebook and Ui ∈ G. Suppose that the representation {Ui} is
not faithful. Then, there exists U1 = Uj = I for some j ∈ {1, . . . , |G|}. As such, the
transformed codebooks corresponding to Uj is the same as the base codebook, which
means that it is not unique. Now suppose that G is not fixed point free. This means that
there exists a x ∈ CNt such that Uix = x for some Ui ∈ G. If x is in the base codebook,
then the transformed codebook is not unique. As a consequence, a necessary condition
for the transformed codebook to be unique for all base codebooks is satisfied when the
group representation {Ui} of G is a faithful homomorphism and G is fixed point free.
Proposition 4.1 provides a necessary condition for the GR construction to generate
different codebooks at each user, for an arbitrary base codebook. A full classification of
representations of fixed point free groups is given in [Shokrollahi et al., 2001].
To ensure that the codebooks are unique it is required that no codewords lie in the
same subspace. Although the fixed point free property is a necessary condition for
uniqueness, it does not by itself guarantee that the group elements satisfy
Uiv 6= ejθUjv, (4.15)
for all Ui, Uj ∈ G i 6= j. In fact, it only guarantees that Uiv 6= Ujv for all v ∈ CNt .
Fortunately, this problem can be easily overcome by systematically removing trans-
formations. Although this reduces the number of possible transformed codewords, many
fixed point free groups are extremely large, with over 1000 elements. As such, this does
not affect the number of users that can be allocated to the base station.
Now, the systematic removal of transformations is detailed to ensure (4.15) is satis-
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fied. First, find elements of the representation with the form ejθI. The set of such elements
forms a normal subgroup N, which defines an equivalence relation. Each set of equiv-
alent elements in G is given by the cosets gN, g ∈ G. To obtain the final set of unique
transformations, a representative element of each coset is chosen (any coset element can
be chosen). This procedure ensures that the GR construction has different codebooks at
each user even if the base codebook is the Fourier codebook.
The described systematic removal method is illustrated in the following concrete ex-
amples of fixed point free group representations. The first example of a fixed point free
group is the cyclic group. An important property of the GR construction based on the
cyclic group is that it allows for the scheme to be applied to the MU-MIMO downlink
with an arbitrarily large number of users. In particular, a fixed point free unitary repre-
sentation of a cyclic group exists for all N ≥ 1.
Example 4.1. Cyclic groups have a presentation Cn = 〈a|an = 1〉. As a result, the unitary
representation can be obtained simply using a single matrix
A = diag
(
exp
(
2pi j
k1
n
)
, . . . , exp
(
2pi j
kNt
n
))
, (4.16)
where k1, . . . , kNt < n are distinct and each ki is relatively prime to n. Furthermore, the ki
must all satisfy ki 6= k1 + mnl′ , for some m = 1, 2, . . . and a fixed 0 < l′ < n. This ensures
that condition (4.15) is satisfied. The elements of the representation are then given by UG,i+1 =
Ai, i = 0, . . . , n− 1. This transformation is applicable for Nt > 1.
Note that care is required when using the cylic group construction as the Fourier
codebook [Love et al., 2003] also has the same structure. This means that the coefficients
ki, i = 1, . . . , Nt must be chosen such that no group elements are the same as for the base
codebook.
Another class of fixed point free group (as in Definition 4.3) is Gm,r that is explicitly
defined in [Shokrollahi et al., 2001]. In the second example, G6,−1 is used, which has a
2-dimensional representation.
4.3 Proposed Codebook Constructions 79
Example 4.2. The group G6,−1 has a representation AkBl , k = 0, . . . , 5, l = 0, 1, where
A =
 ζ 0
0 ζ−1
 , B =
 0 1
−1 0
 , (4.17)
where ζ = ej2pi/6. Note that G6,−1 has a normal subgroup N = {I, ejpiI}, where A3 = ejpiI. The
normal subgroup satisfies gN = Ng, g ∈ G6,−1, which is equivalent to requiring left and right
cosets of N in G are equivalent. Now define the equivalence relation A ∼ ejθA. The cosets of the
normal subgroup are then equivalence classes. In particular,
E1 = N, E2 = {A, A4}, E3 = {A2, A5}
E4 = {B, A3B}, E5 = {AB, A4B}, E6 = {A2B, A5B}. (4.18)
By choosing a representative element from each equivalence class, the condition (4.15) is satisfied.
In particular, a set of valid transformations is then {I, A, A2, B, AB, A2B}.
The GR construction has been shown to yield a large number of unique transforma-
tions, and now it is explained how codebook transformations are generated and allocated
to users. First, choose a base codebook F and elements of the unitary representation of a
fixed point free group (defined in Definition 4.3), denoted {UG,k}Nk=1. The procedure to
obtain {UG,k} is detailed in Step 4 of Table 4.2. Then, the BS allocates each user an index
k ∈ {1, 2, . . . , |G|}. Each user k then constructs the corresponding unitary transformation,
given by UG,kF. The transformed codebooks are guaranteed to be unique since the trans-
formations are chosen to satisfy the conditions in Proposition 4.1 and (4.15). Two poten-
tial unitary transformations are in Example 1 and Example 2. Each user k then quantizes
the channel shape by choosing a codeword from its transformed codebook UG,kF as per
Step 5) of Table 4.2.
Note that the new GR construction is applicable to all base codebooks as the GR con-
struction satisfies the conditions in Proposition 4.1 and (4.15). Moreover, the storage re-
quirements for the GR construction do not grow with the number of users, which is the
case for the random [Ding et al., 2007] and “improved Hochwald” [Li et al., 2005] con-
structions.
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Table 4.2: Group Representation Construction Quantization Algorithm
1) Choose a base codebook. This could be ran-
dom, generated using the Lloyd algorithm
[Xia et al., 2005], or generated using the op-
timized codebook in Section 4.4.
2) The BS allocates each user an index k ∈
{1, 2, . . . , |G|}.
3) User k performs perfect channel estimation
to obtain channel shape h˜.
4) User k constructs the transformed codebook
using the unitary representation of the cho-
sen group G (e.g. the fixed point free group
in Example 1 or Example 2). To obtain the
transformed codebook:
a) Find elements in the representation of
G of the form ejθI.
b) Construct the normal subgroup N con-
sisting of the elements of G obtained in
Step 4a.
c) Construct cosets gN, g ∈ G.
d) Construct the final set of transforma-
tions {UG,k} by choosing a representa-
tive element from each coset.
e) Construct the transformed codebook
for user k using with base codebook F,
which is given by UG,kF
5) User k performs channel quantization on the
channel shape h˜, k = 1, . . . , |G| as in (4.5).
I.e. the user selects the codeword i∗ =
arg maxi=1,2,...,N |f†i U†G,kh˜|.
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4.3.3 Uniqueness Properties of the Proposed Constructions and Storage Re-
quirements
In this section, the commonalities and differences of the constructions are detailed in
terms of codebook uniqueness and storage requirements. In particular, the base code-
books are classified for which each of the proposed codebook constructions yield multi-
ple unique transformed codebooks, conditions on the base codebooks to ensure that each
transformed codebook is unique, and provide a comparison of the memory requirements
of the proposed codebook construction with the random construction [Ding et al., 2007].
The main difference between the Householder and GR constructions is the type of
base codebooks that yield unique transformed codebooks. As detailed earlier, the House-
holder construction is applicable to base codebooks that do not have group structure. An
important example of a base codebook that has group structure is the Fourier codebook
[Love et al., 2003]. The GR construction overcomes the group structure problem and can
in fact be applied to the Fourier base codebook.
In general, it is not straightforward to check if a given base codebook has group struc-
ture without directly checking the codebook’s Gram matrix. To this end, new conditions
are developed that ensure that each transformed codebook is unique. The conditions
can be used to check an arbitrary set of unitary transformations to see if the transformed
codebooks are unique. As such, the conditions can be used to check if the Householder
construction yields unique transformed codebooks. The following theorem explicitly
provides the uniqueness conditions.
Theorem 4.1. Let UT be the Householder construction or the GR construction for any user,
where the base codebook is F = {φi}Ni=1. Let Ukiφk = φi, i, k = 1, . . . , N. The elements in
the base codebook F and the elements in the transformed codebook {UTφi}Ni=1 for each user are
unique if
1. φi 6= ejθφk, ∀k 6= i.
2. No elements of the base codebook {φi}Ni=1 are eigenvectors of UTUki, k = 1, . . . , N.
Proof: See Appendix B.1.
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Note that Theorem 4.1 holds for both the Householder and GR constructions. To illus-
trate the use of Theorem 4.1, consider the base codebook with structure F = [U1f1, . . . , UNf1],
where {Ui} forms a group of Nt×Nt unitary matrices and f1 is a unit norm Nt-dimensional
vector. In this case the theorem can be applied by obtaining the eigenvectors of UTUi (UT
is obtained using the Householder construction for some codework Uif1). Each eigen-
vector is then checked to ensure that it is not equivalent to any elements of the base
codebook F. Since the base codebook has group structure, there is in fact at least one
codeword from that base codebook that is equivalent to the eigenvector, and hence the
transformed codebooks are not unique.
A comparison is now performed of the storage requirements of the proposed code-
book constructions. The GR construction only requires at most 64N2t bytes of storage,
and often less due to the fact that the elements are often drawn from finite fields. This
is due to the fact that there are 8 bytes in a double precision floating point number and
every element is complex in the matrices corresponding to the GR construction. The fac-
tor 64 arises as there are at most four matrices used to construct the different codebooks
for the GR construction. The Householder construction requires no storage in addition
to the base codebook. In contrast, the storage requirement of the random construction
is 16KN N2t bytes, where KN is the total number of users in the network, and Nt is the
number of transmit antennas.
In LTE cells the number of users is typically at least 200 [Motorola, 2007]. Consider the
scenario with 3 adjacent cells with 200 user each. In this case, the users in the network is
KN = 600 and the required storage requirement for the random construction with Nt = 4
is 154 kilobytes, which is significant – it is approximately the size of a software appli-
cation. Furthermore, BSs with large antenna arrays are expected to play an important
role in future cellular networks employing massive MIMO [Marzetta, 2010] and also ru-
ral wireless networks [Suzuki et al., 2012]. In these systems, BSs can have Nt = 32 or
more antennas. In this case, the storage requirement for the random construction rises
to 9.8 megabytes, using the same network parameters as in the previous LTE example.
Certainly, this is prohibitive in practice.
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4.3.4 Sparsity Properties of the Proposed Constructions
In this section, new sparsity properties are proven for the Householder construction in
the case that the base codebook (used to generate the codewords for each user) is the
Fourier codebook. The transformed codebooks are obtained using the final form of
the Householder construction. Although the Householder construction applied to the
Fourier codebook does not yield multiple unique codebooks, it is shown to be useful
when only one common codebook is employed at each user. In particular, the key finding
of the sparsity analysis is that the search complexity of the Fourier codebook is reduced
by up to half compared with the standard approach in [Love et al., 2003].
To obtain the sparsity results, first the notion of a frame [Strohmer and Heath, 2003]
and the relationship to quantization codebooks in MU-MIMO are described.
Definition 4.4. A sequence F = {fi}Ni=1 is called a frame for the Hilbert spaceH = Cd or Rd, if
there exists constants 0 < A ≤ B < ∞ such that A‖x‖2 ≤ ∑Ni=1 |〈x, fi〉|2 ≤ B‖x‖2, for all x ∈
H.
Observe that if the dimension of a sequence of vectors is finite, the sequence of vectors
spans Cd, and each vector satisfies ‖fi‖2 = 1, i = 1, 2, . . . , N, then the sequence of vectors
is a frame. Since the quantization codebook has d = Nt < ∞ and unit norm elements
spanning Cd, the codebook forms a frame.
Next, the sparsity properties of frames, and hence quantization codebooks, are quan-
tified. A definition is required, based on [Casazza et al., 2011]. Note that the frame
synthesis matrix of a codebook F = {fi}Ni=1 is given by F = [f1, . . . , fN ].
A k-sparse codebook is then defined as follows.
Definition 4.5. A codebookF = {fi}Ni=1 forCm is called k-sparse if the sum of non-zero elements
in the real and imaginary parts of the frame synthesis matrix F is k. Here, 0 ≤ k ≤ 2mN.
Note that the definition of k-sparsity is with respect to the standard basis. To quantify
the sparsity, the density (with respect to sparsity) of a frame is defined as follows.
Definition 4.6. The density κ of a frame is the ratio of non-zero components and the total number
of components in the frame. In particular, the density is given by κ = k2mN .
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Table 4.3: Complexity Savings Using Proposed Method
Nt N = 8 N = 16 N = 64 N = 128
2 50% 50% 50% 50%
4 39% 26% 17% 16%
8 23% 15% 8% 7.7%
New sparsity properties are now proven for codebooks with elements that are the
N-th roots of unity. An example is the Fourier codebook [Love et al., 2003]. In particular,
the following proposition is developed.
Proposition 4.2. For quantization codebooks F with elements that are the N-th roots of unity for
a BS employing Nt = 2 antennas, there exists a unitary transformation U and real numbers θi ∈
[0, 2pi), i = 1, . . . , N such that the synthesis matrix U[ejθ1 f1, . . . , ejθN fN ] has elements that are
either purely real or purely imaginary, and U is constructed using the Householder construction
in Table 4.1. Moreover, the density is κ = 2N−14N .
Proof: See Appendix B.2 for a constructive proof.
Proposition 4.2 shows that a reduction in search complexity of over 50% is possible
for codebooks with elements that are the N-th roots of unity. This is achieved by not
requiring the computation of multiplications and additions for both real and imaginary
parts in the codeword elements.
Sparsity properties of codebooks for Nt > 2 depend on the particular vectors in the
codebook. Extensive codebook constructions of the type in Proposition 4.2 have revealed
that complexity savings can also be obtained for Nt > 2. In particular, Table 4.3 shows
the complexity savings using the proposed method for different Nt and N. Observe that
for Nt = 2, the complexity savings are at least 50% compare to the standard Fourier base
codebook [Love et al., 2003], which confirms the result in Proposition 4.2. For Nt > 2,
observe that significant complexity savings are still obtained; however, these complexity
savings depend on the size of the codebook.
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4.4 Rate-Outage Lower Bound and Base Codebook Design
Previous analysis on existing feedback schemes for multiuser MIMO has been under the
assumption of random codebook generation. Random codebooks do not suffer from
problems of different users selecting the same codeword [Ding et al., 2007]. Unfortu-
nately, they are impractical. The proposed practical constructions also do not suffer the
“same codeword problem”.
In contrast, the existing practical common codebook scheme leads to a loss in the
sum-rate and that is why analysis for the common codebook scheme is provided in this
section. To understand the benefit of the two constructions, analysis of this rate loss in
terms of the common codebook scheme is required. To do this, the outage probability
lower bound for the common codebook scheme is calculated, which is also the basis of
an approximate lower bound for the sum-rate of the scheme in the high SNR regime. In
particular,
E[RCC] ≈ (1− Po)E[R], (4.19)
where RCC is the sum-rate of the common codebook scheme, Po is the outage probability
and R is the sum-rate of the scheme. Hence, E[R] ' E[RCC]. Moreover, by minimizing
Po, E[RCC] is also maximized and consequently the approximate lower bound of the sum-
rate of the scheme.
The key result in this section is the optimization of the base codebook (i.e. the code-
book used to generate all codewords for each user). The base codebook derivation is
based on the rate-outage lower bound analysis. It is this optimized base codebook that is
used for simulations in this section for both the common codebook and the GR construc-
tion.
It is assumed that the network supports real-time services in which rank adaptation
is not acceptable, even when several users send back identical codewords that results
in rank deficiency. This allows for minimum rate requirements for each user to be met.
As a consequence, rate-outage occurs if the quantized channel matrix is non-invertible.
Denote the sum-rate outage probability as Po = Pr(R ≤ R0), where R0 is a fixed rate-
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threshold. By conditioning on the invertibility of the quantized channel matrix,
Po = Pr(Hˆ invertible)Pr(R ≤ R0|Hˆ invertible) + Pr(Hˆ not invertible)
≥ Pr(Hˆ not invertible). (4.20)
Observe that when R0 ≈ 0, the bound is tight at high SNR as Pr(R ≤ R0|Hˆ invertible) ≈ 0
in this regime.
To determine the minimum value of Pr(Hˆ not invertible), assume that each possi-
ble quantized channel matrix has an Nt-dimensional column space. This is to avoid
any unnecessary rank deficiency due to linearly dependent columns. Also, note that
the codebook minimizing Pr(Hˆ not invertible) is equivalent to the codebook maximizing
Pr(Hˆ invertible).
The following constrained non-convex optimization problem is constructed to obtain
the probability of selecting each codeword to minimize the probability that the quantized
channel matrix is not invertible for isotropic channel vectors. Note that this is equivalent
to obtaining the probability of selecting the codewords to maximize the probability that
the quantized channel matrix is invertible, as these events are complements of each other.
The optimization problem is constructed by determining the sets of distinct codewords,
which are denoted by Zj ⊂ {1, . . . , N} with |Zj| = Nt, j = 1, . . . , σ. Observe that the
probability that a given set of distinct codewords is selected is given by ∏i∈Zj pi, where
pj is the probability that the j-th codeword is selected. The total probability that the
quantized channel matrix is invertible is then given by ∑σj=1 ∏i∈Zj pi, where σ = (
N
Nt)
is the total number of combinations of distinct codewords. The required optimization
problem is then
max
pi , i=1,...,N
σ
∑
j=1
∏
i∈Zj
pi
subject to 0 ≤ pi, ∀ i = 1, 2, . . . , N
N
∑
i=1
pi = 1.
(4.21)
In this case, following proposition holds.
Proposition 4.3. For the non-convex optimization problem in (4.21), the KKT conditions are
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necessary and sufficient for global optimality and the optimal probabilities, p∗i , i = 1, . . . , N, are
given by
p∗1 = · · · = p∗N =
1
N
. (4.22)
Proof: See Appendix B.3.
Using a simple counting argument, the bound in (4.20) and Proposition 4.3, the rate-
outage probability for MU-MIMO using ZF precoding is then lower bounded by
Po ≥ 1− Pr(Hˆ invertible)
≥ 1− N!
(N − Nt)!NNt . (4.23)
The second inequality in (4.23) holds as it is obtained by using the optimal probability
that each codeword is selected (obtained by solving the optimization problem in (4.21))
to compute the probability that the quantized channel matrix Hˆ is invertible.
The first key analytical result in this section provides the benefit of using the con-
structions instead of the common codebook scheme. In particular, the average sum-rate
loss due when employing a common codebook compared with employing different code-
books is approximately lower bounded by
RL '
(
1− N!
(N − Nt)!NNt
)
E[R], (4.24)
where E[R] is the expected rate. The bound follows from (4.23). As such, the relative sum-
rate loss if a system used a common codebook compared with the proposed codebooks
that do not suffer this loss is approximately
(
1− N!
(N − Nt)!NNt
)
. (4.25)
The second key analytical result is the base codebook that can be used as the basis for
the new proposed construction as indicated in Step 1) of Table 4.2. This base codebook
minimizes the outage probability lower bound for isotropic channels. Before proving the
result, an ETF is defined as follows.
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Definition 4.7. A finite frame for CNt [Strohmer and Heath, 2003], F = [f1, . . . , fN ] with
‖fi‖2 = 1, i = 1, . . . , N is an ETF if the following conditions are satisfied:
1. FF† = NNt I,
2. |f†i fj|2 = N−NtNt(N−1) , i 6= j.
An important property of ETFs is that they can only exist for N ≤ N2t [Strohmer and
Heath, 2003]. This means that base codebooks generated using this method are limited
to at most N2t codewords.
To show that certain types of ETFs have equally likely codewords and hence minimize
the rate-outage lower bound in (4.23), a result in [Mondal et al., 2007] is generalized for
quantizers on the real projective space RPNt−1 to the complex projective space CPNt−1.
This is given in Theorem 4.2.
Theorem 4.2. Let F = [f1, U2f1, . . . , UNf1] be an ETF with N elements and dimension Nt,
and each element of H is distributed as hij ∼ CN (0, 1). Further, let F be a frame for Rd, or
UiUj = ejζij Uij 1 ≤ i, j ≤ N, ζij ∈ [0, 2pi), where {Ui}Ni=1 forms a group. If all potential
quantized channel matrices Hˆ have an Nt-dimensional column space, then each quantization
codeword in F is equally likely and F minimizes the rate-outage lower bound in (4.23).
Proof: See Appendix B.4.
For the ETFs of the form specified in Theorem 4.2 it is necessary to find the Ui and f1
that satisfy the constraints in Theorem 4.2. Previous work in the theory of ETFs has pro-
vided methods to find these for a range of N. An important case is when N = N2t , which
has been extensively studied in the quantum information theory literature. In particular,
explicit cases of Ui and f1 are available in [Scott and Grassl, 2010] for dimensions up to
Nt = 67.
Since F , generated using Theorem 4.2, minimizes the rate-outage lower bound it is
an excellent choice for the base codebook when N ≤ N2t . This construction is used in the
simulations in the next section for the cases N ≤ N2t .
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4.5 Simulation Results
In this section, Monte Carlo simulations are performed to verify the performance of the
proposed codebook constructions. The simulations show that the proposed codebooks
perform comparably with the random codebook proposed in [Jindal, 2006] with reduced
complexity. The simulation results are shown to be consistent with analysis. In all simu-
lations the total power is P = 1, and ρ = 1/σ2.
In Fig. 4.2, the sum rate of an Nt = K = 2 is compared with ρ for a system with
each user using a different quantization codebook and a base codebook obtained using
the Lloyd algorithm [Xia et al., 2005]. Three constructions are used to obtain a different
codebook at each user: 1) the GR construction; 2) the random unitary transform; and 3)
the common codebook at each user. In the GR construction, the set of unitary matrices in
Example 2 from the group G6,−1 is used. Observe that the GR construction reduces the
storage requirements compared with the random construction, while achieving the same
performance for all codebook sizes.
Figure 4.2: Sum-rate with Nt = K = 2 using the Lloyd algorithm base codebook and dif-
ferent transformation constructions: the GR construction based on the G6,−1 in Example
2, the random unitary transform [Ding et al., 2007] and a common codebook at each user.
In Fig. 4.3, the sum-rate of an Nt = K = 4 is compared with ρ for a system where each
user using a different quantization codebook and the base codebook generated using the
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Figure 4.3: Sum-rate with Nt = K = 4 using the Lloyd algorithm base codebook and
different transformation constructions: the GR construction based on a cyclic group, the
Householder construction, the random unitary transform [Ding et al., 2007] and a com-
mon codebook at each user.
Lloyd algorithm [Xia et al., 2005]. Four constructions are used to obtain the codebooks at
each user: 1) the Householder construction, 2) the GR construction, 3) the random uni-
tary transform and 4) a common codebook at each user. In the GR construction the cyclic
group with n = 7 and k1 = 1, k2 = 2, k3 = 3, k4 = 5 is used (see Example 1 for the
detailed construction). Observe that the Householder and GR constructions reduce the
storage requirements compared with the random construction, while achieving the same
performance for all codebook sizes. Note the difference from Fig. 4.2 in that 10 bits are re-
quired for the common codebook to perform comparably with the random construction.
This is a huge codebook, which means that the Householder or GR constructions are nec-
essary for practical codebook sizes. In the Nt = K = 2 case, only 3 bits were required.
This shows that as Nt increases, so does the number of codewords such that the com-
mon codebook can be used with negligible degradation compared with the transformed
codebook constructions.
In Fig. 4.4, the sum-rate of network with Nt = 4 and K = 2 is plotted. Two base
codebooks are used: the optimal base codebook (4 bits); and the Lloyd algorithm base
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Figure 4.4: Sum-rate with Nt = 4, K = 2 using the Lloyd algorithm base codebook (3 and
6 bits), ETF base codebook (4 bits) and different transformation constructions: the GR
construction based on a cyclic group, the random unitary transform [Ding et al., 2007]
and a common codebook at each user.
codebook (6 and 10 bits). Three constructions are used to obtain the codebooks: 1) the
GR construction, 2) the random unitary transform and 3) a common codebook. As for
the case where Nt = K = 4, the GR construction performs comparably with the random
construction in [Ding et al., 2007], while storing only one diagonal unitary matrix instead
of at least 200 for the random construction in LTE cells.
Fig. 4.5 shows the outage probability where each user has the same codebook and
uses the Lloyd algorithm [Xia et al., 2005] to generate the base codebook. The figure
shows that the bound holds for all simulated codebook sizes and numbers of transmit
antennas. Observe that the lower bound (4.23) is tight at high ρ for a rate-threshold of
0.01 bits/channel use.
Fig. 4.6 shows the probability that a target rate is met for each user. The base station
has Nt = 2 antennas, which can transmit to one or two users depending on whether min-
imum rate constraints are met. When a per-user rate constraint for either user is not met
using two user transmission, then the user with the highest rate using single-user beam-
forming is serviced. In the figure, the target rate for user 1 is R0,1 > 0.1 and the target
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Figure 4.5: Outage probability bound from (4.23) with Nt = K = 4 and rate-threshold R0
bits/s/Hz using the Lloyd algorithm with a common codebook at each user.
rate for user 2 is R0,2 > 0.2. The per-user outage probability is Pr(Ri < R0,i). The base
codebook is constructed using the Lloyd algorithm with a size of 2 bits. Observe that
using the Householder construction can achieve up to a 15% improvement in the proba-
bility that the rate target is met for ρ above 15 dB. This shows that even if scheduling is
employed to avoid the rank deficiency, there is a reduction in the probability that a given
user can meet its data rate target compared with the proposed Householder construction.
4.6 Conclusion
Two new codebook constructions were proposed to obtain different codebooks at each
user. The Householder construction employed the Householder transform and con-
structed unique codebooks at each user with no storage requirements, in addition to the
base codebook. The second construction was based on unitary representations of finite
groups, which is applicable to any base codebook. The search complexity of the Fourier
base codebook was shown to be reduced using the proposed Householder construction
by up to 50% compared with the standard Fourier base codebook. To compare the con-
structions with the standard case of a common codebook at each user, a lower bound on
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Figure 4.6: Probability that user target rates R1 > 0.1 and R2 > 0.2 are met with Nt = 2
and at most K = 2 users are serviced using the Lloyd algorithm base codebook, with the
Householder construction and the common codebook scheme.
the rate-outage probability was derived. This lead to a new optimal base codebook con-
struction, which can be used with the constructions to obtain different codebooks at each
user. Simulations were performed that showed both the proposed constructions signif-
icantly reduce the storage requirements compared with the random construction, while
achieving the same sum-rate performance for a wide range of popular base codebooks.

Chapter 5
Structured Limited Feedback
Codebook Design for Coordinated
Multipoint
An important new feature present in CoMP is that variable numbers of BSs can service a given
user. This poses a new problem for beamforming that is not present in single-cell operation: the quan-
tization codebook must support a variable dimension codebooks, with the dimension corresponding to
the number of BSs employed. This is a problem that has not appeared in previous releases of LTE. In
this chapter, a low complexity structured codebook is proposed that has linear complexity in both the
codebook size and dimension. As such, the variable dimension codebooks are readily accommodated
and the codebook can be constructed online as the number of transmitting BSs varies. A new method
is also proposed to store optimal structured codebooks–in the sense of the Grassmannian criterion–of
variable dimension by exploiting properties of cyclic difference sets.
5.1 Introduction
AS for the single-cell MU-MIMO networks in Chapter 4, CSI is required for beam-forming in CoMP using FDD. This is achieved by using a low-rate feedback link
from each user to the BSs [Jindal, 2006]. An effective approach to CSI feedback in FDD
networks is to employ codebook-based quantization [Egan et al., 2011,Jindal, 2006,Heath
et al., 2009, Love et al., 2003, Chae et al., 2008, Ryan et al., 2009], which is currently stan-
dardized for single-cell networks. In codebook-based quantization, a set of quantized
channel vectors are stored at each user. The user then chooses the codeword that best
quantizes the actual channel vector.
There are two key differences between quantization for single-cell networks and CoMP.
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The first is that CSI feedback is potentially required for a large number of links due to a
large number of cooperating BSs. The second is that a variable number of BSs can trans-
mit to each user, requiring variable codebook dimension.
Current approaches to the problem of quantization codebook design for CoMP have
focused on random constructions. Random approaches are undesirable as both storage
and search requirements are prohibitive in contrast with structured approaches such as
the Fourier codebook [Love et al., 2003]. In [Cheng et al., 2010], a general codebook
construction criterion based on the chordal distance was proposed for network MIMO
exploiting per-cell codebooks. This technique decomposed the problem of globally de-
termining the optimal codebook for all BSs to a joint codebook composed of codewords
obtained by only considering individual cells. Unfortunately, specific constructions were
not considered and analysis was performed only for random constructions. In [Hou and
Yang, 2011] and [Su et al., 2011], bit allocations for different channels and codeword se-
lection algorithms were proposed, respectively, when per-cell codebooks are employed.
As in [Cheng et al., 2010], the problem of constructing structured codebooks was not
considered.
In this chapter, a low-complexity structured codebook construction is proposed for a
CoMP network. In particular, the problem of prohibitive complexity of variable dimen-
sion Fourier codebook construction is overcome, while preserving the high-performance
of the Fourier (or Grassmannian) codebook [Love et al., 2003]. Our algorithm to construct
variable dimension codebooks has a complexity linear in both codebook size and dimen-
sion (which corresponds to the total number of antennas used by the transmitting BSs).
This is a significant reduction compared with the exhaustive search technique, which
has exponential complexity. Our construction is based on a new recursive bound on the
maximum distance between codewords. This alleviates the problem of computing expo-
nential sums, which are the main difficulty in analyzing and designing optimal Fourier
codebooks.
Next, a new storage method is proposed for Fourier codebooks, which are also equian-
gular tight frames (ETFs)–an optimal class of codebooks. It is shown that ETFs of differ-
ent dimensions can be constructed using a single set of coefficients and exploit this, as
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Figure 5.1: CoMP network with feedback.
yet unused, property to develop the proposed storage method. A key feature of the ap-
proach is that only a single set of coefficients are required to construct Fourier codebooks
when varying numbers of BSs can transmit. This means that the storage requirements
are comparable to codebooks used in LTE, while providing for optimality.
Simulations are used to show that the proposed low-complexity construction per-
forms comparably with the exhaustive search, with linear complexity in the size of the
codebook and dimension of the codewords. This means that codebooks of varying size
and dimension can be constructed online as there are changes over time of the number
of coordinated BSs or signal-to-interference and noise ratios (SINR) of the links.
5.2 System Model
Consider a CoMP network (see Fig. 5.1, with K BSs and a single-antenna user. BS i has
a total of Ni transmit antennas, and is at a distance Ri from the user. Assume that the
data for the user and the CSI from the BSs to the user is sent to a central unit (CU) via
error-free and zero-latency backhaul links. The channel is block fading and the network
operates using FDD, which means that reciprocity in the channel cannot be exploited in
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sharing CSI between the user and each BS.
In each time slot, the user that is serviced by the coordinated BSs perfectly estimates
the channel between itself and each BS. The user then forms a channel vector
h† = [h1, . . . , hd], (5.1)
where h†i is the channel between the user and BS i, and d = ∑i Ni is the total number of
antennas employed by all the coordinated BSs in the time slot. The user then computes
the channel shape
h˜ = h/‖h‖. (5.2)
At the user and the CU, a codebook consisting of d-dimensional quantization code-
words F = [f1, . . . , fN ], ‖fi‖2 = 1, i = 1, 2, . . . , N, of size N is stored. Once the user
has estimated the channel vector, it computes the inner product between each codeword
and the channel shape to determine which codeword index to feedback to the CU. In
particular,
i∗ = arg max
i=1,...,N
|h˜†fi|2, (5.3)
is the codeword index fed back to the CU. The coefficients of the codeword i∗ are then
shared with each BS to perform beamforming.
The throughput using distributed beamforming is given by
R = log2
(
1+
|h†Pfi∗ |2
N0
)
, (5.4)
where P = diag{[P1, . . . , Pd]} is the transmit power matrix and N0 is the noise power.
Note that (5.4) has a similar form to single-cell MISO transmission. The difference lies in
the fact that the average channel gains in h may be different for each element hi due to
the fact that the distance between the user and each BS may vary. The transmit signal-to-
noise ratio (SNR) for BS i is given by Pi/N0.
5.3 Codebook Design 99
5.3 Codebook Design
In practical wireless systems, random quantization codebooks are infeasible due to high
storage and search complexity. In order to alleviate these problems, structured codebooks
are required. Structured codebook construction has been extensively studied for single-
cell networks (see [Egan et al., 2011, Ryan et al., 2009, Heath et al., 2009, Love et al., 2003,
Jindal, 2006] and the references therein). In this section, the codebook design criteria is
shown to maximize the throughput for single-cells can in fact be directly translated to
CoMP networks and as such the Fourier codebook is a desirable choice.
First observe that CoMP networks employ a CU to compute the beamforming vec-
tor in a centralized fashion. As such, CoMP networks can be regarded as a general-
ization of standard single-cell beamforming. Moreover, since only the channel shape is
required in order to perform beamforming, there is no difference in the computation of
the beamforming vector for CoMP networks and single-cell networks that only employ
the channel shape. As a result, the design criteria for quantization codebooks employed
in single-cell networks can be exploited.
A common design criterion for quantization codebooks in the MIMO broadcast chan-
nel is the Grassmannian criterion [Love et al., 2003], which minimizes the chordal dis-
tance between codewords. This is given by
min max
i 6=j
|f†i fj|2. (5.5)
Unfortunately, the optimal codebook using the Grassmannian criterion is not known or
unstructured for most codebook sizes.
In [Egan et al., 2011], a coarser criterion known as the expected square correlation
(ESC) was proposed for the MIMO broadcast channel with zero-forcing (ZF) precoding.
As the beamforming used to obtain the throughput in (5.4) is a special case of ZF, the
ESC can be used to find classes of codebooks with high throughput. The Grassmannian
criterion can then be applied to optimize over the class of codebooks, which is signifi-
cantly easier than the original problem of optimizing over all possible codebooks. The
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ESC criterion is given by
max
F
E
[
1− |f†i fj|2
]
. (5.6)
A key property of the ESC criterion is that it is minimized by codebooks with group
structure. That is, the codebooks constructed as
F = [U1φ, . . . , UNφ], (5.7)
where {Ui}Ni=1 is an algebraic group of unitary matrices and φ ∈ Cd with |φ|2 = 1. An
important class of ESC-minimizing codebooks are known as Fourier (or Grassmannian)
codebooks, where the group of unitary matrices forms a cyclic group. Recall that the
Fourier codebook also played an important role in the construction in Chapter 4. As
noted in Section 4.2, the Fourier codebook can be easily constructed using the direct sum
to obtain a reducible representation of a cyclic group generated by
U = χ1 ⊕ · · · ⊕ χd
=

e2pi jk1/N 0 · · ·
0
. . . 0
... 0 e2pikd/N
 , (5.8)
where ⊕ is the direct sum and χi = e2pi jki/N for some 1 ≤ ki ≤ N − 1. Hence, each
codeword in the Fourier codebook is given by fl = UlŒ, l = 0, . . . , N − 1, where Œ =
1/
√
d[1, 1, . . . , 1]T.
Unfortunately, there is no known exact low complexity search algorithm to obtain
the coefficients k1, . . . , kN . Instead, an exhaustive search of exponential complexity or a
random search is usually employed [Hochwald et al., 2000]. To reduce the complexity,
an approximate low complexity algorithm is proposed in the next section to obtain the
coefficients.
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5.4 Proposed Low Complexity Construction
In this section, a low complexity construction of the Fourier codebook is proposed based
on the Grassmannian criterion. A key problem in CoMP that does not appear in the single
cell case is that codebooks must be constructed for variable numbers of BSs and codebook
sizes, which changes the dimension of the codebook. Our codebook construction has
complexity of order O(Nd) in contrast to the standard exhaustive search approach, which
has exponential complexity.
Our proposed construction is based on an iterative procedure, which generates one
coefficient at a time. In order to develop the construction, a new criterion based on the
Grassmannian criterion is required in order to generate the coefficient at each step.
The first step is to observe that the norm-squared inner product–the basis of the Grass-
mannian criterion–between two codewords for the d = 2 codebook is
|f†lq flr |2 = |
1
2
2
∑
m=1
e−2pi jkm(ll−lk)/N |2
=
1
4
(
2+ e2pi j(ll−lk)(k1−k2)/N + e2pi j(lr−lq)(k2−k1)/N
)
=
1
2
+
1
4
(ψ∗1ψ2 + ψ1ψ
∗
2), (5.9)
where ψi = e2pi j(ll−lk)ki/N . Denote l1, l2 as the pair of codewords that maximizes (5.9), with
l1 6= l2.
Now, the norm-squared inner product for the case where d = 3 and codebook size M
is given by
|f†lq flr |2 = |
1
3
3
∑
m=1
e−2pi jkm(lr−lq)/M|2. (5.10)
The next step is to choose M(l1 − l2) = N(ll − lk) for some ll , lk ∈ {1, 2, . . . , M} (recall
that l1, l2 are the pair of codewords that maximize (5.9)). This allows (5.10) to be written
in terms of ψ1,ψ2 and hence the coefficients k1, k2 to be obtained from (5.9). In particular,
max
lq 6=lr
|f†lq flr |2 = |
1
3
3
∑
m=1
e−2pi jkm(l1−l2)/N |2
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≥ 1
9
(
3+ ψ∗1ψ2 + ψ1ψ
∗
2 + e
2pi j(k1−k3)(l1−l2)/N
+ e2pi j(k2−k3)(l1−l2)/N + e2pi j(k3−k1)(l1−l2)/N + e2pi j(k3−k2)(l1−l2)/N
)
, (5.11)
where ψ∗1ψ2 + ψ1ψ
∗
2 is the same as in (5.9). The bound follows by noting that the inner
product of codewords l1 and l2 must be less than or equal than the maximum pair.
We now consider d > 3, which means that the dimension of the codewords is d > 3.
More generally, the following bound holds as the dimension is increased further
max
lq 6=lr
|f†lq flr |2 ≥
1
d2
(
d +
d
∑
i=1
d
∑
j=1, j 6=i
ψjψ
∗
i
)
, (5.12)
where ψ1 = 1. As the dimension of the codebook is increased, the new characters can be
computed as
ψi = e2pi jki(l1−l2)/N . (5.13)
Observe that the contribution in (5.12) of each new term corresponding to a unit in-
crease in the codebook dimension is given by
d+1
∑
i=1
ψiψ
∗
d+1 + ψ
∗
i ψd+1. (5.14)
This sum provides a method for choosing kd+1. In particular, kd+1 is obtained by solving
the optimization problem
min
kd+1=1,2,...,N
d+1
∑
i=1
ψiψ
∗
d+1 + ψ
∗
i ψd+1 (5.15)
The proposed construction for the Fourier codebook is constructed as follows.
1. Obtain the coefficients k1, k2 using the Grassmannain criterion and exhaustive search
for the d = 2 codebook with N codewords. The exhaustive search is feasible due to
the low dimension of the codewords.
2. Set d = d + 1 and choose lk, ll in (5.13) such that M(l1 − l2) = N(lk − ll), where M
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is the size of the new codebook of dimension d.
3. Compute the characters ψi in (5.13) and solve (5.15) based on the bound in (5.12) to
obtain kd.
4. Repeat from Step 2) until the desired codebook dimension is reached.
In contrast with the standard exhaustive search, this approach only requires d searches
over N integers instead of a single search over Nd integers. As such, the complexity of
obtaining the coefficients using (5.15) to construct the codebook is of order O(Nd). The
performance of the two approaches is compared using simulations, where the proposed
low complexity construction is shown to perform comparably with the exhaustive search
approach.
Note that the low complexity codebook construction can be employed as an initial
codebook in other codebook constructions. In particular, it is directly applicable in the
schemes proposed in [Heath et al., 2009, Egan et al., 2013a].
5.5 ETF-Based Storage Method
In this section, a method is proposed to construct a sequence of codebooks with different
dimensions using only one set of coefficients, while preserving the optimality of each
codebook. This is achieved by using Fourier codebooks that are also equiangular tight
frames–codebooks that optimize the Grassmannian criterion. More precisely, an ETF is
a codebook that satisfies maxi 6=j |f†i fj|2 = N−dd(N−1) . In fact, this is the minimum achievable
value of max |f†i fj|2 as it achieves the Welch bound [Xia et al., 2005].
Before describing the proposed method, a result from frame theory and combinatorics
is required. In particular, the notion of a cylic difference set is required, which is defined
as follows.
Definition 5.1. A subset u = {u1, . . . , ud} of ZN is called a (N, d,λ) difference set if the
d(d− 1) differences
(uk − ul) mod N, k 6= l (5.16)
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take all possible values 1, 2, . . . , N − 1, with each value exactly λ times.
The precise link between Fourier codebook, ETFs and difference sets was proven in
[Xia et al., 2005] and is summarized in the following theorem.
Theorem 5.1 ([Xia et al., 2005]). The Fourier codebook with coefficients k = [k1, . . . , kd] is an
ETF if and only if k is an (N, d,λ) cyclic difference set.
The reduced-storage method is now outlined for constructing variable dimension
codebooks using only a single set of coefficients. Our method uses an important, but
so far neglected, property of cyclic difference sets. In particular, there is a class of cyclic
difference sets that contain subsets that are also cyclic difference sets, which is referred
to as the subset property. A partial classification of cyclic difference sets with the subset
property is developed in [Jungnickel and Tonchev, 1999]. Two examples are provided to
illustrate this idea:
Example 1:
1. d = 3, N = 7: k = {1, 2, 4};
2. d = 7, N = 15: k = {1, 2, 4, 0, 5, 8, 10}.
Example 2:
1. d = 4, N = 13: k = {0, 1, 3, 9};
2. d = 13, N = 40:
k = {0, 1, 3, 9, 5, 15, 22, 25, 26, 27, 34, 35, 38}.
Our proposed method proceeds as follows:
1. Choose the dimensions and the number of codewords that are required for each
codebooks.
2. Construct the cyclic difference sets for each codebook–each cyclic difference set is
equivalent to the set of coefficients k1, . . . , kd for that dimension. If the subset prop-
erty holds, order the largest cyclic difference set such that the first elements corre-
spond to smaller cyclic difference sets. This is illustrated in both examples above.
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3. When a total d transmit antennas are employed, choose the first d elements of the
largest cyclic difference set.
4. Construct the codebook using (5.8).
In order to employ the method for the largest possible class of cyclic difference sets,
the performance of the codebook should not be changed by the order of the cyclic differ-
ence sets within the largest cyclic difference set. This is proved in the following proposi-
tion.
Proposition 5.1. Let k be the coefficients for a Fourier codebook F, and k′ be a permutation of k
that generates the codebook F′. Then,
max
i 6=j
|f†i fj|2 = maxk 6=l |(f
′
k)
†f′l |2, (5.17)
where fi, fj are in F and f′k, f
′
l are in F
′.
Proof: Observe that the permutation operator is unitary. As such, the codewords
in F′ can be written as
f′i = Upifj, (5.18)
where fj is in F and Upi represents the permutation. Since the unitary transformation is
an isometry, the proposition follows.
A useful property of difference sets is that the complement is also a difference set.
This means that new ETFs can be easily constructed from pre-existing ones. In [Xia et al.,
2005], the following property was proven.
Proposition 5.2. Let k be the coefficients of an ETF that form a cyclic difference set over ZN .
Then, k′ = ZN \ k is also a cyclic difference set corresponding to an ETF.
As a consequence, the following useful proposition is proven that shows that se-
quences of ETFs generated using subsets of difference sets exist in pairs. This can be
exploited to construct additional codebooks corresponding to new dimensions by taking
the complement of each set of coefficients..
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Proposition 5.3. Let k1 ⊂ k2 ⊂ · · · ⊂ kp be a sequence of sets of coefficients that generate ETFs
of dimensions d1, . . . , dp and codebook sizes N1, . . . , Np and pi(·) be a permutation. Then, the
sequence ZNpi(1) \ kpi(1) ⊂ ZNpi(2) \ kpi(2) ⊂ · · · ⊂ ZNpi(p) \ kpi(p) are coefficients that generate
ETFs of dimensions N1 − d1, . . . , Np − dp
5.6 Simulation Results
In this section, Monte Carlo simulations are used to demonstrate that the proposed low
complexity construction performs comparably with the standard construction. While
the proposed codebook construction is applicable to BSs with multiple antennas, for the
purposes of simulation comparisons it is assumed that each BS has a single antenna. Also
assume that each channel is Rayleigh fading and independent. The distance between BS
i and the user is Ri. As such, the distribution of channel SNR between BS i and the user
is given by
fγi(γ) =
1
γi
e−γ/γi , (5.19)
where γi = PiR
−α
i /N0, Pi = 1 is the transmit power of BS i, α = 2 is the path loss
exponent and N0 is the noise power. The feedback link is assumed to be error-free and
zero-latency.
In Fig. 5.2, the throughput is plotted against the transmit SNR for varying numbers
of BSs. The distance from each BS to the user is Ri = 1, i = 1, . . . , d. Observe that
the construction performs comparably with the exhaustive search construction for all
numbers of BSs. The largest gap in performance is less than 0.15 bits/s/Hz at 15 dB and
d = 6. Also note that the performance gain by exploiting additional BSs diminish as the
number of BSs increases. This is expected as each BS is at the same distance from the user.
In Fig. 5.3, the throughput is plotted against the transmit SNR for varying numbers
of BSs. In this case, the distance to the user for BS 1 is R1 = 100 and Ri = 1, 2, . . . , d.
Observe that the construction performs comparably with the exhaustive search. In fact,
the performance reduction using the proposed construction is negligible. In this figure,
increasing the number of BSs results in an improved performance gain compared to the
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Figure 5.2: Plot of throughput versus transmit SNR when the proposed codebook and
exhaustive search construction are employed for varying numbers of transmitting BSs.
The distances between each BS and the user are Ri = 1, i = 1, . . . , d.
scenario in Fig. 5.2. This is due to the fact that one BS-user link is degraded due to the
large transmission distance.
5.7 Conclusion
A low complexity codebook construction was proposed for CoMP with multiple an-
tenna BSs and a single antenna user. Our construction was based on a new recursive
lower bound on the maximum inner product between codewords. This allowed us to
deal with the new problem in CoMP of constructing variable dimension codebooks. A
new method was also proposed to reduce storage requirements without compromising
performance by requiring only one set of coefficients for several codebook dimensions.
The performance of the low complexity construction was demonstrated via simulations.
The construction was shown to perform comparably with the standard exhaustive search
construction, while only requiring construction complexity linear in the total number of
antennas and codebook size.
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Figure 5.3: Plot of throughput versus transmit SNR when the proposed codebook and
exhaustive search construction are employed for varying numbers of transmitting BSs.
The distances between each BS and the user are R1 = 100, Ri = 1, i = 2, . . . , d.
Chapter 6
Resource Allocation in Multiuser
MIMO for Physical Layer Security
In this chapter, resource allocation algorithms are proposed to achieve physical layer security in
multiuser MIMO networks. In particular, a linear precoder based regularized channel inversion is
proposed and the optimal regularization parameter derived in the large-system regime. The proposed
precoder is compared with standard matched filter and zero-forcing approaches. To further improve
performance, power allocation algorithms based on convex optimization techniques are developed and
analyzed.
6.1 Introduction
IN current MU-MIMO systems such as LTE and 802.11n, securing transmitted datafrom nearby eavesdroppers is critical. In these systems, security is achieved using
potentially vulnerable network layer cryptography techniques. The vulnerability is due
to a reliance on the limited resources of the eavesdropper and on the unproven compu-
tational complexity of inverting the encryption algorithms [Mukherjee et al., 2010]. To
enhance the protection of transmitted data and achieve perfect secrecy, methods exploit-
ing the channel, known as physical layer security, have been proposed.
In this chapter, a linear precoder based on regularized channel inversion (RCI) [Sung
et al., 2009, Joung and Lee, 2007] is proposed to achieve physical layer security in a
multi-user MIMO system. In particular, the optimal regularization parameter αLS and
the corresponding achievable secrecy sum-rate are derived. Numerical results confirm
the accuracy of the large-system analysis, even when applied to a number of users as
low as 4. Moreover, the RCI precoder with αLS outperforms several other linear precod-
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Figure 6.1: MU-MIMO network with eavesdroppers.
ing schemes. In fact, it achieves a secrecy sum-rate that has same scaling factor as the
sum-rate achieved by the optimum RCI precoder without secrecy requirements.
While Chapters 3-5 were concerned with the standard performance metrics of the
sum-rate and the BER, this chapter considers the secrecy sum-rate. From a mathematical
point of view, this chapter can be seen to generalize the analysis of the previous chapters.
In particular, the sum-rate (the focus of Chapters 4 and 5) is a special case of the secrecy
sum-rate when there are no eavesdroppers. As such, standard power control algorithms
based on the waterfilling solution are no longer optimal. To this end, a new iterative
power control algorithm is proposed to obtain the maximum secrecy sum-rate for fixed
α. The algorithm is then extended to maximize the secrecy sum-rate by jointly optimizing
the regularization parameter α and the power allocation vector. The proposed power
allocation algorithm outperforms RCI with αLS and equal power allocation (RCI-EP) by
up to 20 percent at practical values of the SNR and for 4 users and 4 transmit antennas.
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6.2 System Model
Consider the downlink of a narrowband MU-MIMO system (see Fig. 6.1, consisting of a
base station (BS) with M antennas which simultaneously transmits K independent confi-
dential messages to K spatially dispersed single-antenna users. Transmission takes place
over a block fading channel, where the coherence time of the channel is much longer than
one symbol interval. In this model, the transmitted signal is x = [x1, . . . , xM]
T ∈ CM×1,
and the received signal at user k is given by
yk =
M
∑
j=1
hk,jxj + nk (6.1)
where hk,j ∼ CN (0, 1) is the fading gain between the j-th transmit antenna element and
the k-th user, and nk ∼ CN (0, σ2) is the noise seen at the k-th receiver. The corresponding
vector equation is
y = Hx + n (6.2)
where H = [hk,j] is the K × M channel matrix, y = [y1, . . . , yK]T and n = [n1, . . . , nK]T.
Impose the long term power constraint E[‖x‖2] = 1, assume that E [nn†] = σ2I, and
define the SNR ρ = 1/σ2. The transmitted signal x is obtained at the BS by performing a
linear processing on the confidential messages uk, k = 1, . . . , K.
It is required that the BS securely transmits each confidential message uk, ensuring
that the unintended users receive no information. This is performed at the secrecy rate
Rs,k, defined as follows. Let Pr(En) be the probability of error at the intended user, m
be a confidential message, yne be the vector of all signals received by the eavesdroppers,
and H(m|yne ) be the corresponding equivocation. Then a (weak) secrecy rate Rs,k for
the intended user is achievable if there exists a sequence of (2nRs,k , n) codes such that
Pr(En) → 0 and 1n H(m|yne ) ≤ 1n H(m)− εn with εn approaching zero as n → ∞ [Khisti
and Wornell, 2010a].
In general, the behavior of the users cannot be determined by the BS. As a worst-case
scenario, in the system under consideration it is assumed that for each intended receiver
k the remaining K − 1 users can cooperate to jointly eavesdrop on the message uk. For
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each user k, the alliance of the K− 1 cooperating eavesdroppers is equivalent to a single
eavesdropper with K− 1 receive antennas, which is denoted by k˜.
6.3 Linear Precoding
In this section, an achievable secrecy sum-rate is derived for the MU-MIMO downlink
with malicious users by using a linear precoder. Although suboptimal, linear precoding
schemes are of particular interest because of their low-complexity implementations and
because they can control the amount of crosstalk between the users [Yoo and Goldsmith,
2006, Spencer et al., 2004, Peel et al., 2005, Joham et al., 2005]. Next, secrecy sum-rate
achievable by the RCI precoder is obtained. RCI is a linear precoding scheme that was
proposed to serve multiple users in the MU-MIMO downlink channel, which has better
performance than plain channel inversion, especially at low SNR [Peel et al., 2005].
6.3.1 Preliminaries
In linear precoding, the transmitted vector x is derived from the vector containing the
confidential messages u = [u1, . . . , uK]
T through a deterministic linear transformation
(precoding) [Yoo and Goldsmith, 2006, Spencer et al., 2004, Peel et al., 2005, Joham et al.,
2005]. Assume that the entries of u are chosen independently, satisfying E[|uk|2] = 1.
Assume spatially homogeneous users, i.e. each user experiences the same received signal
power on average, thus the model assumes that their distances from the transmitter are
similar.
Let W = [w1, . . . , wK] be the M× K precoding matrix, where wk is the k-th column of
W. Then the transmitted signal and the power constraint are, respectively:
x =
1√
γ
Wu =
1√
γ
K
∑
k=1
wkuk, (6.3)
E
[
‖x‖2
]
=
1
γ
E
[
‖Wu‖2
]
=
1
γ
K
∑
k=1
‖wk‖2 = 1, (6.4)
where γ = tr{W†W} is the long-term power normalization constant.
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The two key linear precoders considered in this chapter are zero-forcing and regular-
ized channel inversion. In particular, the zero-forcing precoder is given by
WZF = H†HH†. (6.5)
On the other hand, the regularized channel inversion precoder is given by
WRCI = H†
(
HH† + αIK
)−1
. (6.6)
Observe that the zero-forcing precoder is a special case of the regularized channel inver-
sion precoder when α = 0.
6.3.2 Achievable Secrecy Sum-Rates with Linear Precoding
By employing the linear precoding in (6.3), the signals observed at receivers k and k˜ are,
respectively
yk =
1√
γ
h†k wkuk +
1√
γ ∑j 6=k
h†k wjuj + nk
yk˜ =
1√
γ∑k
Hk˜wkuk + nk˜
(6.7)
where nk˜ = [n1, . . . , nk−1, nk+1, . . . , nK]
T, h†k is the k-th row of H, and Hk˜ is a matrix ob-
tained from H by eliminating the k-th row. The channel in (6.7) is a multi-input, single-
output, multi-eavesdropper (MISOME) wiretap channel [Khisti and Wornell, 2010a]. The
transmitter, the intended receiver and the eavesdropper of this MISOME wiretap channel
are equipped with M, 1 and K − 1 virtual antennas, respectively. Due to the simultane-
ous transmission of the K messages, user k experiences noise and interference from all
the uj, j 6= k.
In the following, an achievable secrecy sum-rate Rs is derived for the MU-MIMO
system with malicious users. Although the design of codes for the MU-MIMO channel
with security constraints is not the focus of this chapter, the achievability of Rs is proved
with a code construction based on independent codebooks and linear precoding.
Lemma 6.1 (Codebook construction). An achievable secrecy sum-rate Rs for the MU-MIMO
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system with malicious users is given by
Rs
4
=
K
∑
k=1
Rs,k, (6.8)
where Rs,k is an achievable secrecy rate for the k-th MISOME wiretap channel (6.7), k = 1, . . . , K.
Proof: Assume that the BS uses independent codebooks for each user, where each
codebook is a code for the scalar wiretap channel [Khisti and Wornell, 2010a]. The con-
fidential message uk is obtained as a codeword independently drawn from the code Ck,
corresponding to the k-th user. The rate Rs,k of the code Ck is chosen according to the
secrecy rate achievable for user k in the presence of eavesdropper k˜, i.e. by the secrecy
rate achievable for the MISOME wiretap channel (6.7). The existence of such code is
guaranteed by the definition of secrecy rate [Csisza´r and Ko¨rner, 1978]. To construct
the vector codeword for the broadcast channel, the scalar codewords for each MISOME
wiretap channel are stacked according to u = [u1, . . . , uK]T, and no additional binning is
required. The vector u is then linearly precoded as in (6.3), which means that each mes-
sage uk is transmitted by beamforming (i.e. signaling with rank one covariance) along the
direction wk. The secrecy sum-rate Rs is then by definition the sum of the simultaneously
achievable secrecy rates Rs,k.
Lemma 6.2. An achievable secrecy rate Rs,k for the
MISOME wiretap channel (6.7) is given by
Rs,k =
[
log2
(
1+ SINRk
)
− log2
(
1+ SINRk˜
)]+
, (6.9)
where SINRk and SINRk˜ are the signal-to-interference-plus-noise ratios for the message uk at the
intended receiver k and the eavesdropper k˜, respectively.
Proof: By noting that the MISOME wiretap channel (6.7) is a nondegraded broad-
cast channel [Khisti and Wornell, 2010a], the secrecy capacity is given by [Csisza´r and
Ko¨rner, 1978]:
Cs = max
uk→wkuk→yk ,yk˜
I
(
uk; yk
)
− I
(
uk; yk˜
)
(6.10)
6.3 Linear Precoding 115
where I(x; y) denotes mutual information between two random variables x and y. The
secrecy capacity Cs is given by the difference of the mutual informations at the intended
user and at the eavesdropper, respectively. Cs is achieved by maximizing over all joint
probability distributions such that a Markov chain uk → wkuk → yk, yk˜ is formed, where
uk is an auxiliary input variable. By evaluating (6.10) with uk ∼ CN (0, 1) and with the
linearly precoded data wkuk, an achievable secrecy rate Rs,k is obtained for the MISOME
wiretap channel (6.7) given by
Rs,k =
[
I
(
uk; yk
)
− I
(
uk; yk˜
)]+
(6.11)
a
=
[
I
(
wkuk; yk
)
− I
(
wkuk; yk˜
)]+
, (6.12)
where (a) follows from wkuk being a deterministic function of uk [Khisti and Wornell,
2010a]. Equation (6.9) then follows from (6.12) and from the statistics of uk.
From equation (6.9) it is clearly observed that for high-performance linear precoder
design an efficient tradeoff between maximizing SINRk and minimizing SINRk˜ is re-
quired.
Theorem 6.1. A secrecy sum-rate achievable by MU-MIMO linear precoding is given by
Rs =
K
∑
k=1
log2
1+ |h
†
k wk|2
γσ2+∑j 6=k |h†k wj|2
1+ ‖Hk˜wk‖
2
γσ2

+
. (6.13)
Proof: By using Lemma 6.1 and Lemma 6.2, an achievable secrecy sum-rate is ob-
tained as the sum of the secrecy rates Rs,k in (6.9). A lower bound on the quantities Rs,k
can be obtained by considering a genie-aided eavesdropper which observes not only the
signals yk˜ received by its K− 1 antennas, but also all the confidential messages uj, j 6= k.
Such channel clearly has an achievable secrecy rate smaller than the original channel.
The genie-aided eavesdropper k˜ can perform interference cancellation, and it does not
see any undesired signal term apart from the received noise nk˜.
According to the previous considerations, the signals at the intended receiver and the
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eavesdropper of the k-th equivalent MISOME wiretap channel become, respectively:
yk =
1√
γ
h†k wkuk +
1√
γ ∑j 6=k
h†k wjuj + nk
yk˜ =
1√
γ
Hk˜wkuk + nk˜
(6.14)
For the k-th equivalent MISOME wiretap channel in (6.14), the SINRs at the intended user
and the eavesdropper are, respectively:
SINRk =
∣∣h†k wk∣∣2
γσ2 +∑j 6=k
∣∣h†k wj∣∣2 , (6.15)
SINRk˜ =
∥∥Hk˜wk∥∥2
γσ2
. (6.16)
Since the noise in yk˜ in (6.14) is spatially white, the optimal receive filter at k˜ is the
matched filter (Hk˜wk)
†. Equation (6.16) then follows. For a given channel H, substituting
(6.15) and (6.16) into (6.9) and then into (6.8) yields (6.13).
For the remainder of the chapter, equation (6.13) is referred to as the secrecy sum-rate.
Note that it depends on the choice of the precoding matrix W, as well as on the channel
H and the noise variance σ2. A possible choice for W, based on regularized channel
inversion, is discussed in the following.
6.3.3 Achievable Secrecy Sum-Rates with Regularized Channel Inversion
Now consider RCI precoding for the MU-MIMO downlink with malicious users. Al-
though CI precoding can achieve secrecy by canceling all signals leaked at the unin-
tended users, this comes at the cost of a poor sum-rate. The RCI precoder has better
performance than plain CI, particularly at low SNR [Peel et al., 2005]. For each message
uk, RCI precoding achieves a tradeoff between the signal power at the k-th intended user
and the crosstalk at the other (K − 1) unintended users for each signal. The crosstalk
causes interference to the unintended users. In the case when the unintended users are
acting maliciously, the crosstalk also causes information leakage. Therefore, RCI achieves
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a tradeoff between signal power, interference, and information leakage.
With RCI precoding, linear processing exploiting regularization is applied to the vec-
tor of messages u [Peel et al., 2005]. The RCI precoding matrix is given by
W = H†
(
HH† + αIK
)−1
. (6.17)
The transmitted signal x after RCI precoding can be written as
x =
1√
γ
Wu =
1√
γ
H†
(
HH† + αIK
)−1
u (6.18)
=
1√
γ
(
H†H + αIK
)−1
H†u. (6.19)
The latter passes through the channel, producing the vector of received signals
y =
1√
γ
H
(
H†H + αIK
)−1
H†u + n. (6.20)
The function of the real nonnegative regularization parameter α is to improve the behav-
ior of the inverse, although it also produces non-zero crosstalk terms in (6.20).
Using RCI precoding, the SINRs (6.15) and (6.16) at the intended user k and the eaves-
dropper k˜ become
SINRk =
∣∣∣h†k (H†H + αIK)−1 hk∣∣∣2
γσ2 +∑j 6=k
∣∣∣h†k (H†H + αIK)−1 hj∣∣∣2 , (6.21)
SINRk˜ =
∥∥∥Hk˜ (H†H + αIK)−1 hk∥∥∥2
γσ2
, (6.22)
where
γ = tr
{
H†H
(
H†H + αIK
)−2}
. (6.23)
To simplify (6.21) and (6.22), the following quantities are introduced
Ak = h†k
(
H†
k˜
Hk˜ + αIK
)−1
hk and (6.24)
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Bk = h†k
(
H†
k˜
Hk˜ + αIK
)−1
H†
k˜
Hk˜
(
H†
k˜
Hk˜ + αIK
)−1
hk. (6.25)
It is then possible to express (6.21) as [Nguyen et al., 2009]
SINRk =
A2k
Bk + γσ2 (1+ Ak)
2 . (6.26)
In a similar fashion, (6.22) is rewritten as
SINRk˜ =
Bk
γσ2 (1+ Ak)
2 . (6.27)
By substituting (6.26) and (6.27) into (6.9) and then into (6.8) the following expression is
obtained for the secrecy sum-rates achievable with RCI precoding
Rs =
K
∑
k=1
log2 1+
A2k
Bk+γσ2(1+Ak)
2
1+ Bk
γσ2(1+Ak)
2

+
. (6.28)
6.4 Large-System Analysis
In this section, the performance of the RCI precoder is analyzed in the large-system
regime, where both the number of transmit antennas M and the number of receivers
K approach infinity in a fixed ratio. Closed-form expressions are derived for the optimal
regularization parameter and the optimal secrecy sum-rate achievable with RCI in the
large-system regime. The secrecy sum-rate achieved by the optimized RCI precoder is
then compared with several other linear precoding schemes. Finally, the sum-rate loss
due to the secrecy requirements is evaluated. In this section, the key focus is on the case
K = M due to its practical importance and the potential for high performance [Peel et al.,
2005].
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6.4.1 Secrecy Sum-Rates in the Large-System Regime
Define ξ = α/K as the normalized regularization parameter, and note that as K → ∞, the
quantities (6.23), (6.24) and (6.25) converge (almost surely) to [Nguyen et al., 2009]
lim
K→∞
γ = g (ξ) + ξ
d
dξ
g (ξ) , (6.29)
lim
K→∞
Ak = g (ξ) , (6.30)
lim
K→∞
Bk = g (ξ) + ξ
d
dξ
g (ξ) , (6.31)
respectively, where
g (ξ) =
1
2
√
1+
4
ξ
− 1
2
. (6.32)
By substituting the above expressions in (6.26) and (6.27), one can conclude that as K →
∞, all the SINRs at the intended user k and at the eavesdropper k˜ converge to a non-
random function of the parameter ξ and the noise variance σ2. Moreover, these quantities
are the same for all confidential messages uk, as K → ∞. Hence, in the large-system
regime, it is possible to write the secrecy sum-rate with RCI precoder as
Rs ' Rs,∞ 4= K
log2 1+
ρg(ξ)2
[ρ+(1+g(ξ))2][g(ξ)+ξ ddξ g(ξ)]
1+ ρ
(1+g(ξ))2

+
as K → ∞. (6.33)
6.4.2 Selection of the Optimal Regularization Parameter
The value of the asymptotic secrecy sum-rate Rs,∞ in (6.33) depends on the normalized
regularization parameter ξ. The optimal value ξopt is now derived that maximizes Rs,∞.
Lemma 6.3. The optimal normalized regularization parameter in the large-system regime is given
by
ξopt =
1
3ρ+ 1+
√
3ρ+ 1
. (6.34)
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Proof: The value of ξopt is obtained as the stationary point of the secrecy sum-rate
Rs,∞, which can be found by setting to zero the derivative of the logarithm in (6.33), by
applying some algebraic manipulations, and showing that the maximum value is non-
negative.
As in the case with no secrecy requirements, the value of ξopt is a function of the SNR
ρ. In a multiuser channel without secrecy requirements, the choice ξ = 1/ρ is optimal for
large K, as it maximizes the sum-rate of the system [Peel et al., 2005]. However, this value
is no longer optimal in a multiuser channel with malicious users. In fact, because of the
secrecy requirements the crosstalk terms appear twice in the secrecy sum-rate expression
(6.13). As a consequence, ξ = 1/ρ is too large and gives too much crosstalk to the other
users. This was proven in [Geraci et al., 2011] and it is also easily confirmed by the
following inequality:
ξopt <
1
3ρ
<
1
ρ
∀ρ. (6.35)
Similarly to the case with no secrecy requirements, ξopt decreases as ρ is increased.
The high-SNR asymptote of ξopt is given by
ξopt ' 13ρ , as ρ→ ∞ (6.36)
and ξopt tends to zero if ρ→ ∞.
Unlike the case with no confidentiality, the optimum normalized regularization pa-
rameter is upper bounded and it does not tend to infinity as ρ tends to zero. The low-SNR
asymptote of ξopt is
ξopt =
1
2
, for ρ = 0. (6.37)
In the remainder of the chapter, the unnormalized large-system regularization param-
eter is denoted by αLS = Kξopt.
6.4.3 Optimal Secrecy Sum-Rate
It is now possible to obtain an expression for the optimal secrecy sum-rate of the RCI
precoder in the large-system regime. The optimal secrecy sum-rate is a function of the
SNR ρ and the number of users K only.
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Theorem 6.2. The optimal secrecy sum-rate RRCIs,∞ achievable by the RCI precoder in the large-
system regime is given by
RRCIs,∞
4
= max
ξ
Rs,∞ = K log2
9ρ+ 2+ (6ρ+ 2)
√
3ρ+ 1
4 (4ρ+ 1)
. (6.38)
Proof: Equation (6.38) is obtained by substituting (6.34) in (6.33) and applying
some algebraic manipulations.
The secrecy sum-rate RRCIs,∞ in (6.38) satisfies
RRCIs,∞ > 0 ∀ρ > 0, (6.39)
and the high-SNR asymptote of RRCIs,∞ is given by
RRCIs,∞ '
K
2
log2
27
64
+
K
2
log2 ρ, as ρ→ ∞. (6.40)
Therefore, in the large-system regime the secrecy sum-rate for optimal ξ scales logarith-
mically with high SNR, and it scales linearly as K/2 with the number of users.
Although for K → ∞ the number of eavesdroppers K − 1 for each message tends to
infinity, a positive secrecy sum-rate is still achievable. This occurs because the number
of transmit antennas M = K also tends to infinity, and it is larger than the number of
eavesdroppers. Therefore, for each message the transmitter is able to control the amount
of interference and information leakage.
Now the per-user secrecy rate achieved by RCI is compared with the secrecy capacity
of the MISOME channel, CMISOMEs , in the high-SNR regime. The former is obtained by
dividing (6.40) by the number of users K, and it can be further approximated by
RRCIs,∞
K
' 1
2
log2 ρ, as ρ→ ∞. (6.41)
The value of CMISOMEs was obtained in [Khisti and Wornell, 2010a], and it can be approx-
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imated by the following lower bound
CMISOMEs ≥
1
2
log2 ρ, as ρ→ ∞, (6.42)
which is tight at high SNR [Khisti and Wornell, 2010a]. Note that in CMISOMEs from [Khisti
and Wornell, 2010a] a single-user system is considered. Therefore, only one message is
transmitted to one legitimate user, and the user does not experience any interference. For
large SNR, the RCI precoder achieves a per-user secrecy rate which is the same as the
secrecy capacity of a single-user system.
6.4.4 Comparison to Other Linear Schemes
In the following, the secrecy sum-rate in (6.38) achieved by the RCI precoder is compared
with ξopt to the secrecy sum-rates obtained from (6.33) by using: 1) ξ = 0 (CI precoder), 2)
ξ → ∞ (matched-filter precoder) and 3) ξ = 1/ρ (optimum RCI precoder without secrecy
requirements).
The aim of the CI precoder is to cancel all the interference and information leakage,
therefore yielding to a secrecy sum-rate that coincides with the sum-rate. Note that for
the CI precoder it is ξ = 0, and the precoding matrix is given by
W = H†
(
HH†
)−1
. (6.43)
In order for the inverse in (6.43) to exist, it is required that K ≤ M.
The secrecy sum-rate achieved by CI in the large-system regime grows at most sub-
linearly with K → ∞. In fact,
lim
ξ→0
lim
K→∞
Rs
K
= 0. (6.44)
This result is consistent with [Nguyen et al., 2009], where it was shown that the CI pre-
coder performs poorly in the large-system regime when the number of antennas equals
the number of users.
Similarly, the secrecy sum-rate achieved when ξ → ∞ (matched-filter precoding) is
calculated. Here, the transmitter beamforms in a direction such as to maximize the sig-
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nal strenght of each user, without taking into account the interference it creates and the
amount of resulting information leakage. The secrecy sum-rate achieved by matched-
filter precoding in the large-system regime is zero. In fact,
lim
ξ→∞
lim
K→∞
Rs
K
=
[
log2
2ρ+ 1
(ρ+ 1)2
]+
= 0. (6.45)
Clearly, matched-filter precoding performs poorly compared to the optimal RCI precoder.
This is due to the intended user suffering from a large amount of interference, while the
eavesdroppers may cancel the interference by cooperating.
Finally, consider ξ = 1/ρ, which is the value that maximizes the sum-rate of the sys-
tem without secrecy requirements [Peel et al., 2005]. The secrecy sum-rate R◦s,∞ achieved
by RCI with ξ = 1/ρ in the large-system regime is given by
R◦s,∞ = K log2
4ρ+ 1+ (2ρ+ 1)
√
4ρ+ 1
2 (4ρ+ 1)
. (6.46)
Observe that the RCI scheme with ξ = 1/ρ outperforms the CI and the matched-filter
precoding schemes in the large-system regime, but it is suboptimal compared to the use
of ξopt. For high SNR, the per-antenna secrecy sum-rate gain provided by using ξ = ξopt
in place of ξ = 1/ρ is given by
lim
ρ→∞
RRCIs,∞ − R◦s,∞
K
= log2
3
√
3
4
≈ 0.38 bits. (6.47)
6.4.5 Secrecy Loss
Now the secrecy loss is considered; i.e. the sum-rate loss due to the secrecy requirements.
Define this as the difference between the optimal sum-rate R◦∞ without secrecy require-
ments and the secrecy sum-rate RRCIs,∞ in (6.38). The sum-rate R◦∞ is obtained with RCI and
ξ = 1/ρ, and it is given by [Nguyen et al., 2009]
R◦∞ = K log2
1+
√
4ρ+ 1
2
. (6.48)
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The high-SNR asymptote of the sum-rate in (6.48) is
R◦∞ '
K
2
log2 ρ, as ρ→ ∞. (6.49)
For high SNR, the per-antenna secrecy loss is given by
lim
ρ→∞
R◦∞ − RRCIs,∞
K
=
1
2
log2
64
27
≈ 0.62 bits. (6.50)
By comparing (6.49) to (6.40), one can conclude that the secrecy requirements do not
change the linear scaling factor for large SNR. In other words, the RCI precoder with ξopt
achieves a secrecy sum-rate that has same scaling factor K/2 as the sum-rate achieved
by the optimum RCI precoder without secrecy requirements in [Peel et al., 2005]. The
RCI precoder with ξopt can achieve secrecy with a penalty in terms of the per-antenna
sum-rate given by (6.50). The secrecy loss (6.50) corresponds to a power loss of a fac-
tor 64/27 ≈ 3.75dB. Therefore, the RCI precoder with ξopt can achieve secrecy without
reducing the sum-rate of the system, as long as the transmitted power is increased by
3.75dB.
6.5 Power Allocation
In this section, power allocation for the RCI precoder is considered. First, a new algorithm
is proposed to obtain the power allocation vector p which achieves the optimal secrecy
sum-rate with a fixed regularization parameter α. The algorithm is then extended to
jointly optimize p and α.
6.5.1 Achievable Secrecy Sum-Rates
Consider the RCI precoding matrix with arbitrary power allocation given by
Wp = WD = H†(HH† + αI)−1D, (6.51)
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Table 6.1: Proposed algorithms for power allocation.
Algorithm 1 Algorithm 2
Initialize iteration counter t = 0
Initialize all a(t)k = 1, b
(t)
k = 0
repeat
Solve (6.60) to obtain p˜(t)
Update a(t)k , b
(t)
k at z0 =
SINRk(p˜(t))
Increment t
until convergence
Obtain pk = e p˜k , k = 1, . . . , K
Initialize iteration counter t1 = 0, t2 = 0
Initialize pk = 1/γ, and set p˜k = log pk, k =
1, . . . , K
Initialize α0 = Kξopt using equation (6.34)
repeat
Increment t1
Obtain α∗t1 using steepest descent with αt1−1 as
initial point
Initialize all a(t2)k = 1, b
(t2)
k = 0
repeat
Solve (6.60) to obtain p˜(t2)
Update a(t2)k , b
(t2)
k at z0 = SINRk(α
∗
t1 , p˜
(t2))
Increment t2
until convergence
Set p˜ = p˜(t2)
until convergence
Obtain pk = e p˜k , k = 1, . . . , K
where D = diag(
√
p), and p = [p1, . . . , pK]T is the power allocation vector. The vector
p must be chosen such that the power constraint tr
{
W†pWp
}
= 1 is met. Clearly, (6.51)
generalizes the RCI precoder W with equal power allocation (RCI-EP) in (6.17).
When the precoder Wp is used, the SINR at the k-th intended user, given by (6.15),
becomes
SINRk =
pk|h†kwk|2
∑j 6=k pj|h†kwj|2 + σ2
, (6.52)
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and the SINR at the eavesdropper k˜, given by (6.16), becomes
SINRk˜ =
pk‖Hk˜wk‖2
σ2
=
pk ∑j 6=k |h†j wk|2
σ2
. (6.53)
From (6.52) and (6.53), the achievable secrecy sum-rate is obtained with power allocation
RPAs =
K
∑
k=1
log2 1+
pk |h†k wk |2
∑j 6=k pj|h†k wj|2+σ2
1+
pk ∑j 6=k |h†j wk |2
σ2

+
. (6.54)
6.5.2 Power Control
To obtain the optimal power allocation vector p, the following non-convex optimization
problem is required to be solved
maximize
p
RPAs (p)
subject to tr
{
W†pWp
}
≤ 1,
(6.55)
where RPAs (p) is given by (6.54), Wp is given by (6.51), and the maximum total transmit
power over all antennas is one. In the following, the notation [·]+ in (6.54) will be ignored
in the maximization problem. In fact, any negative term in the sum can be replaced by
zero (thus increasing the sum) by using pk = 0 which is always feasible.
The problem (6.55) is then reformulated by applying the transformation p˜k = log pk, k =
1 . . . , K, and obtain the optimization problem
maximize
p˜
RPAs (p˜)
subject to tr
{
W†pWp
}
≤ 1,
(6.56)
where p˜ = [ p˜1, . . . , p˜K]T.
Lemma 6.4. The second term of the objective function, RPAs (p˜), of (6.56) is concave.
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Proof: The second term and its first and second derivatives are
− log2
(
1+SINRk˜
)
=− log2
(
1+
e p˜k ∑j 6=k |h†j wk|2
σ2
)
,
−∂ log2
(
1+SINRk˜
)
∂ p˜k
=
−(log2 e)e p˜k ∑j 6=k |h†j wk|2
σ2 + e p˜k ∑j 6=k |h†j wk|2
,
−∂2 log2
(
1+SINRk˜
)
∂ p˜2k
=
−(log2 e)e p˜k ∑j 6=k |h†j wk|2σ2(
σ2 + e p˜k ∑j 6=k |h†j wk|2
)2 ≤0.
(6.57)
Hence, by the second order condition [30, §3.4.3], − log2
(
1+ SINRk˜
)
is concave.
In order to solve the problem (6.56), a modified version of the method in [Papandri-
opoulos et al., 2008] and [Sung and Collings, 2010] is considered; based on a reformu-
lation of (6.56). This approach guarantees an improvement in the performance over the
standard high-SNR approximation in fading channels [Sung and Collings, 2010]. In or-
der to obtain the reformulation, the following bound obtained in [Papandriopoulos et al.,
2008] is used
a log z + b ≤ log(1+ z),
a =
z0
1+ z0
and b = log(1+ z0)− z01+ z0 log z0,
(6.58)
for some z0 ≥ 0, with equality when z = z0.
Lemma 6.5. With the change of variables p˜k = log pk, k = 1 . . . , K, the lower bound
ak
log 2
log
(
e p˜k |h†kwk|2
∑j 6=k e p˜j |h†kwj|2 + σ2
)
+
bk
log 2
≤ log2
(
1+
pk|h†kwk|2
∑j 6=k pj|h†kwj|2 + σ2
)
,
(6.59)
is concave in p˜k, k = 1, . . . , K.
Proof: The result follows immediately using the method in Lemma 6.4.
In Lemma 6.4 it was shown that the second term of (6.54) is concave by the second
order condition. By using the lower bound in (6.59) for the first term of (6.54), a concave
objective function is obtained. Since the constraints are affine, the optimization problem
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arising from (6.56) and the bound (6.59) is a convex optimization problem. This convex
optimization problem is given by
maximize
p˜
K
∑
k=1
[
ak
log 2
log
(
e p˜k |h†kwk|2
∑j 6=k e p˜j |h†kwj|2+σ2
)
+
bk
log 2
−log2
(
1+
e p˜k ∑j 6=k |h†j wk|2
σ2
)]
subject to tr
{
W†pWp
}
≤ 1
(6.60)
The power allocation vector can then be obtained using Algorithm 1 in Table 6.1. To
show that Algorithm 1 converges monotonically to a local optimum, note the constraint
is the same for both the t-th and (t + 1)-th subproblems. Hence, the solution of the t-th
subproblem (6.60) is also feasible for the (t + 1)-th subproblem (6.60). Moreover, by the
bound in (6.58), the objective function is monotonically increasing and converges to a
local optimum.
6.5.3 Proposed Precoding Scheme
Having established an algorithm to determine the optimal power allocation vector p for
a fixed α, the precoding scheme is obtained by considering the joint optimization of α and
p. The joint optimization problem can be written as
maximize
p,α
RPAs (p, α)
subject to tr
{
W†pWp
}
≤ 1.
(6.61)
Even after using the transformation p˜k = log pk, k = 1, . . . , K, the problem (6.61) is non-
convex. To solve this problem, Algorithm 2 is proposed in Table 6.1.
At each iteration, Algorithm 2 optimizes the regularization parameter α and subse-
quently the power allocation vector p. It is straightforward to prove that Algorithm 2
converges monotonically and it thus provides with a locally optimal pair (α, p) for the
proposed linear precoder. In the next section, simulations will show that the proposed
precoder with jointly optimal regularization parameter and power allocation vector out-
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Figure 6.2: Comparison between the large-system regularization parameter αLS and the
value αFS that maximizes the average secrecy sum-rate for finite K.
performs RCI precoding with αLS and equal power allocation (RCI-EP).
6.6 Numerical Results
In this section, the performance of the proposed precoding scheme is described via sim-
ulations. The finite user scenario is also considered to show that many results from the
large-system analysis hold for a small number of users. The precoding matrix W was
normalized by
√
γ, as in (6.23), in order to meet the power constraint in (6.4). This cor-
responds to a long-term power constraint, which does not require the receivers to know
the instantaneous value of γ [Peel et al., 2005]. In the following, αLS = Kξopt denotes the
large-system regularization parameter, obtained from (6.34).
Fig. 6.2 compares the large-system regularization parameter αLS to the optimal reg-
ularization parameter αFS for a finite number of users. The value of αFS was found by
using single-variable numerical optimization to maximize the mean value of the secrecy
sum-rate in (6.28). The figure shows the finite-system and large-system regularization
parameters at practical SNR values for four different numbers of users: 4, 8, 16 and 32.
Observe that as the number of users K increases, the value of αFS approaches the large-
system regularization parameter αLS.
In Fig. 6.3 it is demonstrated that using the large-system regularization parameter αLS
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Figure 6.3: Complementary cumulative distribution function (CCDF) of the normalized
secrecy sum-rate difference between using αFS(H) and αLS with ρ = 10dB.
in a finite-size system does not cause a significant loss in the secrecy sum-rate compared
to using a regularization parameter αFS(H) optimized for each channel realization. The
figure shows the complementary cumulative distribution function (CCDF) of the nor-
malized secrecy sum-rate difference between using αLS and αFS(H) as the regularization
parameter of the RCI precoder for K = 4, 8, 16, 32 users at an SNR of 10dB. The differ-
ence is normalized by dividing by the secrecy sum-rate of the precoder that uses αFS(H).
Observe that the average normalized secrecy sum-rate difference is less than 2.4 percent
for all values of K. As a result, the large-system regularization parameter αLS may be
used instead of the finite-system regularization parameter with only a small loss of per-
formance. Moreover, the value of αLS does not need to be calculated for each channel
realization.
Fig. 6.4 compares the analytical secrecy sum-rate of the RCI precoder in (6.38) to the
simulated secrecy sum-rate of the RCI precoder with a finite number of users, which is
averaged over 103 channels. The RCI precoder with a finite number of users was ob-
tained by using the regularization parameter αFS, found by simulation, that maximizes
the average secrecy sum-rate. Observe that the large-system analysis is accurate at low
SNR for all values of K. Moreover as K increases, the large-system analysis is accurate for
larger values of the SNR.
In Fig. 6.5 the simulated secrecy sum-rate of the RCI precoder using the large-system
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Figure 6.4: Comparison between the secrecy sum-rate in the large-system regime (6.38)
and the simulated secrecy sum-rate for finite K.
regularization parameter αLS is compared with CI precoding [Yoo and Goldsmith, 2006]
and RCI precoding with α = K/ρ, which maximizes the sum-rate without secrecy [Peel
et al., 2005]. The sum-rate of the optimal RCI precoder without secrecy requirements is
also plotted. The figure shows plots for K = 4, 8, 16, 32. Observe that CI precoding
exhibits a large performance loss compared to the secrecy sum-rate of the optimal RCI
precoder for large values of K. The RCI precoder with α = K/ρ outperforms CI precod-
ing, but it is suboptimal compared to the RCI precoder that uses αLS. Note that although
CI precoding achieves secrecy in a simple way by completely canceling the information
leakage, this comes at the cost of a poor sum-rate. Secrecy can be achieved with a signifi-
cantly larger sum-rate by using the RCI precoder with αLS. Also observe that the secrecy
loss between the sum-rate of the RCI precoder without secrecy and the secrecy sum-rate
of the RCI precoder is almost constant at high SNR for large K. This confirms the result
derived in (6.50). Moreover, the value of the simulated per-antenna secrecy loss is 0.59
bits for K = 32 and ρ = 25dB; close to the 0.62 bits suggested by the analysis in (6.50).
In Fig. 6.6 the simulated per-user secrecy rate of the proposed precoder is compared
with jointly optimized regularization parameter α and power allocation vector p to the
RCI precoder with αLS and popt, and to the RCI-EP precoder with αLS. Observe that there
is a negligible performance difference between the proposed precoder and the RCI pre-
coder with αLS and popt. As a result, a low-complexity, near-optimal RCI precoder may
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(a) K = 4 (b) K = 8 (c) K = 16
(d) K = 32
Figure 6.5: Comparison between the RCI precoder with αLS and other linear schemes.
The secrecy loss is also shown as the gap between dashed and solid lines.
be implemented by using αLS and optimizing the power vector separately. The figure
shows that for K = 4, the proposed power allocation scheme always outperforms the
RCI-EP precoder with αLS by up to 20 percent, and the gain does not vanish at high SNR.
This occurs because at high SNR ξopt → 0 and the RCI precoder behaves as a CI precoder,
for which the optimal power allocation is waterfilling [Yoo and Goldsmith, 2006]. Hence,
equal power allocation for RCI is suboptimal at high SNR. Fig. 6.6 also shows that the
proposed power allocation scheme reduces the sum-rate loss due to the secrecy require-
ments. For ρ ≥ 15dB, RCI with power allocation achieves a per-user secrecy rate which
is even higher than the per-user rate achieved by the optimal RCI-EP without secrecy
requirements. Furthermore, Fig. 6.6 shows the simulated secrecy capacity CMISOMEs of a
MISOME channel with the same per-message transmitted power. Although CMISOMEs is
obtained in a single-user and interference-free system [Khisti and Wornell, 2010a], at high
SNR, RCI with power allocation achieves a per-user secrecy rate as large as CMISOMEs .
6.7 Conclusions 133
Figure 6.6: Per-user secrecy rate vs. ρ for K = 4 users: without power allocation (solid),
with αLS and popt (dashed) and with joint optimal (α, p)opt (circle). The rate of the opti-
mal RCI precoder without secrecy requirements (square) and the secrecy capacity of the
MISOME channel (diamond) are also plotted.
6.7 Conclusions
In this chapter, the problem of secret communication in a MU-MIMO system with ma-
licious users was considered. A linear precoder based on regularized channel inversion
(RCI) was proposed with a regularization parameter and power allocation vector that
maximize the achievable secrecy sum-rate. The analysis presented in the chapter, as well
as the simulation results, showed that RCI with equal power allocation (RCI-EP) and
with the optimal regularization parameter outperforms several other linear precoding
schemes. Moreover, it achieves a sum-rate that has same scaling factor as the sum-rate
of the optimum RCI precoder without secrecy requirements. The secrecy requirements
result in a loss in terms of the sum-rate. This loss can be compensated by the proposed
power allocation scheme, which increases the secrecy sum-rate compared to RCI-EP.
Chapter 7
Conclusions
7.1 Summary of Contributions
THIS thesis focused on areas that are expected to play an important role in futurewireless multiuser and heterogeneous networks. In particular, three specific de-
sign challenges were addressed:
1. cross-layer scheduling;
2. structured limited feedback codebook design;
3. and resource allocation for physical layer security.
The first design challenge addressed in this thesis was cross-layer scheduling in mul-
tiuser networks. Two network architectures were considered: single-cell networks, aided
by a relay (Chapter 2); and the CoMP network (Chapter 3). In both networks, heuristic
cross-layer schedulers were proposed based on the maximum weighted SNR policy, with
the weight chosen to be a function of the delay in packet scheduling. Scheduling policies
with the same structure were able to be applied to both the user scheduler in Chapter
2 and the BS scheduler in Chapter 3 due to the centralized structure of the scheduling
policy. Importantly, the trends observed for the user scheduler in the single-cell also ap-
ply for the BS scheduler in the CoMP network, which is a consequence of the common
structure for both scheduling policies.
Three key results were obtained for the cross-layer schedulers in Chapter 2 and 3.
First, it was shown that there is up to a 30% improvement in the delay was achieved
using the cross-layer policy compared to the opportunistic (or equal weight) policy, while
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achieving a comparable SEP for the scheduled user. This is surprising as the SEP of the
opportunistic policy forms a lower bound, and hence the cross-layer policy can achieve
a near optimal SEP.
Second, the optimal code rate in coded systems is strongly dependent on the trans-
mission time of the uncoded system. In particular, there are three regimes: SEP domi-
nated, where the throughput is dominated by the effect of the SEP and a low code rate
is optimal; PLP dominated, where the throughput is dominated by the PLP and a high
code-rate is optimal; and the intermediate regime, where the throughput is dominated
by neither the PLP nor the SEP, and the optimal code-rate is approximately 1/2.
Third, the achievable PLP for the fixed weight scheduling policy is comparable with
the adaptive weight policy, under a wide range of conditions. In particular, this occurs
when there is a high probability of scheduling a given user over the others, and for mod-
erate and long transmission times. This result is important in CoMP as CSI and delay
side information is shared over finite-bandwidth backhaul links to the centralized sched-
uler. The required backhaul bandwidth is then reduced when the instantaneous packet
delay is not required at the scheduler, as is the case for the fixed weight policy.
The second design challenge addressed in this thesis was structured limited feedback
codebook design. Two particular problems were addressed: the construction of different
codebooks at each user to avoid a rank-deficient quantized channel matrix and hence a
low sum-rate with the ZF precoder; and low-complexity CoMP codebook constructions
to adapt to changes in the number of cooperating BSs. Although there are important
differences between the two problems, there are two key unifying concepts.
The first unifying concept is that the Fourier codebook is an important practical code-
book construction. In Chapter 4, it was shown that using the proposed Householder
construction, the resulting transformation of the Fourier codebook is up to 50% sparse.
This means that the search complexity can be reduced by up to half. In Chapter 5, the
Fourier codebook was used as the basis of a low-complexity construction to adapt to
varying numbers of cooperating BSs in CoMP. In particular, the proposed construction
was shown to have linear complexity in both size and dimension, compared with the
standard approach, which has exponential complexity.
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The second unifying concept is the applicability of theory of equiangular tight frames
in codebook construction. It has been long known that equiangular tight frames are op-
timal with respect to the important Grassmannian design criterion. In Chapter 4, it was
shown that all real, and group covariant equiangular tight frames also optimize the rate-
outage lower bound in multiuser MIMO. Equiangular tight frames were then exploited
in Chapter 5 to construct variable dimension codebooks with low storage, which was
achieved by using difference set decompositions.
Chapter 4 also provided a link between the role of efficient codebook constructions
and user scheduling. In particular, it was shown that the proposed construction of dif-
ferent codebooks at each user improved the probability that the target rates for each user
were met by up to 15% compared with user scheduling. Surprisingly, this means that
more sophisticated quantization codebook construction can improve performance more
than introducing additional scheduling within the active user group.
The third design challenge addressed in this thesis was resource allocation to achieve
physical layer security in MU-MIMO. In particular, the design of a RCI-based precoder
and power allocation were considered in Chapter 6. Two key results were obtained.
First, it was shown that providing secrecy resulted in a 3.75 dB power loss, for high SNR
in the large-system regime under equal power allocation. This result shows that effi-
cient resource allocation is an important design problem in systems providing secrecy
as the required power is more than double that of standard systems to achieve the same
rate. Second, it was shown that the regularization parameter for the RCI precoder and
the power control can be optimized separately. This is due to the fact that the secrecy
sum-rate achieved by the joint precoder and power control design in Chapter 6 was com-
parable with separate optimization. As such, the complexity of the resource allocation
algorithm can be considerably reduced.
7.2 Future Research
The work in this thesis motivates a number of future research directions. The first new
direction is a more extensive application of the proposed concept of τ-achievable packet
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loss probability region to different networks. At this point, it is unclear if instantaneous
packet delay information is necessary to achieve high performance, as exhibited in Chap-
ter 3. If this is the case, the amount of side information required to be shared in large scale
CoMP and heterogeneous network can be significantly reduced by exploiting long-term
statistics of the arrival and service processes.
While the effect of delay and packet loss probability was investigated in Chapter 2 and
3 for single cell and CoMP networks, the effect of these metrics in general heterogeneous
networks remains an open problem. As video data is an important part of heterogeneous
network traffic and these metrics largely determine the performance, this is an important
avenue to investigate. Some initial work in this direction is the paper [Egan and Collings,
2013], where different frequency reuse schemes were compared under minimum rate
constraints and queue stability conditions.
There are several interesting open problems related to the structured codebook design
problems investigated in Chapters 4 and 5. Notably, equally likely codewords appear to
play an important role in the construction of high resolution codebooks. This is partic-
ularly evident in the construction of optimal base codebooks based on the rate-outage
lower bound in Chapter 4. Codebooks with equally likely codewords also appeared as
one of the minimizers of the expected square correlation described in Chapter 5, and also
detailed in [Egan et al., 2011]. This suggests an intimate link between the action of unitary
representations of groups and high performance codebook design.
In Chapter 5, decompositions of difference sets were exploited to construct low stor-
age variable dimension codebooks for CoMP. At present, a full classification of these
decompositions is not available so there is work remaining in this direction. These de-
compositions also play an important role in the construction of variable rate CDMA and
optical codes. As such the construction of difference set decompositions is a well moti-
vated problem.
Physical layer security has developed into a large and important area of research, with
many generalizations of the early work of Wyner. From the perspective of this thesis,
new work has emerged extending the results in Chapter 6 to networks with the number
of users different to the number of transmit antennas [Geraci et al., a]. This has since been
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further extended to heterogeneous cellular networks with BSs distributed according to a
Poisson process [Geraci et al., b]. Although many analytical properties of these networks
have by now been well investigated, the resource allocation aspect of the problem in
terms of power control and scheduling remains an important avenue of research. In
particular, since the secrecy required up to twice the transmit power to achieve the same
performance as standard multiuser MIMO (see Chapter 6) additional resource allocation
and signal processing should be considered to improve network efficiency.
Appendix A
Proofs for Chapter 2
A.1 Proof of Lemma 2.1
Without loss of generality, consider the case where γRm = 1, m = 1, 2, . . . , K. The prob-
ability that the k-th user is selected in state s (corresponding to weights Wk = Wk(sk)) is
given by
Pk(s) =
∫ ∞
0
Pr(WkγRk > x|Γk− = x) fΓk− (x)dx, (A.1)
where fΓk− |s(x|s) is the pdf of Γk− = max{WmγRm}Km=1,m 6=k. The pdf of Γk− is derived by
differentiating
Pr(Γk− ≤ x|s) =
K
∏
m=1
m 6=k
Pr(WmγRm ≤ x) =
K
∏
m=1
m 6=k
(1− e−x/Wm) (A.2)
that results in
fΓk− |s(x|s) =
K
∑
i=1
i 6=k
1
Wi
e−x/Wi
K
∏
m=1
m 6=i,k
(1− e−x/Wm), (A.3)
Substituting (A.3) into (A.1), noting that γRk is exponentially distributed with γRk =
1, yields
Pk(s) =
∫ ∞
0
e−x/Wk
K
∑
i=1,i 6=k
1
Wi
e−x/Wi
K
∏
m=1
m 6=i,k
(1− e−x/Wm)
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×
K
∑
i=1
i 6=k
1
Wi
∫ ∞
0
e−x/Wk e−x/Wi
K
∏
m=1
m 6=i,k
(1− e−x/Wm). (A.4)
The product term in (A.4) may be expanded as
K
∏
m=1
m 6=i,k
(1− e−x/Wm) = 1+
K−2
∑
m=1
K−2−m+p
∑
np=np−1+1
p=1,...,m
(−1)me
(
−∑mj=1 xW˜−1nj
)
, (A.5)
where the weights are re-expressed as (W˜q)K−2q=1 = (W1, . . . , Wi−1, Wi+1, . . . , Wk−1, Wk+1, . . . , WK).
Substituting (A.5) in (A.4) and evaluating the integrals, the desired result is obtained.
A.2 Proof of Lemma 2.2
The conditional CDF of the second hop SNR is now derived. First, condition on the state
vector s that results in weights Wk = Wk(sk). The CDF of the second hop channel gain
|h∗Rk|2 of the scheduled user is evaluated according to
FΓ|s(x|s) =
K
∑
k=1
Pr(|hRk|2 ≤ x, Wk|hRk|2 > Γk−)
=
K
∑
k=1
∫ Wkx
0
Pr(
y
Wk
< |hRk|2 ≤ x|Γk− = y)
× fΓk− (y)dy, (A.6)
where fΓk− (y) is given in (A.3). Note that the formulation in terms of |hk|2 is a special
case of γRk where γRm = 1, m = 1, 2, . . . , K. Applying (A.3) and (2.6), to obtain
FΓ|s(x|s) =
K
∑
k=1
K
∑
i=1
i 6=k
1
Wi
∫ Wkx
0
[
(1− e−x)− (1− e−y/Wk)
]
× e−y/Wi
K
∏
m=1
m 6=i,k
(1− e−y/Wm)dy. (A.7)
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FΓ|s(x|s) =
K
∑
k=1
K
∑
i=1
i 6=k
1
Wi
[
−e−xWi
(
1− e−Wkx/Wi
)
+
1
1
Wi
+ 1Wk
(
1− e−Wkx(1/Wi+1/Wk)
)]
+
K
∑
k=1
K
∑
i=1
i 6=k
K−2
∑
m=1
K−2−m+p
∑
np=np−1+1
p=1,...,m
(−1)m
Wi
− e
−x
(
1− e−Wkx
(
1
Wi
+∑mj=1 W˜
−1
nj
))
1
Wi
+∑mj=1 W˜
−1
nj
+
(
1− e−Wkx
(
1
Wk
+ 1Wi
+∑mj=1 W˜
−1
nj
))
∑mj=1 W˜
−1
nj +
1
Wk
+ 1Wi
 (A.9)
Using the same product expansion as in (A.5) results in
FΓ|s(x|s) =
K
∑
k=1
K
∑
i=1
i 6=k
1
Wi
∫ Wkx
0
dy
[
(1− e−x)− (1− e−y/Wk)
]
× e−y/Wi
1+ K−2∑
m=1
K−2−m+p
∑
np=np−1+1
p=1,...,m
(−1)me−∑
m
j=1 yW˜
−1
nj
 . (A.8)
After a number of simple integrations and algebraic simplifications, (A.9) is obtained.
To obtain the CDF of the second hop SNR γ2, make the substitution x =
γ
γ2
.
A.3 Proof of Lemma 2.3
Substituting the conditional CDF of γ2 in Lemma 2.2 and the PDF of γ1 in (2.6) into (2.19),
yields the following expression for the conditional CDF of the end-to-end SNR, given by
Fγeq|s(γ|s) = 1− e−
γ
γ1 +
K
∑
k=1
K
∑
i=1
i 6=k
1
Wi
(−WiΦ1 +WiΦ2 +Φ3 −Φ4)
+
K
∑
k=1
K
∑
i=1
i 6=k
K−2
∑
m=1
K−2−m+p
∑
np=np−1+1
p=1,...,m
(−1)m
Wi
(−Φ5 +Φ6 +Φ7 −Φ8) , (A.10)
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where
Φ1 =
1
γ1
e−
γ
γ1
∫ ∞
0
e−
ω
γ1 e
− 1γ2
(
γ+ γ
2+cγ
ω
)
dω,
Φ2 =
1
γ1
e−
γ
γ1
∫ ∞
0
e−
ω
γ1 e
−
(
1
γ2
+
Wk
γ2Wi
)(
γ+ γ
2+cγ
ω
)
dω,
Φ3 =
1
γ1
e−
γ
γ1
∫ ∞
0
e−
ω
γ1
WiWk
Wi +Wk
dω,
Φ4 =
e−
γ
γ1
γ1
∫ ∞
0
e−
ω
γ1 WiWk
Wi +Wk
e
−Wkγ2
(
1
Wi
+ 1Wk
)(
γ+ γ
2+cγ
ω
)
dω,
Φ5 =
1
γ1
(
W−1i +∑
m
j=1 W˜
−1
nj
) ,
Φ6 =
e−
γ
γ1
γ1
∫ ∞
0
e−
ω
γ1 e
−
(
γ+ γ
2+cγ
ω
)(
1
γ2
+
Wk
γ2
(
1
Wi
+∑mj=1 W˜
−1
nj
))
1
Wi
+∑mj=1 W˜
−1
nj
dω,
Φ7 =
e−
γ
γ1
∑mj=1 W˜
−1
nj +
1
Wk
+ 1Wi
,
Φ8 =
1
γ1
∫ ∞
0
e−
ω
γ1 e
−
(
γ+ γ
2+cγ
ω
)
Wk
γ2
(
1
Wk
+ 1Wi
+∑mj=1 W˜
−1
nj
)
∑mj=1 W˜
−1
nj +
1
Wi
+ 1Wk
dω.
The integrals in Φ1, Φ2, Φ3, Φ4, Φ6, and Φ8 are solved using the identity
∫ ∞
0
e−
ω
a − bω dω = 2
√
a
b
K1
(
2
√
b
a
)
,
where K1(x) is the modified Bessel function of the second kind.
A.4 Proof of Theorem 2.2
Observe that if there is a new packet arrival at time t, the PLP of a given user can be
expressed as PL = Pr(buffer is full for new arrival at time t). Applying Lemma 2.4 and
conditioning on the arrival time t and the number of packets in the buffer l, the PLP is
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approximated as (which is an exact result for fixed weights)
PL ≈
B
∑
l=0
∫ T
0
∞
∑
m=B−l
e−λt
(λt)m
m!
νl
1
T
dt (A.11)
The final result is obtained by using (2.1) and solving the integral using eq. 3.351 in
[Gradshteyn and Ryzhik, 2007]

Appendix B
Proofs for Chapter 4
B.1 Proof of Theorem 4.1
In order to prove the theorem, it is necessary that there exists no codewords in {φi}Ni=1 ∪
{UHφi}Ni=1 that lie in the same one-dimensional subspace. First, there must be no code-
words in {φi}Ni=1 that lie in the same subspace. This is achieved by requiring that φi 6=
ejθφk, which is the first condition in the theorem. Since UH is an isometry, this condition
also ensures that no codewords in {UHφi}Ni=1 lie in the same subspace.
Second, there must be no codewords such that UHφi = ejθφk. Note that φi = Ukiφk, so
this is equivalent to UHUkiφk = ejθφk. To ensure that there are no such codewords, it is
required that φk is not an eigenvector of UHUki. This is precisely the second condition of
the theorem.
Since these are the only possible scenarios where codewords in {φi}Ni=1 ∪ {UHφi}Ni=1
can lie in the same subspace, the theorem is proved and the codebooks are unique.
B.2 Proof of Proposition 4.2
Consider a 2-dimensional frame with elements that are roots of unity. This means that all
frame elements are of the form φi = 1√2 [e
j l1piN , ej
l2pi
N ]T. Suppose a Householder transform
is chosen such that Hφj = 1√2 [1, 0]
T, j 6= i, where φj = 1√2 [ej
k1pi
N , ej
k2pi
N ]T.
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In this case, the following is obtained
Hφi =
1
2
 e−j k1piN ej l1piN + e−j k2piN ej l2piN
e−j
k1pi
N ej
l1pi
N − e−j k2piN ej l2piN
 (B.1)
In order to improve the sparsity of the transformed frame element Hφi, a scalar transfor-
mation ejθ is applied such that
ejθ =
ej
k1pi
N e−j
l1pi
N + ej
k2pi
N e−j
l2pi
N
|ej k1piN e−j l1piN + ej k2piN e−j l2piN |
. (B.2)
Immediately, observe that the first element of ejθHφi is real.
As only the phase is of interest, not the magnitude of the second element after the
transformations, consider the unnormalized second element
v =
(
ej
k1pi
N e−j
l1pi
N + ej
k2pi
N e−j
l2pi
N
) (
e−j
k1pi
N ej
l1pi
N − e−j k2piN ej l2piN
)
. (B.3)
Several algebraic manipulations yields
v = 2j
(
sin
pi
N
(l1 − k1) cos piN (l2 − k2)− sin
pi
N
(l2 − k2) cos piN (l1 − k1)
)
, (B.4)
which is imaginary. As a result, the transformed elements are either real or imaginary
except for the first codeword given by 1√
2
[1, 0]T. The density is then given by
κ =
(
1+ 2(N−1)Nt2
)
2NtN
=
2N − 1
4N
. (B.5)
B.3 Proof of Proposition 4.3
First observe that
Pr(Hˆ invertible) = 1− Pr(Hˆ not invertible). (B.6)
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Using a similar argument as for (4.21), it is straightforward to show that Pr(Hˆ not invertible)
is a posynomial. The optimization problem
min
pi , i=1,...,N
Pr(Hˆ not invertible)
subject to 0 ≤ pi, ∀ i = 1, 2, . . . , N
N
∑
i=1
pi = 1,
(B.7)
can then be transformed to a convex optimization problem using the standard method
for geometric programs (it is minimizing instead of maximizing). Since the constraints
are linear and a feasible solution exists, the KKT conditions are necessary and sufficient
for global optimality, by Slater’s condition [Boyd and Vandenberghe, 2004]. This means
that all solutions of the KKT conditions give the same optimal value for the objective.
Now turn to (4.21). Using the KKT conditions, the derivatives of the Lagrangian are
given by
∂L
∂pk
= ν− λk +
σ
∑
j=1
∏
i∈Sj
i 6=k
1k∈Sj pi = 0, (B.8)
where ν and λm, m = 1, . . . , N are the Lagrange multipliers, the other terms are defined
as for (4.21), and 1 is the indicator function. Also note that ν acts as a slack variable,
which means that it is zero at the optimal solution. Solving the equations in (B.8) and
using the constraint that the probabilities sum to one, yields p1 = · · · = pN = 1N .
Since the constraints in (4.21) are linear, it follows that the solution is a local optimum.
As (B.6) holds, the local optimum of (4.21) is equivalent to the local optimum of (B.7). The
local optimum is then a global optimum as (B.7) is equivalent to a convex optimization
problem.
B.4 Proof of Theorem 4.2
Note that if F is real, then the Voronoi regions were shown to be congruent in [Mondal
et al., 2007]. As a result, the Voronoi regions have the same volume and each codeword
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is equally likely.
More generally in the case when the ETF is group-covariant, denote Ωd as the unit
sphere in Cd and µ(Vi) as the measure on Cd induced by the Haar measure on Ωd for the
Voronoi region Vi of codeword i. For codeword i ∈ {1, 2, . . . , N}, then
µ(Vi) = µ({z ∈ Ωd||z†Uif1|2 > |z†Ujf1|2, j 6= i})
= µ({z ∈ Ωd||z†f1|2 > |z†U†i Ujf1|2 j 6= i})
= µ({z ∈ Ωd||z†f1|2 > |z†ejζUkf1|2 k 6= 1}) = µ(V1), (B.9)
where the second equality follows since the Haar measure is invariant to unitary trans-
formations. This shows that the Voronoi regions of each codeword all have the same
volume. Hence, each codeword is equally likely.
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