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Abstract
Increasing temperature is expected to intensify the hydrological cycle. The accompanied
changes in (e.g.) snow cover, water availability and river flows impose challenges for several
socio-economical sectors, whose operations are affected by these changes. The main question
in these sectors is: how to cost-effectively adapt and mitigate to changes in the hydrological
cycle?
To answer this question, hydrological modeling run with regional climate model (GCM-RCM)
simulations as input is typically required. To reduce biases in the GCM-RCM simulations
before using them as input in hydrological modeling, adjustments with statistical tools, such
as model output statistics (MOS), is required. While MOS methods have been tested com-
prehensively in the present-day climate, not much has been known about how they perform
in transient climatic conditions.
This gap is bridged in this thesis by evaluating a set of MOS methods designed for daily mean
temperature and precipitation in a changing climate in Europe, using climate model simula-
tions as proxies, i.e., pseudo-realities for the future. The main message from these exercises
is that the identification of a single universally well performing method is practically impossi-
ble, as the best performing method varies in time, space and between different distributional
aspects. This conclusion is further strengthened, when the selected methods are evaluated
from the hydrological modeling perspective. Overall, several methods should ideally be used
in impact studies.
In addition to the pseudo-reality tests, the relative importance of MOS-method differences was
compared against GCM-RCM differences as uncertainty sources both in real-world climate
projections in Europe and hydrological simulations in Scandinavia. As the second message
of this thesis, although climate GCM-RCM differences explain a larger part of the spread
in future projections, MOS-method differences are non-negligible, when the high and low
extremes are considered. In line with this result, MOS-method uncertainty has the largest
contribution to the spread in projected changes of low and high flows.
Keywords: climate modeling, hydrological modeling, bias correction, model output statistics,
climate projection, uncertainty
Contents
1 Introduction 5
2 Model output statistics 9
2.1 Univariate methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Bi-variate methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.3 Uncertainties related to the use of MOS methods . . . . . . . . . . . . 20
2.4 Separation of temperature and precipitation effects on river discharges . 23
3 Data sets 24
3.1 Reference data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2 GCM-RCM simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Hydrological simulations . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4 Cross-validation and pseudo-reality approach 28
5 Results 30
5.1 Intercomparison of univariate MOS methods for daily mean temperature
and precipitation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.2 Intercomparison of uni- and bi-variate methods . . . . . . . . . . . . . 34
5.3 Relative importances of GCM-RCM and MOS-method uncertainties . . 36
5.4 Temperature and precipitation effects to river discharge changes in Scan-
dinavia . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6 Conclusions and future directions 42
7 Summary of papers and the author’s contribution 44
References 46
List of publications
This thesis consists of an introductory review of the candidate’s PhD study topic,
followed by 4 research articles. Papers I and II are reprinted by permission from
Springer Nature (license numbers 4335750781926 and 4335751091156). Paper III is
reproduced with permission from the copyright holder, IWA Publishing, while Paper
IV is reprinted under the Creative Commons Attribution License. In the introductory
part, these papers are cited according to their Roman numerals.
I Räisänen, J. and O. Räty (2013). Projections of daily mean temperature vari-
ability in the future: cross-validation tests with ENSEMBLES regional climate
simulations. Climate Dynamics, 41(5), 1553–1568, doi:10.1007/s00382-012-1515-
9
II Räty, O., J. Räisänen, and J. S. Ylhäisi (2014). Evaluation of delta
change and bias correction methods for future daily precipitation: intermodel
cross-validation using ENSEMBLES simulations. Climate Dynamics, 42(9),
2287–2303, doi:10.1007/s00382-014-2130-8
III Räty, O., H. Virta, T. Bosshard, and C. Donnelly (2017). Regional climate model
and model output statistics method uncertainties and the effect of temperature
and precipitation on future river discharges in Scandinavia. Hydrology Research,
48(5), 1363–1377, doi:10.2166/nh.2017.127
IV Räty, O., J. Räisänen, T. Bosshard, and C. Donnelly (2018). Intercomparison
of Univariate and Joint Bias Correction Methods in Changing Climate From a
Hydrological Perspective. Climate, 6(2), 33, doi:10.3390/cli6020033
1 Introduction
Atmospheric concentrations of carbon dioxide and other greenhouse gases are increas-
ing due to mankind’s greenhouse gas emissions (IPCC, 2013). As a result, the global
climate is warming, and changes are also expected in daily-scale temperature variabil-
ity. As a major consequence of the warming, horizontal and vertical transport of water
(i.e., hydrological cycle) is expected to intensify, inducing regionally varying changes in
precipitation (e.g. Held and Soden, 2006; Huntington, 2006). Over the mid- and high
latitude continents, the intensification is also manifested as changes in evapotranspi-
ration, water flows above and within soil as well as in the amount of water stored in
snow pack and soil (Barnett T. P. et al., 2005; Nohara et al., 2006; Adam et al., 2009;
Vicente-Serrano et al., 2010; Kay et al., 2013; Liu et al., 2013; Räisänen, 2016).
It is apparent that the regionally varying changes in hydrological cycle will affect sev-
eral socio-economic sectors such as hydropower production, flood protection, water
management and agriculture (e.g. Oki and Kanae, 2006; Schewe et al., 2014; van Vliet
et al., 2015; Arnell and Gosling, 2016). It is essential to provide reliable estimates
of future changes as well as properly communicate the related uncertainties to policy
makers and other stakeholders, in order to establish plausible long-term mitigation and
adaptation strategies in the relevant sectors (Wilby and Dessai, 2010; Hewitson et al.,
2014). Otherwise the selected strategies might fail and lead to substantial economical
losses and even harmful societal effects.
Although the resolution of regional climate model (RCM) simulations driven with
global climate models (GCMs) has improved substantially in recent years (≈ 10 km),
off-line hydrological modeling is typically required to properly evaluate regional scale
changes in hydrological processes. It is well known that the direct use of climate
model data in impact models is substantially hampered by biases in relation to the
observed climate caused by insufficient description of physical processes on different
spatial scales, smoothed representation of orography and the land-water distribution
as well as errors in the driving GCMs, which propagate to the regional-scale simula-
tions through the lateral boundary conditions (e.g. Räisänen, 2007; Knutti, 2008; Rum-
mukainen, 2016). Figure 1 illustrates some of the typical issues related to the modeling
of temperature and precipitation. In this particular example, the GCM-RCM simula-
tion has a cold bias in comparison to the observations, while the daily variability is
overestimated. On the other hand, the GCM-RCM overestimates the mean precipita-
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tion, has a smaller spread in daily values and underestimates the highest precipitation
intensities. Also the fraction of wet days is overestimated due to excessive weak pre-
cipitation ("drizzle"), a common issue in many GCM-RCM simulations. In addition to
biases in the marginal aspects, model simulations also exhibit biases in spatial, tem-
poral and inter-variable correlation structures (Vrac and Friederichs, 2014; Maraun,
2016). A particular interest for this study are biases in inter-variable correlations
between temperature and precipitation fields, which have been linked to biased sim-
ulations of different hydrological processes such as evapotranspiration, snowmelt and
runoff generation (Kay et al., 2013). In the illustrated case, the GCM-RCM simulates
too strong correlation between temperature and precipitation.
Figure 1: Scatter plot of the observed January daily mean temperature and daily
precipitation in Jyväskylä (62.4◦N, 25.7◦E) in years 1971-2000 shown together with
plots for the SMHI-BCM simulation (see Table 2) in the same period and in the late
21st century conditions (2061-2090). Dark blue indicates highest point densities in the
plots. The basic summary statistics are also shown in each panel.
Due to the aforementioned issues, there is a practical need to improve the usability of
both GCM and RCM simulations as input in hydrological modeling studies (Sharma
et al., 2007). To this end, a substantial amount of different types of methods have
been documented in the literature for temperature (Engen-Skaugen, 2007; Déqué, 2007;
Yang et al., 2010; Amengual et al., 2012; Piani and Haerter, 2012) and particularly for
precipitation (Engen-Skaugen, 2007; Li et al., 2010; Maraun et al., 2010; Piani et al.,
2010; Yang et al., 2010). Lately, methods designed for adjusting the joint distribution
of temperature and precipitation have also been developed (Piani and Haerter, 2012;
6
Li et al., 2014; Vrac and Friederichs, 2014; Cannon, 2016, 2018). While the ability of
these methods to reduce biases in comparison to observational data has been extensively
tested both from climate modeling and hydrological modeling perspectives (Wood et al.,
2004; Themeßl et al., 2011; Gudmundsson et al., 2012; Watanabe et al., 2012; Chen
et al., 2013; Lafon et al., 2013), an inherent limitation of these assessments is that
they do not give information on the relative performance of bias correction methods
in non-stationary conditions imposed by anthropogenic climate change. As a partial
remedy, recent studies have taken an alternative approach, whereby statistical methods
have been evaluated using climate model simulations as proxies for future climate (Vrac
et al., 2007; Bracegirdle and Stephenson, 2012; Maraun, 2012). This approach provides
additional pathways to evaluate the applicability of these methods in a changing climate
and to address the possible shortcomings of these methods such as their "blindness"
to underlying physical processes and the related assumption of bias stationarity, lately
questioned by several studies (Christensen et al., 2008; Ehret et al., 2012; Bellprat
et al., 2013; Maraun, 2016; Van Schaeybroeck and Vannitsem, 2016; Maraun et al.,
2017).
This thesis aims to bring further insights to the use of MOS methods when constructing
daily mean temperature and precipitation projections for impact study purposes, the
main weight being on hydrological impact studies. In short, the following questions
have been addressed:
• How to best combine information obtained from observations and GCM-RCM
simulations when constructing future climate projections of daily mean temper-
ature and daily precipitation with univarite and bi-variate methods?
• What is the relative importance of uncertainties related to the choice of MOS
method in comparison to uncertainties related to differences between GCM-RCM
simulations and how are these reflected in hydrological future simulations?
• How do the effects of temperature and precipitation changes on river discharges
vary between different GCM-RCM and MOS-method combinations?
To answer these questions, a set of MOS methods developed in the literature and
applied in this study are used to construct temperature and precipitation projections
at daily scale in the European region using GCM-RCM simulations available from
the latest international joint modeling efforts. Previous assessment studies, which
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are typically based on validations in the present-day climate, are complemented with
tests in non-stationary climatic conditions both from climate model and hydrological
modeling point of view. Furthermore, additional information on inherent uncertainties
related to the variations between the future projections obtained using different MOS
methods is given and compared against other uncertainty sources. A more detailed view
of these uncertainties and their spatio-temporal variations is given for the Scandinavian
region, particularly from hydrological modeling perspective.
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2 Model output statistics
This thesis concentrates on evaluations of statistical methods belonging to so-called
model output statistics (MOS). This group of methods has lately become somewhat
of a defacto standard post-processing tool for many impact modeling applications.
MOS has its origin in numerical weather prediction (Glahn and Lowry, 1972), where
the rationale has been to derive a statistical relationship (typically using multiple
linear regression) between observations and NWP model output at specific forecast lead
times. This allows to reduce systematic biases and when combined with geographical
information can also be used to produce downscaled site-specific forecasts. In climate
study context, MOS is used to derive either an event- or a distribution-wise relationship
between the observed and the model simulated climate, which is then used to adjust
model projections for the future typically in conjunction with a downscaling step due
to the coarse resolution of GCM and RCM simulations. The studies conducted in
this thesis are limited to distribution-wise methods due to their simplicity and wide-
spread application in impact studies. Furthermore, direct evaluation of issues related
to downscaling aspects (e.g. Maraun, 2013) has been omitted.
In this section, we illustrate the basic formulations for several types of distribution-wise
MOS methods, starting from simple methods designed for the adjustment of time-mean
climate, then continuing to more sophisticated methods, which adjust the full marginal
distribution and finally introducing two bi-variate algorithms applied in Paper IV. In
total, 10 methods for daily mean temperature, 9 for daily precipitation and 2 methods
adjusting the joint distribution of temperature and precipitation are covered in this
thesis (Table 1).
2.1 Univariate methods
The formulation of the problem is simple when biases only in the time mean climate are
of interest. Let Xo denote the observed time series of either daily mean temperature
or daily precipitation and let Xc and Xs be the simulated time series in the baseline
and scenario period, respectively. In case of temperature, bias adjusted values in the
scenario period are simply obtained with
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Table 1: Short descriptions of the MOS methods used in this thesis. The first column
describes briefly the addressed distributional aspects, while the second and third col-
umn show the shorthand used hereafter in the text for both delta change (DC) and
bias correction (BC) versions. The papers in which a particular method is applied are
given in the fourth column.
Method DC BC Paper
Daily mean temperature
Mean T1 T6 I, III
Mean and spread T2 T7 I
Mean, spread and skewness T3 T8 I
Non-parametric quantile mapping with smoothing T4 T9 I, III, IV
Parametric quantile mapping, linear fit T5 T10 I
Daily precipitation
Mean P1 II, III
Mean and spread, non-linear scaling P2 P6 II
Mean and spread, power transformation P3 P7 II
Non-parametric quantile mapping with smoothing P4 P8 II, III, IV
Parametric quantile mapping, double gamma fit P5 P9 II
Bi-variate distribution
Copula-based bias correction B1 IV
N-pdft algorithm with T9 and P8 B2 IV
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Xp = Xo + (Xs −Xc) = Xs + (Xo −Xc), (1)
where () denotes the temporal average. For precipitation, relative changes are usually
considered to avoid negative values:
Xp = Xo
Xs
Xc
= Xs
Xo
Xc
. (2)
The two forms on the right-hand-side in Eq. 1 and 2 are commonly known as delta
change (T1 and P1 in Table 1) and bias correction (T6) approaches, respectively. Both
forms are mathematically equivalent; they give exactly the same change in the mean
as simulated by the model. However, previous studies as well as the results in Paper
I indicate that the preservation of the model-simulated mean change is not necessar-
ily optimal even when only time-mean projections are of interest, as biases in daily
variability might affect time mean projections (Boberg and Christensen, 2012). In
the following, the equations for the remaining methods are given in the bias correc-
tion form. Delta change forms can be simply obtained by switching the subscripts of
observations (o) and the scenario period simulation (s).
A natural extension of the simple time mean adjustment is to take the spread in the
daily values into account. For temperature (T2/T7), this adjustment can be written
in the bias correction form as
Xp = Xs + (Xo −Xc) + (Xs −Xs)so
sc
. (3)
Here, so and sc denote the observed and modeled standard deviation in the baseline
period, respectively. A similar type of method (P2/P6) as described in Eq. 3 but
tailored for precipitation was developed by Engen-Skaugen (2007). The main drawback
of the bias correction form of this method (P6) is that, when the observed coefficient
of variation (CV) is larger than the modeled one in the baseline period, some of the
precipitation values become negative. These values need to be set to zero and the
adjustment repeated iteratively until satisfactory results are obtained.
An alternative method (P3/P7) to correct biases in the precipitation distribution
spread developed by Leander and Buishand (2007) was also tested. It is based on
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the power transformation of precipitation time series according to
Xp = aXs
b, (4)
where a = Xo
Xc
and b is a constant, which is found (in method P7) iteratively by
modifying the CV of the scenario period simulation to match the observed one. In
addition to the distribution spread, also the mean and higher distribution moments
are changed. Multiplying the simulated precipitation values with a finally corrects the
distribution mean.
Equation 3 can be further extended to take biases in the distribution skewness (γ) into
account. In this thesis this was only made for temperature (methods T3/T8), and
in the bias correction form was accomplished by finding a solution to the following
equation
γp = γs + (γo − γc). (5)
While Eq. 5 could be solved in several different ways, the algorithm described by
Ballester et al. (2010) was applied in this thesis (Paper I).
A generalization of the aforementioned approaches is the so-called quantile mapping,
which also originates from weather prediction (Panofsky and Brier, 1968). This method
and its several variants are currently perhaps the most widely used MOS methods when
Figure 2: An illustration of quantile mapping when applied in (left) the delta change
and (right) bias correction mode to daily mean temperature distributions. Red (blue)
curves show the quantile-quantile relationship for the non-parametric (linear-fit) version
of quantile mapping. Adapted from Paper I.
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bias adjusted (and potentially downscaled) climate simulations are needed in impact
studies. Two variants of a non-parametric quantile mapping algorithm were developed
and tested in Papers I and II separately for daily mean temperature (methods T4 and
T9) and daily precipitation (methods P4 and P8). In the traditional bias correction
form, quantile mapping can be formally expressed as
Xp = F
−1
o [Fc (Xs)] , (6)
where Fc is the cumulative distribution of the baseline period model simulation and
F−1o the inverse of the observed cumulative distribution.
The basic idea of quantile mapping is illustrated for temperature in Fig. 2, when
applied both in the delta change (left) and bias correction (right) mode. These figures
show that the raw quantile-quantile relationship is rather noisy, particularly in the
tails of the distribution. To reduce the effect of random variations to the estimation
of model biases or simulated changes, values for individual quantiles are smoothed by
taking a running average over a specific range of quantiles (a) of F−1o (x) according to
F˜−1o (x) =
∫ min(x+a,1)
max(x−a,0)
F−1o (x)dx/
∫ min(x+a,1)
max(x−a,0)
dx. (7)
Similar smoothing is applied to F−1c (x). Tests with different values for a showed that
daily mean temperature benefits from slightly stronger smoothing (a = 0.05) than
daily precipitation (a = 0.02). For daily mean temperature, this means that F˜−1o (100)
is obtained as the average of the top 5% of the distribution. As smoothing contracts the
distribution, the smaller smoothing parameter value for precipitation is likely explained
by the deterioration of the estimated quantile-quantile relationship in the upper tail
of the precipitation distribution with larger values of a. Another issue with non-
parametric quantile mapping, which is partially exacerbated by the contracting effect
of the smoothing, is the need to extrapolate the quantile-quantile relationship if the
future simulation is outside the control period climate. For temperature, it is assumed
that the difference F˜−1o − F˜−1c remains constant for x < 0 and x > 1 (red dashed lines
in Fig. 2). When the quantile-quantile relationship for daily precipitation needs to be
extrapolated, the ratio between the observed and modeled quantiles is used.
An additional issue that requires a particular attention are equal values, which hamper
the estimation of the quantile-quantile relationship particularly for daily precipitation
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due to the singularity at 0. To avoid equal values and to handle dry days in the
precipitation distribution, small uniformly distributed random values are added to
both observed and simulated time series. This approach, when applied specifically to
zero precipitation values, is called singularity stochastic removal by Vrac et al. (2016)
and has also been applied in other studies (Zhang et al., 2009; Cannon et al., 2015).
This approach is particularly useful for precipitation, as it allows to modify the fraction
of wet days both when GCM-RCMs under- or overestimate it and is also more flexible
than the commonly taken approach to match the fraction of simulated wet days to the
observed one before applying quantile mapping.
As an alternative strategy to reduce the effect of sampling noise in the quantile-quantile
relationship, a parametric fit can also be used. This approach also helps to avoid ex-
trapolation that would otherwise occur when the simulated future values fall outside
the observed and modeled region in the control period. For daily mean tempera-
ture, this was implemented in Paper I by fitting a simple linear regression line to
the quantile-quantile relationship (blue lines in Fig. 2, methods T5 and T10). The
quantile-quantile relationship can also be modeled based on assumptions on the un-
derlying distribution. Yang et al. (2010) described a parametric version of quantile
mapping both for temperature and precipitation (distribution based scaling), in which
the quantile-quantile relationship between the observed and simulated time series in
the baseline period is modeled by fitting suitable distributions to them. The algorithm
for precipitation was tested in Paper II (methods P5 and P9). First, the fraction of
wet days (threshold 0.1 mmd−1) was corrected in the modeled time series to match the
observed one. Next, separate gamma distributions (Wilks, 2006) were fitted below and
above the 95th percentile of the wet-day distributions, and precipitation values from
the future simulation were adjusted based on the parameters for these distributions.
Yang et al. (2010) argue that this allows to better capture the high daily precipitation
intensities, which are not necessarily captured by a single fit. On the other hand, this
is achieved with the expense of introducing potential discontinuity to the upper tail of
the precipitation distribution.
Although both bias correction and delta change approaches are mathematically equiv-
alent (see Papers I and II for a detailed discussion), there is a fundamental difference
between them. On one hand, projections constructed using the delta change approach
have the same temporal and spatial structure with the observations. Thus, it could be
expected that they perform well in constructing near-term projections (Papers I and
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II). However, this also sets a strong limitation as delta change methods are incapable
to take simulated changes in different correlation structures into account. On the other
hand, projections constructed using bias correction methods inherit different types of
correlation structures directly from the underlying model simulation, thus incorporat-
ing simulated changes in these aspects (but also their biases, if not explicitly corrected
for) in the future projections. Whether delta change or bias correction methods are
preferable ultimately depends on which is more worrisome: the biases in those statis-
tical aspects of simulated climate that are not accounted for by the bias correction, or
the changes in those aspects that are assumed to remain unchanged in delta change
methods?
2.2 Bi-variate methods
A common limitation in all the previously introduced methods is that they only adjust
marginal distributions without explicitly taking temporal, spatial or inter-variable cor-
relations into account, although some of these correlation structures might be altered
indirectly by univariate bias correction methods too (Rajczak et al., 2016). As dis-
cussed above, the realistic description of inter-variable correlations might be crucial for
certain end user applications. For example, increase/decrease in snow pack around the
melting point depends on co-variations in temperature and precipitation, i.e., whether
precipitation falls as rain or snow.
Bi- and multivariate extensions of MOS aim to address these issues by incorporat-
ing inter-variable correlation structures in their adjustments. Here, we focus on two
methods (Paper IV), which were both applied to adjust the joint distribution of tem-
perature and precipitation. The first algorithm is based on the decomposition of the
joint distribution of daily mean temperature and precipitation into separate marginal
distributions and the so-called copula, which describes the dependence structure be-
tween the marginal distributions (Fig. 3). The (2-dimensional) copula-based approach
is based on Sklar’s theorem (Sklar, 1959), which states that, given marginal distribu-
tions F and G, there exists a copula C such that
H(x, y) = C [F (x), G(y)]
= C [u, v] , u, v ∈ [0, 1],
(8)
where H(x, y) denotes the joint distribution of random variables X and Y . In other
words, copula is the joint distribution of F (x) and G(y), with uniform marginals and
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Figure 3: A schematic figure showing the decomposition of the joint distribution of
daily mean temperature and precipitation (bottom left) to temperature (top left) and
precipitation (bottom right) marginals and the empirical copula density (top right)
structure. Red arrows illustrate how a point taken from the joint distribution is located
on the cumulative marginals (F (x) and F (y)) together with the corresponding location
in the copula. In this particular example, the positive correlation between temperature
and precipitation is indicated by the higher point density on the region extending from
the bottom left corner to the top right corner in the copula panel. The cumulative
copula probability is (empirically) obtained for a particular point by counting the
fraction of points having smaller or equal u and v values in the copula plot.
values distributed in a unit rectangle. The copula-based correction exploits the fact
that the required conditional probabilities can be expressed as partial derivatives of the
16
cumulative copula. Copula models are popular in economics and have recently gained
more interest also in the climate research community (see Schölzel and Friederichs
(2008) for an overview).
The implementation of the copula-based algorithm (method B1) follows Li et al. (2014)
with some modifications taken from Gennaretti et al. (2015). Although Li et al. (2014)
originally applied their method to monthly temperature and precipitation values, here
the method is applied to daily time series as in Gennaretti et al. (2015). First, the full
joint distribution of daily mean temperature (X) and precipitation (Y ) is decomposed
into wet- and dry-day components according to
H(x, y) = (1− pw)Fd(x) + pwC (Fw(x), G(y)) , (9)
where pw is the wet-day probability (P(Y > 0.1 mmd−1)), Fd(x) and Fw(x) denote
the cumulative distribution of daily mean temperature on dry and wet days, G(y) is
the cumulative distribution of daily precipitation and C() stands for the copula be-
tween X and Y . Temperature is assumed to follow normal distribution, while gamma
distribution is fitted to precipitation. In the original algorithm, temperature was as-
sumed to be identically distributed on wet and dry days. Here, wet- and dry-day
distributions were estimated separately as in Gennaretti et al. (2015). Furthermore,
wet-day frequencies were adjusted to correspond with the observed one before fitting
the gamma distribution. Although several parametric copula models could in principle
be used, Gaussian copula was adopted due to its relatively simple formulation and as
it is capable of describing both positive and negative correlations. As corrections on
wet days need to be conditioned on either temperature or precipitation, two options to
apply this method are possible. Based on initial tests with the algorithm, a decision
was made to first adjust temperature and then correct precipitation conditionally on
temperature, as this approach resulted in slightly better results.
The second bi-variate method (B2) tested in this thesis has been recently developed by
Cannon (2018) based on a multidimensional probability distribution function transfor-
mation (N-pdft) algorithm originally developed for image processing purposes (Pitié
et al., 2007). The algorithm is a genuine multivariate method in the sense that it can
be applied to any N-dimensional probability distribution and is therefore not restricted
to temperature and precipitation. The motivation behind the algorithm is to reduce
the multidimensional problem into a sequence of one-dimensional corrections using an
iterative algorithm. Let us define N × 2 matrices containing the observed (Xo) and
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Figure 4: An illustration of how method B2 adjusts a modeled (WRF-I) joint distribu-
tion towards a target (WFDEI) distribution (panel a) within one iteration step. Panel
b): apply standard quantile mapping to the modeled marginal distributions, normal-
ize both joint distributions and transform them to a new orthogonal system (e.g., 45◦
rotation). Match the projected marginals (red and black curves) using quantile map-
ping (T9). Panel c): rotate both joint distributions back to the original coordinate
system. This returns the actual temperature and precipitation marginals as a linear
combination of the projected marginal distributions. Panel d): replace the quantiles
of the adjusted GCM-RCM distribution, shown in panel c), with those obtained us-
ing standard quantile mapping (T9/P8) to get the marginals correct (e.g., remove the
negative precipitation values in panel c)) but simultaneously keep the corrected de-
pendence structure, illustrated as the different locations of red (B2) and blue (T9/P8)
points in panel d).
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Figure 5: An example illustrating the convergence of B2, when correcting the joint
distribution of daily mean temperature and daily precipitation on wet days (P> 0.1
mmd−1) simulated by a GCM-RCM (WRF-I) against a reference (WFDEI).
simulated temperature and precipitation in the baseline (Xc) and scenario period (Xs)
with variables arranged as columns. As temperature and precipitation have different
physical dimensions, both variables are normalized to have zero mean and unit stan-
dard deviation before applying the corrections to them. The algorithm for the j th
iteration cycle is then as follows (see Fig. 4 for illustration). First, the observed and
modeled joint distributions of temperature and precipitation are transformed to a new
orthogonal coordinate system by rotating the marginal distributions with a random
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orthogonal matrix R following
X˜jo = X
j
oR
j
X˜jc = X
j
cR
j
X˜js = X
j
sR
j.
(10)
The rotation step essentially provides a projection of the original marginal distributions
from a particular direction. Secondly, the rotated matrices containing data for the base-
line and scenario period simulations are adjusted against X˜jo using traditional quantile
mapping (method T9) to obtain Xˆjc and Xˆjs, respectively. The adjusted marginal dis-
tributions are then transformed back to the original coordinates and used as input in
the next iteration cycle:
X(j+1)o = X
j
o
X(j+1)c = Xˆ
j
cR
j(−1)
X(j+1)s = Xˆ
j
sR
j(−1).
(11)
This step provides the adjusted joint distribution as a linear combination of the orig-
inal marginals, which allows to modify the 2-dimensional distribution. The iteration
is repeated until the full joint distribution X(j+1)c has converged sufficiently close to
the target distribution (i.e., Xo). In practice, both marginal distributions are first cor-
rected separately using quantile mapping. Based on convergence properties inspected
by Cannon (2018), the algorithm is terminated after 50 iterations (Fig. 5). A nega-
tive side effect of the rotation step is that the ratio property of precipitation is lost
(i.e., not bounded by zero) after the iterative transformation. As the final step, quan-
tiles of the adjusted marginal distributions are replaced with the quantiles obtained
with traditional quantile mapping, which restores this property, simultaneously pre-
serving the corrected ranks of both variables. In the original paper Cannon (2018)
used quantile delta mapping, which retains the modeled change separately for each
quantile. However, as practically any form of quantile mapping can be used, the same
form of quantile mapping (methods T9/P8) used in Papers I and II was applied for
consistency reasons in the final step.
2.3 Uncertainties related to the use of MOS methods
Projected hydrological (or any climatic) impacts are enveloped by a multi-layered cas-
cade of uncertainty, which expands at each step in the impact modeling chain. The
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Figure 6: A top-down view of the cascade of uncertainty in hydrological climate change
impact assessments. Layers relevant for this thesis are indicated with the gray box.
Modified from Wilby and Dessai (2010).
proper communication of these uncertainties is an essential part of delivering climate
change information for stakeholders as well as other users of this information (Hewit-
son et al., 2014). A simplified top-down view of identified sources of uncertainty and
how they cascade downwards in hydrological climate change impact modeling chain
is provided in Fig. 6. At the top levels of the pyramid, uncertainties are related to
the uncertain evolution of anthropogenic greenhouse gas emissions, didacted by how
the future human society will develop. In the next step, additional uncertainties arise
from differences in GCM and RCM structures and parameters, differences in the re-
sponse between the climate models to external forcing as well as uncertainties caused
by the internal dynamics of the climate system (e.g., Räisänen, 2007; Hawkins and
Sutton, 2011; Lafaysse et al., 2014). Furthermore, different approaches to statistically
post-process climate model simulations for hydrological modeling purposes introduce
an additional layer of uncertainty, which is reflected in the hydrological simulations,
estimated impacts and adaptation responses as well.
The most relevant layers in the pyramid for this thesis (gray box) are those describing
climate modeling and statistical post-processing uncertainties. These have been docu-
21
mented to certain extent in the literature both in global (Chen et al., 2011; Hagemann
et al., 2011) and regional (Dobler et al., 2012; Teutschbein and Seibert, 2012; Bosshard
et al., 2013; Lafaysse et al., 2014) scales. Additionally, it has been shown that although
the climate model component is in many cases the dominant part, uncertainties related
to MOS methods should also be covered, not the least due to the difficulty to select a
single universally well performing method (Paper I and II). However, regional scale
spatial variations in the relative importance of these two components in Europe, and
how they are reflected in hydrological climate change simulations in the Scandinavian
region have received less attention.
Part of this thesis concentrates on evaluating the relative importances of GCM-RCM
and MOS-method uncertainties to future projections, with the main weight being on
the aforementioned aspects. In Papers I and II the potential to reduce MOS-method
uncertainty by excluding less well performing methods when constructing future pro-
jections is also tested. To be able to quantitatively estimate the contributions of GCM-
RCM and MOS-method differences to the overall spread in the future projections, a
simple analysis of variance (ANOVA) framework was applied in Papers I and II simi-
larly to Yip et al. (2011) and Déqué et al. (2012). In this approach, the overall variance
(VTOT ) in the future projections is decomposed according to the equation
VTOT = VMOD + VMET + VINT , (12)
where VMOD denotes the fraction of variance due to GCM-RCM differences, VMET the
fraction due to the MOS-method differences and VINT denotes the interaction term
caused by non-linear dependences between the GCM-RCMs and MOS methods. The
main shortcoming of this approach is that internal climate variability is not explicitly
separated from the actual GCM-RCM and MOS-method uncertainties and is confined
in the three terms on the right-hand side. It should be stressed that the results of
the variance decomposition should be associated only with the limited ensemble of
model simulations method used in this thesis, with potential dependences between the
GCM-RCM simulations and particularly between individual methods.
A more detailed evaluation of the relative contributions of GCM-RCM and MOS-
method uncertainties to hydrological climate changes was made in the Scandinavian
region in Paper III by inspecting spatial variations of the partition described in Eq.
12 on a seasonal level. Instead of inspecting the absolute values in the future climate,
variance decomposition of daily mean temperature, precipitation and a set of hydro-
logical variables was done on projected changes following Bosshard et al. (2013). In
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addition to decomposing changes in the annual cycle of river discharges to the afore-
mentioned contributions, also total runoff and evapotranspiration were studied to cover
the most important parts of the water balance.
2.4 Separation of temperature and precipitation effects on river
discharges
A similar ANOVA framework was applied to decompose the annual cycle of the climate
change signal in river discharges into separate parts caused by temperature and precip-
itation changes, respectively. This separation was done in order to assess, which one of
the driving variables contributes more to the simulated changes in river discharges and
how this differs between different methods and GCM-RCMs. To this end, three sets of
simulations were needed in addition to the hydrological simulation for the present-day
conditions: two sets of simulations, in which either the temperature or precipitation
changes were included in the forcing data and a set of simulations including projected
changes for both temperature and precipitation. The decomposition was only applied
to projections made with two delta change methods (T1/P1 and T4/P4). One should
note that due to non-linear processes in the hydrological model, the simulated changes
in (e.g.) river discharges cannot be exactly divided into components arising solely from
temperature and precipitation changes. However, the results showed that the non-
linear part in simulated river discharge changes was in most cases relatively small, so
only the linear part of this decomposition was assessed in Paper III. The details of the
separation of the effects of temperature and precipitation can be found from Bosshard
et al. (2014).
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3 Data sets
3.1 Reference data
(b)(a)
Figure 7: Grid boxes sampled for the (left) cross-validation exercises and stations
selected for constructing real-world projections in Papers I and II. The gray (col-
ored) dots denote the grid boxes used for daily mean temperature (daily precipitation).
Adapted from Papers I and II.
Tests with real-world projections conducted in Papers I and II were based on blended
station time series downloaded from the European Climate Assessment & Data archive
available through the Royal Netherlands Meteorological Institute Climate Explorer
(climexp.knmi.nl/). The locations of the used stations are shown in Fig. 7. In Paper
III the reference data has been taken from the ERA-interim re-analysis (Dee et al.,
2011), with additional adjustments to the monthly precipitation made using Global
Precipitation Climatology Centre gridded precipitation (Schneider et al., 2011). The
reference data used in Paper IV was taken from the ERA-interim based WATCH
forcing data set (WFDEI). Monthly mean values have been adjusted to biases in com-
parison to gridded observations with additional elevation correction applied for tem-
perature. The details of the WATCH methodology are documented in Weedon et al.
(2014).
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3.2 GCM-RCM simulations
In Papers I and II, six GCM-RCM simulations obtained from the ENSEMBLES
project data base (http://ensemblesrt3.dmi.dk/) were used when constructing fu-
ture projections (van der Linden and Mitchell, 2009). Each model simulation had a
different GCM and RCM component and had been run using Special Report on Emis-
sions Scenarios (Nakicenovic et al., 2000) A1B emission scenario forcing (Table 2). To
reduce the computational needs, grid boxes were sampled with 2.5◦ interval in both lon-
gitudinal and latitudinal direction. The same model simulations were used as forcing
in hydrological simulations conducted for the Scandinavian region in Paper III.
In Paper IV, latest high-resolution (0.11◦ × 0.11◦) simulations produced by the Eu-
ropean branch of the Coordinated Regional Climate Downscaling Experiment (Jacob
et al., 2014; Kotlarski et al., 2014) available in the Earth System Grid Federation
(ESGF) nodes (https://esgf.llnl.gov/) were used as future forcing in hydrological
simulations. In total, five GCM-RCM simulations, each again having a different GCM
and RCM part and run with Representative Concentration Pathways (Moss et al., 2010)
RCP4.5 scenario forcing, were selected from the data base. Although the number of
"independent" models was initially larger, the most poorly performing models were
dropped after initial tests due to their highly biased simulations. It should be noted
that the GCM-RCM simulations used in Paper III and Paper IV might not have
optimal performance from hydrological modeling perspective due to the constraints
posed by other selection criteria (i.e., having separate GCM and RCM components in
each model).
3.3 Hydrological simulations
Hydrological simulations analyzed in Papers III and IV were made with the Hydro-
logical Predictions for the Environment (HYPE) model developed in the hydrology re-
search group in Swedish Meteorological and Hydrological Institute (SMHI). The model
is a process-based, semi-distributed model, designed for hydrological simulations at
varying spatial scales. A detailed description of the model can be found from Lind-
ström et al. (2010). The model settings used in these studies were extracted from
the European scale application of HYPE (E-HYPE). This application has a median
sub-basin size of 215 km2 and has been built to cover also ungauged regions (Don-
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Table 2: A List of the GCM-RCM simulations used in this thesis.
Institution GCM RCM Abbreviation
ENSEMBLES (0.25◦ × 0.25◦ resolution), Papers I, II and III
CNRM ARPEGE ALADIN CNRM-A
ETHZ HadCM-Q0 CLM ETHZ-H0
Met Office HadCM-Q3 HadRM-Q3 METO-H3
Met Office HadCM-Q16 HadRM-Q16 METO-H16
MPI ECHAM5 REMO MPI-E5
SMHI BCM RCA3 SMHI-BCM
EURO-CORDEX, (0.11◦ × 0.11◦ resolution), Paper IV
CNRM CNRM-CM5 ALADIN CNRM-A
CLM Community MPI-ESM-LR CCLM4.8.17 CCLM-MPI
KNMI EC-EARTH RACMO22E RACMO-EC
SMHI HadGEM RCA4 RCA4-H
IPSL-INERIS IPSL-CMA5-MR WRF WRF-I
nelly et al., 2016). All the necessary topographical, land-use and soil data have been
extracted from freely available data sets, as described in Donnelly et al. (2016). The
source code for the model, along with the relevant model documentation, is available
at http://hypeweb.smhi.se/.
In Paper III, a sub-model covering Scandinavia and the adjacent regions was ex-
tracted from the full E-HYPE domain with settings available at that time (version
2.1). While the original model setup was mostly used, an attempt was made to partially
re-calibrate the model due to the negative bias in river discharges, apparently caused
by the overestimation of evapotranspiration in this particular model version. For con-
ducting pseudo-reality tests in the hydrological modeling phase, four sub-models from
different hydroclimatic conditions were selected from E-HYPE (version 2.5) in Paper
IV (Fig. 8). These sub-models were selected from basins with natural flow conditions
in order to ensure that the model is capable to capture the observed flow conditions
without a need to re-calibrate the model. This also avoided the hampering effects of
flow regulation on the assessment of the relative MOS-method performance from a
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Figure 8: An illustration of the hydrological modeling domains in Papers III and
IV. The black lines denote the individual river catchments selected from the full-scale
E-HYPE in Paper III, while the four sub-domains used in the pseudo-reality tests
(Paper IV) are marked with red color in the figure.
hydrological modeling point of view.
In both papers the model was run at daily time step using only daily mean temperature
and daily precipitation as input. In Paper III the study period was constrained to
years 2041-2070, while Paper IV covers two periods from early (2011-2040) and late
(2061-2090) 21st century conditions.
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4 Cross-validation and pseudo-reality approach
Figure 9: A schematic description of the pseudo-reality framework, covering both cli-
mate modeling and hydrological modeling perspectives. Adapted from Paper IV.
In most inter-comparison studies, the evaluation of MOS-method performance has been
based on split-sample tests or, equivalently, cross-validation using observational data
sets to validate the methods. If the aim is to assess the relative method performance
in future climatic conditions, observations cannot obviously be used as the reference.
However, some conclusions can be drawn using climate model simulations as proxies
for future climate. This approach was used to cross-validate the studied methods in
Papers I, II and IV. The main assumption behind this approach is that the model
simulations are independent from each other and are plausible realizations of the actual
future climate (i.e., the statistically indistinquishable ensemble paradigm (Annan and
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Hargreaves, 2010)). From an ensemble of GCM-RCM simulations, each model at its
time is selected to represent observations for the future, against which the rest of
the GCM-RCM simulations are then validated. When this procedure is cycled over
all GCM-RCM permutations, cross-validation statistics can be used to compare the
relative ability of the studied methods in capturing future climatic conditions.
As the bias corrected climate simulations are eventually used as input in hydrological
simulations, the evaluation should ideally cover also the impact modeling step. To this
end, the pseudo-reality framework applied in Papers I and II was extended in Paper
IV to cover the evaluation of the selected MOS methods in a cross-validation manner
from hydrological modeling perspective. The full procedure is illustrated in Fig. 9.
An attempt to further improve the applicability of the pseudo-reality approach in the
impact modeling step was made based on the fact that systematic biases in uncorrected
GCM-RCM simulations might lead to unrealistic shifts in hydrological regimes (e.g.
Wood et al., 2004; Rojas et al., 2011). In addition to the standard pseudo-reality
approach (version 0 in Fig. 9), each day of the annual cycle of both input variables in
pseudo-reality was first adjusted towards WFDEI using a 30-day sliding window when
assessing the bias at each day (version 1 in Fig. 9). This simple adjustment removed
systematic biases both from temperature and precipitation time series in the pseudo-
reality, although with the expense of slightly modifying the spread of the pseudo-reality
precipitation distributions. The only study known by the author in which the pseudo-
reality approach covered hydrological modeling results when assessing bias correction
method performance was made by Velázquez et al. (2015), although with a smaller
set of MOS methods and GCM-RCMs and with the slightly different aim to directly
estimate the implications of bias non-stationarity to the use of bias corrected time
series as input in future hydrological simulations.
To comprehensively cover different aspects of the projected temperature and precipi-
tation distributions, several verification statistics were used in Papers I, II and IV,
when assessing the relative MOS-method performance. For clarity, the results are here
illustrated in terms of both the mean squared error (MSE) and mean absolute error
(MAE) between the verifying model (i.e., pseudo-reality) and the average projection
of the predicting models.
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5 Results
5.1 Intercomparison of univariate MOS methods for daily mean
temperature and precipitation
The relative performance of MOS methods designed for daily mean temperature in
changing climatic conditions was investigated in Paper I. When looking at the results
for years 2069-2098 (Fig. 10) it is evident that the simplest time mean delta change
and bias correction (T1 and T6) perform poorly in comparison to other methods and
have the largest overall MSE in their projections. When the spread of the distribution
is taken into account, the results are markedly improved (T2 and T7). On the other
hand, the inclusion of distribution skewness improves the results rather modestly (T3
and T8). Overall, the MSE is smallest for the four quantile mapping methods (T4-T5
and T9-T10), non-parametric quantile mapping applied in the bias correction mode
(T9) having the best performance out of all methods.
To obtain further insights to reasons for the differences in the relative method per-
formance, dark bars in Fig. 10 show the MSE which would have been obtained if
predicting the 30-year mean temperature perfectly in the scenario period. They read-
ily highlight the fact that most of the MSE in daily mean temperature projections is
related to biases in time-mean temperature. Furthermore, the slightly better perfor-
mance of quantile mapping methods and particularly T9 is apparently due to their
ability to modify the projected mean temperature, whereas other methods provide
identical results for changes in the temporal mean. This is a generic difference to other
methods as discussed in Paper I and might be a desirable property, if biases in daily
variability affect the time mean change (Boberg and Christensen, 2012).
To assess whether an increased sample size would reduce the effect of random noise
on future projections, one-, two- and three-month time windows were tested when
estimating monthly biases and simulated changes. Figure 10 shows that using two-
month time window typically results with better cross-validation statistics than when
one-month time window is used. However, differences between the two- and three-
month windows are unsystematic, which indicates that a relatively small window size
is sufficient for daily mean temperature when constructing monthly projections.
Although quantile mapping applied in the bias correction mode (T9) has a superior
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Figure 10: Cross-validated MSE for (top) daily mean temperature and (bottom) daily
precipitation in years (left) 2001-2030 and (right) 2069-2098 when averaged over the
whole distribution, 12 months and the whole region. For temperature, bars denote the
values for two-month time window. Statistics obtained with (plusses) one-month and
(crosses) three-month time window are also shown. In the case of precipitation, only
(plusses) one-month and (bars) three-month time window has been used. In addition
to the overall MSE (light bars), MSE that would have been obtained if the mean value
had been perfectly captured by the methods are also shown (dark gray bars). For
precipitation, cross-validation statistics obtained using uncorrected model simulations
(M) and the pseudo-reality observations with no adjustment for climate change (O)
when predicting the future climate are shown for comparison. Adapted from Papers
I and II.
performance in years 2069-2098, the differences are substantially smaller in the earlier
scenario period (2001-2030). Furthermore, the less complicated methods, particularly
the simple time mean delta change (T1), show a much better performance in com-
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parison to quantile mapping methods, as changes in the shape and the spread of the
distribution emerge more slowly from the background noise. Yet, simple mean bias
correction (T6) has a substantially poorer performance than the other methods due to
the unrealistic assumption of same bias in all parts of the temperature distribution.
While distribution-averaged statistics illustrate the overall competitive ability of T9,
a more detailed inspection of the relative method performance in different parts of
the distribution illustrates the inherent difficulty of selecting a universally well per-
forming method. In the extreme upper tail, the relative performance of methods T9
and T10 deteriorates and they are outperformed by the two quantile mapping delta
change methods (T4 and T5), as shown in Fig. 8 of Paper I. This is likely related
to extrapolation issues, as the late 21st century temperatures exceed the present-day
range by a substantial margin. In addition to variations between the different parts of
the distribution, the details of the results depend on region and season considered.
The relative performance of MOS methods designed for adjusting the frequency dis-
tribution of daily precipitation (Paper II) is shown in the bottom row of Fig. 10.
To better infer the added value of the MOS step in comparison to using raw model
data, bars showing the MSE for the uncorrected model simulations (M) and for the
case where the verifying model (i.e., pseudo-reality) simulation in the control period is
used as an estimate of future climate (O) were added. The MSE values are roughly
twice as large for M as they are even for the poorest performing methods in both sce-
nario periods, showing the substantial reduction in distribution errors with MOS. On
the other hand, although using "observations" directly as the estimate of the future
climate is not reasonable in the later scenario periods, the difference is much smaller
in the near-future projections. This is not surprising, as the climate change signal in
daily precipitation has been shown to emerge rather slowly from the background noise
in the European region (Maraun, 2013), which suggests that the added value of MOS
might be relatively small when estimating short-term climate changes, particularly in
precipitation.
When compared against the MSE in daily mean temperature distribution, it is evident
that precipitation benefits more strongly from the use of a wider time window when
estimating simulated changes or model biases; all methods have a substantially smaller
MSE when three-month time window is used. In particular, the parametric quantile
mapping (P5/P9) has a smaller MSE, as the estimation of distribution parameters is
more robust. Similarly to daily mean temperature, non-parametric quantile mapping
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applied in the bias correction mode (P8) tends to outperform other methods. How-
ever, differences between individual methods are typically smaller than for daily mean
temperature, and methods P7 and P9 have MSE values relatively close to P8. Another
difference to daily mean temperature is the relatively larger contribution of errors in
the distribution around the mean (the dark gray bars in Fig. 10), which explains over
half of the overall MSE in the projections. Thus, the relatively good performance of
P8 is likely related to its ability to flexibly adjust the full distribution shape.
The results in the earlier scenario period (2001-2030) are broadly similar, P8 again
having the best performance. Although the relative performance of delta change meth-
ods improves in comparison to bias correction methods, the improvement is smaller
than what was seen in the case of daily mean temperature. The largest exception
is the simple time mean delta change (P1), which actually has the best performance
within its group (P1-P5) at that time. This is probably related to the aforementioned
low signal-to-noise ratio, which more generally reduces the added value of near-term
climate change information.
Partially in contrast to daily mean temperature, variations in the relative performance
of MOS methods between different parts of the frequency distribution are noisier for
daily precipitation. Although P8 has the best performance in most parts of the dis-
tribution of daily precipitation, methods P7 and P9 outperform P8 above the 96th
percentile (Fig. 9 in Paper II). The spatial and temporal variation in the relative
method performance were also studied in more detail Paper II. The main message
from these tests is that it is difficult to define a single universally well performing
method, which suggests that at least part of the uncertainty related to the statisti-
cal post-processing of GCM-RCM simulations is unavoidable. Thus, (ideally) several
methods should be used when constructing future projections for end user needs.
An intuitive approach to further reduce random errors in the projected temperature
and precipitation distributions and also to improve projections in probabilistic terms
would be to combine projections obtained with several well-performing methods. Tests
with different method combinations in Papers I and II showed that the errors are
indeed reduced when combining several methods, the combination of the four quantile
mapping methods (T4/T5 and T9/T10) having the best statistics in the case of daily
mean temperature. Broadly similar conclusions were obtained in Paper II for daily
precipitation, although improvements in comparison to individual methods, especially
P8, were less clear. Although differences between the tested method combinations were
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small, the results showed that using a larger set of methods would likely provide better
results even for daily precipitation, with the expense of potentially introducing larger
errors in the extreme upper tail of the distribution.
5.2 Intercomparison of uni- and bi-variate methods
Figure 11: Cross-validated MAE for (a) daily mean temperature and (b) daily pre-
cipitation, (c) Pearson correlation between temperature and precipitation, and (d) full
copula structure in years 2061-2090 displayed separately for each HYPE sub-model.
Two-month time window has been used to estimate model biases and simulated changes.
Similar panels are also shown for the MAE in monthly mean (e) total runoff, (f) evapo-
transpiration, (g) soil moisture and (h) snow water equivalent simulated by HYPE. The
values in each triangle show the per cent difference in MAE when compared against
quantile mapping applied in the delta change mode (T4 and P4). Results for the
pseudo-reality approach without (with) corrections to WFDEI are shown in the top
(bottom) triangles. Based on data from Paper IV.
Comparisons between uni-variate quantile mapping (T4/P4 and T9/P8) and the two
bi-variate methods (B1 and B2) (Fig. 2 in Paper IV) showed that, by design, bi-
variate bias correction methods are capable of reducing errors in those correlation
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aspects they have been designed to address, when compared against WFDEI in the
present-day climate. However, adjustment of the full copula structure using copula-
based bias correction (B1) fails in some cases. For example, Fig. 2 in Paper IV
shows for that B1 tends to introduce additional errors to the dependence structure in
winter months in the HYPE Tornio sub-model. This, together with larger biases in the
marginal distributions (Fig. 3 in Paper IV) is also reflected as poorer performance in
the hydrological modeling step, which indicates a limited applicability of this method
in cold climates. In this particular example, method B2 improves some aspects of the
hydrological simulations such as total runoff and SWE in comparison to univariate
quantile mapping (T9/P8).
When looking at the cross-validation results for temperature and precipitation distri-
butions in years 2061-2090, the relative method performance shows substantial spatial
(Fig. 11) and temporal variations. On a general level, both univariate and bi-variate
bias correction methods tend to perform better in the three northernmost domains,
while quantile mapping delta change (T4/P4) has a relatively better performance in
the southernmost HYPE sub-model Sava. The most striking feature in Fig. 11 is the
better performance of T4/P4 in capturing the Pearson correlation coefficient and par-
ticularly the copula structure of temperature and precipitation in comparison to the
other methods. This suggests that, in certain conditions, inter-variable dependences
between daily mean temperature and precipitation might not change substantially with
climate change.
One of the main hypotheses in Paper IV was that the inclusion of inter-variable cor-
relations of daily mean temperature and precipitation in the adjustment step would
improve the corresponding hydrological simulations. The results shown in the lower
row of Fig. 11 indicate that this hypothesis is only partially true. The improvements
in cross-validation statistics calculated from the hydrological modeling outputs are in
many cases relatively modest for both bi-variate methods and show substantial tempo-
ral and spatial variations. When first looking at the total runoff, some improvements
in comparison to quantile mapping (T4/P4 and T9/P8) are obtained using method
B2, especially in Tornio. This is most likely related to its ability to better capture
future SWE, which is further reflected in other aspects of simulated surface hydrology.
Copula-based bias correction (method B1) is not without merits either. For example,
it generally has the best performance in Trent, where it outperforms other methods
with the exception of evapotranspiration. One of the most interesting results obtained
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in Paper IV is the competitive performance of quantile mapping applied in the delta
change mode (T4/P4), even when compared against B2. While not the best perform-
ing method when adjusting the marginal distributions, cross-validation statistics for
the hydrological simulations show that quantile mapping applied in the delta change
mode (T4/P4) performs equally well or even better than the other methods in Ems
and Sava.
The effect of bi-variate adjustments on future errors in simulated river discharges was
further evaluated by calculating additional cross-validation statistics directly for the
monthly river discharge distributions in the outlet model block of each HYPE sub-
model (Fig. 7 inPaper IV). Backing up the previous results, the differences were found
out to be small in most distributional aspects and particularly when the distribution-
averages were considered. A small improvement was obtained with B2 in the simulation
of high flows, which is likely related to the improved simulation of SWE in Tornio and
Sava. This further backs up the aforementioned results and underlines the difficulty to
show the added value of bi-variate bias correction from hydrological modeling point of
view.
5.3 Relative importances of GCM-RCM and MOS-method un-
certainties
Figure 12: ANOVA partition of the total variance in the projected daily mean temper-
ature and precipitation distributions into contributions from (red) GCM-RCM, (blue)
MOS-method differences and (gray) the interaction term, when averaged over the 12
months and all stations shown in Fig. 7. Modified from Papers I and II.
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Contributions of MOS-method and GCM-RCM uncertainties to the overall spread in
different parts of projected frequency distributions were inspected from the climate
modeling perspective in Papers I and II using ANOVA as described in Section 2.3.
When averaged over all stations in Fig. 7, GCM-RCM uncertainties explain to large
extent the spread between the different projections (Fig. 12), particularly in the mid-
dle parts of the distribution, where method differences are smallest. When averaged
over the whole temperature distribution, VMOD and VMET explain 73 and 13 % of the
total variance in the future projections. When the tails of the distribution are consid-
ered, however, the fraction of total variance explained by method differences increases
noticeably and exceeds 30 % in the lower tail of the distribution. The results are qual-
itatively similar for precipitation, although with a generally larger contribution from
MOS-method differences to the overall spread. On average, VMOD and VMET explain
46 and 29% of the overall variance. The interpretation of the results is somewhat com-
plicated by the larger interaction term especially in the lower parts of the distribution,
where VINT tends to become the largest component.
As discussed in Section 5.1 and illustrated in Papers I and II, it is probably sensible to
exclude methods, which perform poorly for well-identified reasons. When only the four
best performing methods for daily mean temperature (T4, T5, T9 and T10) and the six
best methods for daily precipitation (P2-P4 and P7-P9) are included, the fraction of
variance explained by MOS-method differences decreases for both variables throughout
the distribution. However, VMET is still non-negligible for precipitation and in the tails
of the temperature distribution. The general conclusion from these exercises is that
while GCM-RCM differences are clearly of larger importance for applications where the
distributional details are unimportant, MOS-method differences become increasingly
important when the tails of the temperature and precipitation distributions are of
particular interest for an end user.
To test to what extent the GCM-RCM and MOS-method uncertainties are reflected
in hydrological simulations in the Scandinavian region, a similar decomposition for the
simulated changes in river discharges was done using a subset of three method pairs for
daily mean temperature and precipitation (T1/P1, T4/P4 and T9/P8) and the same
set of GCM-RCM simulations as in Papers I and II. The results showed (Fig. 13) that
the contributions of GCM-RCM and MOS-method differences are qualitatively similar
to those obtained in Paper I and II, VMOD explaining the major part of the overall
variance in future changes. Figure 13 also indicates that the relative importance of
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Figure 13: Similar to Fig. 12 but shown for the changes in river discharge distribution
and the annual cycle of simulated changes in river discharges in years 2041-2070, when
averaged over the whole model domain. Taken from Paper III.
MOS-method differences is particularly important for high and low flows. In addition
to the distributional aspects, the contributions of the two sources of uncertainty on
changes in the annual cycle were also inspected (right panel in Fig. 13). The relative
importance of MOS-method uncertainty has a noticeable maximum in winter and early
spring, which is likely explained by the sensitivity of the modeling of snow processes to
the selected MOS method. For example, there are substantial differences between the
simple mean bias correction and quantile mapping approaches when evaluated in terms
of the snow cover duration, suggesting that the exclusion of daily variability from the
adjustment step leads to exaggerated changes in snow water equivalent.
Figure 14 shows an example of spatial variations in the ANOVA components, when ap-
plying the partitioning to total runoff, evapotranspiration and the two input variables.
MOS-method component has a maximum in both total runoff and evapotranspiration
in the northern parts of the domain, which at least in the case of total runoff is likely
linked to snow processes. This is further backed up by the absence of the maximum
in summer. Also the relatively good inter-model agreement on temperature changes
around this region in comparison to other parts of the domain might have a role in ex-
plaining this. For temperature and precipitation, the GCM-RCM component is visibly
larger than the MOS-method component, which is in line with the results of Papers
I and II.
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Figure 14: Spatial distributions the ANOVA components when calculated for the
HYPE-simulated changes in total runoff (R), evapotranspiration (E) as well as daily
mean temperature (T) and daily precipitation (P), shown for the winter months (Dec-
Jan-Feb) in years 2041-2070. Taken from Paper III.
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5.4 Temperature and precipitation effects to river discharge
changes in Scandinavia
Figure 15: An example of the contributions of separate (short-dashed line) tempera-
ture and (long-dashed line) precipitation effects on changes in river discharges in the
Scandinavian region from years 1980-2009 to 2041-2070, shown separately for (black)
the simple delta change method and (red) quantile mapping applied in the delta change
mode. Curves for (short-long dashed line) the sum of the separate temperature and
precipitation effects and (solid lines) the overall non-linear change are also plotted in
the figure. Adapted from Paper III.
Tests with the effect of separate adjustment of daily mean temperature and daily pre-
cipitation on river discharge changes showed that, in the Scandinavian region, temper-
ature changes have a dominating effect with imposed changes both in timing and the
magnitude (Fig. 15). The effect is positive in winter and early spring due to changes
in snow accumulation and melting. On the other hand, increasing temperature reduces
flow rates in summer and autumn, which is associated with enhanced evapotranspira-
tion in a warmer climate. Daily precipitation changes have a positive effect on river
discharges and act as to increase river discharges throughout the year, with the largest
changes occurring in spring and early summer. The maximum in the response at that
time is explained by the larger amount of water stored in snow pack, which is then
released during the snow melt season. Differences between the two panels in Fig. 15
also illustrate that the magnitude and relative importance of both effects naturally
depends on the GCM-RCM.
The results in Fig. 15 are shown separately for quantile mapping delta change T4/P4
(red curves) and the simple time mean delta change methods T1/P1 (black curves).
The difference in the magnitude of the temperature effect between these two meth-
ods is mostly small, except in spring when the simple delta change method projects
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a larger decrease in river discharges. This indicates that changes in river discharge
seasonality are projected slightly differently by these methods. Precipitation effect is
almost identical for both methods with only small differences being visible in spring.
The relative importance of temperature and precipitation effects on river discharges
also shows substantial spatial variations, with the largest contributions from temper-
ature changes occurring in large rivers in the northern parts of the model domain in
winter and over most of the area in summer (Fig. 7 in Paper III). Conversely, the
relative importance of precipitation changes is most important in the coastal areas and
southern parts of the domain in winter. Overall, the temperature effect depends more
strongly on whether the daily variability is included in the MOS adjustment step or
not.
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6 Conclusions and future directions
This thesis provides some of the first attempts to evaluate the relative performance
of MOS methods, which aim to combine information obtained from observations and
GCM-RCM simulations, in changing climatic conditions, using climate model simu-
lations as pseudo-realities for the future when cross-validating the relative method
performance. The main result obtained from the pseudo-reality studies (Papers I, II
and IV) is that the identification of the best performing method is practically impos-
sible; the relative method performance varies between different locations and seasons
and also in different parts of the frequency distribution. Additional tests with more
complex methods, which aim to cover inter-variable correlations in their adjustments,
improve the correlation statistics only to a limited extent, as the improvement in cross-
validation statistics is modest at the best. When compared against quantile mapping
applied in the delta change mode, which retains the present-day correlation between
temperature and precipitation, this simpler univariate method has comparable or even
better performance than the tested bi-variate methods.
This study also represents one of the first attempts to incorporate the impact model-
ing perspective in the future assessments using hydrological modeling as an example.
The results of these idealized tests indicate that care should be taken, when selecting
suitable methods for specific impact study purposes due to similar reasons mentioned
above. Again, bi-variate bias correction of temperature and precipitation provides only
modest improvements, which are mostly limited to snow-dominated, cold climatic re-
gions. In some cases, the simple assumption of unchanged correlations, as is associated
with quantile mapping applied in the delta change mode, might be sufficient. It should
be noted, however, that for a larger set of variables with stronger dependences between
them, the added value of multivariate corrections is potentially larger.
It cannot be stressed enough that the previous evaluations should be accompanied with
a proper assessment of MOS-method uncertainties in comparison to other uncertainty
sources. This also provides some guidelines to what extent MOS-method differences
should be covered, when assessing potential climate change impacts. When the relative
importance of GCM-RCM and MOS-method differences to the overall spread in the
future projections is compared, the GCM-RCM component generally has a larger con-
tribution to the spread of both temperature and precipitation projections. However,
the relative importance of MOS-method differences tends to increase when the extreme
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high and low temperatures and high precipitation intensities are considered. This has
implications for those applications where the extremes are particularly important; ide-
ally, several MOS methods should be included when constructing projections for the
future climate. In line with the results for temperature and precipitation, the relative
importance of MOS-method differences is largest for high and low flows, when future
changes in river discharges are considered (Paper III).
A common limitation to all the papers in this thesis is the relatively small number
of model simulations available for these studies. Thus, the results should not be gen-
eralized to cover other climate models and MOS methods. Another shortcoming in
Paper IV is that although the adjustment of inter-variable correlations tends to mod-
ify the temporal sequencing, the pseudo-reality approach does not unfortunately allow
the direct estimation of how this affects the method performance when assessed from
a hydrological modeling perspective. Previous studies suggest that the preservation
of temporal structure could, at least partially, explain the surprisingly good ability of
T4/P4 to capture the future hydrological conditions (Chen et al., 2013).
Because it is unlikely that raw climate model simulations will be directly usable for
most end user purposes in the near future, there is continuing need to use and further
develop MOS and other types of statistical methods to bridge the gap between the end
user needs and the information provided by climate model simulations. In particular,
there is an on-going discussion to what extent bias correction should be guided by a
better understanding of physical mechanisms behind the prevailing model biases; as a
purely statistical tool bias correction is "blind" to the underlying physics. This topic
has been discussed extensively by Maraun et al. (2017), who illustrate several issues
related to process-uninformed bias corrections.
Overall, this thesis is hoped to bring additional insights on how different methods could
be evaluated using a more demanding setup and to better cover end user perspectives.
In particular, Paper IV serves as a proof-of-concept for future studies, which aim
to evaluate the relative method performance from hydrological (and potential other
impact) modeling perspective in non-stationary conditions. For example, the same
framework can potentially be applied to study more specific aspects of method per-
formance, such as those schemed in the VALUE experimental framework (Maraun,
2016).
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7 Summary of papers and the author’s contribution
This thesis consists of four peer-reviewed papers (Fig. 16) that study the relative
performance of different types of MOS methods using a novel evaluation framework
(Papers I, II and IV) and attempt to assess the relative importance of MOS-method
uncertainties both from climate modeling and hydrological modeling perspectives in
the European region (Papers I, II and III).
Paper I evaluates the relative performance of a set of MOS methods, ranging from the
adjustment of time-mean climate to more sophisticated methods which take the daily
variability into account from distributional perspective. The evaluation is done in a
cross-validation manner using the pseudo-reality approach. In addition to the inter-
comparison of the selected MOS methods, uncertainties are also assessed by applying
them to real-world observations in the European region. The author contributed to the
development of the analysis code and made a small contribution to the manuscript.
Paper II presents a similar study to Paper I for daily precipitation. In contrast to
Paper I, more emphasis is put on temporal and spatial variations in the relative MOS-
method performance. Similarly to Paper I, uncertainties in the real-world projections
in late 21st century conditions were also assessed. The author performed most of the
analysis and was also the main responsible for writing the paper.
Paper III investigates the relative importance of GCM-RCM simulations and MOS
methods as uncertainty sources for hydrological simulations in the Scandinavian region.
A reduced set of MOS methods for daily mean temperature and precipitation was
selected from Papers I and II for this study. Hydrological simulations were performed
with the HYPE model using ENSEMBLES simulations for mid 21st century conditions
as input. The author performed the MOS adjustments of GCM-RCM simulations, ran
the hydrological simulations, performed most of the analysis of the results and was the
main responsible for writing the paper.
Paper IV extends the analysis made in Papers I and II by including two bi-variate
MOS methods, which take the inter-variable relationships between daily mean temper-
ature and precipitation into account in their adjustments. The pseudo-reality approach
used in Paper I and Paper II was extended to cover also the hydrological modeling
step to assess the added value of bi-variate MOS from hydrological modeling perspec-
tive. The author selected and pre-processed the required data, and applied/wrote the
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required bi-variate methods. MOS-adjustments and hydrological simulations were also
conducted by the author. The author was the main responsible for analyzing the results
and writing the manuscript.
Figure 16: An overview of the articles and their relation to the studied aspects, shown
on the axes.
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