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Abstract
The k-dimensional totally geodesic Radon transform on the unit sphere Sn and the
corresponding cosine transform can be regarded as members of the analytic family of
intertwining fractional integrals(
Rαf
)
(ξ)= γn,k(α)
∫
Sn
f (x)
(
sin
[
d(x, ξ)
])α+k−n dx,
d(x, ξ) being the geodesic distance between x ∈ Sn and the k-geodesic ξ . We develop
a unified approach to the inversion of Rαf for all α  0, 1 k  n− 1, n 2. The cases
of smooth f and f ∈ Lp are considered. A series of new inversion formulas is obtained.
The convolution–backprojection method is developed.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In the present paper we focus on inversion formulas for the following
transforms of integral geometry which have numerous important applications
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(see [2–6,12–15,18,20,22] for references). The first one is the spherical Radon
transform
(Rf )(ξ)=
∫
ξ
f (x)dm(x), ξ ∈Ξ, (1.1)
where Ξ is the set of k-dimensional totally geodesic submanifolds ξ ⊂ Sn,
1  k  n − 1, and dm(x) stands for the induced Lebesgue measure on ξ . The
second object of our interest is the following generalization of the well-known
cosine transform f → ∫
Sn
f (y)|x · y|dy [2,4,14], defined by
(Cf )(ξ)=
∫
Sn
f (x)
∣∣V (x, ξ)∣∣dx. (1.2)
Here |V (x, ξ)| is the (k + 2)-dimensional volume of the parallelepiped spanned
by x and arbitrary orthogonal unit vectors u(1), . . . , u(k+1) in the (k + 1)-plane
containing ξ (further generalizations of (1.2) are known for Grassmannians [3,5,
20]).
The most beautiful inversion formulae for the Radon transform (1.1) are due
to Helgason. He has proved [6, p. 93] that, for k even,
f (x)= Pk/2(∆)(R∗Rf )(x), (1.3)
where Pk/2(∆) is a certain polynomial of the Beltrami–Laplace operator and R∗
is the dual Radon transform. The second formula of Helgason [6, p. 99] covers all
1 k  n− 1 and has the form
f (x)= c
[(
d
d(u2)
)k u∫
0
(
R∗
cos−1(v)Rf
)
(x)vk
(
u2 − v2)k/2−1 dv]∣∣∣∣∣
u=1
. (1.4)
Here c= 2k/(k− 1)!σk, σk = |Sk| is the area of the unit k-sphere, R∗cos−1(v)Rf is
the average of Rf over the set of all ξ at distance p = cos−1(v) from x .
Much less is known about Cf . In the case k = n − 1 inversion formulae for
Cf can be derived from those for Rf by using the equality 2−1(∆+ n)Cf =Rf
[4, p. 677], which is transparent in terms of spherical harmonic expansions [13]
(Grinberg [5] generalized this equality to higher order Grassmannians). But in
fact, R, C, and their inverses are members of a certain analytic family {T α}
(see Section 3.3) so that R = T 0, C = T 2, (T α)−1 = T 1−n−α (up to constant
multiples). Thus one can invert T α directly for any complex α [13,14]. It would
be natural to expect that, for k < n− 1,(
Rα
)−1 = ∗R−k−α (1.5)
where
∗
R−k−α is the analytic continuation of the dual of Rα (see Abstract).
Unfortunately, this general conjecture is wrong for k < n − 1, and (1.5) is true
only in the case α = 0 (i.e. for the Radon transform).
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In the present paper we extend (1.3) to all 1  k  n − 1. Similar inversion
formulae are obtained for Cf and Rαf in the smooth and Lp settings. A new
inversion method, based on the use of Poisson integrals and the factorization
idea, is suggested. It is applicable to nonsmooth functions and enables one
to replace polynomials of the Beltrami–Laplace operator by simple “one-
dimensional” operators acting on the parameter of the Poisson integral. This idea
might be useful for approximate computations. We also develop a convolution–
backprojection method for Rf and show that the “wavelet-type” inversion
formula from [15] can be obtained in the framework of this method.
The following remark motivates our interest to the Lp case. Most of inversion
formulae for Radon-type transforms deal with C∞-functions. Applicability of
these formulae to nonsmooth (or even continuous) functions is a matter of
special (nontrivial!) investigation. Various regularizing procedures, which enable
one to replace nonsmooth functions by their smooth approximations, are clear
theoretically but in practice they lead to cumbersome unreadable inverting
constructions. Of course, one could interpret the aforementioned formulae in
the sense of distributions but this way is too general and does not reflect Lp-
nature of the problem. On the other hand, Radon-type transforms possess very
interesting Lp-behavior (see, e.g., the papers by R.S. Strichartz, D.M. Oberlin
and E.M. Stein, D.C. Solmon, S.W. Drury, M. Christ, and some other authors).
This makes derivation of simple inversion formulae and approximate algorithms
for Lp-functions an attractive mathematical problem which is also of practical
importance.
Before we state main results, the following geometrical observation is in order.
Given ξ ∈ Ξ , let u = (u(1), . . . , u(k+1)) be an orthonormal basis of the (k + 1)-
plane {ξ} containing ξ . If d(x, ξ) is the geodesic distance between x ∈ Sn and
ξ ∈Ξ , then
sin
[
d(x, ξ)
]= ∣∣V (x, ξ)∣∣= |Pr{ξ }⊥ x| = |x ′v|, (1.6)
cos
[
d(x, ξ)
]= |Pr{ξ } x| = |x ′u|.
Here |Prτ x| denotes the length of orthogonal projection of x onto the subspace τ ,
{ξ}⊥ is the orthogonal complement of {ξ}; v = [v(1), . . . , v(n−k)] is a matrix, the
columns of which form an orthonormal basis of {ξ}⊥; x ′v and x ′u are usual matrix
products; x ′ (a row vector) is the transpose of x . Owing to (1.6), all results of the
paper can be reformulated in terms of the corresponding Stiefel manifolds.
Main results
We introduce intertwining fractional integrals(
Rαf
)
(ξ)=
∫
Sn
rα(x, ξ)f (x)dx,
( ∗
Rαϕ
)
(x)=
∫
Ξ
rα(x, ξ)ϕ(ξ)dξ, (1.7)
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where
rα(x, ξ)= γn,k(α)
(
sin
[
d(x, ξ)
])α+k−n
,
γn,k(α)= "((n− α − k)/2)2πn/2"(α/2) ,
if Reα > 0, α+ k − n = 0,2,4, . . . , and
rα(x, ξ)= γ ′n,k(α)
(
sin
[
d(x, ξ)
])α+k−n log(sin[d(x, ξ)]),
γ ′n,k(α)=
(−1)1+(α+k−n)/2
πn/2((α + k − n)/2)!"(α/2) ,
if α + k − n= 0,2,4, . . . .
The integrals (1.7) generalize the Radon transform (1.1) and its dual. Namely,
we shall prove (see Corollary 2.3) that, for continuous functions f and ϕ,
lim
α→0R
αf = c1Rf, lim
α→0
∗
Rαϕ = c2R∗ϕ, (1.8)
c1 = 12πk/2 , c2 =
σk
2πk/2σn
.
Furthermore, (1.7) includes the generalized cosine transform (1.2):
Rn−k+1f = γn,k(n− k + 1)Cf. (1.9)
We also introduce the generalized sine transform(
Qαf
)
(x) =
∫
Sn
qα
(√
1− |x · y|2
)
f (y)dy
=
∫
Sn
qα
(
sin
[
d(x, y)
])
f (y)dy. (1.10)
Here Reα > 0, d(x, y) is the geodesic distance between x and y on Sn,
qα(τ )=

"((n− α)/2)
2πn/2"(α/2)
τα−n if α − n = 0,2,4, . . . ,
(−1)1+(α−n)/2
πn/2"(α/2)((α− n)/2)!τ
α−n logτ if α − n= 0,2,4, . . . .
These operators serve as spherical analogues of Riesz potentials (cf. [6]).
By the Funk–Hecke formula and [9, 2.21.2(3)], the Fourier–Laplace multiplier
qˆα(j), j = 0,1,2, . . . , of Qα with respect to spherical harmonic expansions has
the form
qˆα(j)= "((j + n− α)/2)"((j + 1)/2)
"((j + α + 1)/2)"((j + n)/2)
(∼ (j/2)−α as j →∞) (1.11)
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for j even and qˆα(j)= 0 for j odd (if α− n= 0,2,4, . . . , then qˆα(j) differ from
(1.11) for all even j  α − n and can be evaluated by continuity). For Reα  0,
Qαf is defined by analytic continuation.
It is known that R∗Rf =Qkf [6, p. 94]. The following statement extends this
equality and plays a key role in our consideration.
Theorem 1.1. Let f ∈ L1(Sn),α  0. Then
λ
∗
RαRf = "((n− k)/2)
"(n/2)
R∗Rαf =Qα+kf, (1.12)
λ= σn"((n− k)/2)
σk"(n/2)
.
In the case α + k − n= 0,2,4, . . . , the last equality in (1.12) holds if and only if
all Fourier–Laplace coefficients of f up to order α + k − n are zeros.
By (1.11), Q0f = f , and (1.12) yields
λ
∗
R−kRf = f (1.13)
(at least formally); cf. (1.5). Thus, in order to invert Rf , it suffices to find suitable
representation of the analytic continuation
∗
R−k . On the other hand, by (1.12),
R and Rα can be inverted if we succeed to invert Qα+k .
Theorem 1.2. Let ϕ =Rf, f ∈C∞even(Sn), 1 k  n− 1,
Pm(∆)= 4−m
m−1∏
)=1
[−∆+ (n− 2− 2))(2)+ 1)]. (1.14)
(i) If n is odd, then
f = λPm(∆) ∗R2m−kϕ ∀m k/2. (1.15)
(ii) If n is even, then (1.15) is applicable only for k/2m n/2−1, and another
inversion formula also holds:
f = Pn/2(∆)
[
2n
(n− 1)!σk
∫
Ξ
ϕ(ξ) log
1
sin[d(x, ξ)] dξ
]
+ 1
σk
∫
Ξ
ϕ(ξ)dξ. (1.16)
The case m= k/2 in (1.15) gives (1.3). Under the same assumptions we have
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Theorem 1.3. Let ψ = Cf . If n is odd, then
f = cP(n+1)/2(∆)R∗ψ, (1.17)
c=− 2
nπ−k/2"((n+ 1)/2)
σn−k−1(n− 1)!"((n− k + 1)/2) .
If n is even, then
f (x)= c′P˜n+1(∆)
∫
Sn
log |x · y|dy
∫
Sn
(R∗ψ)(z) log |y · z|dz
+ c′′
∫
Sn
(R∗ψ)(z)dz, (1.18)
c′ = − 2
n+1π−(n+k+1)/2
σnσn−k−1(n− 1)!"((n− k + 1)/2) ,
c′′ = (n/2)!π
−(k+1)/2
σnσn−k−1"((n− k + 1)/2) ,
P˜n+1(∆)= 4−n−1(−∆− n)
(
n/2∏
)=1
[−∆+ (n− 2)+ 1)(2)− 2)])2.
Alternatively, if n is even, n 4, then
f (x)= λ˜ ◦Pn/2+1(∆)
∫
Sn
(R∗ψ)(y)F
(
1,
n
2
− 1; 1
2
; |x · y|2
)
dy, (1.19)
λ˜=− 2
nπ−(k+1)/2(n/2− 2)!
σnσn−k−1(n− 1)!"((n− k + 1)/2) ,
◦
Pn/2+1(∆)= 4−1−n/2(−∆+ n− 2)
n/2∏
)=1
[−∆+ 2)(n− 2)− 1)],
F (· · ·) being the Gauss hypergeometric function.
More general statements for Rαf, α > 0, can be obtained using (1.12) and
inversion formulas for Qα from Section 3.
Theorems 1.2 and 1.3 cannot be applied directly to arbitrary even functions
f ∈ Lp(Sn) or f ∈ C(Sn) (see [15] for discussion), unless differentiation in
these theorems is understood in the sense of distributions. In order to tackle this
difficulty we suggest another approach based on the use of the Poisson integral
(Πηf )(x)= σ−1n
(
1− η2)∫
Sn
f (y)|x − ηy|−n−1 dy, 0 < η < 1, (1.20)
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and one-dimensional Riemann–Liouville fractional derivatives Dα/20+ (see Nota-
tion).
Theorem 1.4. Let f ∈ Lpeven(Sn) (or f ∈ Ceven(Sn)).
(i) If ϕ =Rf , λ1 = πn/2−k/σn−k−1"(n/2), then
f = λ1 lim
v→1
(Dk/20+ uk−(n−1)/2Dk/20+wn/2−1Π√wR∗ϕ)(v) (1.21)
= λ1 lim
v→1
(Dk/20+ u(n−1)/2Dk/20+w(k−1)/2Π√wR∗ϕ)(v). (1.22)
(ii) If ψ = Cf , λ2 =−2nσn−k/σnσn−k−1(n− 1)!, then
f = λ2 lim
v→1
(D(n+1)/20+ uD(n+1)/20+ wn/2−1Π√wR∗ψ)(v) (1.23)
= λ2 lim
v→1
(D(n+1)/20+ u(n−1)/2D(n+1)/20+ wn/2Π√wR∗ψ)(v). (1.24)
The limits in these formulae are understood in the Lp-norm ( for 1 p <∞) and
in the a.e. sense ( for 1  p ∞). If f ∈ Ceven(Sn), the limits are treated in the
sup-norm.
If k is even (n is odd), then derivatives in (1.21), (1.22) ((1.23), (1.24)) are
of integral order. Note also that all derivatives in (1.21)–(1.24) exist in the usual
pointwise sense due to harmonicity of the Poisson integral.
Another series of inversion formulas for Rf , f ∈ Lp , can be obtained by
making use of the convolution–backprojection method and the relevant wavelet
transforms. The idea of the wavelet approach is as follows. Once we have
(1.13), the shortest way to find R−1 is to write out the analytic continuation
∗
R−k starting directly from (1.7). Replace the power function rα−n+k in (1.7) by
c
∫∞
0 w(r/t)t
α−n+k−1 dt where the “wavelet function” w is in our disposal and
c= c(α,w). After changing the order of integration, we obtain
( ∗
Rαϕ
)
(x)= cγn,k(α)
∞∫
0
(W∗ϕ)(x, t)
t1−α
dt, (1.25)
(W∗ϕ)(x, t)= 1
tn−k
∫
Ξ
ϕ(ξ)w
(
sin[d(x, ξ)]
t
)
dξ. (1.26)
The representation (1.25) can be extended analytically to Reα  0 (if w obeys
appropriate cancellation conditions). Setting α = −k, we obtain an inverse of
ϕ = Rf . By analogy with the Euclidean case, we call (W∗ϕ)(x, t) a continuous
wavelet transform of ϕ associated to the operator family { ∗Rα}.
The paper is organized as follows. Section 2 contains preliminaries and
the proof of Theorem 1.1. In Section 3 we obtain inversion formulas for
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the generalized sine transform Qαf . Theorems 1.2 and 1.3 are proven in
Section 4. We also show that the second Helgason formula (1.4) is applicable to
Lp-functions directly, provided that all derivatives in this formula are understood
in the Lp-norm or in the almost everywhere sense. In fact, there is a family
of inversion formulae of this kind, and (1.4) is only one representative of this
family. Section 5 is devoted to the convolution–backprojection method and the
“wavelet approach” (see Theorems 5.1 and 5.2). We show that both methods are
intimately connected and based on approximation to the identity. Examples of
wavelet functions are given.
2. Preliminaries
2.1. Notation
We setRn+1 =Rk+1×Rn−k ,Rk+1 = Span(e1, . . . , ek+1),Rn−k = Span(ek+2,
. . . , en+1), ei being coordinate unit vectors. In the following, σn = |Sn| =
2π(n+1)/2/"((n + 1)/2), ξ0 = Sk is the unit sphere in Rk+1; G = SO(n + 1);
K = SO(n) and K ′ = SO(k + 1)× SO(n− k) are stabilizers of en+1 and ξ0, re-
spectively. The set Ξ can be identified with the Grassmann manifold G/K ′ of all
(k + 1)-dimensional subspaces of Rn+1. We define invariant measures dξ on Ξ
by setting∫
Ξ
ϕ(ξ)dξ =
∫
G
ϕ(γ ξ0)dγ where
∫
G
dγ = 1.
For θ ∈ [0,π/2], let gk+1,n+1(θ) be the rotation in the plane (ek+1, en+1) with
the matrix
(
sinθ cos θ
− cos θ sinθ
)
, so that xθ = gk+1,n+1(θ)en+1 = ek+1 cosθ + en+1 sin θ
and d(xθ , ξ0)= θ . Given x ∈ Sn, ξ ∈Ξ, we denote by rx, rξ arbitrary rotations
such that rxen+1 = x, rξ ξ0 = ξ , and set fξ (x) = f (rξ x), ϕx(ξ) = ϕ(rxξ). The
Riemann–Liouville fractional integrals and derivatives on (0,∞) will be defined
as in [11,17] by
(
Iα0+ψ
)
(t)= 1
"(α)
t∫
0
ψ(τ)(t − τ )α−1 dτ, Dα0+ =
(
Iα0+
)−1
.
2.2. Averages and convolutions
Consider the averaging operators
(Rθf )(ξ)=
∫
K ′
fξ
(
rgk+1,n+1(θ)en+1
)
dr =
∫
d(x,ξ)=θ
f (x)dm(x), (2.1)
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(
R∗θ ϕ
)
(x)=
∫
K
ϕx
(
ρ
[
gk+1,n+1(θ)
]−1
ξ0
)
dρ =
∫
d(x,ξ)=θ
ϕ(ξ)dµ(ξ), (2.2)
where dm(x) and dµ(ξ) designate the relevant normalized measures. For θ = 0
we have R0f = σ−1k Rf,R∗0ϕ =R∗ϕ,R and R∗ being the Radon transform (1.1)
and its dual.
Lemma 2.1. (a) The following duality relation holds:∫
Ξ
(Rθf )(ξ)ϕ(ξ)dξ = 1
σn
∫
Sn
f (x)
(
R∗θ ϕ
)
(x)dx, (2.3)
provided that the integral in either side is finite for f and ϕ replaced by |f | and
|ϕ|, respectively.
(b) For all ξ ∈Ξ ,∫
Sn
f (x)dx = σn−k−1σk
π/2∫
0
sinn−k−1 θ cosk θ(Rθf )(ξ)dθ. (2.4)
(c) For all x ∈ Sn,∫
Ξ
ϕ(ξ)dξ = σn−k−1σk
σn
π/2∫
0
sinn−k−1 θ cosk θ
(
R∗θ ϕ
)
(x)dθ. (2.5)
(d) Operators Rθ ,R∗θ are bounded on Lp, 1 p ∞. Namely,
‖Rθf ‖(p)  σ−1/pn ‖f ‖p,
∥∥R∗θ ϕ∥∥p  σ 1/pn ‖ϕ‖(p), (2.6)
where ‖ · ‖(p) and ‖ · ‖p designate Lp-norms on Ξ and Sn, respectively.
Proof. The duality relation (2.3) is known in a more general set-up [6]. In our
case the coincidence of the left-hand side I) and the right-hand side Ir of (2.3)
can be checked as follows. Let g = gk+1,n+1(θ), ρ ∈K . Then
I) =
∫
G
(Rθf )(γ ξ0)ϕ(γ ξ0)dγ =
∫
K ′
dr
∫
G
f
(
γ rgρ−1en+1
)
ϕ(γ ξ0)dγ
=
∫
G
f (λen+1)dλ
∫
K
ϕ
(
λρg−1ξ0
)
dρ
=
∫
G
f (λen+1)
(
R∗θ ϕ
)
(λen+1)dλ= Ir .
The equality (2.4) follows if we set x = rξ y and pass to bi-spherical
coordinates y = η cos θ + ζ sin θ, η ∈ Sk ⊂ Rk+1, ζ ∈ Sn−k−1 ⊂ Rn−k , 0  θ 
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π/2, for which dy = sinn−k−1 θ cosk θ dθ dη dζ [23, pp. 12, 22]. In order to prove
(2.5), we write I = ∫
Ξ
ϕ(ξ)dξ as
∫
G
ϕ˜(γ )dγ where ϕ˜(γ ) = ∫
K
ϕ(ργ−1ξ0)dρ.
Since ϕ˜(γ δ)= ϕ˜(γ ) ∀δ ∈K , one can identify ϕ˜ with a certain function ψ on Sn
so that ϕ˜(γ )=ψ(γ en+1). Thus, I = σ−1n
∫
Sn
ψ(y)dy . By passing to bi-spherical
coordinates, as above, we obtain
I = σn−k−1σk
σn
π/2∫
0
sinn−k−1 θ cosk θ dθ
∫
K ′
ψ
(
rgk+1,n+1(θ)en+1
)
dr.
It remains to replace ψ by ϕ˜ and then return to ϕ.
The proof of (2.6) is simple. Namely, if F =Rθf , then
‖F‖(p) =
∥∥F(γ ξ0)∥∥Lp(G)
(2.1)

∫
K ′
dr
(∫
G
∣∣f (γ rgk+1,n+1(θ)en+1)∣∣p dγ)1/p
= σ−1/pn ‖f ‖p.
The proof of the second inequality in (2.6) is similar. ✷
Consider the following integral operators generalizing (1.2), (1.7):
(Af )(ξ)=
∫
Sn
a0(x, ξ)f (x)dx, (2.7)
(A∗ϕ)(x)=
∫
Ξ
a0(x, ξ)ϕ(ξ)dξ,
where a0(x, ξ)= a(sin[d(x, ξ)]). They intertwine the action of G on Sn and Ξ ,
and can be “lifted” to G as convolution operators.
Lemma 2.2. (a) If the integrals (2.7) are absolutely convergent, then
(Af )(ξ) = σn−k−1σk
×
1∫
0
(
1− τ 2)(k−1)/2τn−k−1a(τ)(Rsin−1 τ f )(ξ)dτ, (2.8)
(A∗ϕ)(x) = σn−k−1σk
σn
×
1∫
0
(
1− τ 2)(k−1)/2τn−k−1a(τ)(R∗
sin−1 τ ϕ
)
(x)dτ. (2.9)
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(b) For 1 p  q ∞, 1− p−1 + q−1 = r−1,
‖Af ‖(q)  σ−1/qn ‖f ‖p‖a‖[r], ‖A∗ϕ‖q  σ−1+1/pn ‖ϕ‖(p)‖a‖[r],
‖a‖[r] =
(
σn−k−1σk
1∫
0
∣∣a(τ)∣∣r(1− τ 2)(k−1)/2τn−k−1 dτ)1/r . (2.10)
Proof. We write (Af )(ξ) as
∫
Sn a0(x, ξ0)fξ (x)dx and apply (2.4), by replacing
f → a0(x, ξ0)fξ (x), ξ → ξ0. This will give (2.8). Similarly, for (A∗ϕ)(x) we
have (A∗ϕ)(x) = ∫Ξ a0(en+1, ξ)ϕx(ξ)dξ, and application of (2.5) (where one
should replace ϕ ∼ a0(en+1, ξ)ϕx(ξ), x ∼ en+1) yields (2.9). The statement (b)
follows from Young’s inequality on G [7, Chapter 5, Theorem 20.18]. ✷
Corollary 2.3. Equalities (1.7), (2.8), and (2.9) imply (1.8). Thus the Radon
transform and its dual can be treated in the framework of analytic families
Rα,
∗
Rα .
Our next goal is to derive useful relations between convolution operators,
Radon transforms and Riemann–Liouville fractional integrals. The following
representations of R and R∗ on zonal functions will be important.
Lemma 2.4. Given x ∈ Sn, ξ ∈Ξ , and a measurable function a(t) on (0,1), let
ω= d(en+1, x), a1(x)= a(cos ω)= a(xn+1),
θ = d(en+1, ξ), a2(ξ)= a(sin θ). (2.11)
Then
(Ra1)(ξ)= 2σk−1
cosk−1 θ
cos θ∫
0
(
cos2 θ − t2)k/2−1a(t)dt, (2.12)
(R∗a2)(x)= σk−1σn−k−1
σn−1 sinn−2 ω
sinω∫
0
(
sin2ω− t2)k/2−1tn−k−1a(t)dt . (2.13)
Proof. We have
(Ra1)(ξ)=
∫
Sk
a
(|rξ η · en+1|)dη= ∫
Sk
a
(∣∣η · r−1ξ en+1∣∣)dη.
By (1.6),∣∣PrRk+1 r−1ξ en+1∣∣= cos[d(r−1ξ en+1, ξ0)]= cos[d(en+1, ξ)]= cosθ.
482 B. Rubin / Advances in Applied Mathematics 29 (2002) 471–497
Hence the last integral can be written as 2σk−1
∫ 1
0 a(t cosθ)(1− t2)k/2−1 dt , which
coincides with (2.12). In order to prove (2.13), we make use of (2.2) with θ = 0.
Denote gk+1,n+1(0)= g0, so that g0ek+1 =−en+1. Then
(R∗a2)(x)=
∫
K
a0
(
en+1, rxρg−10 ξ0
)
dρ =
∫
K
a0
(
g0ρr
−1
x en+1, ξ0
)
dρ.
By setting r−1x en+1 = en+1 cos ω + σ sinω,σ ∈ Sn−1, and changing variables,
one can write the last integral as∫
K
a0
(
g0[en+1 cosω+ ρek+1 sinω], ξ0
)
dρ
= 1
σn−1
∫
Sn−1
a0(ek+1 cosω+ g0σ sinω, ξ0)dσ
(1.6)= 1
σn−1
∫
Sn−1
a
(
sinω|PrRn−k g0σ |
)
dσ.
Since g0σ = σ1e1 + · · · + σkek − σk+1en+1 + σk+2ek+2 + · · · + σnen we have
|PrRn−k g0σ | = (σ 2k+1 + · · · + σ 2n )1/2. By passing to bi-spherical coordinates
σ = u cosψ + v sinψ,
u ∈ Sk−1 ⊂Rk, v ∈ Sn−k−1 ⊂Rn−k, 0 <ψ < π/2,
so that dσ = sinn−k−1 ψ cosk−1 ψ dψ dudv, we have
(R∗a2)(x) = σk−1σn−k−1
σn−1
×
π/2∫
0
a(sinω sinψ) sinn−k−1 ψ cosk−1 ψ dψ,
and (2.13) follows. ✷
Example 2.5. Put a(t) = tα−1 in (2.12) and a(t) = tα+k−n in (2.13). Then for
a1(x)= |xn+1|α−1 and a2(ξ)= (sin[d(en+1, ξ)])α+k−n,α > 0, we obtain
(Ra1)(ξ)= 2π
k/2"(α/2)
"((k + α)/2)
(
cos
[
d(en+1, ξ)
])α−1
, (2.14)
(R∗a2)(x)= π
k/2σn−k−1"(α/2)
σn−1"((k + α)/2)
(
1− x2n+1
)(α+k−n)/2
. (2.15)
Formulae (2.14) and (2.15) are very important. By (2.3), they imply the
following
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Corollary 2.6. For α > 0,∫
Ξ
(Rf )(ξ)
(
sin
[
d(en+1, ξ)
])α+k−n dξ = c1 ∫
Sn
f (x)
(
1− x2n+1
)(α+k−n)/2 dx,
(2.16)
c1 = π
k/2σkσn−k−1"(α/2)
σnσn−1"((k + α)/2) ,∫
Sn
(R∗ϕ)(x)|xn+1|α−1 dx = c2
∫
Ξ
ϕ(ξ)
(
cos
[
d(en+1, ξ)
])α−1 dξ, (2.17)
c2 = 2π
k/2σn"(α/2)
σk"((k + α)/2) ,
provided that integrals in the left- or right-hand side are absolutely convergent.
Remark 2.7. Let us discuss benefits of (2.12)–(2.17).
(1) The equality (2.16) motivates definitions of fractional integrals (1.7)
and (1.10) and explains normalization in these definitions (the normalization
in (1.10) has been chosen so that asymptotics of the corresponding Fourier–
Laplace multipler (1.11) are evaluated with coefficient 1). Since operators under
consideration commute with rotations, (2.16) implies
σn
σk
∗
RαRf = "(n/2)
"((n− k)/2)Q
α+kf.
Thus one equality in (1.12) is proven.
(2) Equalities (2.16) and (2.17) give exact information about behavior of R and
R∗ in the corresponding weighted L1-spaces.
(3) Equalities (2.13) and (2.3) lead to the convolution–backprojection inversion
method in the spherical set-up. Indeed, according to (2.11),
(A∗Rf )(x)=
∫
Ξ
(Rfx)(ξ)a2(ξ)dξ
(2.3)=
∫
Sn
fx(y)ψ
(
1− y2n+1
)
dy, (2.18)
ψ(τ)
(2.13)= cτ 1−n/2(Ik/20+ [s(n−k)/2−1a(√s )])(τ ),
c= π
k/2σkσn−k−1
σnσn−1
.
Replacing f by fx , we get
(A∗Rf )(x)=
∫
Sn
f (y)ψ
(
1− |x · y|2)dy. (2.19)
If the spherical convolution in right-hand side of (2.19) represents an approximate
identity, then (2.19) enables us to recover f (see Section 5).
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Similarly to (2.19), for the spherical convolution
(Bf )(x)=
∫
Sn
b
(|x · y|)f (y)dy
and a function ϕ on Ξ , we have
(BR∗ϕ)(x)=
∫
Ξ
b˜(x, ξ)ϕ(ξ)dξ, (2.20)
b˜(x, ξ)= 2πk/2σnt1−k
(
I
k/2
0+ ω
)(
t2
)∣∣
t=cos[d(x,ξ)],
ω(s)= b(√s )/√s.
We will need one more averaging operator. Given x ∈ Sn and t ∈ (−1,1),
denote
(Mt f )(x)= (1− t
2)(1−n)/2
σn−1
∫
{y∈Sn: x·y=t}
f (y)dσ(y). (2.21)
The integral (2.21) is the mean value of f on the planar section of Sn by the
hyperplane x · y = t , and dσ(y) designates the induced Lebesgue measure on this
section.
Lemma 2.8. For f ∈ L1even(Sn) the following statements hold.
(i) (R∗θ Rf )(x)= 2πk/2(cosθ)1−k(Ik/20+ ϕx)(cos2 θ), (2.22)
ϕx(τ )= τ−1/2(M√τ f )(x).
(ii) If
1∫
0
τn−k−1(1− τ )(k−1)/2∣∣a(τ)∣∣dτ <∞, (2.23)
then A∗Rf ∈ L1even(Sn) and
(A∗Rf )(x)= σk
σn
(R∗Af )(x)=
∫
Sn
f (y)ψ
(
1− |x · y|2)dy, (2.24)
ψ being defined by (2.18).
Proof. (i) A geometric proof of (2.22) was given by Helgason [6, pp. 98, 99]. In
order to be consistent with our definition (2.2) and for convenience of the reader,
we give an independent proof. Consider an obvious formula
∫
K F(ρz)dρ =
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(Mzn+1F)(en+1), z ∈ Sn, and set z = g−1η, g = gk+1,n+1(θ), F(y) = f (rxy).
We obtain∫
K
f
(
rxρg
−1η
)
dρ = (Mη·xθ f )(x), xθ = ek+1 cosθ + en+1 sin θ. (2.25)
Hence by (2.2),(
R∗θ Rf
)
(x) =
∫
Sk
dη
∫
K
f
(
rxρg
−1η
)
dρ =
∫
Sk
(Mη·xθ f )(x)dη (2.26)
= 2σk−1
1∫
0
(
1− τ 2)k/2−1(Mτ cos θ f )(x)dτ,
which coincides with (2.22).
(ii) The first statement follows from (2.6) and (2.10). By taking into account
(2.19), it remains to show that A∗Rf = (σk/σn)R∗Af . Denote g0 = gk+1,n+1(0)
and make use of (2.2) with θ = 0. We have
(R∗Af )(x) (2.2)=
∫
K
(Af )
(
rxρg
−1
0 ξ0
)
dρ
(2.8)= σn−k−1σk
1∫
0
(
1− τ 2)(k−1)/2τn−k−1a(τ)dτ
×
∫
K
(Rsin−1 τ f )
(
rxρg
−1
0 ξ0
)
dρ.
Let τ = sin θ˜ , g˜ = gk+1,n+1(θ˜). By (2.1),∫
K
(·) =
∫
K ′
dr
∫
K
f
(
rxρg
−1
0 rg˜en+1
)
dρ (2.25)=
∫
K ′
(Mrg˜en+1·ek+1f )(x)dr
=
∫
SO(k+1)
(Mg˜en+1·αek+1f )(x)dα
(2.26)= 1
σk
(
R∗
θ˜
Rf
)
(x),
and the required equality follows by (2.9). ✷
Proof of Theorem 1.1. For α + k − n = 0,2,4, . . . , the result follows from
Lemma 2.8(ii) and Remark 2.7(1). The case α + k − n = 0,2,4, . . . is treated
by using continuity in the α-variable. ✷
We conclude this section by recalling the following statement on approxima-
tion to the identity on the sphere.
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Lemma 2.9. Let h(τ) be a measurable function on (0,∞) having an integrable
decreasing majorant. For f ∈ Lpeven(Sn), 1 p ∞ (L∞(Sn) is identified with
C(Sn)), let
(Hεf )(x)=
∫
Sn
hε(x · y)f (y)dy, (2.27)
hε(τ )= (1− τ
2)1−n/2
ε
h
(
1− τ 2
ε
)
, ε > 0.
Then limε→0Hεf = h0f , h0 = σn−1
∫∞
0 h(τ)dτ, the limit being interpreted in
the Lp-norm and in the a.e. sense.
This statement follows from [12, Lemma 2.2] by taking into account that for
each spherical harmonic Yj , j even,HεYj → h0Yj as ε→ 0 (use the Funk–Hecke
formula).
3. Inversion of the generalized sine transform
The inverse of the generalized sine transform (1.10) corresponds to the
multiplier [qˆα(j)]−1 (see (1.11)). There are many ways to realize this multiplier
as an integro-differential operator on Sn. Below we consider some of them.
3.1. Sine transforms of even order
Let ∆α = [−∆+(n−α)(α−1)]/4,∆ being the Beltrami–Laplace operator on
Sn with the Fourier–Laplace multiplier −j (j + n− 1); f ∈C∞(Sn). By (1.11),
∆αQ
αf =Qα−2f, α− n = 0,2, . . . . (3.1)
Thus if α = 2m ( = n,n + 2, . . .) is an even positive integer, then Qαf can be
inverted by a polynomial of ∆. Namely,
Pm(∆)Q
2mf = f, Pm(∆)=∆2∆4 . . .∆2m. (3.2)
If 2m= n,n+ 2, . . . , this equality also holds provided ∫
Sn
f (x)Yj (x)dx = 0 for
all spherical harmonics Yj (x) of degree j  2m− n.
3.2. Method of factorization: the first approach
In order to invert Qαf for arbitrary positive α = n,n + 2, . . . we introduce
a more general bi-parametric family of operators:
(Kλ,αf )(x)=
∫
Sn
kλ,α(x · y)f (y)dy, (3.3)
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kλ,α(z)= "((n− λ+ 1)/2)"((λ− α)/2)2α+1π(n+1)/2"(α/2) F
(
n− λ+ 1
2
,
λ− α
2
; 1
2
; z2
)
, (3.4)
Reα > 0, λ ∈C, λ = n+ 1, n+ 3, . . . , α − λ = 0,2,4, . . . .
These operators are bounded on Lp(Sn), 1  p ∞. Since F(a, b; c; z) =
F(b, a; c; z), thenKλ,αf =Kn−λ+α+1,αf. Furthermore, for λ= α+1 and λ= n,
using the formula F(a, b;b; z)= (1− z)−a [1, 2.8(4)], we get
Qαf = 2αKα+1,αf = 2αKn,αf, Reα > 0, α = n,n+ 2, . . . . (3.5)
The following result is due to Semyanistyi; cf. [19, p. 430]. Let(
Iαg
)
(t)= 1
γn+1(α)
∫
Rn+1
g(τ)dτ
|t − τ |n+1−α , (3.6)
γn+1(α)= π
(n+1)/22α"(α/2)
"((n+ 1− α)/2) , 0< Reα < n+ 1,
be the Riesz potential on Rn+1. Given a function f on Sn, we extend it to Rn+1
by setting (Eλf )(t)= |t|λf (t/|t|).
Lemma 3.1. If f ∈L1even(Sn) and 0 < Reα < Reλ < n+ 1, then
|t|λ−α(IαE−λf )(t)= (Kλ,αf )(x), x = t/|t|. (3.7)
Proof. Owing to the evenness of f ,(
IαE−λf
)
(t)
= |t|
α−λ
2γn+1(α)
∫
Sn
f (y)
[ ∞∫
0
sn−λ ds
(1− 2s(x · y)+ s2)(n+1−α)/2
+
∞∫
0
sn−λ ds
(1+ 2s(x · y)+ s2)(n+1−α)/2
]
dy,
and (3.7) follows by the formula 2.2.9(23) from [8]. ✷
The formula (3.7) can be used to recover f in the framework of the distribution
theory [19]. Strichartz [22] followed this way for α = k, λ = k + 1, and λ = n.
Our further argument will be completely different. In order to understand the
structure of Kλ,α and to find its Fourier–Laplace multiplier, we factorize the left-
hand side of (3.7) by the formula ([10], [11, Section 24])
Iαg = 2−αBα/2+ |t|−αBα/2− g = 2−αBα/2− |t|−αBα/2+ g, (3.8)(
B
α/2
+ g
)
(t)= 2
"(α/2)σn−1
∫
|τ |<|t |
(|t|2 − |τ |2)α/2
|t − τ |n+1 g(τ)dτ,
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(
B
α/2
− g
)
(t)= 2
"(α/2)σn−1
∫
|τ |>|t |
(|τ |2 − |t|2)α/2
|t − τ |n+1 g(τ)dτ.
Put g(t) = (E−λf )(t) in (3.8). By passing to polar coordinates, one can express
B
α/2
± E−λf through the Poisson integral (1.20) as Bα/2± E−λf =Eα−λQα/2,λ± f,
(
Q
α/2,λ
+ f
)
(x)= 2
"(α/2)
1∫
0
(
1− η2)α/2−1(Πηf )(x)ηn−λ dη, (3.9)
(
Q
α/2,λ
− f
)
(x)= 2
"(α/2)
∞∫
1
(
η2 − 1)α/2−1(Π1/ηf )(x)η1−λ dη. (3.10)
The Fourier–Laplace multipliers of Qα/2,λ+ and Q
α/2,λ
− have the form
qˆ
α/2,λ
+ (j)=
"((j + n− λ+ 1)/2)
"((j + n− λ+ 1+ α)/2) , (3.11)
qˆ
α/2,λ
− (j)=
"((j + λ− α)/2)
"((j + λ)/2)
(they can be easily calculated by taking into account that Πη ∼ ηj in the Fourier–
Laplace terms [21, p. 145]). Clearly, Qα/2,λ− = Qα/2,n−λ+α+1+ . Thus, owing to
(3.7) and (3.8), we have the following
Theorem 3.2. If f ∈ L1even(Sn), 0< Reα < Reλ < n+ 1, then
Kλ,αf = 2−αQα/2,λ+ Qα/2,λ− f = 2−αQα/2,λ+ Qα/2,n−λ+α+1+ f. (3.12)
In particular,
Qαf =Qα/2,n+ Qα/2,n− f =Qα/2,n+ Qα/2,α+1+ f, 0 < Reα < n. (3.13)
The Fourier–Laplace multiplier kˆλ,α(j) of Kλ,α has the form
kˆλ,α(j)= 2−αqˆα/2,λ+ (j)qˆα/2,λ− (j)
(∼ 2−αj−α, j →∞). (3.14)
Corollary 3.3. If f ∈ L1even(Sn), 0< α < 2m and α,2m = n,n+ 2, . . . , then
Kn−α,2m−αQαf = 2α−2mQ2mf. (3.15)
Proof. By (3.14) and (1.11) the Fourier–Laplace coefficients of both sides of
(3.15) coincide, and the result follows. ✷
This corollary enables us to invert Qα for n 3.
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Theorem 3.4. Let ϕ = Qαf , f ∈ C∞even(Sn), α = n,n + 2, . . . . Suppose that
α = 2)+ α0, 0 α0 < 2, ) is a nonnegative integer. If n 3, then
f (x)= c ◦P)+1(∆)
∫
Sn
ϕ(y)F
(
α0 + 1
2
,
n
2
− 1; 1
2
; |x · y|2
)
dy, (3.16)
c= "((α0 + 1)/2)"(n/2− 1)
2π(n+1)/2"(1 − α0/2) ,
◦
P)+1(∆)=∆α∆α−2 . . .∆α−2)+2∆2.
Proof. By (3.1), Qα0f =∆α∆α−2 . . .∆α−2)+2ϕ, and (3.15) yields
Q2f = 22−α0Kn−α0,2−αo∆α∆α−2 . . .∆α−2)+2ϕ.
It remains to apply ∆2 to both sides and take into account that operators under
consideration commute. ✷
Factorization (3.13) enables us to construct (Qα)−1 in the context of Lp-
spaces in terms of the Poisson integrals and Riemann–Liouville fractional
derivatives as follows.
Theorem 3.5. Let ϕ = Qαf , f ∈ Lpeven(Sn) (or f ∈ Ceven(Sn)), Reα > 0. If
α − n = 0,2,4, . . . , then
f = lim
v→1
(Dα/20+ uα−(n−1)/2Dα/20+ wn/2−1Π√wϕ)(v) (3.17)
= lim
v→1
(Dα/20+ u(n−1)/2Dα/20+ w(α−1)/2Π√wϕ)(v), (3.18)
the limits being understood in the Lp-norm ( for 1 p <∞) and in the a.e. sense
( for 1 p ∞). If f ∈ Ceven(Sn), the limits are understood in the sup-norm. If
α−n= 0,2,4, . . . , the same holds provided that all Fourier–Laplace coefficients
of f corresponding to spherical harmonics of degree j  α − n are zeros.
Proof. We apply Π√w to (3.12). A simple calculation yields
Π√wKλ,αf = 2−αw(λ−α−n+1)/2
× (Iα/20+ u(n+1)/2−λIα/20+ v(λ−α)/2−1Π√vf )(w),
0 < Reα < Reλ < n+ 1. In particular, for λ= α + 1 and λ= n we have
Π√wQαf = w1−n/2
(
I
α/2
0+ u
−α+(n−1)/2Iα/20+ v
−1/2Π√vf
)
(w) (3.19)
= w(1−α)/2(Iα/20+ u(1−n)/2Iα/20+ v(n−α)/2−1Π√vf )(w). (3.20)
Equalities (3.19) and (3.20) hold pointwise a.e. on Sn for 0 < Reα < n (for
Reα  n the right-hand sides represent divergent integrals). Inverting (3.19) with
the aid of the Riemann–Liouville fractional derivatives Dα/20+ = (Iα/20+ )−1, we get
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Π√vf = v1/2
(Dα/20+ uα−(n−1)/2Dα/20+ wn/2−1Π√wQαf )(v), (3.21)
0 < Reα < n.
Now the right-hand side is well-defined for all Reα > 0, so that (3.21) can
be extended by analyticity to all such α. The same argument goes through for
(3.20), and equalities (3.17), (3.18) follow due to the boundary properties of
the Poisson integral. To complete the proof it remains to note that in the case
α − n= 0,2,4, . . . , all spherical harmonics of degree j  α − n are “killed” by
Dα/20+ . ✷
3.3. Method of factorization: the second approach
In the case n= 2 Corollary 3.3 is not applicable. One can proceed in a different
way, which covers all n 2 and based on another factorization of Qα . Consider
the analytic family {T α} of convolution operators generated by the Fourier–
Laplace multiplier
cj,α =
 (−1)j/2
"(j/2+ (1− α)/2)
"(j/2+ (n+ α)/2) if j is even,
0 if j is odd.
(3.22)
Here α ∈C, α = 1,3,5, . . . . For Reα > 0,(
T αf
)
(x)= "((1− α)/2)
2πn/2"(α/2)
∫
Sn
|x · y|α−1f (y)dy. (3.23)
By (3.22), T 1−n−αT αf = f provided α,1 − n − α = 1,3,5, . . . . Furthermore,
T 0f = 2−1π(1−n)/2fˆ where fˆ (x) = ∫
x·y=0 f (y)dm(y) is the Radon transform
(1.1) (or the Minkowski–Funk transform) corresponding to k = n − 1. More
information about T α can be found in [13,14]. By (1.11) and (3.22) we have
Qα = T 1−n+αT 0. (3.24)
Thus, inverting T 1−n+α and T 0 with the aid of Theorems 2.3(III) and 2.4(ii)
from [13], we can obtain an inverse of Qα for any α and n. For example, if n
is even and α = 2)+ 1 is a positive odd number, then Qαf = ϕ, f ∈ C∞even(Sn),
can be inverted as follows:
f (x)= P)+1+n/2(∆)
∫
Sn
log |x · y|dy
∫
Sn
ϕ(z) log |y · z|dz, (3.25)
P)+1+n/2(∆)= π−n−1[∆1∆3 . . .∆n−1][∆1∆3 . . .∆2)+1], provided
∫
Sn
f = 0. If∫
Sn f = 0, then a simple calculation (based on (1.11) for j = 0) yields
f (x) = P)+1+n/2(∆)
∫
Sn
log |x · y|dy
∫
Sn
ϕ(z) log |y · z|dz
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+ (n− 1)!)!
2nπ(n+1)/2"((n− 1)/2− ))
∫
Sn
ϕ(x)dx. (3.26)
This formula will be important in the next section.
4. Inversion of Radon and cosine transforms
4.1. The case of smooth functions
Proof of Theorem 1.2. Let 2m = n,n+ 2, . . . . By (1.12), Q2mf = λ ∗R2m−kRf,
and (3.2) yields f = λPm(∆) ∗R2m−kRf . Similarly, for n even, λPn/2(∆) ∗Rn−kRf
= Pn/2(∆)Qnf = f if
∫
Sn f = 0. This gives (1.16). ✷
Proof of Theorem 1.3. By (1.12),
"((n− k)/2)
"(n/2)
R∗Rn−k+1f =Qn+1f.
Thus for n odd the result follows due to (1.9) and (3.2). If n is even, n= 2), then
by (3.26),
f (x) = "((n− k)/2)
"(n/2)
P˜n+1(∆)
∫
Sn
log |x · y|dy
×
∫
Sn
(
R∗Rn−k+1f
)
(z) log |y · z|dz
+ n!"((n− k)/2)
2n+1π(n+1)/2"(−1/2)
∫
Sn
(
R∗Rn−k+1f
)
(z)dz,
P˜n+1(∆) = π−n−1[∆1∆3 . . .∆n−1]2∆n+1. This coincides with (1.18). Alterna-
tively, by Theorem 3.4 for n 4 we have
f (x) = "((n− k)/2)
(n− 2)πn/2+1
◦
Pn/2+1(∆)
×
∫
Sn
(
R∗Rn−k+1f
)
(y)F
(
1,
n
2
− 1; 1
2
; |x · y|2
)
dy,
◦
Pn/2+1(∆)=∆2∆3∆5 . . .∆n+1, and (1.19) follows. ✷
More general inversion formulae for Rαf, f ∈ C∞even(Sn), α > 0, can be
obtained by making use of (1.12) and the results of Section 3.
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4.2. Inversion formulas for Lp-functions
A series of inversion formulas for Rαf in the context of Lp-spaces can be
derived from Theorems 1.1 and 3.5. Some of them are presented in Theorem 1.4.
It is interesting that Helgason’s formula (1.4) is also applicable to Lp-functions.
Let us prove this statement. The point is how to interpret derivatives in this
formula. By (2.22), we arrive at the Abel integral equation [11,17](
I
k/2
0+ ϕx
)
(s)=ψx(s), ψx(s)= s
(k−1)/2
2πk/2
(
R∗
cos−1(√s )Rf
)
(x), (4.1)
where ϕx is the same as in (2.22). In order to solve (4.1) we fix β  0 such
that β + k/2 =m ∈ N and write (Im0+ϕx)(s) = (Iβ0+ψx)(s). The choice β = k/2
leads to (1.4), but it makes sense to minimize β in order to reduce subsequent
differentiation. The latter should be performed in a rigorous way. If f ∈ Lp(Sn)
then ϕx(s) and (Im0+ϕx)(s) are Lp-valued functions. Given an Lp-valued function
gx(s) and s0 ∈ [0,1], the derivative of gx at the point s0 will be defined in a usual
way by
lim
δ→±0
gx(s0 + δ)− gx(s0)
δ
(4.2)
(if s0 = 0 or 1, (4.2) means the corresponding one-sided derivative). In our case
we have to discriminate between three notions of derivative, depending on how
do we interpret the limit in (4.2), namely,
(a) for each x;
(b) for almost all x;
(c) in the Lp-norm.
These derivatives will be denoted by ∂0gx(s0), ∂a.e.gx(s0), and ∂pgx(s0),
respectively.
Lemma 4.1. (i) If ) = 1,2, . . . ,m − 1, and 0 < s < 1, then ∂)(Im0+ϕx)(s) =
(Im−)0+ ϕx)(s). Here ∂ = ∂a.e., ∂p for f ∈ Lp(Sn), 1  p <∞, and ∂ = ∂0 for
f ∈L∞(Sn).
(ii) If f ∈ Lp(Sn), 1  p <∞, then ∂(I 10+ϕx)(1)= f (x) provided ∂ = ∂a.e.,
∂p . For f ∈ C(Sn) we have ∂0(I 10+ϕx)(1)= f (x).
Proof. We observe that(
Im0+ϕx
)
(s) = 1
"(m)σn−1
∫
Sn
f (y)
(
1− |x · y|2)1−n/2
× (s − |x · y|2)m−1+ dy, m 1, (4.3)
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and denote (for fixed s)
(Kδf )(x)= 1
δ
[(
Im0+ϕx
)
(s + δ)− (Im0+ϕx)(s)]
= 1
σn−1
∫
Sn
f (y)kδ(x · y)dy,
(4.4)
kδ(τ )= (1− τ
2)1−n/2
δ"(m)
[(
s + δ− τ 2)m−1+ − (s − τ 2)m−1+ ].
Let first m 2. Then, obviously, |kδ(τ )| (1− τ 2)1−n/2/"(m− 1). Denote(
K˜f
)
(x)= 1
"(m− 1)
∫
Sn
f (y)
(
1− |x · y|2)1−n/2 dy.
By Young’s inequality (see, e.g., [11, Lemma 2.11]), K˜f ∈ L1(Sn) for f ∈
Lp(Sn), 1  p <∞, and (K˜f )(x) is a bounded function for f ∈ L∞(Sn). It
follows that passage to the limit under the integral sign in (4.4) is possible for
almost all x if p <∞, and for each x if p =∞. Furthermore, ‖K˜f ‖p  c‖f ‖p ,
1  p ∞. Hence for f ∈ Lp(Sn), 1 p <∞, the limit limδ→0Kδf exists in
the Lp-norm too (if f ∈ C(Sn), this limit is uniform). It follows that ∂Im0+ϕx =
Im−10+ ϕx in the required sense, and (i) holds by iteration.
In order to prove (ii) (in this case m= 1, s = 1) we set δ =−ε, ε > 0, and get
(K−εf )(x)= 1
εσn−1
∫
|x·y|2>1−ε
f (y)
(
1− |x · y|2)1−n/2 dy
= 1
σn−1
∫
Sn
f (y)kε(x · y)dy,
kε(τ )= (1− τ
2)1−n/2
ε
χ
(
1− τ 2
ε
)
,
χ(s) = 1 for 0 < s < 1 and 0 otherwise. Using the Funk–Hecke formula, one
can readily check that limε→0(K−εYj )(x) = Yj (x) for each spherical harmonic
Yj (x). Hence the required result follows by Lemma 2.9. ✷
Lemma 4.1 implies the following statement which extends (1.4) to f ∈Lp(Sn)
(f ∈C(Sn)) and contains additional parameter β . For simplicity, if f ∈ L∞(Sn),
we correct it on the set of measure zero and deal with the continuous function.
Theorem 4.2. Let β > 0, k/2+ β =m ∈N. Then
f (x) = 1
πk/2"(β)
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×
[(
d
dv2
)m v∫
0
(
v2 − u2)β−1uk(R∗
cos−1(u)Rf
)
(x)du
]
v=1
. (4.5)
If k is even, then
f (x)= 1
2πk/2
[(
d
dv2
)k/2[
vk−1
(
R∗
cos−1(v)Rf
)
(x)
]]
v=1
. (4.6)
For f ∈ Lp(Sn), 1 p <∞, all derivatives in (4.5), (4.6) exist in the a.e. sense
and in the Lp-norm. If f ∈C(Sn) they are understood in a usual pointwise sense
for each x ∈ Sn.
5. The convolution–backprojection method and application of wavelet
transforms
An idea of the convolution–backprojection method was explained in Re-
mark 2.7(3). We have to choose a convolution kernel of A∗ so that the func-
tion ψ , defined by (2.18), gives rise to approximate identity of the form (2.19).
This scheme can be realized as follows. Let(
A∗εϕ
)
(x)= 1
εn
∫
Ξ
ϕ(ξ)a
(
sin[d(x, ξ)]
ε
)
dξ, ε > 0.
We choose a(s) so that sn−k−1a(s) ∈ L1loc(0,∞) and
λ(τ)
def= (Ik/20+ [s(n−k)/2−1a(√s )])(τ ) ∈ L1(0,∞). (5.1)
Then (2.23) (with a(τ) replaced by a(τ/ε)) is satisfied, and by (2.19),(
A∗εRf
)
(x)=
∫
Sn
f (y)ψε
(
1− |x · y|2)dy, (5.2)
ψε(τ)= cτ
1−n/2
ε2
λ
( τ
ε2
)
,
c being the same as in (2.18). The right-hand side of (5.2) has the form (2.27),
and by Lemma 2.9 we obtain the following
Theorem 5.1. Let f ∈ Lpeven(Sn) (L∞ ∼ C(Sn)), sn−k−1a(s) ∈ L1loc(0,∞), γ =
πk/2σ−1n σkσn−k−1
∫∞
0 λ(τ)dτ . If a(s) satisfies (5.1) and λ(τ) has an integrable
decreasing majorant, then
lim
ε→0
1
εn
∫
Ξ
a
(
sin[d(x, ξ)]
ε
)
(Rf )(ξ)dξ = γf (x) (5.3)
in the Lp-norm and in the a.e. sense.
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This statement realizes the convolution–backprojection method for the spheri-
cal Radon transform.
Example 5.2 (Cf. [16, p. 338]). Let
Lα,m(s)=
(
d
ds
)m
sm
(s + i)1+α , m ∈N, α > 0, (5.4)
λα,m(τ )≡
(
Iα0+Lα,m
)
(τ )= i
m−αm!
"(1+ α)
τα
(τ + i)m+1 .
Both functions are integrable on (0,∞) for m > α and ∫∞0 λα,m(τ )dτ =
"(m−α). We set α = k/2, λ(τ)= λk/2,m(τ ). Thus for any m> k/2, the function
a(τ)= τ k−n+2Lk/2,m(τ 2) obeys (5.3) with γ = πk/2σkσn−k−1"(m− k/2)/σn.
The next statement contains inversion formula for Rf in terms of the wavelet
transform (1.26). The limit below has the same meaning as in Theorem 5.1.
Theorem 5.3. Let ϕ =Rf, sn−k−1a(s) ∈ L1loc(0,∞),
(W∗ϕ)(x, t)= 1
tn−k
∫
Ξ
ϕ(ξ)w
(
sin[d(x, ξ)]
t
)
dξ. (5.5)
Suppose that λ˜(τ ) is a measurable function on (0,∞) having an integrable
decreasing majorant. If w(s) satisfies the equation
1
τ
(
I
k/2+1
0+
[
s(n−k)/2−1w
(√
s
)])
(τ )= λ˜(τ ), (5.6)
then
∞∫
0
(W∗Rf )(x, t)
t1+k
dt = lim
ε→0
∞∫
ε
(·)= γ˜ f, (5.7)
γ˜ = π
k/2σkσn−k−1
2σn
∞∫
0
λ˜(τ )dτ.
Proof. We make use of (2.19) for A∗ being the wavelet transform (5.5). As above,
(W∗Rf )(x, t)= tk
∫
Sn
f (y)ψt
(
1− |x · y|2)dy,
ψt (τ )= cτ
1−n/2
t2
λ
( τ
t2
)
, λ(τ )= (Ik/20+ [s(n−k)/2−1w(√s )])(τ ),
c being the same as in (2.18). A simple calculation yields
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∞∫
ε
(W∗Rf )(x, t) dt
tk+1
=
∫
Sn
f (y)ψ˜ε
(
1− |x · y|2)dy,
ψ˜ε(τ )= cτ
1−n/2
2ε2
λ˜
( τ
ε2
)
.
Again we arrived at the approximate identity, and application of Lemma 2.9 gives
the required result. ✷
Example 5.4. Let w(τ) = τ k−n+2Lk/2+1,m(τ 2),m > k/2 (see (5.4)). As in
Example 5.2,
λ˜(τ )= i
m−k/2−1m!
"(2+ k/2)
τ k/2
(τ + i)m+1 ,
∞∫
0
λ˜(τ )dτ = 2"(m− k/2)
i(k + 2) ,
and (5.7) holds with γ˜ = πk/2σkσn−k−1"(m− k/2)/(k+ 2)iσn.
Remark 5.5. The function (5.6) can be integrable only if w has a certain
oscillation. This justifies our terminology when we call w a wavelet function and
W∗ a wavelet transform. One can show [15] that any function w satisfying
∞∫
0
τ j+n−k−1w(τ)dτ = 0 ∀j = 0,2,4, . . . ,2[k/2], (5.8)
([k/2] is the integral part of k/2), and
∞∫
1
τβ+n−k−1
∣∣w(τ)∣∣dτ <∞ for some β > k, (5.9)
is suitable in Theorem 5.3. Such functions can be constructed using Example 1.6
from [12].
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