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POLYNOMIALLY SEARCHABLE EXPONENTIAL
NEIGHBOURHOODS FOR SEQUENCING PROBLEMS IN COMBINATORIAL
OPTIMISATION.
by Richard K. Congram
In this thesis, we study neighbourhoods of exponential size that can be searched
in polynomial time. Such neighbourhoods are used in local search algorithms for
classes of combinatorial optimisation problems. We introduce a method, called
dynasearch, of constructing new neighbourhoods, and of viewing some previously
derived exponentially sized neighbourhoods which are searchable in polynomial time.
We produce new neighbourhoods by combining simple well-known neighbourhood
moves (such as swap, insert, and k-opt) so that the moves can be performed together
as a single move.
In dynasearch neighbourhoods, the moves are combined in such a way that the
effect of the combined move on the objective function is equal to the sum of the
effects of the individual moves from the underlying neighbourhood. Dynasearch
neighbourhoods can be formed using dynamic programing from underlying moves:
• nested within each other;
• disjoint from each other;
• and in the case of the TSP overlapping one another.
Our dynasearch neighbourhoods made from underlying disjoint moves are suc-
cessfully implemented within well-known local search methods to form competitive
algorithms for the travelling salesman problem and state-of-the-art algorithms for
the total weighted tardiness problem and linear ordering problem.
By viewing moves from some known travelling salesman problem neighbourhoods
as a combination of underlying moves, each reversing a section of the tour, greater
insight into the structure of the neighbourhoods may be obtained. This insight has
both enabled us to calculate the size of a number of neighbourhoods and demonstrate
how some neighbourhoods are contained within others.Acknowledgements
My special thanks go to my supervisor Chris Potts for his expert advice and
guidance. In particular his excellent hands off approach to supervision allowing me
great academic freedom to develop to my own ideas is appreciated.
I would like to thank: Steef van de Velde for organising a stimulating and very
enjoyable two month visit to Erasmus University, Rotterdam and for his supervision
and support whilst there; Leon Peeters and his friends for all patiently speaking
English; and Rotterdam kajak club making my stay in the Netherlands so much
easier, lending me a bike, canoe and paddles.
I am grateful to Gregory Gutin for some informative interactions by email and
Thomas Stiitzle for lending me his iterated 3-opt code for the travelling salesman
problem.
I would like to thank my room and pure mathematics colleagues in Southamp-
ton for many entertaining lunch times, and my canoeing friends at Woodmill for
providing an environment in which to relax away from mathematics. Finally, I am
grateful to my parents and family for their support.Chapter 1
Introduction
1.1 Sequencing problems and their solution
Many real life problems involve the sequencing of discrete objects or events. Com-
mon examples include routing delivery vehicles and scheduling manufacturing and
computer systems. It is often easy to come up with a solution to these types of
problem if there are no constraints and the quality of the solution is not of interest.
However, it is usually quite difficult to find a good solution, and sometimes almost
impossible to find the best solution. There are generally a very large finite number
of possible solutions from which to chose.
It is theoretically possible to calculate the value of all the possible solutions and
select the best; this is known as complete enumeration. However, from a practical
perspective, it is infeasible to follow such a strategy, particularly with large problems.
Generally the number of possible solutions grows very quickly as the problem size
increases. An example of a simplified real life problem with this characteristic is
known as the travelling salesman problem, a description of which is as follows. Given
a number of cities and the distance between any pair of cities, the travelling salesman
problem consists of finding the shortest round-trip, visiting each city exactly once. If
a particular travelling salesman problem contains 5 cities, there exist only 12 possible
solutions. However, the number of possible solutions grows rapidly as the number
of cities in the problem increases. For a problem containing 10 cities there already
exist 181,440 possible solutions and for a travelling salesman problem containing 50
cities there exist over 3 x 10
6
2 possible solutions! Clearly for problems over a certain
size, it is not going to be possible to follow a strategy of complete enumeration.
A considerable amount of work has been done over the last five decades, devel-
oping methods which are capable of finding the best solution, without resorting toChapter 1. Introduction 2
the explicit examination of each possible alternative solution (i.e. complete enumer-
ation). However, for some large problems in industry, even these methods take an
impractical length of time. It is in this situation that methods known as heuristics
are used. Heuristic algorithms often find good solutions in practice but do not guar-
antee to find the best solution. In fact, many heuristic algorithms give no guarantee
on solution quality.
1.2 Local search
Local search refers to a group of heuristics which, when properly implemented,
have been shown to be particularly effective in finding good solutions to both large
randomly generated test problems and real industrial problems in reasonable time
periods. Their popularity, particularly with practitioners in industry, has been aided
by their easy implementation in modern computer languages, and the rapid improve-
ment in computer power on which they are reliant.
Local search in some way mirrors the process by which a manager works in
industry. When seeking to improve the operation of an existing plant, a manager
may produce a new strategy from scratch without reference to previous strategies.
However, following this approach is unlikely to yield a better strategy than the
current one. A better and more widely used approach is as follows. Make a small
change to the current strategy to form a new strategy. Trial the new strategy, and
if it proves better than the previous strategy, then keep it; otherwise, return to the
previous strategy. This process is normally repeated continually.
A local search algorithm starts with an initial solution and then continually
tries to find better solutions by making small predefined changes to the current
solution. For example, a predefined defined change may be swapping the positions
of any two jobs in a sequence of jobs to be processed by a single machine. The
solutions reachable by small predefined changes to the current solution are said to
be in the current solution's neighbourhood. The local search algorithm searches the
current solution's neighbourhood for a better solution. If a better solution exists,
then one such solution is selected as the current solution and the search is repeated.
Eventually, all of the solutions in the neighbourhood of the current solution will be
worse than the current solution, and the algorithm terminates. The solution found
may not be the best solution to the problem, but it is often quite a good one.Chapter 1. Introduction 3
Above is a description of the simplest local search procedure. Many more com-
plex local search procedures have been produced which, while often taking longer
to run, usually produce much better quality solutions.
In designing a local search procedure, the size of the neighbourhood used is very
influential in determining its effectiveness. A larger neighbourhood is generally ca-
pable of find a better quality solution, at the expense of taking longer to search. This
thesis is concerned with the study of large neighbourhoods which can be searched
quickly, as well as demonstrating how with the right implementation some of these
neighbourhoods can be of practical interest. The neighbourhoods in question are
very large (in fact they are of exponential size) and yet they can be searched in poly-
nomial time, which is necessary if they are to be of practical use. Many of the new
polynomially searchable exponential neighbourhoods (PSEN) studied have a unique
characteristic, in that a single move in their neighbourhood is often equivalent to a
series of moves in other widely used neighbourhoods.
The effectiveness of one particular PSEN studied has been demonstrated, by its
involvement in producing state-of-the-art local search algorithms for two types of
problems, namely the single machine total weighted tardiness problem and the linear
ordering problem. The neighbourhood's effectiveness is also demonstrated on the
well known travelling salesman problem, which is described earlier in this chapter.
1.3 Sequencing problems studied
In this thesis we study in detail three types of sequencing problems. These problems
are all widely studied in the operational research literature, and hence are suitable
for testing our new local search algorithms. The single machine total weighted
tardiness problem is a scheduling problem in which a set of jobs must be processed
by a single machine. Each job has a date by which it should preferably be completed.
If a job is not completed on time, it costs a set amount for each time period it is
late. The objective is to minimise the total cost caused by late jobs.
The linear ordering problem can be viewed as a set of tasks, where between each
pair of tasks there is a preference as to which task is performed first. The strength
of preference is measured by a weight. The objective is to find the order of the
tasks which maximises the sum of weights of the individual preferences that are
satisfied. Although the above description makes the linear ordering problem soundChapter 1. Introduction 4
of little practical interest, this is not the case; its applications include triangulating
input and output matrices in economics, ordering archaeological objects in time,
and suppressing feedback in electrical circuits.
The travelling salesman problem (TSP) specifies a number of cities and the
distance between any pair of cities. It is required to find the shortest round-trip
visiting each city exactly once.
1.4 An outline of the thesis
The remainder of this thesis is structured as follows. Chapter 2 gives a general in-
troduction to combinatorial optimisation problems and the types of methods, both
exact and heuristic, that can be applied to them. Chapter 3 gives an introduction to
local search heuristics. Chapter 4 reviews some previous work done on polynomially
searchable exponential neighbourhoods and introduces one of our new neighbour-
hoods, disjoint dynasearch. The next three chapters give accounts of dynasearch
applied to the total weighted tardiness problem, the linear ordering problem and
the travelling salesman problem, respectively. Chapters 8 and 9 introduce a number
of new polynomially searchable exponential neighbourhoods for the linear ordering
problem and the travelling salesman problem, respectively. Finally in Chapter 10 we
draw some conclusions, and comment on some possible extensions and interesting
loose ends.Chapter 2. Combinatorial Optimisation Problems 13
Many local search techniques have evolved which allow uphill (worsening) moves
under certain conditions. Even if a particular local search heuristic has been se-
lected, there are often many further decisions to be made. There may be parameter
values which control the timing, frequency and size of uphill moves. The size/type
of neighbourhood must be determined, and in some cases how much of it is to be
searched before considering making a move.
2.4.1 The computational complexity of local search
Although using local search is a practical way of obtaining reasonable solutions to
NP-hard optimisation problems in a reasonable time, the time taken by the lo-
cal search algorithms to find a local minimum is rarely known to be polynomially
bounded. Formally, a local search problem is obtained from an optimisation prob-
lem, by defining a neighbourhood on the solution set. The problem is then as follows:
given an instance, compute a locally optimal solution (i.e. a solution that does not
have a strictly better neighbour). To produce theoretical results, we also require a
standard local search algorithm to use on our local search problem. The standard
local search algorithm starts from an initial solution and then moves iteratively from
a solution to a better neighbouring solution, as long as there is one, until it finally
terminates at a locally optimal solution. Note that if there is more than one better
neighbouring solution, a selection rule is used to choose the particular neighbour to
which the search should move. The selection rule used in the search may affect the
computational complexity of the local search problem.
For a local search heuristic to be effective on a particular optimisation problem
it must be possible, in polynomial time, to:
i) generate an initial solution;
ii) evaluate the cost of solutions;
iii) search the neighbourhood.
The above is true for all well-known local search problems. Formally, local search
problems for which the above properties hold are members of the PLS (polynomial
time local search) class. Within the class PLS lies a class of problems called PLS-
complete. A problem is said to be PLS-complete if every problem in PLS can be
reduced to it (note the similarity with the classes NP-complete and NP). So, if aChapter 3. Local Search 18
Another way of viewing threshold accepting is as a simplification of the more
widely used method of simulated annealing; (the subject of the next section) where
the probabilistic acceptance criterion used in simulated annealing is replaced by
a deterministic criterion as described above. Although only a small amount of
research has been performed on threshold accepting particularly in comparison with
simulated annealing, because of the connection between the two methods many of
the results from research performed on simulated annealing are directly relevant to
threshold accepting. Some of the discussions on cooling schemes in the next section,
are particularly relevant to the corresponding schemes by which the threshold values
may be lowered.
3.4 Simulated annealing
Simulated annealing can be viewed as a generalisation of threshold acceptance, al-
though it was introduced earlier by Kirkpatrick, Gelatt & Vecchi (1983) and Cerny
(1985). The idea, as the name suggests, originates from physics and from an at-
tempt to simulate the evolution of a solid as it is slowly cooled from a liquid by
Metropolis, Rosenbluth, Rosenbluth, Teller & Teller (1953). The particles, if cooled
slowly enough, eventually settle in their ground state arranged in a highly structured
lattice which minimises the energy of the system.
Kirkpatrick, Gelatt & Vecchi (1983) and Cerny (1985) independently showed that
the Metropolis algorithm could be applied to combinatorial optimisation problems
by mapping the elements of the physical cooling process onto the elements in the
optimisation problem, summarised by table 3.1 (Dowsland 1995).
Thermodynamic simulation
System states
Energy
Change of state
Temperature
Frozen state
Combinatorial optimisation
Feasible solutions
Cost
Neighbouring solution
Control parameter
Heuristic solution
Table 3.1: Mapping elements from the physical cooling process
As mentioned earlier simulated annealing can be described as a generalisation
of threshold accepting, where the deterministic acceptance criterion is replaced byChapter 3. Local Search 22
solution has particularly good characteristics. In this way, the tabu list forces the
search out of the current local minimum and into other basins of attraction.
As indicated previously, the main purpose of a tabu list is to avoid cycling back
into previously searched local minima. A decision to be made is what should be
held on the tabu list. The objective function values of previous solutions visited
could be held on the list, this may be too restrictive if a problem has large flat
areas of solution space, and therefore a large number of solutions with the same
value. Holding the solution itself in the tabu list would overcome this problem, but
produces a greater memory requirement and a longer checking time. An attribute
of the solution may have a much lower memory requirement. Holding a solution
attribute on the tabu list can be effective, particularly if an aspiration criterion is
used. Alternatively the inverse of moves previously made or moves with certain
attributes may be made tabu, where again the effectiveness of the search may be
improved if an aspiration criterion is used in an attempt to prevent good solutions
being missed. The reasoning behind holding the inverse of moves recently made on
the tabu list is to stop previous moves made being reversed and thereby hopefully
avoid cycling.
If there is a very good solution in the neighbourhood, for example one with the
best objective function found so far, an aspiration criterion attempts to ensure that
a move is made to this solution, even if an attribute of the solution is tabu.
The length of the tabu list may be a crucial factor in determining the effectiveness
of a search. The shorter the tabu list the more likely the search is to cycle. The
longer the tabu list the more likely good solutions are to be missed even with an
aspiration criterion. The length of an effective tabu list is much shorter than may
be expected; often a length of only 7 is quite adequate.
The most common aspiration criterion is based on quality, often defined by the
objective function of a candidate neighbour. The aim is to intensify the search in
a promising area. However, an allowance can be made for the influence of the can-
didate neighbour. A candidate neighbour may be influential if it has a significantly
different structure to the current solution, thus diversifying search into new areas of
the solution space.
Smaller neighbourhoods than those used in simulated annealing may be most
effective in tabu search, due to the time requirement to search the whole neighbour-
hood before the best legal move is chosen.Chapter 3. Local Search 31
3.10 Ant systems
Ant systems have there roots in the PhD thesis of Dorigo (1992), and the papers of
Dorigo, Maniezzo & Colorni (1991, 1996).
Real ants, although almost blind, are capable of finding the shortest path from
a food source to the nest. They also have the ability to adapt to changes in the
environment, for example finding a new shortest path, if an existing route is blocked
by an obstacle. The primary means by which ants communicate information about
paths is by pheromone trails. Ants deposit pheromone while walking, and each
ant probabilistically prefers to follow a direction rich in pheromone. So while an
isolated ant moves essentially at random, an ant encountering a previously laid trail
can detect it and with a probability determined by the strength of the particular
pheromone trial follow it, thus reinforcing the trail with its own pheromone. Finally,
it should be noted that the pheromone forming the trails continually evaporates, so
that the strength of a trail reduces, if its use diminishes.
The following simple example gives insight into how, by following the above
behaviour, the shortest path can be found and maintained even when conditions
change. It is assumed that all ants move at the same speed. Imagine a straight
pheromone trail between a food source and an ants nest. Now consider how the ants
following the trail will react to a post put in the ground directly on the line of the
trail. Since the ants will have to form a new trail round the post, probabilistically
half will go left and half right. Given that it is a longer distance round the post left
than right, the ants that select right will make more journeys over their trail per
unit time than those ants that choose left. Therefore, the pheromone trail right of
the post will become stronger and more ants will begin to follow this route. The
greater number of ants following the trail right will make the trail even stronger,
and even more ants will follow this trail. Soon all the ants will be following the trail
right.
When using an artificial ant colony as an optimisation tool, known as an ant
system, rather than as a simulation to learn more about ant behaviour, there is no
need for their abilities to be constrained to those of real ants or for the environment
in which the ants work to be similar. Artificial ants in ant systems can see, have a
memory, and live in an environment where time is discrete. For example, in the ant
system for the TSP proposed by Dorigo, Maniezzo & Colorni (1996), each ant canChapter 3. Local Search 33
for flow shop scheduling Stiitzle (1998c). Generally, the most effective algorithms
based on ant systems appear to be able to compete with other local search methods.
3.11 Greedy randomised adaptive search proce-
dure (GRASP)
GRASP is a multi-start procedure which consists of two parts, a construction phase
and a local search procedure. It was first introduced by Feo & Resende (1989). The
construction phase is normally a randomised greedy construction heuristic which
due to its random element yields a different initial solution each time it is run.
The construction phase is therefore capable of producing a diverse set of starting
solutions from which the local search procedure finds a local minimum. The local
search procedure in the basic GRASP is a simple descent algorithm. GRASP has
some similarities with iterated local search in the way it repeatedly descends to local
minima from different start points. However, basic GRASP has no memory, making
no use of information gathered in previous iterations. In contrast, the standard
iterated local search 'kicks' from the best solution currently found so that the new
initial solution shares some characteristics with the best solution currently known.
The fact that the basic GRASP algorithm has no memory makes it perfectly suited
for parallelisation, and only as a final step do the solutions found by the different
parallel processors need to be compared to return the best solution found overall by
the procedure.
The basic GRASP construction phase is similar to the semi-greedy heuristic
(Hart & Shogan 1987) which predates it. At each construction iteration a candidate
list is formed, which lists all of the elements which can be added to the current
partial solution in order of their myopic benefit, as measured by a so called 'greedy'
function. A 'random' procedure selects an element from the candidate list to be
added to the partial solution. The construction heuristic is 'adaptive' because the
myopic benefit as measured by the greedy function for each candidate is updated
at each iteration of the construction phase, thereby reflecting changes due to the
selection of the previous element.
Although GRASP requires randomness in the construction phase to diversify the
search, (without any randomness the same local minimum would be found at each
restart) the more randomness in the procedure the worse the average quality of theChapter 3. Local Search 34
initial solution constructed.
Many enhancements to GRASP seem to attempt to incorporate some form of
memory, in order to make use of information gathered in previous iterations. Prais
& Ribeiro (1998) proposed a scheme where the parameters determining the level of
randomness in the construction phase are periodically adjusted in response to the
quality and variation of local minima found so far by the search. Also, Fleurent &
Glover (1998) maintain a set of elite solutions to be used in the constructive phase.
Surprisingly, Resende (1998) in his otherwise excellent preprint review paper
makes no mention of the effectiveness of GRASP as compared to other local search
techniques. Many authors of GRASP algorithms appear to prefer to restrict the
comparisons of their results to those of other GRASP algorithms. Maniezzo (1999)
compares three algorithms for the quadratic assignment problem, his own ANTS
search, the GRASP algorithm of Li, Pardalos & Resende (1994) and the tabu search
algorithm of Taillard (1991). Whilst he claims that the Li, Pardalos & Resende
algorithm is the best GRASP algorithm currently known for the quadratic assign-
ment problem, he finds the GRASP algorithm produces considerably worse results
than the other two algorithms in the CPU time allowed. We suspect that findings of
Maniezzo (1999) are not unique, and that the best GRASP algorithms are probably
not competitive with other widely used local search heuristics.Chapter 4. PSEN 39
In other chapters, we show how the dynasearch neighbourhood can be used within
algorithms for the TSP, and also show how the dynasearch neighbourhood can be
used within iterated local search to form state of the art local search algorithms
for the single machine total weighted tardiness scheduling problem and the linear
ordering problem.
4.2 Literature review
4.2.1 Overview
The first PSEN appear to have originated from polynomially solvable special cases
of the TSP. For example, some of the well-solved special cases reviewed by Gilmore,
Lawler & Shmoys (1985) in a widely read book on the TSP (Lawler, Lenstra, Rin-
nooy Kan & Shmoys 1985) have subsequently been used to form PSENs. It should
be noted that some of these PSENs had been implemented earlier in the USSR,
although researchers in the West only recently became aware of the existence of
the papers, which are written in Russian. Neighbourhoods which have been derived
from polynomially solvable special cases of the TSP include the pyramidal neigh-
bourhood and the Balas neighbourhood (see subsections 4.2.2 and 4.2.5 respectively
for details).
As far as we are aware, all PSENs have been applied to the TSP except for
an algorithm by Hurink (1999) for the single machine batching problem. Hurink's
algorithm is essentially the same as dynasearch. Although Hurink comments on the
similarities between the algorithms, he describes his algorithm as one of finding a
shortest path.
Table 4.1 attempts to summarise some of the PSENs for the TSP in the literature.
The table lists the polynomial exponential neighbourhoods, giving both the size of
the neighbourhood and the complexity of the algorithm which has been proposed
to search it.
Where the underlying structure was not originally proposed as a neighbourhood,
we reference both the paper that introduced the structure, and the one which first
formed a neighbourhood from the structure. For example the data structure known
as twisted sequences was first introduced by Aurenhammer (1988) but it was not
until 1997 that DeTneko and Woeginger used the structure to form a neighbourhood
and derived a dynamic program to search the neighbourhood formed in polynomialChapter 4. PSEN 50
may not give an accurate indication of their potential as part of other local search
techniques.
The difference in the speed of finding a move in a first and best improve descent
are most pronounced when the search is a long distance from a local minimum. Im-
proving moves are quickly found early in a first improve descent, particularly from a
random starting solution, when the proportion of improving moves in the neighbour-
hood is often high. The nearer a first improve descent is to a local minimum, the
lower the proportion of improving moves in the neighbourhood and the longer the
search takes to find an improving move. A best improve descent normally searches
the whole neighbourhood independently of the proportion of improving moves in the
neighbourhood. If inequalities are used in an attempt to to rule out non-improving
moves, without implicitly calculating the effect of each move on the objective func-
tion, then the time taken to find the best improving move may actually decrease as
the search approaches a local minimum. This effect can be due to the reduction in
the number of improving moves, each of which requires implicit calculation.
Given that PSENs find the best move in an exponential neighbourhood, one
would expect their characteristics to be more similar to a best improve descent
than a first improve descent. Therefore the time taken to search the PSEN when
used near a local minimum, may seem more reasonable in comparision with a first
improve descent. Comparing the performance of PSEN's with other local search
heuristics starting from good solutions, effectively searching neighbourhoods near
local minima, may show them in a more flattering light than in a simple descents
from random starting solutions. It may therefore be difficult to make a judgement
on the effectiveness of a neighbourhood outside of the context in which it is being
used.
Many of the more complex local search heuristics search near a local minimum
for large proportions of their run time. We feel that many PSENs are probably best
utilised within other local search heuristics at times when the search is near local
minima or continously within local search heuristics that predominantly search close
to local mimima.
One can never expect the best move to be found in an exponential neighbourhood
as fast the first improving move in a traditional neighbourhood. However, the quality
of local minima found may make up for the longer search time.Chapter 5. The Total Weighted Tardiness Problem 69
We compare the performance of the various local search algorithm on basis of
the following statistics:
ARPD = the average relative percentage deviation of the solution value found
by the local search algorithm from the optimal (or best known used
in ) solution value;
MRPD = the maximum relative percentage deviation of the solution value
found by the local search algorithm from the optimal (or best
known, used in Crauwels, Potts and Van Wassenhove (1998)) solu-
tion value;
NO = the number of optimal (or best known, used in Crauwels, Potts and
Van Wassenhove (1998)) solution values found out of 125;
ACT:SPARC = the average computation time in seconds on a SPARC 5/110 server
station;
ACT:HP = the average computation time in seconds on a HP 9000-G50 com-
puter;
NI = the number of iterations performed in multi-start and iterated de-
scent and dynasearch, where an iteration refers to descending to a
local minimum, and the number of moves performed for each start
in the multi-start tabu search algorithm of Crauwels, Potts and
Van Wassenhove (1998).
During our experimental work, we obtained better solutions for some 100-job
instances than those generated by Crauwels, Potts and Van Wassenhove (1998).
Nevertheless, to facilitate a direct comparison of results, the best known solution
values of Crauwels, Potts and Van Wassenhove are used when computing the above
statistics. When we obtain a solution value that is better than the previous best
known value, it is then treated as if the optimum of Crauwels, Potts and Van Wassen-
hove has been found, except that its relative percentage deviation is not zero but
negative—so, such a solution actually reduces the average relative percentage devi-
ation statistics for the local search algorithm. A further consequence of obtaining
new best known solution values is that the numbers of optimal or best known solu-
tion values, as listed by Crauwels, Potts and Van Wassenhove, are sometimes higher
than would be the case if they were recalculated with respect to the new values.Chapter 5. The Total Weighted Tardiness Problem 73
5.5 Conclusions
The contribution of this chapter is threefold. First, it gives evidence of the effec-
tiveness of a new local search technique known as dynasearch.
The second contribution relates specifically to the application of dynasearch to
the single-machine total weighted tardiness scheduling problem. An iterated dy-
nasearch algorithm for this problem performs significantly better than all other
known local search algorithms, including the state-of-the-art tabu search algorithm
of Crauwels, Potts and Van Wassenhove (1998), with respect to both solution qual-
ity and computation time. The explanation for iterated dynasearch finding better
solutions is that, after performing a sufficiently large number of random moves from
a local minimum, dynasearch stands a much better chance of descending into a
different local minimum than traditional descent algorithms. In this way, iterated
dynasearch is able to explore more distinct local minima. One explanation for it-
erated dynasearch being faster is the use various speed-ups that sometimes reject a
move without a complete evaluation of the total weighted tardiness.
The third contribution relates to the study of iterated local search. We have
shown in our iterated local search algorithm for the total weighted tardiness problem
that multiple random moves from the underlying local search neighbourhood can
form an effective kick.Chapter 6. The Linear Ordering Problem 85
the interval (0,25000). The set consists of 25 instances for each size of 75, 150 and
200. Again, we are not aware of any optimal solutions for these problem instances.
All of our descent and dynasearch algorithms were coded in C and run on either
a SPARC 5/110 server station or Power Challenge R10000. We compare the perfor-
mance of the various iterated local search algorithms on the basis of the following
statistics:
ARPD = the average relative percentage deviation of the solution value found
by the local search algorithm from the optimal (or best known) so-
lution value;
MRPD = the maximum relative percentage deviation of the solution value
found by the local search algorithm from the optimal (or best
known) solution value;
NO = the number of optimal (or best known) solution values found for
the test instances in the problem set;
ACT:SPARC = the average computation time in seconds on a SPARC 5/110 server
station;
ACT:Rl0000 = the average computation time in seconds on a Power Challenge
R10000 computer;
NI = the number of iterations performed in multi-start and iterated de-
scent and dynasearch, where an iteration refers to descending to a
local minimum.
Laguna, Marti & Campos (1998) give computational results for their greedy
(multi-start first improve) and tabu search algorithms as well as the constructive
heuristic of Becker (1967) and a multi-start version of the algorithm of Chanas &
Kobylanski (1996). They perform their computational results on a Pentium contain-
ing an Intel LT430TX 166MH motherboard with MMX. The information collected
by the Standard Performance Evaluation Corporation (1995) indicates that the Pen-
tium with an Intel LT430TX 166MH motherboard with MMX is a factor 4.044 fasterChapter 6. The Linear Ordering Problem 91
as the tabu search. We used this approach when we compared iterated dynasearch
with our implementation of multi-start first improve descent. Tables 6.6, 6.7 and 6.8
using the measures used in Laguna's paper clearly show that iterated dynasearch is
considerably more effective than their state-of-the-art tabu search, whichever of the
two acceptance criteria is used. For example on the Stanford graph base problems,
using the accept better criterion, iterated dynasearch finds a larger number of best
solutions known and a higher average objective function value than the state-of-the-
art tabu search. This is achieved in far less time than that used by the tabu search.
Iterated dynasearch with the accept better criterion is capable of finding all 49 of
the optima for the OR library problems and all 75 of the best solutions known for
the Stanford graph base problems in less than the corresponding times allowed for
the tabu search.
6.4.4 Using a hybrid acceptance criterion in iterated dy-
nasearch
It appears that some of the differences can be explained by the length of run used
in obtaining the results in comparison with the average time required to find the
best local minimum known. If backtracking is used early in a search the effect can
be detrimental. Imagine the situation where a good but not optimal local minimum
has been found, the local minimum found may be the best in the vicinity that
kicking from the best solution known is likely to find. Kicking from the previous
local minimum can be an efficient way to diversify the search without resorting to
time consumingly large kicks.
If no backtracking is used in a search, although low ARPD are quickly obtained
it may take a long time to find the optimal solution. If it is desirable to find optimal
solutions rather than just very good solutions, a hybrid approach appears to be more
effective than either individual strategy, where the local search is started using the
'accept all' acceptance criterion, continuing with this strategy long enough so that
near optimal solutions are expected, before then changing the acceptance criterion
to 'accept better'.
Tables 6.9 and 6.10 demonstrate the benefit of using a hybrid approach. The
columns in each table give the results for a particular version of iterated dynasearch.
The first column for the version of iterated dynasearch uses the accept all criterion,
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The third contribution relates specifically to the application of dynasearch to the
linear ordering problem. An iterated dynasearch algorithm for this problem performs
significantly better than all other known local search algorithms, including the state-
of-the-art tabu search algorithm of Laguna, Marti & Campos (1998), with respect
to both solution quality and computation time. An iterated dynasearch algorithm
has already been shown to be the state-of-the-art algorithm for the single-machine
total weighted tardiness problem (see Chapter 5).
Our iterated local search algorithm for the chapter on the total weighted tardiness
problem shows that the random moves used in the kick can still be effective even if
they belong to the underlying local search neighbourhood. In this chapter we have
given more evidence of the ability of multiple random moves from the underlying
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to have the potential in the short term (Balas & Simonetti 1998) to be used in a
state-of-the-art local search procedure (Balas & Simonetti 1998). The rotational
pyramidal neighbourhood (Carlier & Villon 1990) seems to be only of academic
interest, unless suitable speedups are found to reduce the effective run time com-
plexity drastically from O(n
3). Many PSEN's are obviously not of practical interest
for reasons explained in section 4.3 and others are yet to be implemented.
We now turn our attention back to more competitive local search techniques
containing phases of edge exchanging descent.
7.2 Competitive local search techniques
Johnson & McGeoch (1997) review a large number of methods and believe the most
effective method to be the "kick" method, using Lin-Kernighan as the local optimiser
which they refer to as Iterated Lin-Kernighan (ILK) (see section 3.7). They state:
"It is now widely believed that the Martin-Otto-Felten approach, in particular the
ILK variant, is the most cost-effective way to improve on Lin-Kernighan, at least
until one reaches stratospheric running times."
The other seemingly most promising method is guided local search (GLS) as
proposed by Voudouris & Tsang (1999). GLS augments the cost function of the
problem to include a set of penalty terms for the edges and passes this problem,
instead of the original one, for minimisation by the local optimiser. The local opti-
miser's search is directed by the penalty terms and focuses attention on promising
regions of the search space. Iterative calls are made to a local optimiser. Each time
the local optimiser gets caught in a local minimum, the penalties are modified and
the local optimiser is called again to minimise the modified cost function (see section
3.8).
The most effective variant of GLS known uses 2-opt as the local optimiser method
and can easily outperform multi-start Lin-Kernighan. Although the implementa-
tion of GLS-2-opt by Voudouris & Tsang (1999) appears unable to compete with
the state-of-the art implementation of ILK (by Applegate, Bixby, Chvatal & Cook
1999), it does have the advantage of being far simpler to implement. The Voudouris
& Tsang (1999) implementation of GLS-2-opt is, according to the results in this
Chapter, more effective than the best implementation of iterated 3-opt (Stuetzle
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type, namely, eil76, kroalOO, bierl27, kroal50, ul59, kroa200, gil262, Iin318, pcb442,
u574, rat575, u724, rat783, prl002. Test instances att48, att532 have 2-dimensional
pseudo Euclidean distance edge type. Finally four of the twenty test problems have
geographical distance edge type (gr202, gr229, gr431 and gr666).
All of our dynasearch algorithms were coded in C and run on our SPARC 5/110
server station. Stuetzle's code was also written in C and run on our SPARC 5/110
server station. Voudouris and Tsang ran their algorithms on a DEC 3000 model
600 computer. The information collected by the Standard Performance Evaluation
Corporation (1992) indicates that the DEC 3000 model 600 is a factor 1.452 faster
than the SPARC 5/110, and accordingly we use this conversion factor to make a
direct comparison of computation times.
We compare the performance of the various local search heuristics using the
average relative percentage deviation (ARPD) of the solution value found by the
local search heuristic from the optimal.
7.5.2 A comparison of a range of local search algorithms
The table compares GLS and kick methods with a range of traditional and dy-
nasearch local optimisers. The results for GLS with 2-opt, 3-opt and Lin-Kernighan
are from Voudouris & Tsang (1999). The results for iterated 3-opt are from code
written by Stuetzle (1998b). Stuetzle's code appears to significantly outperform
Martin, Otto and Felten's (1991,1992) original implementation of iterated 3-opt,
and the implementation of the method by Voudouris & Tsang (1999), and is the
most competitive implementation of iterated 3-opt that we are aware of. The values
in the table are an average of 10 runs. Voudouris and Tsang's runs were given 5
minutes of computer time on DEC 3000 model 600, the dynasearch runs and Stuet-
zle's code were given a comparable time of 435 seconds on our SPARC station/server
5/110.
Our results suggest that GLS with restarts (R-GLS) as described in section
4.5.2 is the most effective way to use the local optimisation descent procedure 3-opt
dynasearch.
We found that the use of 3-opt dynasearch in the GLS procedure is more effective
than 2-opt dynasearch. As can be seen from the results in the table above, Voudouris
and Tsang (1999) found 2-opt to be more effective than 3-opt, which in turn wasChapter 7. The Travelling Salesman Problem 113
Problem
att48
eil76
kroAlOO
bierl27
kroA150
ul59
kroA200
gr202
gr229
gil262
Iin318
gr431
pcb442
att532
u574
rat575
gr666
u724
rat783
prl002
Average
Excess
Mean Excess (%) over 10 runs
GLS
LK
0
0
0
0.207
0.002
0
0.089
0.253
0.153
0.084
0.583
0.564
0.388
0.386
0.581
0.288
0.855
0.613
0.511
1.042
0.330
GLS
3-opt
0
0
0
0.002
0.001
0
0.007
0.012
0.015
0.046
0.129
0.134
0.038
0.225
0.279
0.171
0.498
0.337
0.285
0.945
0.156
GLS
2-opt
0
0
0
0
0
0
0
0
0.004
0.004
0.026
0.024
0.044
0.090
0.141
0.099
0.206
0.168
0.161
0.621
0.079
iter
3-opt
DB
0
0
0
0
0
0
0
0
0.024
0.017
0.164
0.290
0.278
0.233
0.114
0.191
0.283
0.232
0.452
1.315
0.180
iter
LK
DB
0
0
0
0
0
0
0
0
0.005
0
0.241
0.222
0.082
0.082
0.092
0.097
0.176
0.167
0.153
0.446
0.088
GLS
ds-3-opt
a=I
0
0
0
0
0
0
0
0
0
0
0.005
0.022
0.008
0.050
0.026
0.031
0.201
0.115
0.052
0.384
0.045
R-GLS
ds-3-opt
a=I
0
0
0
0
0
0
0
0
0
0
0
0.001
0
0.015
0.087
0.025
0.133
0.072
0.012
0.292
0.032
GLS
ds-2-opt
«=i
0
0
0
0
0
0
0
0.002
0.010
0
0.039
0.036
0.079
0.072
0.066
0.090
0.291
0.139
0.129
0.612
0.078
iter
ds-3-opt
DB
0
0
0
0
0
0
0
0.009
0.016
0
0.245
0.179
0.267
0.217
0.231
0.276
0.270
0.250
0.405
0.583
0.147
iter
ds-3-opt
2x3opts
0
0
0
0
0
0
0
0
0.030
0.013
0.089
0.142
0.246
0.161
0.176
0.196
0.141
0.256
0.308
0.497
0.113
Table 7.1: Computational results for a number of local search heuristics
found to be more effective than their implementation of Lin-Kernighan in the GLS
procedure. Overall the most effective local optimiser for GLS appears to be 3-opt
dynasearch.
The results in the table above suggest that our implementation of iterated 3-opt
dynasearch using two random 3-opt moves as a kick, outperforms our implemen-
tation of iterated 3-opt dynasearch using a random double bridged 4-opt move as
a kick, which in turn outperforms Stuetzle's implementation of iterated 3-opt. It
appears that our implementation of iterated 3-opt dynasearch is the most effective
iterated local search procedure which does not involve Lin-Kernighan as a local opti-
miser. This in itself may make our search procedure of interest to many researchers
as many authors including Johnson and McGeoch (1997) and Voudouris and Tsang
(1999) have commented on how time consuming and difficult it is to produce a
reasonable implementation of Lin-Kernighan.
GLS 3-opt appears to outperform all implementations of all local search proce-
dures except for iterated Lin-Kernighan, for the TSP.
In addition to outperforming the implementation of iterated Lin-Kernighan byChapter 7. The Travelling Salesman Problem 114
Voudouris and Tsang (1999) given in the table, our implementation of GLS dy-
nasearch 3-opt appears to be able to significantly outperform the results from John-
son's early implementation of iterated Lin-Kernighan in Johnson (1990), which are
quoted in Johnson and McGeoch (1997).
More recent implementations of iterated Lin-Kernighan appear to be consid-
erably more effective. Johnson says his current implementation of iterated Lin-
Kernighan can get within 0.0876 % of the optimal of Prl002 in 5 minutes on his SGI
R10000 (private communication 07/98). Our implementation of GLS dynasearch
can on average find the optimal to Prl002 in 21.43 minutes on SPARCstation/server
5/110 which is equivalent to less than 4 minutes on Johnson's computer. Applegate-
Bixby-Chvatal-Cook's version that they released in their "Concorde" distribution
appears to be the best implementation of iterated Lin-Kernighan. Johnson says it
is typically much faster than his for a given quality tour, (private communication
07/98) Applegate-Bixby-Chvatal-Cook's version using the Delaunay graph finds the
optimal for Prl002 in 98.65 sees on average on their 500 Mhz Dec Alpha 21164
(private communication 08/98) equivalent to approximately 3.5 minutes on John-
son's computer. However their version using the 3-quad nearest graph finds the
optimal for Prl002 even more quickly, averaging 60.53 sees on the same computer
(private communication 08/98) equivalent to approximately 2 minutes on Johnson's
computer.
7.6 Conclusions
The ultimate competitiveness of GLS dynasearch with the best implementations of
iterated Lin-Kernighan, is far from clear. Our implementation of guided local search
dynasearch appears more effective than the initial implementations of Iterated Lin-
Kernighan by Martin, Otto and Felten (1991, 1992), Johnson (1990), competitive
with Johnson (1997), but less effective than the apparent state-of-the-art implemen-
tation by Applegate, Bixby, Chvatal and Cook (1999). It is still possible that a
fine-tuned version of GLS Dynasearch could become the state-of-the-art method for
the TSP.
Given the detailed and time consuming coding required to implement Lin-Kernighan,
GLS with dynasearch 3-opt may have some value even if it is slightly less effective
than iterated Lin-Kernighan.Chapter 8. PSEN for the Linear Ordering Problem 126
8.7 Nested insert inside disjoint insert neighbour-
hood
The idea behind the nested insert inside disjoint insert neighbourhood is that even
though a disjoint neighbourhood move contains the set of disjoint moves which
produce the maximum increase in the objective function value, a further increase
may be possible by performing moves that are nested within the disjoint moves.
The choice of disjoint moves may change in light of the allowance of the additional
nested moves.
Only nested moves are allowed within the disjoint moves, thus enabling the best
nested neighbourhood move to be found for each partial sequence as a preprocessing
step. Consequently, there is a reduction in computational complexity as compared
with the more general combined disjoint and nested neighbourhood (see section 8.9).
1 2*3 4 5
X 6 "7 '8 9 10 11 12 13 14
 x 15
A nested inside disjoint block may be formed by combining a nested inside dis-
joint block with a nested block using the disjoint block operator.Chapter 9
Polynomially Searchable
Exponential Neighbourhoods for
the Travelling Salesman Problem
9.1 Int roduction
This chapter is concerned with new polynomially searchable exponential neigh-
bourhoods for the travelling salesman problem. A dynamic program is given for
each neighbourhood, and in most cases the size of the neighbourhood is calcu-
lated. Within the sections we show that all bar the overlapping neighbourhoods are
sub-neighbourhoods of the twisted sequence neighbourhood. A particular achieve-
ment is the calculation of the size of the twisted sequence neighbourhood. The
non-rotational neighbourhood size is equal to the number of twisted sequences of
a permutation; the value of which has remained open since the introduction of the
sequences by Aurenhammer (1988).
Before introducing any new neighbourhoods, we use the next three sections to
introduce the background material, by which we define and display many of our
new neighbourhoods. In section 9.2 we introduce some new notation and give some
definitions. In section 9.3 we give an alternative diagrammatic representation which
aims to make the underlying structure of many of the new neighbourhoods more
visible. In section 9.4 we define some blocks that will help us to define many of the
neighbourhoods in sections 9.5 and 9.6. For further background we refer back to
the first two sections of Chapter 8. An introduction to the concept giving rise to
our new PSENs is given in section 8.1 and an introduction to the methodology by
which we calculate the sizes of many of the new PSENs given in section 8.2.
Sections 9.5 and 9.6 of the current chapter contain neighbourhoods which canChapter 10
Conclusions and Extensions
In this thesis we have derived many new polynomially searchable exponential neigh-
bourhoods for three sequencing problems and successfully applied one of our PSEN
to each of the problems.
The new dynasearch neighbourhoods have been produced by combining simple
well-known neighbourhood moves (swap, insert and k-opt), so that the moves can be
performed together as a single move. The neighbourhood moves have been combined
in such a way that the effect of the combined move on the objective function is equal
to the sum of the effects of the individual moves from the underlying neighbourhood.
We have formed dynasearch neighbourhoods containing underlying moves:
• nested within each other;
• disjoint from each other;
• and in the case of the TSP overlapping each other.
Since each dynasearch move corresponds to a series of moves in a traditional local
search algorithm, dynasearch has a lookahead capability that is not present in these
previous methods.
We have successfully implemented disjoint dynasearch neighbourhoods for the
total weighted tardiness, linear ordering and travelling salesman problem. Our im-
plementation of iterated disjoint dynasearch is state-of-the-art both for the total
weighted tardiness problem and the linear ordering problem. Our implementation
of GLS (Guided local search) dynasearch appears to be competitive for the more
widely researched travelling salesman problem. We have found that the quality of
implementation may be a crucial factor in determining the relative competitiveness
of local search algorithms. Allowing for this factor, we feel that GLS (Voudouris &
Tsang 1999) deserves further research.