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Abstract
Let f be a transcendental meromorphic function and g(z) = f (z + 1) − f (z). A number of results are proved concerning
the existences of zeros and fixed points of g(z) or g(z)/f (z) which expand results of Bergweiler and Langley [W. Bergweiler,
J.K. Langley, Zeros of differences of meromorphic functions, Math. Proc. Cambridge Philos. Soc. 142 (2007) 133–147].
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1. Introduction and results
In this paper, we assume the reader is familiar with the basic notions of Nevanlinna’s value distribution theory (see
e.g. [10,16,18]). Let f be a function transcendental and meromorphic in the plane. The forward differences nf are
defined in the standard way [17, p. 52] by
f (z) = f (z + 1) − f (z), n+1f (z) = nf (z + 1) − nf (z), n = 0,1, . . . . (1.1)
Recently, a number of papers (including [1,2,4,8,9,13,15]) focus on complex difference equations and differences
analogues of Nevanlinna’s theory. Bergweiler and Langley [2] firstly investigated the existence of zeros of f (z) and
f (z)
f (z)
, and obtained many profound and significant results. The results may be viewed as discrete analogues of the
following existing theorem on the zeros of f ′.
Theorem A. (See [3,6,14].) Let f be transcendental and meromorphic in the plane with
lim
r→∞
T (r, f )
r
= 0. (1.2)
Then f ′ has infinitely many zeros.
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as in the hypotheses of Theorem A it follows from Hurwitz’ theorem that if z1 is a zero of f ′ then f (z + c) − f (z)
has a zero near z1 for all sufficiently small c ∈ C\{0}. This makes it natural to ask whether f (z + c) − f (z), for such
functions f , must always have infinitely many zeros or not. Bergweiler and Langley [2] answered this problem, and
obtained the following Theorems B–E.
If f is a transcendental entire function of order less than 1, then each difference nf , for n  1, obviously has
infinitely many zeros. Thus for entire f it is natural to consider zeros not of nf but rather of the divided difference
(nf )/f . Bergweiler and Langley proved the following theorems.
Theorem B. (See [2].) Let n ∈ N and f be a transcendental entire function of order of growth σ(f ) = σ < 12 and set
G(z) = 
nf (z)
f (z)
.
If G is transcendental then G has infinitely many zeros. In particular if f has order less than min{1/n,1/2} then G
is transcendental and has infinitely many zeros.
Theorem C. (See [2].) There exists δ0 ∈ (0,1/2) with the following property. Let f be a transcendental entire function
with order
σ(f ) σ < 1
2
+ δ0 < 1.
Then
G(z) = f (z)
f (z)
= f (z + 1) − f (z)
f (z)
has infinitely many zeros.
In [2], Bergweiler and Langley raised that it seems reasonable to conjecture that the conclusion of Theorem C in
fact holds for σ(f ) < 1.
Under the condition “at most finitely many zeros zj , zk satisfy zj − zk = c,” we consider this conjecture, and get
the following Theorem 2.
It is clear that for a given f all but countably many c ∈ C satisfy the hypotheses of Theorem 2.
In the following Theorem 3, we extend this result to the case that the order σ(f ) = 1 and the exponent of conver-
gence of zeros λ(f ) < 1.
In the following Theorem 1, we extend the result of Theorem B. The condition “σ(f ) < min{ 1
n
, 12 }” of Theorem B
is replaced by the condition “σ(f ) = 1
n
, 2
n
, . . . ,
[ n2 ]
n
and σ(f ) < 12 ” of Theorem 1.
In this paper, we also consider the fixed points of the difference and the divided difference. This is analogous to
the counterpart of zeros. The following theorems show that zeros and fixed points of the differences or the divided
differences have the same properties under the same conditions.
We will prove the following results on zeros and fixed points of the differences and the divided differences for
entire functions.
Theorem 1. Let n ∈ N and f be a transcendental entire function of order of growth σ(f ) = σ < 12 and σ = 1n , 2n ,
. . . ,
[ n2 ]
n
. Then
Gn(z) = 
nf (z)
f (z)
has infinitely many zeros and infinitely many fixed points.
Theorem 2. Let f be a transcendental entire function of order of growth σ(f ) = σ < 1. Let c ∈ C\{0} and a set
H = {zj } consist of all different zeros of f (z), satisfying any one of the following two conditions,
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(ii) limj→∞ | zj+1zj | = l > 1.
Then
G(z) = f (z)
f (z)
= f (z + c) − f (z)
f (z)
has infinitely many zeros and infinitely many fixed points.
Theorem 3. Let c ∈ C\{0} and f be a transcendental entire function of order of growth σ(f ) = σ = 1, and have
infinitely many zeros with the exponent of convergence of zeros λ(f ) = λ < 1. Then g(z) = f (z) = f (z+ c)− f (z)
has infinitely many zeros and infinitely many fixed points.
In particular if a set H = {zj } consists of all different zeros of f (z), satisfying any one of the following two
conditions,
(i) at most finitely many zeros zj , zk satisfy zj − zk = c;
(ii) limj→∞ | zj+1zj | = l > 1,
then
G(z) = f (z)
f (z)
= f (z + c) − f (z)
f (z)
has infinitely many zeros and infinitely many fixed points.
Remark 1. The following examples show that the condition λ(f ) < 1 of Theorem 3 cannot be replaced by λ(f ) = 1.
Example 1. The function f (z) = ez + 1 satisfies λ(f ) = 1 and any two zeros zj , zk of f (z) satisfy zj − zk = 1. But
g(z) = f (z + 1) − f (z) = (e − 1)ez and G(z) = f (z)
f (z)
= (e − 1)e
z
ez + 1
have no zero, and they have both infinitely many fixed points.
Example 2. The function f = ez + 12z2 − 12z+ 1 satisfies λ(f ) = 1 by Milloux’s theorem (see [10,18]). Then g(z) =
f (z + 1) − f (z) = (e − 1)ez + z has no fixed point, but it has infinitely many zeros.
When f is meromorphic, Bergweiler and Langley [2] consider the existence of zeros of the difference g(z) =
f (z + c) − f (z), and obtain:
Theorem D. Let f be a function transcendental and meromorphic of lower order μ(f ) < 1 in the plane. Let c ∈ C\{0}
be such that at most finitely many poles zj , zk of f satisfy zj − zk = c. Then g(z) = f (z) = f (z + c) − f (z) has
infinitely many zeros.
Bergweiler and Langley [2] also gave the following construction theorem to show that Theorem D fails without the
hypothesis on c, even for lower order 0.
Theorem E. Let φ(r) be a positive non-decreasing function on [1,∞) which satisfies limr→∞ φ(r) = ∞. Then there
exists a function f transcendental and meromorphic in the plane with
lim
r→∞
T (r, f )
r
< ∞ and lim
r→∞
T (r, f )
φ(r) log r
< ∞ (1.3)
such that g(z) = f (z) = f (z + 1) − f (z) has only one zero. Moreover, the function g satisfies
lim
r→∞
T (r, g)
φ(r) log r
< ∞. (1.4)
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(i) What can we say on the existence of zeros and fixed points of the divided difference f (z+c)−f (z)
f (z)
for a meromor-
phic function f ?
(ii) What can we say on the existence of zeros and fixed points of nf (z) for a meromorphic function f ?
(iii) Does a counterpart of Theorem E on fixed points exist?
In the following theorems, we answer these three problems, respectively.
Theorem 4. Let f be a transcendental meromorphic function of order of growth σ(f ) = σ < 1. Let c ∈ C\{0}, sets
A = {aj } and B = {bk} consist of all different zeros and poles of f (z) respectively, both satisfying any one of the
following two conditions,
(i) at most finitely many zeros aj1, aj2 (and poles bk1, bk2 ) satisfy aj1 − aj2 = c (and bk1 − bk2 = c);
(ii) limj→∞ | aj+1aj | = J > 1, and limk→∞ |
bk+1
bk
| = K > 1.
Then
g(z) = f (z) = f (z + c) − f (z) and G(z) = f (z)
f (z)
= f (z + c) − f (z)
f (z)
have both infinitely many zeros and infinitely many fixed points.
Theorem 5. Let n ∈ N and f be a transcendental meromorphic function of order of growth σ(f ) = σ < 1. Let
c ∈ C\{0} and a set B = {bj } consist of all poles of f (z), such that bj + kc /∈ B (k = 1, . . . , n) at most except finitely
many exceptions. Then gn(z) = nf (z) has infinitely many zeros and infinitely many fixed points.
Theorem 6. Let φ(r) be a positive non-decreasing function on [1,∞) which satisfies limr→∞ φ(r) = ∞. Then there
exists a function f transcendental and meromorphic in the plane with (1.3), and g(z) = f (z) has only one fixed
point. Moreover, the function g satisfies (1.4).
2. Lemmas for the proofs of theorems
Lemma 1. (See [2].) Let f be a function transcendental and meromorphic in the plane which satisfies (1.2), and with
the notation (1.1) let g = f and G = g/f . Then g and G are both transcendental.
Remark 2. Following Hayman [12, pp. 75–76], we define an ε-set to be a countable union of open discs not containing
the origin and subtending angles at the origin whose sum is finite. If E is an ε-set then the set of r  1 for which
the circle S(0, r) meets E has finite logarithmic measure, and for almost all real θ the intersection of E with the ray
arg z = θ is bounded.
Lemma 2. (See [2].) Let g be a function transcendental and meromorphic in the plane of order less than 1. Let h > 0.
Then there exists an ε-set E such that
g′(z + c)
g(z + c) → 0,
g(z + c)
g(z)
→ 1 as z → ∞ in C\E,
uniformly in c for |c| h. Further, E may be chosen so that for large z not in E the function g has no zeros or poles
in |ζ − z| h.
Lemma 3. (See [2].) Let f be a function transcendental and meromorphic in the plane of lower order μ(f ) < μ < 1.
Then there exist arbitrarily large R with the following properties. First,
T (32R,f ′) < Rμ.
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f (z + 1) − f (z) ∼ f ′(z) on |z| = r.
Lemma 4. (See [2].) Let n ∈ N. Let f be transcendental and meromorphic of order less than 1 in the plane. Then
there exists an ε-set En such that
nf (z) ∼ f (n)(z) as z → ∞ in C\En.
Lemma 5. (See [7].) Let f be a transcendental meromorphic function with σ(f ) = σ < ∞, H = {(k1, j1), (k2, j2),
. . . , (kq, jq)} be a finite set of distinct pairs of integers that satisfy ki > ji  0, for i = 1, . . . , q and let ε > 0 be
a given constant. Then there exists a set E ⊂ (1,∞) with finite logarithmic measure such that for all z satisfying
|z| /∈ E ∪ [0,1] and for all (k, j) ∈ H , we have∣∣∣∣f
(k)(z)
f (j)(z)
∣∣∣∣ |z|(k−j)(σ−1+ε).
Lemma 6. Let n ∈ N, c ∈ C\{0} and f be a transcendental meromorphic function of order of growth σ(f ) = σ < 1.
If
Gn(z) = 
nf (z)
f (z)
is transcendental, then Gn(z) has infinitely many fixed points.
Proof. Assume n, c, σ , f , Gn are as in the hypotheses. Set
G∗n(z) = Gn(z) − z,
then σ(G∗n(z)) = σ(Gn(z)) σ(f ) < 1, G∗n is transcendental, and we only need to prove G∗n(z) has infinitely many
zeros. By Lemma 4, there exists an ε-set En, such that, as z → ∞ in C\En,
Gn(z) = 
nf (z)
f (z)
∼ f
(n)(z)
f (z)
, (2.1)
where ε-set En contains all zeros and poles of Gn(z). So, there exists a subset F1 ⊂ (1,∞) of finite logarithmic
measure such that for large |z| = r not in F1, z /∈ En and
G∗n(z) ∼
f (n)(z)
f (z)
− z. (2.2)
By Lemma 5, for any given ε (0 < 2ε < 1 − σ ), there exists a subset F2 ⊂ (1,∞) of finite logarithmic measure such
that for large |z| = r not in F2,∣∣∣∣f
(n)(z)
f (z)
∣∣∣∣ |z|n(σ−1+ε). (2.3)
Set an ε-set E∗n consists of all zeros and poles of G∗n(z), then there exists a subset F3 ⊂ (1,∞) of finite logarithmic
measure such that if z ∈ E∗n , then |z| = r ∈ F3. Thus, by (2.2) and (2.3), we see that for large |z| = r /∈ [0,1] ∪ F1 ∪
F2 ∪ F3, G∗n(z) has no zero and pole on |z| = r , and
∣∣G∗n(z) + z∣∣=
∣∣∣∣f
(n)(z)
f (z)
(
1 + o(1))
∣∣∣∣ |z|ε < ∣∣G∗n(z)∣∣+ |z| (2.4)
holds on |z| = r . Applying the Rouché’s theorem to functions z and G∗n(z), we obtain that
n
(
r,
1
G∗n
)
− n(r,G∗n)= n
(
r,
1
z
)
− n(r, z) = 1. (2.5)
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scendental and σ(G∗n) < 1, we see that at least one of n(r, 1G∗n ) → ∞ and n(r,G∗n) → ∞ (as r → ∞) is true. Thus,
by (2.5), we see that n(r, 1
G∗n
) → ∞ and n(r,G∗n) → ∞ (as r → ∞) are both hold. Hence, G∗n(z) must have infinitely
many zeros. 
Lemma 7. (See [19].) Let fj (z) (j = 1, . . . , n) (n  2) be meromorphic functions, gj (z) (j = 1, . . . , n) be entire
functions, and satisfy
(i) ∑nj=1 fj (z)egj (z) ≡ 0;
(ii) when 1 j < k  n, gj (z) − gk(z) is not a constant;
(iii) when 1 j  n, 1 h < k  n,
T (r, fj ) = o
{
T
(
r, egh−gk
)}
(r → ∞, r /∈ E),
where E ⊂ (1,∞) is of finite linear measure or finite logarithmic measure.
Then fj (z) ≡ 0 (j = 1, . . . , n).
3. Proof of Theorem 1
Since f is a transcendental entire function of order of growth σ(f ) = σ < 12 and σ = 1n , 2n , . . . ,
[ n2 ]
n
, by Lemma 4,
we know that there exists an ε-set En, such that
nf (z) ∼ f (n)(z) (3.1)
as z → ∞ in C\En. From the Wiman–Valiron theory [11,16], there is a subset F ⊂ (1,∞) of finite logarithmic
measure such that for large r /∈ F , for all z satisfying |z| = r , and |f (z)| = M(r,f ),
f (n)(z)
f (z)
=
(
ν(r)
z
)n(
1 + o(1)), (3.2)
where ν(r) is the central index of f (z). By (3.1) and (3.2), we have
Gn(z) =
(
ν(r)
z
)n(
1 + o(1)). (3.3)
Assume Gn(z) is a rational function. Set H = {|z| = r: r ∈ En}. Then by Remark 2, H is of finite logarithmic
measure. Since limr→∞ logν(r)log r = σ , there is a sequence {r ′j } (r ′1 < r ′2 < · · · < r ′j → ∞) satisfying
lim
r ′j→∞
logν(r ′j )
log r ′j
= σ.
Set the logarithmic measure of H ∪ F , lm(H ∪ F) = log δ < ∞, then there is a point rj ∈ [r ′j , (δ + 1)r ′j ]\(H ∪ F).
Since
logν(rj )
log rj

logν(r ′j )
log[(δ + 1)r ′j ]
= logν(r
′
j )
log r ′j [1 + log(δ+1)log r ′j ]
,
we have
lim
rj→∞
logν(rj )
log rj
= σ, rj /∈ (H ∪ F). (3.4)
By (3.4), for any given ε (0 < ε < 1 − σ), we get that for sufficiently large j
r
(σ−1−ε)n
j 
(
ν(rj )
r
)n
 r(σ−1+ε)nj . (3.5)j
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Gn(z) ∼ βz−k (3.6)
where β = 0 is some constant and k is some positive integer. Since ε is arbitrary, by (3.3), (3.5) and (3.6), we can get
σ = 1 − k
n
.
This contradicts the condition σ = 1
n
, 2
n
, . . . ,
[ n2 ]
n
. So, Gn(z) is transcendental. By Theorem B, we see Gn(z) has
infinitely many zeros.
Finally, by Lemma 6, we see Gn(z) has infinitely many fixed points.
4. Proof of Theorem 2
Let f be a transcendental entire function of order of growth σ(f ) = σ < 1. By Lemma 1, we see that g(z) =
f (z + c) − f (z) is transcendental, so, g(z) has infinitely many zeros.
Now assume (i) holds, i.e. at most finitely many zeros zj , zk of f (z) satisfy zj − zk = c. If G(z) = g(z)f (z) has only
finitely many zeros, then all zeros of g(z) must be zeros of f (z) with at most finitely many exceptions. Suppose that a
set {z∗j } consists of all zeros of g(z), then f (z∗j ) = 0 and f (z∗j + c) = 0 at most except finitely many exceptions. This
contradicts our assumption that at most finitely many zeros zj , zk satisfy zj − zk = c.
Now assume (ii) holds. Then there exist δ (0 < δ < l − 1) and N(> 0), such that when j > N , δ|zj | > c and
|zj+1| − |zj | > δ|zj | > c.
Thus (i) holds. Hence G(z) has infinitely many zeros.
Finally, by Lemma 6, we see G(z) has infinitely many fixed points.
5. Proof of Theorem 3
Let f be a transcendental entire function of order of growth σ(f ) = σ = 1, and f have infinitely many zeros
with λ(f ) = λ < 1. Then we can write f (z) = h(z)eaz+b where a = 0 and b are constants, h(z) is an entire function
satisfying σ(h) = λ(h) = λ(f ). So,
g(z) = f (z) = (h(z + c)eac − h(z))eaz+b. (5.1)
First, we prove that g(z) has infinitely many zeros. By Lemma 2, there exists an ε-set E such that
h(z + c) ∼ h(z)
as z → ∞ in C\E. So,
h(z + c)eac − h(z) ∼ (eac − 1)h(z) (5.2)
as z → ∞ in C\E. We affirm that
h(z + c)eac − h(z) ≡ 0.
In fact, if eac − 1 = 0, then clearly h(z + c)eac − h(z) ≡ 0 by (5.2). If eac − 1 = 0, then if h(z + c)eac − h(z) ≡ 0,
then h(z + c) ≡ h(z), so, h(z) is a periodic function with period c, thus σ(h)  1, this contradicts our assumption
σ(h) = λ(f ) < 1.
If g(z) has only finitely many zeros, then by (5.1) there exists a nonzero polynomial p(z) such that
h(z + c)eac − h(z) = p(z). (5.3)
Thus, (5.2) and (5.3) give(
eac − 1)h(z) ∼ p(z)
as z → ∞ in C\E. This contradicts the fact that h(z) is a transcendental entire function. Hence, g(z) has infinitely
many zeros.
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g∗(z) = g(z) − z. (5.4)
Thus, we only need to prove g∗(z) has infinitely many zeros. If g∗(z) has only finitely many zeros, then by (5.1), we
can write
g∗(z) = p∗(z)edz+α,
where p∗(z) is a nonzero polynomial, d = 0 and α are constants. Without loss of generality, it may be assumed that
α = b. In fact, if α = b, then p∗(z)edz+α = eα−bp∗(z)edz+b , and eα−bp∗(z) is also a nonzero polynomial. So, by (5.1)
and (5.4), we get
p∗(z)edz+b = h0(z)eaz+b − z, (5.5)
where h0(z) = h(z + c)eac − h(z), h0(z) is transcendental and σ(h0) < 1. We affirm that a = d . In fact, if a = d ,
then (5.5) can be rewritten as
p∗(z)edz+b − h0(z)eaz+b + ze0 = 0,
it satisfies the conditions of Lemma 7. Thus, by Lemma 7, we get p∗(z) ≡ h0(z) ≡ z ≡ 0. This is a contradiction.
By (5.5), we get that
(
h0(z) − p∗(z)
)
eaz+b = z. (5.6)
By Lemma 7 and (5.6), we get that
h0(z) − p∗(z) ≡ 0, z ≡ 0.
This is a contradiction. Hence g(z) has infinitely many fixed points.
Third, we prove
G(z) = f (z)
f (z)
= h(z + c)e
ac − h(z)
h(z)
(5.7)
has infinitely many zeros. If G(z) has only finitely many zeros, then all zeros of h(z + c)eac − h(z) must be zeros of
h(z) at most except finitely many exceptions. Suppose that a set {z∗j } consists of all zeros of h(z+ c)eac − h(z). Then
h(z∗j ) = 0, h(z∗j + c) = 0 at most except finitely many exceptions. Thus f (z∗j ) = f (z∗j + c) = 0. This contradicts the
assumption (i) of the theorem. Hence G(z) has infinitely many zeros. If the assumption (ii) of the theorem holds, then
the assumption (i) holds.
Finally, using similar method as in the proof of Lemma 6, we can prove G(z) has infinitely many fixed points.
6. Proof of Theorem 4
Let f be a transcendental meromorphic function of order of growth σ(f ) = σ < 1. There is no loss of generality
in assuming that c = 1. From the proof of Theorem 3, we see that if the condition (ii) holds, then the condition (i)
holds. So, we may only prove the case that the condition (i) holds. By Theorem D, we see that g(z) has infinitely
many zeros.
Using similar method as in the proof of Theorem 3, we can prove that G(z) has infinitely many zeros.
Now we prove g(z) has infinitely many fixed points. Set g∗(z) = g(z) − z. Then g∗(z) is transcendental, and we
only need to prove g∗(z) has infinitely many zeros. To this end, we use similar method as in the proof of Theorem D
(see [2]). Assume σ1 is a constant satisfying σ(f ) = σ < σ1 < 1. Then σ(g∗) σ(f ) < σ1.
Let ε-set E contain all zeros and poles of g∗(z), f (z), f (z + 1), f ′(z) − z, and set for R ∈ (1,∞),
ER =
{
r: z ∈ E, |z| = r < R}, E∞ = {r: z ∈ E, |z| = r < ∞}.
Then by the property of ε-set and σ(f ) = σ < σ1 < 1, we see that E∞ has finite linear measure and ER = o(1)R2
as R → ∞.
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T (32R,f ′) < Rσ1, (6.1)
and there exists a set JR ⊆ [R2 ,R] of linear measure (1 − o(1))R2 , such that for r ∈ JR ,
f (z + 1) − f (z) ∼ f ′(z) on |z| = r, (6.2)
and JR ∩ ER = ∅.
Let
FR =
{
r ∈
[
R
2
,R
]
: n(r, f ) = n(r − 1, f )
}
. (6.3)
We note that there are at most o(R) points qk ∈ [R3 ,R] at which n(t, f ) is discontinuous by (6.1), and if r ∈ [R2 ,R] is
such that n(r, f ) > n(r − 1, f ), then r ∈ [qk, qk + 1] for some k. So, FR has linear measure
m(FR)
(
1 − o(1))R
2
. (6.4)
By (6.2)–(6.4) and JR ∩ ER = ∅, we see that there exists r ∈ FR ∩ JR such that f (z), f (z + 1), g∗(z) and f ′(z) − z
have no zero and pole on |z| = r . By the assumption (i) of the theorem, without loss of generality, we may assume
that zj ± 1 are not poles for all poles zj of f (z). Now by the hypotheses there exists r0 > 0, independent of R and r ,
such that if f (z) has pole of multiplicity m at z0 and r0  |z0| r − 1, then f (z0) = ∞ and f (z0 ± 1) = ∞ by above
assumption. Thus, by f (z0) = ∞, f (z0 ± 1) = ∞ and
g∗(z) = f (z + 1) − f (z) − z and g∗(z − 1) = f (z) − f (z − 1) − (z − 1),
we see that g∗(z0) = ∞, g∗(z0 − 1) = ∞ and the multiplicities of poles of g∗(z) at z0 and z0 − 1 are both m. So,
n(r, g∗) 2n(r, f ) + O(1) = 2n(r − 1, f ) + O(1). (6.5)
By (6.2) and the fact that g∗(z) and f ′(z) − z have no zero and pole on |z| = r ∈ FR ∩ JR , we obtain
∣∣g∗(z) + (−(f ′(z) − z))∣∣= ∣∣o(1)∣∣< ∣∣g∗(z)∣∣+ ∣∣f ′(z) − z∣∣. (6.6)
Thus g∗(z) and −(f ′(z) − z) satisfy the conditions of the Rouché’s theorem. By (6.2), (6.3), (6.5) and the Rouché’s
theorem, we deduce that for |z| = r ∈ FR ∩ JR ,
n
(
r,
1
g∗
)
= n
(
r,
1
f ′ − z
)
− n(r, f ′ − z) + n(r, g∗)
 n
(
r,
1
f ′ − z
)
− n(r, f ′ − z) + 2n(r − 1, f ) − O(1)
= n
(
r,
1
f ′ − z
)
− n(r, f ′) + 2n(r, f ) − O(1)
 n
(
r,
1
f ′ − z
)
− O(1). (6.7)
Since
lim
r→∞
T (r, f − z22 )
r
= lim
r→∞
T (r, f )
r
= 0,
by Theorem A, we see that f ′ − z has infinitely many zeros. So, g(z) has infinitely many fixed points.
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Let f be a transcendental meromorphic function of order of growth σ(f ) = σ < 1. There is no loss of generality
in assuming that c = 1. Let σ1 satisfy σ(f ) = σ < σ1 < 1. By Lemma 1, we see that gn(z) is transcendental.
We use similar method as in the proof of Theorem 4 to prove gn(z) has infinitely many zeros. By σ(f ) = σ <
σ1 < 1, there exists an ε-set En consisting of all zeros and poles of f (n)(z) and gn(z), such that ER = o(1)R2 (ER ⊂
[R2 ,R] is defined as in the proof of Theorem 4). By Lemma 4, we see that as z → ∞ and z /∈ En,
gn(z) = nf (z) ∼ f (n)(z) on |z| = r /∈ ER. (7.1)
Set JR = [R2 ,R]\ER , thus JR has linear measure
m(JR)
(
1 − o(1))R
2
. (7.2)
Let
FR =
{
r ∈
[
R
2
,R
]
: n(r, f ) = n(r − n,f )
}
. (7.3)
Because of the same reason as in the proof of Theorem 4, we see that FR has linear measure
m(FR)
(
1 − o(1))R
2
. (7.4)
Since
gn(z) = nf (z) =
n∑
j=0
(−1)n−jCjnf (z + jc) (7.5)
where Cjn (j = 0, . . . , n) are binomial coefficients, by the hypotheses of the theorem, there exists r0 > 0, independent
of R and r , such that if f (z) has pole of multiplicity m at z0 and r0  |z0|  r − n, then gn(z) has poles at z0 and
z0 − k (k = 1, . . . , n) of multiplicity m, respectively. So, combining this and (7.3), we get that for |z| = r ∈ FR ,
n(r, gn) (n + 1)n(r, f ) + O(1) = (n + 1)n(r − n,f ) + O(1). (7.6)
Applying the Rouche’s theorem to gn(z) and −f (n)(z), by (7.3) and (7.6), we deduce that for |z| = r ∈ FR ∩ JR ,
n
(
r,
1
gn
)
= n
(
r,
1
f (n)
)
− n(r, f (n))+ n(r, gn)
 n
(
r,
1
f (n)
)
− n(r, f (n))+ (n + 1)n(r − n,f ) − O(1)
= n
(
r,
1
f (n)
)
− n(r, f (n))+ (n + 1)n(r, f ) − O(1)
 n
(
r,
1
f (n)
)
− O(1).
Since
lim
r→∞
T (r, f (n−1))
r
= lim
r→∞
T (r, f )
r
= 0,
by Theorem A, we know that f (n) has infinitely many zeros. So, gn(z) has infinitely many zeros.
Finally, if we replace gn(z) and −f (n)(z) by gn(z) − z and −[f (n)(z) − z] respectively, and use the same method
as above, then we can prove gn(z) has infinitely many fixed points.
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By Theorem E, there exists a function f1 transcendental and meromorphic in the plane with
lim
r→∞
T (r, f1)
r
< ∞ and lim
r→∞
T (r, f1)
φ(r) log r
< ∞ (8.1)
such that
g1(z) = f1(z) = f1(z + 1) − f1(z) (8.2)
has only one zero. Moreover, the function g1 satisfies
lim
r→∞
T (r, g1)
φ(r) log r
< ∞. (8.3)
Now set
f (z) = f1(z) + 12z
2 − 1
2
z + 3. (8.4)
Then
g(z) = f (z) = f (z + 1) − f (z) = f1(z) + z = g1(z) + z.
Thus, g(z) has only one fixed point.
By (8.1)–(8.4), we see that f (z) satisfies (1.3), and g(z) satisfies (1.4).
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