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Abstract
This paper surveys some recent developments in fundamental limits and optimal al-
gorithms for network analysis. We focus on minimax optimal rates in three fundamental
problems of network analysis: graphon estimation, community detection, and hypothesis
testing. For each problem, we review state-of-the-art results in the literature followed
by general principles behind the optimal procedures that lead to minimax estimation
and testing. This allows us to connect problems in network analysis to other statistical
inference problems from a general perspective.
1 Introduction
Network analysis [52] has gained considerable research interests in both theory [12] and appli-
cations [51, 101]. In this survey, we review recent developments that establish the fundamen-
tal limits and lead to optimal algorithms in some of the most important statistical inference
tasks. Consider a stochastic network represented by an adjacency matrix A ∈ {0, 1}n×n.
In this paper, we restrict ourselves to the setting where the network is an undirected graph
without self loops. To be specific, we assume that Aij = Aji ∼ Bernoulli(θij) for all i < j.
The symmetric matrix θ ∈ [0, 1]n×n models the connectivity pattern of a social network and
fully characterizes the data generating process. The statistical problems we are interested
is to learn structural information of the network coded in the matrix θ. We focus on the
following three problems:
1. Graphon estimation. The celebrated Aldous-Hoover theorem [5, 61] asserts that the
exchangeability of {Aij} implies the representation that θij = f(ξi, ξj) with some non-
parametric function f(·, ·). Here, ξi’s are i.i.d. random variables uniformly distributed
in the unit interval [0, 1]. The function f is coined as the graphon of the network. The
problem of graphon estimation is to estimate f with the observed adjacency matrix.
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2. Community detection. Many social networks such as collaboration networks and polit-
ical networks exhibit clustering structure. This means that the connectivity pattern is
determined by the clustering labels of the network nodes. In general, for an assortative
network, one expects that two network nodes are more likely to be connected if they are
from the same cluster. For a disassortative network, the opposite pattern is expected.
The task of community detection is to learn the clustering structure, and is also referred
to as the problem of graph partition or network cluster analysis.
3. Hypothesis testing. Perhaps the most fundamental question for network analysis is
whether a network has some structure. For example, an Erdo˝s–Re´nyi graph has a
constant connectivity probability for all edges, and is regarded to have no interesting
structure. In comparison, a stochastic block model has a clustering structure that
governs the connectivity pattern. Therefore, before conducting any specific network
analysis, one should first test whether a network has some structure or not. The test
between an Erdo˝s–Re´nyi graph and a stochastic block model is one of the simplest
examples.
This survey will emphasize the developments of the minimax rates of the problems. The
state-of-the-art of the three problems listed above will be reviewed in Section 2, Section 3, and
Section 4, respectively. In each section, we will introduce critical mathematical techniques
that we use to derive optimal solutions. When appropriate, we will also discuss the general
principles behind the problems. This allows us to connect the results of the network analysis
to some other interesting statistical inference problems.
Real social networks are often sparse, which means that the number of edges are of a
smaller order compared with the number of nodes squared. How to model sparse networks
is a longstanding topic full of debate [73, 12, 33, 21]. In this paper, we adopt the notion of
network sparsity max1≤i<j≤n θij = o(1), which is proposed by [12]. Theoretical foundations
of this sparsity notion were investigated by [13, 17]. There are other, perhaps more natural,
notions of network sparsity, and we will discuss potential open problems in Section 5.
We close this section by introducing some notation that will be used in the paper. For
an integer d, we use [d] to denote the set {1, 2, ..., d}. Given two numbers a, b ∈ R, we use
a∨b = max(a, b) and a∧b = min(a, b). For two positive sequences {an}, {bn}, an . bn means
an ≤ Cbn for some constant C > 0 independent of n, and an  bn means an . bn and bn . an.
We write an  bn if an/bn → 0. For a set S, we use 1{S} to denote its indicator function and
|S| to denote its cardinality. For a vector v ∈ Rd, its norms are defined by ‖v‖1 =
∑n
i=1 |vi|,
‖v‖2 = ∑ni=1 v2i and ‖v‖∞ = max1≤i≤n |vi|. For two matrices A,B ∈ Rd1×d2 , their trace inner
product is defined as 〈A,B〉 = ∑d1i=1∑d2j=1AijBij . The Frobenius norm and the operator
norm of A are defined by ‖A‖F =
√〈A,A〉 and ‖A‖op = smax(A), where smax(·) denotes the
largest singular value.
2
2 Graphon estimation
2.1 Problem settings
Graphon is a nonparametric object that determines the data generating process of a random
network. The concept is from the literature of exchangeable arrays [5, 61, 66] and graph
limits [74, 37]. We consider a random graph with adjacency matrix {Aij} ∈ {0, 1}n×n, whose
sampling procedure is determined by
(ξ1, ..., ξn) ∼ Pξ, Aij |(ξi, ξj) ∼ Bernoulli(θij), where θij = f(ξi, ξj). (1)
For i ∈ [n], Aii = θii = 0. Conditioning on (ξ1, ..., ξn), the Aij ’s are mutually independent
across all i < j. The function f on [0, 1]2, which is assumed to be symmetric, is called
graphon. The graphon offers a flexible nonparametric way of modeling stochastic networks.
We note that exchangeability leads to independent random variables (ξ1, ..., ξn) sampled from
Uniform[0, 1], but for the purpose of estimating f , we do not require this assumption.
We point out an interesting connection between graphon estimation and nonparametric
regression. In the formulation of (1), suppose we observe both the adjacency matrix {Aij}
and the latent variables {(ξi, ξj)}, then f can simply be regarded as a regression function
that maps (ξi, ξj) to the mean of Aij . However, in the setting of network analysis, we only
observe the adjacency matrix {Aij}. The latent variables are usually used to model latent
features of the network nodes [59, 75], and are not always available in practice. Therefore,
graphon estimation is essentially a nonparametric regression problem without observing the
covariates, which leads to a new phenomenon in the minimax rate that we will present below.
In the literature, various estimators have been proposed. For example, a singular value
threshold method is analyzed by [23], later improved by [103]. The paper [73] considers a
Bayesian nonparametric approach. Another popular procedure is to estimate the graphon via
histogram or stochastic block model approximation [102, 22, 4, 89, 14, 15]. Minimax rates of
graphon estimation are investigated by [43, 46, 68].
2.2 Optimal rates
Before discussing the minimax rate of estimating a nonparametric graphon, we first consider
graphons that are block-wise constant functions. This is equivalently recognized as stochastic
block models (SBMs) [60, 88]. Consider Aij ∼ Bernoulli(θij) for all 1 ≤ i < j ≤ n. The class
of SBMs with k clusters is defined as
Θk =
{
{θij} ∈ [0, 1]n×n : θii = 0, θij = Buv = Bvu (2)
for (i, j) ∈ z−1(u)× z−1(v) with some Buv ∈ [0, 1] and z ∈ [k]n
}
.
In other words, the network nodes are divided into k clusters that are determined by the
cluster labels z. The subsets {Cu(z)}z∈[k] with Cu(z) = {i ∈ [n] : z(i) = u} form a partition
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of [n]. The mean matrix θ ∈ [0, 1]n×n is a piecewise constant with respect to the blocks
{Cu(z)× Cv(z) : u, v ∈ [k]}.
In this setting, graphon estimation is the same as estimating the mean matrix θ. If we
know the clustering labels z, then we can simply calculate the sample averages of {Aij} in
each block Cu(z)×Cv(z). Without the knowledge of z, a least-squares estimator proposed by
[43] is
θ̂ = argmin
θ∈Θk
‖A− θ‖2F, (3)
which can be understood as the sample averages of {Aij} over the estimated blocks {Cu(ẑ)×
Cv(ẑ)}.
To study the performance of the least-squares estimator θ̂, we need to introduce some
additional notation. Since θ̂ ∈ Θk, the estimator can be written as θ̂ij = B̂ẑ(i)ẑ(j) for some
B̂ ∈ [0, 1]k×k and some ẑ ∈ [k]n. The true matrix that generates A is denoted by θ∗. Then,
we define
θ˜ = argmin
θ∈Θk(ẑ)
‖θ∗ − θ‖2F.
Here, the class Θk(ẑ) ⊂ Θk consists of all SBMs with clustering structures determined by ẑ.
Then, we immediately have the Pythagorean identity
‖θ̂ − θ∗‖2F = ‖θ̂ − θ˜‖2F + ‖θ˜ − θ∗‖2F. (4)
By the definition of θ̂, we have the basic inequality ‖θ̂ − A‖2F ≤ ‖θ∗ − A‖2F. After a simple
rearrangement, we have
‖θ̂ − θ∗‖2F ≤ 2
∣∣∣〈θ̂ − θ∗, A− θ∗〉∣∣∣
≤ 2‖θ̂ − θ˜‖F
∣∣∣∣∣
〈
θ̂ − θ˜
‖θ̂ − θ˜‖F
, A− θ∗
〉∣∣∣∣∣+ 2‖θ˜ − θ∗‖F
∣∣∣∣∣
〈
θ˜ − θ∗
‖θ˜ − θ∗‖F
, A− θ∗
〉∣∣∣∣∣
≤ ‖θ̂ − θ∗‖F
√√√√∣∣∣∣∣
〈
θ̂ − θ˜
‖θ̂ − θ˜‖F
, A− θ∗
〉∣∣∣∣∣
2
+
∣∣∣∣∣
〈
θ˜ − θ∗
‖θ˜ − θ∗‖F
, A− θ∗
〉∣∣∣∣∣
2
,
where the last inequality is by Cauchy-Schwarz and (4). Therefore, we have
‖θ̂ − θ∗‖2F ≤
∣∣∣∣∣
〈
θ̂ − θ˜
‖θ̂ − θ˜‖F
, A− θ∗
〉∣∣∣∣∣
2
+
∣∣∣∣∣
〈
θ˜ − θ∗
‖θ˜ − θ∗‖F
, A− θ∗
〉∣∣∣∣∣
2
≤ sup
{v∈Θk:‖v‖F=1}
| 〈v,A− θ∗〉 |2 + max
1≤j≤kn
| 〈vj , A− θ∗〉 |2,
where {vj}1≤j≤kn are kn fixed matrices with Frobenius norm 1. To understand the last
inequality above, observe that θ̂−θ˜‖θ̂−θ˜‖F
belongs to Θk and has Frobenius norm 1, and the
matrix θ˜−θ
∗
‖θ˜−θ∗‖F
takes at most kn different values. Finally, an empirical process argument and
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a union bound leads to the inequalities
E
[
sup
{v∈Θk:‖v‖F=1}
| 〈v,A− θ∗〉 |2
]
. k2 + n log k,
E
[
max
1≤j≤kn
| 〈vj , A− θ∗〉 |2
]
. n log k,
which then implies the bound
E‖θ̂ − θ∗‖2F . k2 + n log k. (5)
The upper bound (5) consists of two terms. The first term k2 corresponds to the number
of parameters we need to estimate in an SBM with k clusters. The second term results from
not knowing the exact clustering structure. Since there are in total kn possible clustering
configurations, the complexity log(kn) = n log k enters the error bound. Even though the
bound (5) is achieved by an estimator that knows the value of k, a penalized version of
the least-squares estimator with the penalty λ(k2 + n log k) can achieve the same bound (5)
without the knowledge of k.
The paper [43] also shows that the upper bound (5) is sharp by proving a matching
minimax lower bound. While it is easy to see that the first term k2 cannot be avoided by
a classical lower bound argument of parametric estimation, the necessity of the second term
n log k requires a very delicate lower bound construction. It was proved by [43] that it is
possible to construct a B ∈ [0, 1]k×k, such that the set {Bz(i)z(j) : z ∈ [k]n} has a packing
number bounded below by ecn log k with respect to the norm ‖ · ‖F and the radius at the
order of
√
n log k. This fact, together with a standard Fano inequality argument, leads to the
desired minimax lower bound.
We summarize the above discussion into the following theorem.
Theorem 2.1 (Gao, Lu and Zhou [43]). For the loss function L(θ̂, θ) =
(
n
2
)−1∑
1≤i<j≤n(θ̂ij−
θij)
2, we have
inf
θ̂
sup
θ∈Θk
EL(θ̂, θ)  k
2
n2
+
log k
n
,
for all 1 ≤ k ≤ n.
Having understood minimax rates of estimating mean matrices of SBMs, we are ready
to discuss minimax rates of estimating general nonparametric graphons. We consider the
following loss function that is widely used in the literature of nonparametric regression,
L(f̂ , f) =
1(
n
2
) ∑
1≤i<j≤n
(
f̂(ξi, ξj)− f(ξi, ξj)
)2
.
Note that L(f̂ , f) = L(θ̂, θ) if we let θ̂ij = f̂(ξi, ξj) and θij = f(ξi, ξj). Then, the minimax
risk is defined as
inf
f̂
sup
f∈Hα(M)
sup
Pξ
EL(f̂ , f).
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Here, the supreme is over both the function class Hα(M) and the distribution Pξ that the
latent variables (ξ1, ..., ξn) are sampled from. While Pξ is allowed to range from the class of
all distributions, the Ho¨lder class Hα(M) is defined as
Hα(M) = {‖f‖Hα ≤M : f(x, y) = f(y, x) for x ≥ y} ,
where α > 0 is the smoothness parameter and M > 0 is the size of the class. Both are
assumed to be constants. In the above definition, ‖f‖Hα is the Ho¨lder norm of the function
f (see [43] for the details).
The following theorem gives the minimax rate of the problem.
Theorem 2.2 (Gao, Lu and Zhou [43]). We have
inf
f̂
sup
f∈Hα(M)
sup
Pξ
EL(f̂ , f) 
{
n−
2α
α+1 , 0 < α < 1,
logn
n , α ≥ 1,
where the expectation is jointly over {Aij} and {ξi}.
The minimax rate in Theorem 2.2 exhibits different behaviors in the two regimes de-
pending on whether α ≥ 1 or not. For α ∈ (0, 1), we obtain the classical minimax rate for
nonparametric regression. To see this, one can related the graphon estimation problem to a
two-dimensional nonparametric regression problem with sample size N = n(n−1)2 , and then it
is easy to see that N−
2α
2α+d  n− 2αα+1 for d = 2. This means for a nonparametric graphon that
is not so smooth, whether or not the latent variables {(ξi, ξj)} are observed does not affect
the minimax rate. In contrast, when α ≥ 1, the minimax rate scales as lognn , which does not
depend on the value of α anymore. In this regime, there is a significant difference between
the graphon estimation problem and the regression problem.
Both the upper and lower bounds in Theorem 2.2 can be derived by an SBM approxima-
tion. The minimax rate given by Theorem 2.2 can be equivalently written as
min
1≤k≤n
{
k2
n2
+
log k
n
+ k−2(α∧1)
}
,
where k
2
n2
+ log kn is the optimal rate of estimating a k-cluster SBM in Theorem 2.1, and k
−2(α∧1)
is the approximation error for an α-smooth graphon by a k-cluster SBM. As a consequence,
the least-squares estimator (3) is rate-optimal with k  n 1α∧1+1 . The result justifies the
strategies of estimating a nonparametric graphon by network histograms in the literature
[102, 22, 4, 89].
Despite its rate-optimality, an disadvantage of the least-squares estimator (3) is its com-
putational intractability. A naive algorithm requires an exhaustive search over all kn possible
clustering structures. Although a two-way k-means algorithm in [46] works well in practice,
there is no theoretical guarantee that the algorithm can find the global optimum in polyno-
mial time. An alternative strategy is to relax the constraint in the least-squares optimization.
For instance, let Θ˜k be the set of all symmetric matrices θ ∈ [0, 1]n×n that have at most k
6
ranks. It is easy to see Θk ⊂ Θ˜k. Moreover, the relaxed estimator θ̂ = argminθ∈Θ˜k ‖A− θ‖2F
can be computed efficiently through a simple eigenvalue decomposition. This is closely related
to the procedures discussed in [23]. However, such an estimator can only achieve the rate kn ,
which can be much slower than the minimax rate k
2
n2
+ log kn . To the best of our knowledge,
k
n
is the best known rate that can be achieved by a polynomial-time algorithm so far. We refer
the readers to [103] for more details on this topic.
2.3 Extensions to sparse networks
In many practical situations, sparse networks are more useful. A network is sparse if the
maximum probability of {Aij = 1} tends to zero as n tends to infinity. A sparse graphon f is
a symmetric nonnegative function on [0, 1] that satisfies supx,y f(x, y) ≤ ρ = o(1) [12, 13, 17].
Analogously, a sparse SBM is characterized by the space Θk(ρ) = {θ ∈ Θk : maxij θij ≤ ρ}.
An extension of Theorem 2.1 is given by the following result.
Theorem 2.3 (Klopp, Tsybakov and Verzelen [69]; Gao, Ma, Lu and Zhou [46]). We have
inf
θ̂
sup
θ∈Θk
EL(θ̂, θ)  min
{
ρ
(
k2
n2
+
log k
n
)
, ρ2
}
,
for all 1 ≤ k ≤ n.
Theorem 2.3 recovers the minimax rate of Theorem 2.1 if we set ρ  1. The result was
obtained independently by [69] and [46] around the same time. Besides the the loss function
L(·, ·) on the probability matrix, the paper [69] also considered integrated loss for the graphon
function.
To achieve the minimax rate, one can consider the least-squares estimator
θ̂ = argmin
θ∈Θk(ρ)
‖A− θ‖2F (6)
when k
2
n2
+ log kn ≥ ρ. In the situation when k
2
n2
+ log kn < ρ, the minimax rate is ρ
2 and can be
trivially achieved by θ̂ = 0.
Theorem 2.3 also leads to optimal rates of nonparametric sparse graphon estimation in a
Ho¨lder space [69, 46]. In addition, sparse graphon estimation in a privacy-aware setting [14]
and a heavy-tailed setting [15] have also been considered in the literature.
2.4 Biclustering and related problems
SBM can be understood as a special case of biclustering. A matrix has a biclustering structure
if it is block-wise constant with respect to both row and column clustering structures. The
biclustering model was first proposed by [57], and has been widely used in modern gene
expression data analysis [27, 78]. Mathematically, we consider the following parameter space
Θk,l =
{
{θij} ∈ Rn×m : θij = Bz1(i)z2(j), B ∈ Rk×l, z1 ∈ [k]n, z2 ∈ [l]m
}
.
7
Then, for the loss function L(θ̂, θ) = 1nm
∑n
i=1
∑m
j=1(θ̂ij − θij)2, it has been shown in [43, 46]
that
inf
θ̂
sup
θ∈Θk,l
EL(θ̂, θ)  kl
mn
+
log k
m
+
log l
n
, (7)
as long as log k  log l. The minimax rate (7) holds under both Bernoulli and Gaussian
observations. When k = l and m = n, the result (7) recovers Theorem 2.1.
The minimax rate (7) reveals a very important principle of sample complexity. In fact,
for a large collection of popular problems in high-dimensional statistics, the minimax rate is
often in the form of
(#parameters) + log(#models)
#samples
. (8)
For the biclustering problem, nm is the sample size and kl is the number of parameters.
Since the number of biclustering structures is knlm, the formula (8) gives (7).
To understand the general principle (8), we need to discuss the structured linear model
introduced by [45]. In the framework of structured linear models, the data can be written as
Y =XZ(B) +W ∈ RN ,
whereXZ(B) is the signal to be recovered andW is a mean-zero noise. The signal partXZ(B)
consists of a linear operator XZ(·) indexed by the model/structure Z and parameters that
are organized as B. The structure Z is in some discrete space Zτ , which is further indexed
by τ ∈ T for some finite set T . We introduce a function `(Zτ ) that determines the dimension
of B. In other words, we have B ∈ R`(Zτ ). Then, the optimal rate that recovers the signal
θ =XZ(B) with respect to the loss function L(θ̂, θ) =
1
N
∑N
i=1(θ̂i − θi)2 is given by
`(Zτ ) + log |Zτ |
N
. (9)
We note that (9) is a mathematically rigorous version of (8). In [45], a Bayesian nonparametric
procedure was proposed to achieve the rate (9). Minimax lower bounds in the form of (9)
have been investigated by [68] under a slightly different framework. Below we present a few
important examples of the structured linear models.
Biclustering. In this model, it is convenient to organize XZ(B) as a matrix in Rn×m
and then N = nm. The linear operator XZ(·) is determined by [XZ(B)]ij = Bz1(i)z2(j) with
Z = (z1, z2). With the relations τ = (k, l), T = [n]×[m], Zk,l = [k]n×[l]m, we get `(Zk,l) = kl
and log |Zk,l| = n log k +m log l, and the rate (7) can be derived from (9).
Sparse linear regression. The linear model Xβ with a sparse β ∈ Rp can also be written
as XZ(B). To do this, note that a sparse β implies a representation β
T = (βTS , 0
T
Sc) for some
subset S ⊂ [p]. Then, Xβ = X∗SβS = XZ(B), with the relations Z = S, τ = s, T = [p],
Zs = {S ⊂ [p] : |S| = s}, `(Zs) = s and B = βS . Since |Zs| =
(
p
s
)
, the numerator of
(9) becomes s + log
(
p
s
)  s log ( eps ), which is the well-known minimax rate of sparse linear
regression [38, 104, 91]. The principle (9) also applies to a more general row and column
sparsity structure in matrix denoising [77].
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Dictionary learning. Consider the model XZ(B) = BZ ∈ Rn×d for some Z{−1, 0, 1}p×d
and Q ∈ Rn×p. Each column of Z is assumed to be sparse. Therefore, dictionary learning
can be viewed as sparse linear regression without knowing the design matrix. With the
relations τ = (p, s), T = {(p, s) ∈ [n ∧ d] × [n] : s ≤ p} and Zp,s = {Z ∈ {−1, 0, 1}p×d :
maxj∈[d] |supp(Z∗j)| ≤ s}, we have `(Zp,s) + log |Zp,s|  np+ ds log eps , which is the minimax
rate of the problem [68].
The principle (8) or (9) actually holds beyond the framework of structured linear models.
We give an example of sparse principal component analysis (PCA). Consider i.i.d. observa-
tions X1, ..., Xn ∼ N(0,Σ), where Σ = V ΛV T +Ip belongs to the following space of covariance
matrices
F(s, p, r, λ) =
{
Σ = V ΛV T + Ip : 0 < λ ≤ λr ≤ ... ≤ λ1 ≤ κλ,
V ∈ O(p, r), |rowsupp(V )| ≤ s
}
,
where κ is a fixed constant. The goal of sparse PCA is to estimate the subspace spanned
by the leading r eigenvectors V . Here, the notation O(p, r) means the set of orthonormal
matrices of size p× r, rowsupp(V ) is the set of nonzero rows of V , and Λ is a diagonal matrix
with entries λ1, ..., λr. It is clear that sparse PCA is a covariance model and does not belong
to the class of structured linear models. Despite that, it has been proved in [20] that the
minimax rate of the problem is given by
inf
V̂
sup
Σ∈F(s,p,r,λ)
E‖V̂ V̂ T − V V T ‖2F 
λ+ 1
λ
r(s− r) + s log eps
n
. (10)
The minimax rate (10) can be understood as the product of λ+1λ and
r(s−r)+s log ep
s
n . The
second term
r(s−r)+s log ep
s
n is clearly a special case of (8). The first term
λ+1
λ can be un-
derstood as the modulus of continuity between the squared subspace distance used in (10)
and the intrinsic loss function of the problem (e.g. Kullback-Leibler), because the principle
(8) generally holds for an intrinsic loss function. In addition to the sparse PCA problem,
the minimax rate that exhibits the form of (8) or (9) can also be found in sparse canonical
correlation analysis (sparse CCA) [44, 49].
3 Community detection
3.1 Problem settings
The problem of community detection is to recover the clustering labels {z(i)}i∈[n] from the
observed adjacency matrix {Aij} in the setting of SBM (2). It has wide applications in
various scientific areas. Community detection has received growing interests in past several
decades. Early contributions to this area focused on various cost functions to find graph
9
clusters, in particular those based on graph cuts or modularity [51, 87, 86]. Recent research
has put more emphases on fundamental limits and provably efficient algorithms.
In order for the clustering labels to be identifiable, we impose the following conditions in
addition to (2),
min
1≤u≤k
Buu ≥ p, max
1≤u<v≤k
Buv ≤ q. (11)
This is referred to as the assortative condition, which implies that it is more likely for two
nodes in the same cluster to share an edge compared with the situation where they are from
two different clusters. Relaxation of the condition (11) is possible, but will not be discussed
in this survey. Given an estimator ẑ, we consider the following loss function
`(ẑ, z) = min
pi∈Sk
1
n
n∑
i=1
1{ẑ(i)6=pi◦z(i)}.
The loss function measures the misclassification proportion of ẑ. Since permutations of labels
correspond to the same clustering structure, it is necessary to take infimum over Sk in the
definition of `(ẑ, z).
In ground-breaking works by [85, 83, 79], it is shown that the necessary and sufficient
condition to find a ẑ that is positively correlated with z (i.e. `(ẑ, z) ≤ 12 − δ) when k = 2 is
n(p−q)2
2(p+q) > 1. Moreover, the necessary and sufficient condition for weak consistency (`(ẑ, z)→
0) when k = O(1) is n(p−q)
2
2(p+q) →∞ [84]. Optimal conditions for strong consistency (`(ẑ, z) = 0)
were studied by [84, 3]. When k = 2, it is possible to construct a strongly consistent ẑ if and
only if n(
√
p−√q)2 > 2 log n, and extensions to more general SBM settings were investigated
in [2]. We refer the readers to a thorough and comprehensive review by [1] for those modern
developments.
Here we will concentrate on the minimax rates and algorithms that can achieve them.
We favor the framework of statistical decision theory to derive minimax rates of the problem
because the results automatically imply optimal thresholds in both weak and strong con-
sistency. To be specific, the necessary and sufficient condition for weak consistency is that
the minimax rate converges to zero, and the necessary and sufficient condition for strong
consistency is that the minimax rate is smaller than 1/n, because of the equivalence between
`(ẑ, z) < 1/n and `(ẑ, z) = 0. In addition, the minimax framework is very flexible and
it allows us to naturally extend our results to more general degree corrected block models
(DCBMs).
3.2 Results for SBMs
We first formally define the parameter space that we will work with,
Θk(p, q, β) =
{
θ = {Bz(i)z(j)} ∈ Θk : nu(z) ∈
[
n
βk
,
βn
k
]
, B satisfies (11)
}
,
where the notation nu(z) stands for the size of the uth cluster, defined as nu(z) =
∑n
i=1 1{z(i)=u}.
We introduce a fundamental quantity that determines the signal-to-noise ratio of the com-
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munity detection problem,
I = −2 log
(√
pq +
√
(1− p)(1− q)
)
.
This is the Re´nyi divergence of order 1/2 between Bernoulli(p) and Bernoulli(q). The next
theorem gives the minimax rate for Θk(p, q, β) under the loss function `(ẑ, z).
Theorem 3.1 (Zhang and Zhou [107]). Assume nIk log k →∞, and then
inf
ẑ
sup
Θk(p,q,β)
E`(ẑ, z) =
exp
(−(1 + o(1))nI2 ) , k = 2,
exp
(
−(1 + o(1))nIβk
)
, k ≥ 3, (12)
where 1 + Ck/n ≤ β < √5/3 with some large constant C > 1 and 0 < q < p < (1 −
c0) with some small constant c0 ∈ (0, 1). In addition, if nI/k = O(1), then we have
inf ẑ supΘk(p,q,β) E`(ẑ, z)  1.
Theorem 3.1 recovers some of the optimal thresholds for weak and strong consistency
results in the literature. When k = O(1), weak consistency is possible if and only if
inf ẑ supΘk(p,q,β) E`(ẑ, z) = o(1), which is equivalently the condition nI → ∞ [84]. Simi-
larly, strong consistency is possible if and only if nI2 > log n when k = 2 and
nI
βk > log n
when k is not growing too fast [84, 3]. Between the weak and strong consistency regimes, the
minimax misclassification proportion converges to zero with an exponential rate.
To understand why Theorem 3.1 gives a minimax rate in an exponential form, we start
with a simple argument that relates the minimax lower bound to a hypothesis testing problem.
We only consider the case where 3 ≤ k = O(1) and nI →∞ are satisfied, and refer the readers
to [107] for the more general argument. We choose a sequence δ = δn that satisfies δ = o(1)
and log δ−1 = o(nI). Then, we choose a z∗ ∈ [k]n such that nu(z∗) ∈
[
n
βk +
δn
k ,
βn
k − δnk
]
for
any u ∈ [k] and n1(z∗) = n2(z∗) = d nβk + δnk e. Recall the notation Cu(z∗) = {i ∈ [n] : z∗(i) =
u}. Then, we choose some C˜1 ⊂ C1(z∗) and C˜1 ⊂ C1(z∗) such that |C˜1| = |C˜2| = dn1(z∗)− δnk e.
Define
T = C˜1 ∪ C˜2 ∪
(
∪ku=3Cu(z∗)
)
and ZT = {z ∈ [k]n : z(i) = z∗(i) for all i ∈ T} .
The set ZT corresponds to a sub-problem that we only need to estimate the clustering labels
{z(i)}i∈T c . Given any z ∈ ZT , the values of {z(i)}i∈T are known, and for each i ∈ T c,
there are only two possibilities that z(i) = 1 or z(i) = 2. The idea is that this sub-problem
is simple enough to analyze but it still captures the hardness of the original community
detection problem. Now, we define the subspace
Θ0k(p, q, β) =
{
θ ∈ {Bz(i)z(j)} ∈ Θk : z ∈ ZT , Buu = p,Buv = q, for all 1 ≤ u < v ≤ k
}
.
We have Θ0k(p, q, β) ⊂ Θk(p, q, β) by the construction of ZT . This gives the lower bound
inf
ẑ
sup
Θk(p,q,β)
E`(ẑ, z) ≥ inf
ẑ
sup
Θ0k(p,q,β)
E`(ẑ, z) = inf
ẑ
sup
z∈ZT
1
n
n∑
i=1
P{ẑ(i) 6= z(i)}. (13)
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The last inequality above holds because for any z1, z2 ∈ ZT , we have 1n
∑n
i=1 1{z1(i) 6=z2(i)} =
O( δkn ) so that `(z1, z2) =
1
n
∑n
i=1 1{z1(i) 6=z2(i)}. Continuing from (13), we have
inf
ẑ
sup
z∈ZT
1
n
n∑
i=1
P{ẑ(i) 6= z(i)} ≥ |T
c|
n
inf
ẑ
sup
z∈ZT
1
|T c|
∑
i∈T c
P{ẑ(i) 6= z(i)}
≥ |T
c|
n
1
|T c|
∑
i∈T c
inf
ẑ(i)
avez∈ZTP{ẑ(i) 6= z(i)}. (14)
Note that for each i ∈ T c,
inf
ẑ(i)
avez∈ZTP{ẑ(i) 6= z(i)}
≥ avez−i inf
ẑ(i)
(
1
2
P(z−i,z(i)=1) (ẑ(i) 6= 1) +
1
2
P(z−i,z(i)=2) (ẑ(i) 6= 2)
)
. (15)
Thus, it is sufficient to lower bound the testing error between each pair
(
P(z−i,z(i)=1),P(z−i,z(i)=2)
)
by the desired minimax rate in (12). Note that |T c| & δnk with a δ that satisfies log δ−1 =
o(nI). So the ratio |T c|/n in (14) can be absorbed into the o(1) in the exponent of the
minimax rate.
The above argument leading to (15) implies that we need to study the fundamental testing
problem between the pair
(
P(z−i,z(i)=1),P(z−i,z(i)=2)
)
. That is, given the whole vector z but
its ith entry, we need to test whether z(i) = 1 or z(i) = 2. This simple vs simple testing
problem can be equivalently written as
H1 : X ∼
m1⊗
i=1
Bern (p)⊗
m1+m2⊗
i=m1+1
Bern (q)
vs. H2 : X ∼
m1⊗
i=1
Bern (q)⊗
m1+m2⊗
i=m1+1
Bern (p) .
(16)
The optimal testing error of (16) is given by the following lemma.
Lemma 3.1 (Gao, Ma, Zhang and Zhou [50]). Suppose that as m1 → ∞, 1 < p/q = O(1),
p = o(1), |m1/m2 − 1| = o(1) and m1I →∞, we have
inf
φ
(PH1φ+ PH2(1− φ)) = exp (−(1 + o(1))m1I) .
Lemma 3.1 is an extension of the classical Chernoff–Stein theory of hypothesis testing
for constant p and q (see Chapter 11 of [31]). The error exponent m1I is a consequence
of calculating the Chernoff information between the two hypotheses in (16). In the setting
of (15), we have m1 = (1 + o(1))m2 = (1 + o(1))
nI
βk , which implies the desired minimax
lower bound for k ≥ 3 in (12). For k = 2, we can slightly modify the result of Lemma 3.1
with asymptotically different m1 and m2 but of the same order. In this case, one obtains
exp
(−(1 + o(1))m1+m22 I) as the optimal testing error, which explains why the minimax rate
in (12) for k = 2 does not depend on β.
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The testing problem between the pair
(
P(z−i,z(i)=1),P(z−i,z(i)=2)
)
is also the key that leads
to the minimax upper bound. Given the knowledge of z but its ith entry, one can use the
likelihood ratio test to recover z(i) with the optimal error given by Lemma 3.1. Inspired by
this fact, Gao et al. [48] considered a two-stage procedure to achieve the minimax rate (12).
In the first stage, one uses a reasonable initial label estimator ẑ0. This serves as an surrogate
for the true z. Then in the second stage, one needs to solve the estimated hypothesis testing
problem (
P(z−i=ẑ0−i,z(i)=1),P(z−i=ẑ0−i,z(i)=2), ...,P(z−i=ẑ0−i,z(i)=k)
)
. (17)
Since this is an upper bound procedure, we need to select from the k possible hypotheses.
The solution, derived by [48], is given by the formula
ẑ(i) = argmax
u∈[k]
 ∑
{j:ẑ0(j)=u}
Aij − ρ̂nu(ẑ0)
 . (18)
The number ρ̂ is a data-driven tuning parameter that has an explicit formula given ẑ0 (see
[48] for details). The formula (18) is intuitive. For the ith node, its clustering label is given
by the one that has the most connections with the ith node, offset by the size of that cluster
multiplied by ρ̂. This one-step refinement procedure enjoys good theoretical properties. As
was shown in [48], the minimax rate (12) can be achieved given a reasonable initialization
such as regularized spectral clustering. In practice, after updating all i ∈ [n] according to
(18), one can regard the current ẑ as the new ẑ0, and refine the estimator using (18) for a
second round. From our experience, this will improve the performance, and usually less than
ten steps of refinement is more than sufficient.
The “refinement after initialization” method is a commonly used idea in community
detection to achieve exponentially small misclassification proportion. Comparable results as
[48] are also obtained by [105, 106]. In addition to the likelihood-ratio-test type of refinement,
the paper [108] shows that a coordinate ascent variational algorithm also converges to the
minimax rate (12) given a good initialization.
3.3 Results for DCBMs
As was observed in [12, 109], SBM is not a satisfactory model for many real data sets. An
interesting generalization of SBM that captures degree heterogeneity was proposed by [34, 67],
called degree corrected block model (DCBM). DCBM assumes thatAij ∼ Bernoulli(didjBz(i)z(j)).
The extra sequence of parameters (d1, ..., dn) models individual sociability of network nodes.
This extra flexibility is important in real-world network data analysis.
However, the extra nuisance parameters (d1, ..., dn) impose new challenges for community
detection. There are not many papers that extend the results of SBM in [85, 83, 79, 84, 3, 2]
to DCBM. A few notable exceptions are [109, 26, 53, 54].
On the other hand, the decision theoretic framework can be naturally extended from SBM
to DCBM, and the results automatically imply optimal thresholds for both weak and strong
consistency.
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We first define the parameter space of DCBMs as
Θk(p, q, β, d; δ) =
{
θ = {didjBz(i)z(j)} : {Bz(i)z(j)} ∈ Θk(p, q, β),
∣∣∣∣∣
∑
i∈Cu(z) di
nu(z)
− 1
∣∣∣∣∣ ≤ δ
}
.
Note that the space Θk(p, q, β, d; δ) is defined for a given d ∈ Rn. This allows us to characterize
the minimax rate of community detection for each specific degree heterogeneity vector. The
inequality
∣∣∣∑i∈Cu(z) dinu(z) − 1∣∣∣ ≤ δ is a condition for z. This means that the average value of
{di}i∈Cu(z) in each cluster is roughly 1, which implies approximate identifiability of d,B, z in
the model.
Before stating the minimax rate, we also introduce the quantity J , which is defined by
the following equation,
exp(−J) =
 1n
∑n
i=1 exp
(−di nI2 ) , k = 2,
1
n
∑n
i=1 exp
(
−di nIβk
)
, k ≥ 3. (19)
When di = 1 for all i ∈ [n], J is the exponent that appears in the minimax rate of SBM in
(12).
Theorem 3.2 (Gao, Ma, Zhang and Zhou [50]). Assume min(J, log n)/ log k → ∞, the
sequence δ = δn satisfies δ = o(1) and log δ
−1 = o(J), and (d1, ..., dn) satisfies Condition N
in [50]. Then, we have
inf
ẑ
sup
Θk(p,q,β,d;δ)
E`(ẑ, z) = exp(−(1 + o(1))J), (20)
where 1 + Ck/n ≤ β <√5/3 and 1 < p/q ≤ C with some large constant C > 1.
With slightly stronger conditions, Theorem 3.2 generalizes the result of Theorem 3.1.
By (19) and (20), the minimax rate of community detection for DCMB is an average of
exp(−di nI2 ) or exp(−di nIβk ), depending on whether k = 2 or k ≥ 3. A node with a larger value
of di will be more likely clustered correctly.
Similar to SBM, the minimax rate of DCBM is also characterized by a fundamental testing
problem. With the presence of degree heterogeneity, the corresponding testing problem is
H1 : X ∼
m1⊗
i=1
Bern (d0dip)⊗
m1+m2⊗
i=m1+1
Bern (d0diq)
vs. H2 : X ∼
m1⊗
i=1
Bern (d0diq)⊗
m1+m2⊗
i=m1+1
Bern (d0dip) .
(21)
Here, we use 0 as the index of node whose clustering label is to be estimated. The optimal
testing error of (21) is given by the following lemma.
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Lemma 3.2 (Gao, Ma, Zhang and Zhou [50]). Suppose that as m1 → ∞, 1 < p/q = O(1),
pmax0≤i≤m1+m2 d2i = o(1), |m1/m2−1| = o(1) and
∣∣∣ 1m1 ∑m1i=1 d1 − 1∣∣∣∨∣∣∣ 1m2 ∑m2i=m1+1 di − 1∣∣∣ =
o(1). Then, whenever d0m1I →∞, we have
inf
φ
(PH1φ+ PH2(1− φ)) = exp (−(1 + o(1))d0m1I) .
A comparison between Lemma 3.2 and Theorem 3.2 reveals the principle that the minimax
clustering error rate can be viewed as the average minimax testing error rate.
Finally, we remark that the minimax rate (20) can be achieved by a similar “refinement
after initialization” procedure to that in Section 3.2. Some slight modification is necessary
for the method to be applicable in the DCBM setting, and we refer the readers to [50] for
more details.
3.4 Initialization procedures
In this section, we briefly discuss consistent initialization strategies so that we can apply the
refinement step (18) afterwards to achieve the minimax rate. The discussion will focus on the
SBM setting. The goal is to construct an estimator ẑ0 that satisfies `(ẑ0, z) = oP(1) under
a minimal signal-to-noise ratio requirement. We focus our discussion on the case k = O(1).
Then, we need a ẑ0 that is weakly consistent whenever nI → ∞. The requirement for ẑ0
when k →∞ was given in [48].
A very popular computationally efficient network clustering algorithm is spectral cluster-
ing [94, 81, 99, 100, 92, 24, 30]. There are many variations of spectral clustering algorithms.
In what follows, we present a version proposed by [50] that avoids the assumption of eigengap.
The algorithm consists of the following three steps:
1. Construct an estimator θ̂ of θ = EA.
2. Compute θ˜ = argminrank(θ)≤k ‖θ − θ̂‖2F.
3. Apply k-means algorithm on the rows of θ˜, and record the clustering result by ẑ0.
The three steps are highly modular and each one can be replaced by a different modifi-
cation, which leads to different versions of spectral clustering algorithms [110]. The vanilla
spectral clustering algorithm either chooses the adjacency matrix or the normalized graph
Laplacian as θ̂ in Step 1. Then, the k-means algorithm will be applied on the rows of Û
instead of those of θ˜ in Step 2, where Û ∈ Rn×k is the matrix that consists of the k leading
eigenvectors. In comparison, the choice of θ˜ in Step 2 can be written as θ˜ = Û Λ̂ÛT , where Λ̂
is a diagonal matrix that consists of the k leading eigenvalues of θ̂. Our modified Step 1 and
Step 2 make the algorithm consistent when nI →∞ without an eigengap assumption.
The choice of θ̂ in Step 1 is very important. Before discussing the requirement we need
for θ̂, we need to understand the requirement for θ˜. According to a standard analysis of
the k-means algorithm (see, for example, [72, 50]), a smaller E‖θ˜ − θ‖2F leads to a smaller
clustering error of ẑ0. Therefore, the least-squares estimator (6) will be the best option for θ˜
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because it is minimax optimal (Theorem 2.3). However, there is no known polynomial-time
algorithm to compute (6). On the other hand, the low-rank approximation in Step 2 can be
computed efficiently through eigenvalue decomposition, and it enjoys the risk bound
E‖θ˜ − θ‖2F = O
(
E‖θ̂ − θ‖2op
)
.
This means it is sufficient to find an θ̂ that achieves the minimal risk in terms of the squared
operator norm loss. In other words, we seek an optimal sparse graphon estimator θ̂ with
respect to the loss function ‖ · ‖2op. The fundamental limit of the problem is given by the
following theorem.
Theorem 3.3 (Gao, Lu and Zhou [43]). For n−1 ≤ ρ ≤ 1 and k ≥ 2, we have
inf
θ̂
sup
θ∈Θk(ρ)
E‖θ̂ − θ‖2op  ρn.
The minimax rate can be achieved by the estimator proposed by [28]. Define the trimming
operator Tτ : A 7→ Tτ (A) by replacing the ith row and the ith column of A with 0 whenever∑n
j=1Aij ≥ τ . Then, we set θ̂ = Tτ (A) with τ = C 1n−1
∑n
i=1
∑n
j=1Aij for some large
constant C > 0. This estimator can be shown to achieve the optimal rate given by Theorem
3.3 [28, 48]. When ρ & lognn or the graph is dense, the native estimator θ̂ = A also achieves
the minimax rate. This justifies the optimality of the results in [72] in the dense regime.
With θ̂ described in the last paragraph, the three steps in the algorithm are fully specified.
It can be shown that `(ẑ0, z) = o(1) with high probability as long as nI →∞ [48, 50].
Another popular version of spectral clustering is to apply k-means on the leading eigen-
vectors of the normalized graph Laplacian L = D−1/2AD−1/2, where D is a diagonal de-
gree matrix. The advantage of using graph Laplacian in spectral clustering is discussed in
[100, 93]. When the graph is sparse, it is important to use regularized version of graph Lapla-
cian [7, 90, 65], defined as Lτ = D
−1/2
τ AτD
−1/2
τ , where (Aτ )ij = Aij + τ/n and Dτ is the
degree matrix of Aτ . The regularization parameter plays a similar role as the τ in Tτ (A).
Performance of regularized spectral clustering is rigorously studied by [70, 48, 71].
For DCBM, it is necessary to apply a normalization for each row of θ˜ in Step 2. Instead of
applying k-means directly on the rows of θ˜, it is applied on
{
θ˜1∗/‖θ˜1∗‖, ..., θ˜n∗/‖θ˜n∗‖
}
. Then,
the dependence on the nuisance parameter di will be eliminated at each ratio θ˜i∗/‖θ˜i∗‖. The
idea of normalization is proposed by [63] and is further developed by [72, 90, 50].
Besides spectral clustering algorithms, another popular class of methods is semi-definite
programming (SDP) [19, 26, 6]. It has been shown that SDP can achieve strong consis-
tency with the optimal threshold of signal-to-noise ratio [55, 56]. Moreover, unlike spectral
clustering, the error rate of SDP is exponential rather than polynomial [40].
3.5 Some related problems
The minimax rates of community detection for both SBM and DCBM are exponential. A
fundamental principle for such discrete learning problems is the connection between minimax
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rates and optimal testing errors. In this section, we review several other problems in the
literature that share this connection.
Crowdsourcing. In many machine learning problems such as image classification and
speech recognition, we need a large amount of labeled data. Crowdsourcing provides an
efficient while inexpensive way to collect labels through online platforms such as Amazon
Mechanical Turk [96].
Though massive in amount, the crowdsourced labels are usually fairly noisy. The low
quality is partially due to the lack of domain expertise from the workers and presence of
spammers. Let {Xij}i∈[m],j∈[n] be the matrix of labels given by the ith worker to the jth
item. The classical Dawid and Skene model [35] characterizes the ith worker’s ability by a
confusion matrix
pi
(i)
gh = P(Xij = h|yj = g), (22)
which satisfies the probabilistic constraint
∑k
h=1 pi
(i)
gh = 1. Here, yj stands for the label of the
jth item, and it takes value in [k]. Given yj = g, Xij is generated by a categorical distribution
with parameter pi
(i)
g∗ = (pi
(i)
g1 , ..., pi
(i)
gk ). The goal is to estimate the true labels y = (y1, ..., yn)
using the observed noisy labels {Xij}.
With the loss function `(ŷ, y) = 1n
∑n
j=1 1{ŷj 6=yj}, it is proved by [47] that under certain
regularity conditions, the minimax rate of the problem is
inf
ŷ
sup
y∈[k]n
E`(ŷ, y) = exp (−(1 + o(1))mI(pi)) , (23)
where
I(pi) = −max
g 6=h
min
0≤t≤1
1
m
m∑
i=1
log
(
k∑
l=1
(
pi
(i)
gl
)1−t (
pi
(i)
hl
)t)
is a quantity that characterizes the collective wisdom of a crowd.
The fact that (23) takes a similar form as (12) is not a coincidence. The crowdsourcing
problem is essentially a hypothesis testing problem. For each j ∈ [n], one needs to select
from the k hypotheses {Hg}g∈[k], with the data generating process associated with Hg given
by (22).
Variable selection. Consider the problem of variable selection in the Gaussian sequence
model Xj ∼ N(θj , σ2) independently for j = 1, ..., d. The parameter space of interest is
defined as
Θd(s, a) =
θ ∈ Rd : θj = 0 if zj = 0, θj ≥ a if zj = 1, z ∈ {0, 1}d and
d∑
j=1
zj = s
 .
For any θ ∈ Θd(s, a), there are exactly s nonzero coordinates whose values are greater than
or equal to a.
With the loss function `(ẑ, z) = 1s
∑d
j=1 1{ẑj 6=zj}, the minimax risk of variable selection
derived by [18] is
inf
ẑ
sup
Θd(s,a)
E`(ẑ, z) = Ψ+(d, s, a), (24)
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where the quantity Ψ+(d, s, a) is given by
Ψ+(d, s, a) =
(
d
s
− 1
)
Φ
(
− a
2σ
− σ
a
log
(
d
s
− 1
))
+ Φ
(
− a
2σ
+
σ
a
log
(
d
s
− 1
))
.
The notation Φ(·) is the cumulative distribution function of N(0, 1). Obviously, the optimal
estimator that achieves the above minimax risk is the likelihood ratio test between N(0, σ2)
and N(a, σ2) weighted by the knowledge of sparsity s.
Despite the connection between variable selection and hypothesis testing, the minimax
risk (24) has two distinct features. First of all, the loss function is the number of wrong labels
divided by s instead of the overall dimension d. This is because the problem has an explicit
sparsity constraint, which is not present in community detection or crowdsourcing. Second,
given the Gaussian error, one can evaluate the minimax risk (24) exactly instead of just the
asymptotic error exponent. The result (24) can be extended to more general settings and we
refer the readers to [18].
Ranking. Consider n objects with ranks r(1), r(2), ..., r(n) ∈ [n]. We observe pairwise
interaction data {Xij}1≤i 6=j≤n that follow the generating process Xij = µr(i)r(j) + Wij . The
goal is to estimate the ranks r = (r(1), ..., r(n)) from the data matrix {Xij}1≤i 6=j≤n. A
natural loss function for the problem is `0(r̂, r) =
1
n
∑n
i=1 1{r̂(i)6=r(i)}. However, since ranks
have a natural order, we can also measure the difference |r̂(i) − r(i)| in addition to the
indicator whether or not r̂(i) = r(i). This motivates a more general `q loss function `q(r̂, r) =
1
n
∑
i=1 |r̂(i)−r(i)|q for some q ∈ [0, 2] by adopting the convention that 00 = 0. In particular,
`1(r̂, r) is equivalent to the well known Kendall tau distance [36] that is commonly used for
a ranking problem.
Rather than discussing the general framework in [41], we consider a special model with
Xij ∼ N(β(r(i)− r(j)), σ2). Then, the minimax rate of the problem in [41] is given by
inf
r̂
sup
r∈R
E`q(r̂, r) 

exp
(
−(1 + o(1))nβ2
4σ2
)
, nβ
2
4σ2
> 1,[(
nβ2
4σ2
)−1 ∧ n2]q/2 , nβ2
4σ2
≤ 1.
(25)
The set R is a general class of ranks that allow ties (approximate ranking). The detailed
definition is referred to [41]. If R is replaced by the set of all permutations (exact ranking
without tie), then the minimax rate (25) will still hold after nβ
2
4σ2
being replaced by nβ
2
2σ2
[25].
The rate (25) exhibits an interesting phase transition phenomenon. When the signal-to-
noise ratio nβ
2
4σ2
> 1, the minimax rate of ranking has an exponential form, much like the
minimax rate of community detection in (12). In contrast, when nβ
2
4σ2
≤ 1, the minimax rate
becomes a polynomial of the inverse signal-to-noise ratio.
When nβ
2
4σ2
> 1, the difficulty of ranking is determined by selecting among the following n
hypotheses (
Pr−i,r(i)=1,Pr−i,r(i)=2, ...,Pr−i,r(i)=n
)
,
for each i ∈ [n]. Since the error of the above testing problem is dominated by the neighboring
hypotheses, i.e., we need to decide whether Pr−i,r(i)=j or Pr−i,r(i)=j+1 is more likely, the min-
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imax ranking is then given by the exponential form in (25), where the exponent is essentially
the Chernoff information between Pr−i,r(i)=j and Pr−i,r(i)=j+1.
4 Testing network structure
4.1 Likelihood ratio tests for Erdo˝s–Re´nyi model vs. stochastic block model
Let A = AT ∈ {0, 1}n×n be the adjacency matrix of an undirected graph with no self-loop.
For any probability p ∈ [0, 1], let G1(n, p) denote the Erdo˝s–Re´nyi model where for all i < j,
Aij
iid∼ Bernoulli(p). For any p 6= q ∈ [0, 1], let G2(n, p, q) denote the following “mixture” of
SBMs. First, for i = 1, . . . , n, let z(i)− 1 iid∼ Bernoulli(1/2). Conditioning on the realization
of the z(i)’s, for all i < j,
Aij = Aji
ind∼
{
Bernoulli(p), if z(i) = z(j),
Bernoulli(q), if z(i) 6= z(j).
We start with the simple testing problem of
H0 : A ∼ G1
(
n,
p+ q
2
)
vs. H1 : A ∼ G2(n, p, q). (26)
As in the previous section, we allow p and q to scale with n. Under the present setting, both
null and alternative hypotheses are simple, and so the Neyman–Pearson lemma shows that
the most powerful test is the likelihood ratio test. In what follows, we review the structure of
the likelihood ratio statistics of the testing problem (26) in two different regimes determined
by whether the average node degree n2 (p + q) remains bounded or grows to infinity as the
graph size n tends to infinity. For convenience, denote the null distribution in (26) by P0,n
and the alternative distribution P1,n. We also define the following measure on the separation
of the alternative distribution from the null
t =
√
n(p− q)2
2(p+ q)
. (27)
The nontrivial cases are when t is finite.
The regime of bounded degrees. In the asymptotic regime where
np = a and nq = b are constants as n→∞, (28)
Mossel et al. [85] focused on the assortative case where p > q and showed that the testing
problem (26) has the following phase transition:
• When t < 1, P0,n and P1,n are asymptotically mutually contiguous, and so there is no
consistent test for (26);
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• When t > 1, P0,n and P1,n are asymptotically singular (orthogonal) and counting the
number of cycles of length blog1/4 nc in the graph leads to a consistent test.
Their proof relies on the coupling of the local neighborhood of a vertex in the random graph
with a Galton–Watson tree, which in turn depends crucially on the assumption (28) that the
expected degrees of nodes remain bounded as the graph size grows.
In this asymptotic regime, when t < 1, the asymptotic distribution of the log-likelihood
ratio can be characterized by that of the weighted sum of counts of m-cycles in the graph
for m ≥ 3. As far as asymptotic distribution is concerned, we can stop the summation at
mn = blog1/4 nc. For each positive integer j, let Xj = Xn,j be the counts of j-cycles in the
graph of size n. Following the lines of [85], one can actually show that when t < 1 and (28)
holds, one achieves the asymptotic power of the likelihood ratio test by rejects for large values
of
Lc =
mn∑
j=3
[Xn,j log(1 + δj)− λjδj ] (29)
with
λj =
1
2j
(
a+ b
2
)j
and δj =
(
a− b
a+ b
)j
.
To see this, one may replace Theorem 6 in [85] with Theorem 1 in [62]. Intuitively speaking,
the counts of short cycles determine the likelihood ratio in the contiguous regime.
The regime of growing degrees. Now consider the following growing degree asymptotic
regime where
np, nq →∞ as n→∞. (30)
For simplicity, further assume that p, q → 0 as n→∞, though all results in this part can be
generalized to cases where p and q converge to constants in (0, 1). Generalizing the contiguity
arguments developed by Janson [62], Banerjee [8] established under (30) the following phase
transition phenomenon similar to that in the bounded degree case:
• When t < 1, P0,n and P1,n are asymptotically mutually contiguous, and so there is no
consistent test for (26);
• When t > 1, P0,n and P1,n are asymptotically singular (orthogonal) and there is a
consistent test.
Let Ln =
dP1,n
dP0,n be the likelihood ratio of (26). Banerjee [8] showed that when t < 1 and (30)
holds, the log-likelihood ratio log(Ln) satisfies
log(Ln)
d→ N
(
−1
2
σ(t)2, σ(t)2
)
, under H0,
log(Ln)
d→ N
(
1
2
σ(t)2, σ(t)2
)
, under H1,
(31)
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where
σ(t)2 =
1
2
(
− log(1− t2)− t2 − t
4
2
)
.
Moreover, let pav =
1
2(p+ q) and for any integer i ≥ 3 define the signed cycles of length i as
Cn,i(A) =
∑
j0,j1,...,ji−1
[
Aj0j1 − pav√
npav(1− pav)
]
· · ·
[
Aji−1j0 − pav√
npav(1− pav)
]
, (32)
where j0, j1, . . . , ji−1 are all distinct and the summation is over all such i-tuples. Unlike the
actual counts of cycles used in the bounded degree regime, the signed cycles do not have
a straightforward interpretation as graph statistics. Banerjee [8] further showed that when
t < 1 and (30) holds, the statistic
Lsc =
∞∑
i=3
2tiCn,i(A)− t2i
4i
(33)
has the same asymptotic distributions as those in (31) under both null and alternative. In
other words, a test that rejects H0 for large values of Lsc has the same asymptotic power as
the likelihood ratio test which in turn is optimal by the Neyman–Pearson lemma. Finally,
when t > 1, with appropriate rejection regions, Lsc leads to a consistent test. Analogous to
(29), here the signed cycle statistics determine the likelihood ratio asymptotically within the
contiguous regime.
4.2 Tests with polynomial time complexity
By our setting, the null hypothesis in (26) is simple while the alternative averages over 2n
different possible configurations of the community assignment vector z = (z(1), . . . , z(n))T .
Therefore, direct evaluation of the likelihood ratio test in either asymptotic regime is of
exponential time complexity. It is therefore of great interest so see whether restricting one’s
attention to tests with polynomial time complexity would incur any penalty on statistical
optimality [11, 76]. Interestingly, one can show that for the testing problem (26), there are
polynomial time tests that are asymptotically as good as the likelihood ratio test.
The regime of bounded degrees. In view of (29), in order to achieve the asymptotic
powers of the likelihood ratio test, it suffices to count the numbers of m-cycles up to a slowly
growing upper bound on m, say mn = blog1/4 nc. Proposition 1 in [85] implied that this can
be achieved within O˜(n(a+ b)mn) time complexity in expectation.
The regime of growing degrees. We divide the discussion into two different regimes. In
view of (33), it suffices to focus on estimating the signed cycles up to a slowly growing upper
bound. In what follows, we divide the discussion into two parts according to edge density.
First, assume that np2 →∞. In this case, the average node degree grows at a faster rate
than
√
n. In this regime, Banerjee and Ma [9] showed that one can approximate the signed
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cycles by carefully designed linear spectral statistics of a rescaled adjacency matrix up to
mn = bmin(log1/2(np2), log1/4 n)c. In particular, define Acen = ( Aij−pav√
npav(1−pav)
1i 6=j). Moreover
for any univariate function g and any n-by-n symmetric matrix S, let Tr(g(S)) =
∑n
i=1 g(λi)
where the λi’s are the eigenvalues of S. Furthermore, define Pj(x) = 2Sj(x/2) where Sj is
the standard Chebyshev polynomial of degree j given by Sj(cos θ) = cos(jθ). Banerjee and
Ma [9] showed that when np2 →∞, a test that rejects for large values of
La =
mn∑
i=3
ti
2i
Tr(Pi(Acen)) (34)
achieves the asymptotic power of the likelihood ratio test within the contiguous regime.
Moreover, the mean and variance of La admit explicit formulae, and so the computational
cost of La is O˜(n
3) as the most demanding step in its evaluation is computing the eigenvalues
of an n-by-n matrix.
Next, we consider the regime where np → ∞, while np2 remains bounded. In this case,
instead of working with the adjacency matrix directly, we may work with a scaled version
of a weighted non-backtracking matrix proposed in [39]. For a graph with n vertices, there
are n(n − 1) distinct ordered pairs of (i, j) with i 6= j. Define a weighted non-backtracking
matrix B of size (n2 − n)-by-(n2 − n) indexed by pairs of all such ordered pairs as
B((i, j), (i′, j′)) =
{
(Acen)ij , when j = i
′ and j′ 6= i,
0, otherwise.
(35)
Banerjee and Ma [10] showed that as long as np → ∞, a test based on some carefully con-
structed linear spectral statistic of B achieves the asymptotic optimal power of the likelihood
ratio test. Regardless of the asymptotic condition, since the eigenvalues of B can always
be completed within O(n6) time complexity, the time complexity of the test is bounded by
O˜(n6).
Finally, we mention that when np → ∞ and t > 1, Montanari and Sen [82] showed that
SDP can be used to test (26) consistently.
4.3 Tests for more general settings
When it comes to network data analysis in real world, degree heterogeneity is an indispensable
feature for many social network data sets. This motivates us to consider a more general
version of the hypothesis testing problem (26). We use Gk(n, p, q,D) to denote the following
mixture of DCBMs. First, let z(i)
iid∼ Uniform([k]) for i ∈ [n], and independently let di iid∼ D
for i ∈ [n]. Then, conditioning on z(i)’s and di’s, for all i < j,
Aij = Aji
ind∼
{
Bernoulli(didjp), if z(i) = z(j),
Bernoulli(didjq), if z(i) 6= z(j).
In order that the model parameters are identifiable, we impose the constraint
Ed∼D(d2) = 1. (36)
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When p = q or k = 1, the model is reduced to Aij |(di, dj) ind∼ Bernoulli(didjp) for all i < j,
which is recognized as as the configuration model [97] and is closely related to the Chung-Lu
model [29] of random graphs with expected degrees. The task we consider here is to test
whether p = q (or k = 1) or p 6= q (or k > 1). The testing problem (26) can be viewed as a
special case with D being a delta measure at 1.
The key identity for the testing problem described above is revealed by the following
lemma.
Lemma 4.1 (Gao and Lafferty [42]). Define the population edge ( ), vee ( ), and trian-
gle ( ) probabilities by E = P(A12 = 1), V = P(A12A13 = 1), and T = P(A12A13A23) = 1.
Then, under A ∼ Gk(n, p, q,D) that satisfies (36), we have
T −
(
V
E
)3
=
(k − 1)(p− q)3
k3
. (37)
The relation (37) implies that k = 1 or p = q if and only if T − (V/E)3 = 0. Intuitively
speaking, when the network has more than one communities, its expected density of triangles
deviates from the benchmark of a configuration model. When T − (V/E)3 > 0, the network
has an assortative clustering structure; such a network will induce more triangles compared
with the configuration model. Conversely, the network will have a disassortative clustering
structure if T − (V/E)3 < 0, in which case there will be fewer triangles.
A remarkable feature of the equation (37) is its independence of the distribution D that
characterizes the heterogeneity of the network nodes. Therefore, in order to test whether the
null hypothesis is true or not, one does not need to estimate these nuisance parameters.
The asymptotic distribution of the empirical version of T−(V/E)3 is given by the following
theorem.
Theorem 4.1 (Gao and Lafferty [42]). Consider the empirical versions of E, V , and T ,
defined as
Ê =
(
n
2
)−1∑
i<j
Aij ,
V̂ =
(
n
3
)−1 ∑
i<j<l
AijAil +AijAjl +AilAjl
3
,
T̂ =
(
n
3
)−1 ∑
i<j<l
AijAilAjl.
In addition to (36), assume Ed∼D(d4) = O(1) and n−1  p  q  n−2/3. Suppose
δ = lim
n→∞
(k − 1)(p− q)3√
6
(
n
k(p+ (k − 1)q)
)3/2
∈ [0,∞).
Then, we have
2
√(
n
3
)(√
T̂ − (V̂ /Ê)3/2
)
 N(δ, 1),
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under the data generating process A ∼ Gk(n, p, q,D).
Under the null hypothesis, we have k = 1, which implies δ = 0. This leads to the
asymptotic distribution N(0, 1), and one can use the standard Gaussian quantile to deter-
mine the threshold of rejecting the null with a Type-1 error control. Under the alternative
hypothesis, it is easy to see that |δ| 
(
n(p−q)2
k4/3(p+q)
)3/2
. This implies a consistent test whenever
n(p−q)2
k4/3(p+q)
→∞, a condition that is slightly stronger than the optimal one discussed in Section
4.1, but applies to a much more general setting that even allows for a growing k.
One advantage of the above test is its applicability to real social network data because
of both its simplicity and its invariance with respect to the distribution of the degree het-
erogeneity parameters. This provides practitioners a very useful tool to screen thousands of
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0.8327689 0.8335196 0.8343928 0.841252 0.8599371 0.8645103 0.8830732 0.9002331 0.9227689 0.9282585
Figure 1: Facebook neighborhood graphs, each with between 30 and 40 nodes, extracted from the
Facebook 100 dataset. Top: 20 graphs with the smallest p-values. Bottom: 20 graphs with the largest.
Community structure is readily apparent in the top graphs, and lacking in the bottom graphs.
networks and only select those with potentially interesting community structure for further
studies. Figure 1 visualize real Facebook neighborhood graphs with small and large p-values.
Although the model Gk(n, p, q,D) is very flexible to derive a testing procedure that works
really well in practice, further extensions are still possible by considering mixtures of degree
corrected mixed membership models with possibly unbalanced community sizes. A test using
more complicated subgraph counts including short paths and cycles is proposed by [64], and
similar theoretical results as Theorem 4.1 are obtained.
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5 Discussion
There are a number of open problems in the research topics we have discussed. For graphon
estimation, the best rate achievable by polynomial-time algorithms has not been well under-
stood. For community detection, even in the simple SBM setting, dependence of the tightest
separation condition on the number of clusters k is an interesting problem worth further
investigation. Furthermore, a challenging next step in network testing is to test a composite
null of a k-community model against a composite alternative of models with more than k
communities.
The paper is focused on the notion of network sparsity introduced by [12, 13, 17]. Math-
ematically speaking, a network is sparse if max1≤i<j≤n θij = o(1). However, this notion of
sparsity contradicts the property of exchangeability [73], which is crucial for the inferential
results to be able to generalize to the entire population [80]. Recently, two alternative notions
of network sparsity have been developed in the literature. One of the proposals considers
sparse networks induced by exchangeable random measures [21, 98, 16], and the other consid-
ers the notion of edge exchangeability [33, 32]. Unlike the framework of [12, 13, 17], these two
alternative notions of sparsity allow well-defined sparse network models on the entire popula-
tion, which implies a valid out-of-sample inference. However, rigorous and optimal statistical
estimation and inference under these two frameworks are not well developed, except for only a
few recent efforts [95, 58]. It is natural to ask whether the current state-of-the-art techniques
of network analysis discussed in this paper can be modified or generalized to analyze sparse
networks in these two alternative exchangeability frameworks. This question is of obvious
significance and deserves extensive efforts of future research.
References
[1] E. Abbe. Community detection and stochastic block models: Recent developments. Journal of
Machine Learning Research, 18(177):1–86, 2018.
[2] E. Abbe and C. Sandon. Community detection in general stochastic block models: Fundamental
limits and efficient algorithms for recovery. In Foundations of Computer Science (FOCS), 2015
IEEE 56th Annual Symposium on, pages 670–688. IEEE, 2015.
[3] E. Abbe, A. S. Bandeira, and G. Hall. Exact recovery in the stochastic block model. IEEE
Transactions on Information Theory, 62(1):471–487, 2016.
[4] E. M. Airoldi, T. B. Costa, and S. H. Chan. Stochastic blockmodel approximation of a graphon:
Theory and consistent estimation. In Advances in Neural Information Processing Systems, pages
692–700, 2013.
[5] D. J. Aldous. Representations for partially exchangeable arrays of random variables. Journal
of Multivariate Analysis, 11(4):581–598, 1981.
[6] A. A. Amini and E. Levina. On semidefinite relaxations for the block model. The Annals of
Statistics, 46(1):149–179, 2018.
25
[7] A. A. Amini, A. Chen, P. J. Bickel, and E. Levina. Pseudo-likelihood methods for community
detection in large sparse networks. The Annals of Statistics, 41(4):2097–2122, 2013.
[8] D. Banerjee. Contiguity and non-reconstruction results for planted partition models: the dense
case. Electronic Journal of Probability, 23, 2018.
[9] D. Banerjee and Z. Ma. Optimal hypothesis testing for stochastic block models with growing
degrees. arXiv preprint arXiv:1705.05305, 2017.
[10] D. Banerjee and Z. Ma. Non-backtracking matrices and optimal hypothesis testing for stochastic
block models with growing degrees. 2018.
[11] Q. Berthet and P. Rigollet. Complexity theoretic lower bounds for sparse principal component
detection. In Conference on Learning Theory, pages 1046–1066, 2013.
[12] P. J. Bickel and A. Chen. A nonparametric view of network models and newman–girvan and
other modularities. Proceedings of the National Academy of Sciences, 106(50):21068–21073,
2009.
[13] C. Borgs, J. T. Chayes, H. Cohn, and Y. Zhao. An lp theory of sparse graph convergence i: limits,
sparse random graph models, and power law distributions. arXiv preprint arXiv:1401.2906,
2014.
[14] C. Borgs, J. Chayes, and A. Smith. Private graphon estimation for sparse graphs. In Advances
in Neural Information Processing Systems, pages 1369–1377, 2015.
[15] C. Borgs, J. T. Chayes, H. Cohn, and S. Ganguly. Consistent nonparametric estimation for
heavy-tailed sparse graphs. arXiv preprint arXiv:1508.06675, 2015.
[16] C. Borgs, J. T. Chayes, H. Cohn, and N. Holden. Sparse exchangeable graphs and their limits
via graphon processes. Journal of Machine Learning Research, 18(210):1–71, 2018.
[17] C. Borgs, J. T. Chayes, H. Cohn, and Y. Zhao. An lp theory of sparse graph convergence ii: Ld
convergence, quotients and right convergence. The Annals of Probability, 46(1):337–396, 2018.
[18] C. Butucea, M. Ndaoud, N. A. Stepanova, and A. B. Tsybakov. Variable selection with hamming
loss. The Annals of Statistics, 46(5):1837–1875, 2018.
[19] T. T. Cai and X. Li. Robust and computationally feasible community detection in the presence
of arbitrary outlier nodes. The Annals of Statistics, 43(3):1027–1059, 2015.
[20] T. T. Cai, Z. Ma, and Y. Wu. Sparse pca: Optimal rates and adaptive estimation. The Annals
of Statistics, 41(6):3074–3110, 2013.
[21] F. Caron and E. B. Fox. Sparse graphs using exchangeable random measures. Journal of the
Royal Statistical Society: Series B (Statistical Methodology), 79(5):1295–1366, 2017.
[22] S. Chan and E. Airoldi. A consistent histogram estimator for exchangeable graph models. In
International Conference on Machine Learning, pages 208–216, 2014.
[23] S. Chatterjee. Matrix estimation by universal singular value thresholding. The Annals of
Statistics, 43(1):177–214, 2015.
26
[24] K. Chaudhuri, F. Chung, and A. Tsiatas. Spectral clustering of graphs with general degrees in
the extended planted partition model. In Conference on Learning Theory, pages 35–1, 2012.
[25] P. Chen and C. Gao. Minimax estimation of permutations. 2018.
[26] Y. Chen, X. Li, and J. Xu. Convexified modularity maximization for degree-corrected stochastic
block models. The Annals of Statistics, 46(4):1573–1602, 2018.
[27] Y. Cheng and G. M. Church. Biclustering of expression data. In Proceedings of the Eighth
International Conference on Intelligent Systems for Molecular Biology, pages 93–103. AAAI
Press, 2000.
[28] P. Chin, A. Rao, and V. Vu. Stochastic block model and community detection in sparse graphs:
A spectral algorithm with optimal rate of recovery. In Conference on Learning Theory, pages
391–423, 2015.
[29] F. Chung and L. Lu. The average distances in random graphs with given expected degrees.
Proceedings of the National Academy of Sciences, 99(25):15879–15882, 2002.
[30] A. Coja-Oghlan. Graph partitioning via adaptive spectral techniques. Combinatorics, Proba-
bility and Computing, 19(2):227–284, 2010.
[31] T. M. Cover and J. A. Thomas. Elements of information theory. John Wiley & Sons, 2012.
[32] H. Crane. Probabilistic Foundations of Statistical Network Analysis. Chapman and Hall/CRC,
2018.
[33] H. Crane and W. Dempsey. Edge exchangeable models for network data. arXiv preprint
arXiv:1603.04571, 2016.
[34] A. Dasgupta, J. E. Hopcroft, and F. McSherry. Spectral analysis of random graphs with skewed
degree distributions. In Foundations of Computer Science, 2004. Proceedings. 45th Annual IEEE
Symposium on, pages 602–610. IEEE, 2004.
[35] A. P. Dawid and A. M. Skene. Maximum likelihood estimation of observer error-rates using the
em algorithm. Applied statistics, pages 20–28, 1979.
[36] P. Diaconis and R. L. Graham. Spearman’s footrule as a measure of disarray. Journal of the
Royal Statistical Society. Series B (Methodological), pages 262–268, 1977.
[37] P. Diaconis and S. Janson. Graph limits and exchangeable random graphs. arXiv preprint
arXiv:0712.2749, 2007.
[38] D. L. Donoho and I. M. Johnstone. Minimax risk over `p-balls for `q-error. Probability Theory
and Related Fields, 99(2):277–303, 1994.
[39] Z. Fan and A. Montanari. How well do local algorithms solve semidefinite programs? In
Proceedings of the 49th Annual ACM SIGACT Symposium on Theory of Computing, pages
604–614. ACM, 2017.
[40] Y. Fei and Y. Chen. Exponential error rates of sdp for block models: Beyond grothendieck’s
inequality. IEEE Transactions on Information Theory, 2018.
27
[41] C. Gao. Phase transitions in approximate ranking. arXiv preprint arXiv:1711.11189, 2017.
[42] C. Gao and J. Lafferty. Testing for global network structure using small subgraph statistics.
arXiv preprint arXiv:1710.00862, 2017.
[43] C. Gao, Y. Lu, and H. H. Zhou. Rate-optimal graphon estimation. The Annals of Statistics, 43
(6):2624–2652, 2015.
[44] C. Gao, Z. Ma, Z. Ren, and H. H. Zhou. Minimax estimation in sparse canonical correlation
analysis. The Annals of Statistics, 43(5):2168–2197, 2015.
[45] C. Gao, A. W. van der Vaart, and H. H. Zhou. A general framework for bayes structured linear
models. arXiv preprint arXiv:1506.02174, 2015.
[46] C. Gao, Y. Lu, Z. Ma, and H. H. Zhou. Optimal estimation and completion of matrices with
biclustering structures. Journal of Machine Learning Research, 17(161):1–29, 2016.
[47] C. Gao, Y. Lu, and D. Zhou. Exact exponent in optimal rates for crowdsourcing. In International
Conference on Machine Learning, pages 603–611, 2016.
[48] C. Gao, Z. Ma, A. Y. Zhang, and H. H. Zhou. Achieving optimal misclassification proportion
in stochastic block models. The Journal of Machine Learning Research, 18(1):1980–2024, 2017.
[49] C. Gao, Z. Ma, and H. H. Zhou. Sparse cca: Adaptive estimation and computational barriers.
The Annals of Statistics, 45(5):2074–2101, 2017.
[50] C. Gao, Z. Ma, A. Y. Zhang, and H. H. Zhou. Community detection in degree-corrected block
models. The Annals of Statistics, 46(5):2153–2185, 2018.
[51] M. Girvan and M. E. Newman. Community structure in social and biological networks. Pro-
ceedings of the national academy of sciences, 99(12):7821–7826, 2002.
[52] A. Goldenberg, A. X. Zheng, S. E. Fienberg, and E. M. Airoldi. A survey of statistical network
models. Foundations and Trends R© in Machine Learning, 2(2):129–233, 2010.
[53] L. Gulikers, M. Lelarge, and L. Massoulie´. An impossibility result for reconstruction in a degree-
corrected planted-partition model. arXiv preprint arXiv:1511.00546, 2015.
[54] L. Gulikers, M. Lelarge, and L. Massoulie´. A spectral method for community detection in
moderately sparse degree-corrected stochastic block models. Advances in Applied Probability,
49(3):686–721, 2017.
[55] B. Hajek, Y. Wu, and J. Xu. Achieving exact cluster recovery threshold via semidefinite pro-
gramming. IEEE Transactions on Information Theory, 62(5):2788–2797, 2016.
[56] B. Hajek, Y. Wu, and J. Xu. Achieving exact cluster recovery threshold via semidefinite pro-
gramming: Extensions. IEEE Transactions on Information Theory, 62(10):5918–5937, 2016.
[57] J. A. Hartigan. Direct clustering of a data matrix. Journal of the american statistical association,
67(337):123–129, 1972.
28
[58] T. Herlau, M. N. Schmidt, and M. Mørup. Completely random measures for modelling block-
structured sparse networks. In Advances in Neural Information Processing Systems, pages 4260–
4268, 2016.
[59] P. D. Hoff, A. E. Raftery, and M. S. Handcock. Latent space approaches to social network
analysis. Journal of the American Statistical Association, 97(460):1090–1098, 2002.
[60] P. W. Holland, K. B. Laskey, and S. Leinhardt. Stochastic blockmodels: First steps. Social
networks, 5(2):109–137, 1983.
[61] D. N. Hoover. Relations on probability spaces and arrays of random variables. Preprint, Institute
for Advanced Study, Princeton, NJ, 2, 1979.
[62] S. Janson. Random regular graphs: asymptotic distributions and contiguity. Combin. Probab.
Comput., 4(4):369–405, 1995.
[63] J. Jin. Fast community detection by score. The Annals of Statistics, 43(1):57–89, 2015.
[64] J. Jin, Z. T. Ke, and S. Luo. Network global testing by counting graphlets. In International
Conference on Machine Learning, pages 2338–2346, 2018.
[65] A. Joseph and B. Yu. Impact of regularization on spectral clustering. The Annals of Statistics,
44(4):1765–1791, 2016.
[66] O. Kallenberg. On the representation theorem for exchangeable arrays. Journal of Multivariate
Analysis, 30(1):137–154, 1989.
[67] B. Karrer and M. E. Newman. Stochastic blockmodels and community structure in networks.
Physical review E, 83(1):016107, 2011.
[68] O. Klopp, Y. Lu, A. B. Tsybakov, and H. H. Zhou. Structured matrix estimation and completion.
arXiv preprint arXiv:1707.02090, 2017.
[69] O. Klopp, A. B. Tsybakov, and N. Verzelen. Oracle inequalities for network models and sparse
graphon estimation. The Annals of Statistics, 45(1):316–354, 2017.
[70] C. M. Le, E. Levina, and R. Vershynin. Sparse random graphs: regularization and concentration
of the laplacian. arXiv preprint arXiv:1502.03049, 2015.
[71] C. M. Le, E. Levina, and R. Vershynin. Concentration and regularization of random graphs.
Random Structures & Algorithms, 51(3):538–561, 2017.
[72] J. Lei and A. Rinaldo. Consistency of spectral clustering in stochastic block models. The Annals
of Statistics, 43(1):215–237, 2015.
[73] J. Lloyd, P. Orbanz, Z. Ghahramani, and D. M. Roy. Random function priors for exchangeable
arrays with applications to graphs and relational data. In Advances in Neural Information
Processing Systems, pages 998–1006, 2012.
[74] L. Lova´sz. Large networks and graph limits, volume 60. American Mathematical Soc., 2012.
[75] Z. Ma and Z. Ma. Exploration of large networks via fast and universal latent space model fitting.
arXiv preprint arXiv:1705.02372, 2017.
29
[76] Z. Ma and Y. Wu. Computational barriers in minimax submatrix detection. The Annals of
Statistics, 43(3):1089–1116, 2015.
[77] Z. Ma and Y. Wu. Volume ratio, sparsity, and minimaxity under unitarily invariant norms.
IEEE Transactions on Information Theory, 61(12):6939–6956, 2015.
[78] S. C. Madeira and A. L. Oliveira. Biclustering algorithms for biological data analysis: a survey.
IEEE/ACM Transactions on Computational Biology and Bioinformatics (TCBB), 1(1):24–45,
2004.
[79] L. Massoulie´. Community detection thresholds and the weak ramanujan property. In Proceedings
of the forty-sixth annual ACM symposium on Theory of computing, pages 694–703. ACM, 2014.
[80] P. McCullagh. What is a statistical model? The Annals of Statistics, 30(5):1225–1310, 2002.
[81] F. McSherry. Spectral partitioning of random graphs. In Foundations of Computer Science,
2001. Proceedings. 42nd IEEE Symposium on, pages 529–537. IEEE, 2001.
[82] A. Montanari and S. Sen. Semidefinite programs on sparse random graphs and their application
to community detection. In Proceedings of the forty-eighth annual ACM symposium on Theory
of Computing, pages 814–827. ACM, 2016.
[83] E. Mossel, J. Neeman, and A. Sly. A proof of the block model threshold conjecture. Combina-
torica, pages 1–44, 2013.
[84] E. Mossel, J. Neeman, and A. Sly. Consistency thresholds for binary symmetric block models.
arXiv preprint arXiv:1407.1591, 2014.
[85] E. Mossel, J. Neeman, and A. Sly. Reconstruction and estimation in the planted partition model.
Probability Theory and Related Fields, 162(3-4):431–461, 2015.
[86] M. Newman. Networks: an introduction. Oxford university press, 2010.
[87] M. E. Newman, D. J. Watts, and S. H. Strogatz. Random graph models of social networks.
Proceedings of the National Academy of Sciences, 99(suppl 1):2566–2572, 2002.
[88] K. Nowicki and T. A. B. Snijders. Estimation and prediction for stochastic blockstructures.
Journal of the American Statistical Association, 96(455):1077–1087, 2001.
[89] S. C. Olhede and P. J. Wolfe. Network histograms and universality of blockmodel approximation.
Proceedings of the National Academy of Sciences, 111(41):14722–14727, 2014.
[90] T. Qin and K. Rohe. Regularized spectral clustering under the degree-corrected stochastic
blockmodel. In Advances in Neural Information Processing Systems, pages 3120–3128, 2013.
[91] G. Raskutti, M. J. Wainwright, and B. Yu. Minimax rates of estimation for high-dimensional
linear regression over `p-balls. IEEE transactions on information theory, 57(10):6976–6994,
2011.
[92] K. Rohe, S. Chatterjee, and B. Yu. Spectral clustering and the high-dimensional stochastic
blockmodel. The Annals of Statistics, pages 1878–1915, 2011.
30
[93] P. Sarkar and P. J. Bickel. Role of normalization in spectral clustering for stochastic blockmodels.
The Annals of Statistics, 43(3):962–990, 2015.
[94] J. Shi and J. Malik. Normalized cuts and image segmentation. IEEE Transactions on pattern
analysis and machine intelligence, 22(8):888–905, 2000.
[95] A. Todeschini and F. Caron. Exchangeable random measures for sparse and modular graphs
with overlapping communities. arXiv preprint arXiv:1602.02114, 2016.
[96] A. M. Turk. Url https://www. mturk. com/mturk/welcome, 2010.
[97] R. Van Der Hofstad. Random graphs and complex networks, volume 1. Cambridge university
press, 2016.
[98] V. Veitch and D. M. Roy. The class of random graphs arising from exchangeable random
measures. arXiv preprint arXiv:1512.03099, 2015.
[99] U. Von Luxburg. A tutorial on spectral clustering. Statistics and computing, 17(4):395–416,
2007.
[100] U. Von Luxburg, M. Belkin, and O. Bousquet. Consistency of spectral clustering. The Annals
of Statistics, pages 555–586, 2008.
[101] S. Wasserman and K. Faust. Social network analysis: Methods and applications, volume 8.
Cambridge university press, 1994.
[102] P. J. Wolfe and S. C. Olhede. Nonparametric graphon estimation. arXiv preprint
arXiv:1309.5936, 2013.
[103] J. Xu. Rates of convergence of spectral methods for graphon estimation. arXiv preprint
arXiv:1709.03183, 2017.
[104] F. Ye and C.-H. Zhang. Rate minimaxity of the lasso and dantzig selector for the `q loss in `r
balls. Journal of Machine Learning Research, 11(Dec):3519–3540, 2010.
[105] S.-Y. Yun and A. Proutiere. Accurate community detection in the stochastic block model via
spectral algorithms. arXiv preprint arXiv:1412.7335, 2014.
[106] S.-Y. Yun and A. Proutiere. Optimal cluster recovery in the labeled stochastic block model. In
Advances in Neural Information Processing Systems, pages 965–973, 2016.
[107] A. Y. Zhang and H. H. Zhou. Minimax rates of community detection in stochastic block models.
The Annals of Statistics, 44(5):2252–2280, 2016.
[108] A. Y. Zhang and H. H. Zhou. Theoretical and computational guarantees of mean field variational
inference for community detection. arXiv preprint arXiv:1710.11268, 2017.
[109] Y. Zhao, E. Levina, and J. Zhu. Consistency of community detection in networks under degree-
corrected stochastic block models. The Annals of Statistics, 40(4):2266–2292, 2012.
[110] Z. Zhou and A. A. Amini. Analysis of spectral clustering algorithms for community detection:
the general bipartite setting. arXiv preprint arXiv:1803.04547, 2018.
31
