Defining a sound shift operator for signals existing on a certain graphical structure, similar to the well-defined shift operator in classical signal processing, is a crucial problem in graph signal processing.
measured data from sensors in sensor networks, transportation networks and weather networks are compatible with signal representation on certain graphs. Hence, GSP can be a powerful tool for analyzing such graph data. For instance, a network of sensors implanted in a human body to measure the temperatures of different tissues can be viewed as a graph that the sensor nodes are the graph nodes and the graph structure shows the connection between the sensor nodes, and the measured temperatures by the nodes are considered to be the signals existing of the corresponding graph. Classical signal processing has provided a wide range of tools to analyze, transform and reconstruct signals regardless of the true nature of the signals evolution.
Indeed, classical signal processing may not provide an effective way to analyze the signals that exist on a certain structure. GSP, however, is an attempt to develop a universal tool to process signals on graphs with certain structures. More specifically, GSP benefits from algebraic and graph theoretic concepts such as graph spectrum, graph connectivity, etc., to analyze structured data [1] , [5] , [6] . When the structure of a graph is known, the common effort in GSP is to define a shift operator in graph signal domain to obtain the filtering, transformation, denoising, prediction, compression and other operations similar to the conventional counterparts in classical signal processing. However, given structure of a graph 1 , obtaining the aforementioned operations depends on the definition of the shift operator for graph signals. We now briefly discuss the literature of GSP in the sequel.
Two major approaches have been developed for signal processing on graphs. The first, and the most widely used, approach is to use the graph Laplacian matrix as the underlying building block for the definitions and tools in GSP [1] . The second, and newly introduced, approach is to use the adjacency matrix of the underlying graph as the shift operator equivalent to the classical signal processing counterpart [2] [3] [4] . Both approaches define fundamental signal processing concepts on graphs, such as filters, transformation, downsampling and etc. However, these two approaches are fundamentally different in graph spectral analysis.
In [7] , [8] , the authors address the problem of graph learning such that the obtained topology well explains the signal observations. In particular, they infer a graph such that the observed data forms a graph signal with smooth variations on the resulting topology by adopting a factor analysis model for the graph signal and impose a Gaussian probabilistic prior on the latent variables that control these graph signals. The authors of [9] investigate the relationship between the discrete graphical structure of the signal and the inverse of the generalized covariance matrix, called the precision or concentration matrix. The results of this study show that the inverse covariance matrix of indicator variables on the vertices of a graph reflects the conditional independence structure of the graph. One can use this information to calculate the Laplacian matrix corresponding to the graph underlying the signal. The authors in [10] , introduce a framework for signal graph wavelet transform that leads to an efficient reconstruction scheme.
Their study shows the connection between conventional and spectral graph wavelets. The idea of graph filter banks is developed in [11] . In this paper, the authors introduce the theory behind sampling operations on graphs, which lead to the design of critically-sampled wavelet-filter banks on graphs. Furthermore, they elaborate on describing downsample-upsample operation on graphs in which a set of nodes in the graph are first removed (downsampled) and then replaced back (upsampled) by inserting zeros and more properties on perfect reconstruction filter banks.
Motivated by the graph shift matrix defined in [2] , but fundamentally different, we introduce a unique shift operator on graphs that satisfies properties of the shift operator in the classical signal processing. The new shift operator does not have the fundamental drawback of the shift operators defined in the existing literature, i.e., the new shift operator preserve the energy of a graph signal. We then elaborate on linear shift invariant graph filters and prove that any adjacency matrix can be written as a linear shift invariant graph filter. Furthermore, we define the graph finite impulse response (GFIR) and graph infinite impulse filters (GIIR) similar to the classical signal processing counterparts and obtain an explicit form of such filters. Based on the defined shift operator, we introduce the optimal filtering on graphs, i.e., the corresponding Wiener filtering on graph, and obtain the structure of such filters for any arbitrary graph structure. We also elaborate on the best linear predictor graph filters, optimal filters filter for product graphs and etc.
Notation: Matrices and vectors are represented by uppercase and lowercase boldface letters, respectively. Transpose and Hermitian (conjugate) transpose operations are represented by (·) T and (·) H , respectively. The notation I stands for the identity matrix, and ⊛ and * are the circular and aperiodic convolution operators, respectively. 
II. SHIFT OPERATOR AND GSP
In this section we discuss the basics of the signal processing on graph in the equivalent definitions to the classical signal processing counterparts. The concepts of graph signals, graph shift operator, graph filters and a subset of such filters called graph shift invariant filters will be discussed in the subsequent sections.
A. Signals on Graph
Consider a dataset with N distinct elements, where some information regarding the relations between the data elements are available. One can represent such a dataset and the corresponding relational information as a graph. Such a graph can be shown by a G = {V, A}, where V = {ν 0 , · · · ν N −1 } is the set of all vertices of the graph, representing the elements in the dataset, and A is the weighted adjacency matrix that represent the relation between the nodes. More specifically, if there is a relation between the node ν n and ν m , then a n,m = 0, otherwise a n,m = 0.
We note that the elements of the adjacency matrix A is not restricted to a specific set of values.
Let us assume that the dataset elements take complex scalar values. We define a graph signal as a one to one map from the set of all vertices to the set of complex numbers a
N signal points. One can easily show that the graph adjacency matrix for the directed cyclic graph is given by
B. Graph Shift Operator 1) : We now define a shift operator that is unique for any arbitrary graph structure and it satisfies the shift operator properties as in classical signal processing.
Definition : Given the adjacency matrix A for an arbitrary graph, we define the matrix A φ to be the shift operator such that
where Λ abs = |Λ|, | · | is the absolute value operator,
In essence, the shift operator A φ preserves all the eigen vectors of the adjacency matrix A, but normalizes all the eigen values of A.
We will show that the existing shift operators in the literature do not satisfy the shift operator properties as in classical signal processing. However, our definition of shift operator satisfies all the properties of a candidate shift operator as will be discussed in the sequel. The shift operator S in classical signal processing has several properties. As the shift operator on graph is an operator that when applies to a graph signal at state n,
i.e., x n , it results in the graph signal at state n + 1, i.e., x n+1 . More specifically,
In order to define a unique shift operator on graph, one needs to propose an operator that when it applies to a graph signal, it must add only a phase to the content of the signal in the graph frequency domain and the energy content of the signal must not be changed.
2) :
In the literature, several shift operators are proposed. However, all of those definitions suffer from satisfying the energy preservation property. For instance, the authors in [2] define the graph shift operator to be the adjacency matrix A of the graph. However, when applying such a shift operator to a graph signal, the energy content of the graph signal changes. To show this, note that A can be decomposed as A = VΛV −1 . Applying the graph shift matrix n times to the graph signal x, results in x n = A n x = VΛ n V −1 x. Since the magnitude of the diagonal elements of Λ in general are not equal to 1, as n becomes larger, some of the eigenvalues of Λ n grow exponentially and the other eigenvalues approach zero. Since the energy of a graph signal s is defined by s 2 , hence, the energy content of the shifted graph signal, which is equivalent to x n 2 = x H VΛ 2n V −1 x, is changed. This means that the energy content of the signal is not preserved if the adjacency matrix is chosen to be the shift operator.
We also note there exist other definitions of the graph shift operator in the literature such as 1 λmax(A) A as the normalized shift operator [3] , D −1 A as the random walk shift operator and D − 1 2 AD − 1 2 as the symmetric normalized shift operator [1] . We note that the diagonal matrix D is called the degree matrix of the graph whose i-th diagonal element is defined by D ii = N j=1 A ij . One can easily show that none of these shift operators satisfy the energy preservation property.
One can easily check that our definition of the graph shift operator satisfies all properties of a candidate shift operator. Through the remaining of this paper, we use A φ as the shift operator on graphs.
C. Frequency Content of Graphs and Eigen Graphs
Let us consider the graph adjacency matrix A and its eigenvalue decomposition as A = VΛV −1 , where Λ is a diagonal matrix whose i-th diagonal element is the i-th eigenvalue of A. In graph theory, λ's are called the frequency of the graph [12] .
The rank one matrixV i = v iṽ T i is the i-th eigen graph, or i-th frequency component, of A and it corresponds to the i-th graph frequency λ i . Moreover, if none of the elements of v i andṽ i are zero, the corresponding eigen graph is a complete graph, meaning that all nodes are connected to each other. However, the original graph that is a linear combination of the eigen graphs, stated in (5), may not be complete.
Remark: The eigen graphs, or the frequency components of the graph shift operator A φ are the same as those of the adjacency matrix A.
To elaborate more on eigen graph structures, let us define
The corresponding i-th eigen graph is given by the rank one matrix Example : Let us consider the directed cyclic graph with three node as shown in Fig. 3 . The adjacency matrix of this graph is given by
Eigen graph structure for a three node graph is shown in (a), where w i lm = v ilṽim is the transition weight from node l to node m. The state transition representation of the i-th eigen graph is shown in (b). In this Figure, v il is the outgoing weight from node l andṽim is the incoming weight to node m. Such a weight distribution preserves the rank one property of the i-th eigen graph. Part (c) is the generalization of the state transition representation of the i-th eigen graph for an N node graph structure.
where, V is the well-known discrete time Fourier (DFT) transform. The eigen graphs and the state transition (bipartite) graph of the directed cyclic graph with three node in 
A. Linear Shift Invariant Graph Filters
If we consider the shift operator on a graph to be A φ , then the linear shift invariant property (LSI) of filters must satisfy HA φ s = A φ Hs. Indeed, this property implies that, the filter and the shift operator are commutable.
Theorem 1. If the matrices H and A φ are commutable, then they have the same eigen basis.
Proof: See Appendix A.
The following theorem illustrates the structure of an LSI filter.
Theorem 2. Every LSI graph filter is a polynomial in the graph shift 2 matrix
where, h k is called the kth filter tap.
Proof: : LSI property of filters is satisfied if HA φ s = A φ Hs holds true. One can easily show that 
which is a Toeplitz matrix. Note that, with a small abuse of notation, we will use h i in the graph representation instead of h[i] in the classical signal processing counterpart. Through some matrix calculation, one can show that the filter matrix can be written as H = h(C) = N −1 k=0 h k C k which is a N ×N matrix. This means that the circular convolution is equivalent to the LSI graph filtering based on the graph representation of the periodic signals. Furthermore, every Toeplitz graph filter matrix can be considered as a linear time invariant filter for time series periodic data.
Moreover, filtering aperiodic time series can also be shown to be equivalent to the LSI graph filtering. To show this, let us start with the traditional signal processing filtering as y
Without loss of generality, we assume that x[n] = 0, for 0 ≤ n ≤ N − 1 and h[n] = 0, for 0 ≤ n ≤ L − 1, and L < N. 
The output of such a filtering, i.e., y = Hx, is equivalent to that of the y =Hx, wherẽ (2) . One can easily show thatH can be written as 
Proof: The minimal polynomial of A φ is defined by a polynomial with minimum degree
One can rewrite this equation such that we have A
. Now let us assume that L = L A φ + 1, then we can write the LSI filter
Such a procedure can be repeated for any arbitrary L > L A φ + 1. Therefore, we only consider LSI graph filters with L A φ filter taps and we interchangeably use L instead of L A φ .
Definition : We define a graph finite impulse response (FIR) filter to be H 
B. Linear Shift Variant Filters
This matrix, as it represents a time variant filter, is equivalent to the general linear graph filter that is not a Toeplitz matrix and hence cannot be written as a polynomial of the shift operator.
C. Graph Fourier Transforms
Definition : We refer to F = V −1 as the Fourier transform matrix, since its rows span an orthonormal basis to represent data.
The derivation of the results presented earlier in this section is in the time domain for time series data or shift domain for graph signals. One can also describe the filtering process, equivalently, in the frequency domain. More specifically, if the y = Hx is the filtering operation in time/shift domain, it can also be represented in the frequency domain as y F =H F x F , where F stands for Fourier transformed versions of the corresponding signals/filters.
For instance, we claim that the Fourier series transformation for periodic data in conventional discrete time signal processing is equivalent to the Fourier decomposition in graph signal processing. To show this, we first note that for time series data, A φ is the circulant matrix C defined in (2) . In order to obtain the Fourier basis so that the signals can be mapped into orthogonal frequency components, we note that the filter matrix H = L−1 l=0 h l C l is a linear combination of the powers of the circulant matrix. Moreover, we note that C can be decomposed as C = VΛV −1 , where V is a unitary matrix 3 whose columns are the Fourier basis, Λ is a diagonal matrix whose i-th diagonal element is λ i = e j2πi N and j is the imaginary number. One can easily show that
Multiplying both sides of (16) by V −1 , we can write y F = H F x F , where y F = V −1 y, x F = V −1 x and H F = L−1 l=0 h l Λ l . We refer to y F , H F and x F as the Fourier transformed versions of the corresponding time domain counterparts.
One may note that for aperiodic infinite point time series data when N → ∞, there is a continuum of frequency basis λ i = e j2πi N for the Fourier representation of graph signals that is equivalent to the discrete time Fourier transform in the conventional discrete time signal processing.
IV. OPTIMAL LSI GRAPH FILTERS
In this section, we assume that the structure of the graph is known beforehand, meaning that the graph adjacency matrix A φ is given. Assuming that is A φ is known, we aim to obtain the structure of the linear shift invariant filters on graphs such that a certain set of constraints are satisfied. We discuss several filter design problem that arise in classical signal processing to the graph signal processing counterpart in the sequel.
A. Wiener Filter for Directed Cyclic Graph Data (Time Series)
Let us consider the graph represented signal time series in Fig 1. Moreover, assume that x is the graph signal and y is a noisy measurement of the graph signal x. A conventional question in denoising problems is to design a LSI filter such that the residual error Hy − x 2 2 is minimum. Strictly speaking, when x and y are given, we aim to solve the following optimization problem 
Replacing Hy by its equivalent Bh in (17), one can rewrite (17) as (19) is overdetermined, meaning that there are more constraints than variables and there is no solution to such a problem except for the degenerate case where some of the equations are linearly dependent. One possible approach to tackle this problem is to find a least square solution that can be obtained by solving
where, H is the Hermitian operator. Such a solution 4 has an interesting interpretation for time series data as will be shown in the sequel. We note that (20) can be written as
We note that the circulant matrix C has the unitary property, i.e., (C H ) k C k = I for all k.
Moreover, we claim that y H C l y is autocorrelation of the vector y at lag l. To show this, we first note that C l y is the circularly shifted version of the y by amount l.
Defining the auto correlation function of y as R yy (l) n∈N y * n y n+l , one can write y H C l y = n∈N y * n y n+l = R yy (l), where y k is the (k mod N)th element of the vector y and * is the conjugation operator.
We also define the cross correlation between the input and output vectors x and y, as R xy (l) n∈N y * n x n+l . The linear equations (21) can hence be rewritten as
i.e.,
which is the well-known Wiener filtering in classical signal processing. We emphasize that the LSI property of graph filters for time series data leads to the well-known Wiener filtering scheme in the conventional signal processing counterpart.
The optimal linear filtering (21) has also a spectral representation as we discuss below. Let us replace C by its equivalent VΛV −1 in (21), where Λ is a diagonal matrix whose i-th diagonal element is λ i = e j2πi N , j is the imaginary number, and V is the well-known DFT matrix. One can compute the autocorrelation more efficiently as
and
Note that y F = V −1 y and x F = V −1 x are the Fourier representations of the output and input signals, respectively, and (Λ H ) k Λ k = I. We will show that a similar structure exists for a general LSI filter for any arbitrary graph structure.
B. Optimal (Wiener) Filtering for Arbitrary Graph Data
Arbitrary graph data may have a complex structure, e.g., directed or undirected, weighted or un-weighted and etc. As we defined the shift matrix to be the A φ derived from the adjacency matrix of the graph, we can construct a general LSI filter as a polynomial of the shift matrix, i.e.,
where h k is the kth filter tap. We also define h [h 0 h 1 · · · h L−1 ] T to be the vector of the taps of the LSI filter. Let us consider again the denoising problem (40), that is given by
where, B new = [y A φ y · · · A φ L−1 y] and the solution to such a problem was obtained earlier.
We proved that for the time series graph, the optimal solution is the well-known Wiener filter and is given by
The Wiener filter structure depends on the availability of the autocorrelation function of the output data y and the cross correlation of the input x and output y. However, for a general graph, such an interpretation of autocorrelation and cross-correlation is different from the conventional signal processing counterpart.
Definition : We define the auto correlation function of the signal y on an arbitrary graph as
where y k is the (k mod N )th element of the vector y and * is the conjugation operator. We also define the cross correlation between the input and output vectors
x and y, as R G xy (l) n∈N y * n (A φ ) l x n . The linear equations (27) can hence be rewritten as
We note that, a typical graph can have a large number of node, meaning that the size of the A φ matrix is large. The optimal filtering (29) needs the autocorrelation and cross-correaltion functions. Since the computational complexity of calculating these functions are high (see the definition of the functions), it is desirable to obtain the solution to (29) in frequency transform domain.
Let us consider the graph shift operator as A φ , and decompose the graph shift as A φ = VΛV −1 , where VV −1 = I, and
Therefore, one can rewrite the optimal filtering R G (i, j) =
Note that, as λ * n λ n = 1, hence
and the solution to (28) becomes similar to the Wiener filter time series data.
C. Optimal LSI Prediction Filter for Arbitrary Graph Data
Another interesting problem in the design of the LSI graph filters is to obtain the best LSI q-step ahead prediction filter. Such a problem can be formulated as
where, B new is defined earlier and A φ q x is the q-step ahead state of the input vector x. One can easily show that the optimal solution to such a problem satisfies
Such a solution for the time series graph can be written as
which is the well-known equation for the best linear q-step ahead prediction filter in the conventional signal processing. Moreover, (33) can be computed in frequency domain as described in the previous subsection. 
D. LSI Filters for Product Graphs
Product graphs are useful in a variety of applications to represent repetitive structures, such as the data collected by sensor networks in a specific time span, or the structure of repetitive patterns is video frames in a specific amount of time interval and etc.
One example of such structures is given in Fig 4, where there exists N disjoint sensors and for each sensor, M previous measurements are available. One possible approach to represent such a data structure by graph is to attach one of the graph vertices to each measurement at each time instant and construct the graph structure based on the relation between the measurements.
In this case, N × M nodes are needed to construct the graph. One may note that, the structure of the graph becomes more compels as the number of measurements increases.
Furthermore, designing LSI filters for such structures is not computationally affordable if the number of the measurements is large. We will discuss in detail, the structure of general product graphs, their adjacency matrices and the corresponding optimal LSI filters in the sequel.
We note that the graph G in Fig 4 is equivalent to the Cartesian product of the two graphs G 1 and G 2 that are shown in Fig 4, i.e., G = G 1 ⊠ G 2 , where ⊠ is the Cartesian product operator.
Let us assume that the adjacency matrix of G 1 and G 2 are given by A φ 1 and A φ 2 , respectively, then one can show that the adjacency matrix of G is given by
where ⊗ is the Kronecker product operator. We also note that if,
the optimal LSI filter is similar to the Wiener filtering for time series data.
E. Graph Filter for Unknown Graph Data
To further discuss the possible approaches to design LSI filters for data on graphs, let us consider the case where the graph signal x is not available, hence R xy (l) cannot be calculated.
This means that, the solutions to the optimization problem (19) , that are obtained earlier in this section, are no longer valid. The question is how to design a LSI filter such that it results in minimum residual error and the optimal candidate for the graph signal x can be obtained 5 .
Note that, if there is no restriction on the graph signal x, the solution to the optimization problem (17) shows that there exist many pairs of {x, h o } such that the residual value Hy−x 2 2 is zero. Indeed, without restricting the characteristic of the filter and the graph signal, such a solution for the signal on the graph x and the corresponding denoising LSI filter h is misleading.
To tackle this problem, a well-known restrictive constraint, called the total variation constraint, has been widely considered in the literature. Such a constraint imposes a smoothness restriction on the graph such that it limits the changes in the values of signals on graph. Indeed, the total variation constraint aims to limit the value of x − A φ x 2 2 , where A φ is the graph shift filter. Another restrictive design parameter is the energy of the filter. One can limit the energy of the filter in order to search for fewer possible filters 6 . Such a constraint, without loss of generality, can be written as H 2 F ≤ N. Note that the subscript F stands for Frobenius norm. It can be shown that the Frobenius norm is simplified to |h| 2 2 ≤ 1 for LSI filters. Furthermore, we assume that there exists a relation between the noisy measurement signal and the original signal on the graph. A well-known model is the linear additive model, i.e., y = x + w, where w is the vector of the noise that exists in the measurement signal. Without loss of generality, let us assume that the noise components are zero mean and the correlation matrix of the noise vector R w = E{ww H } is given. Note that E(·) and H are the expectation and Hermitian operators, respectively. Such a covariance matrix of the noise vector imposes another constraint on the possible values of the vector of signal on graph. Indeed, having the knowledge of the covariance matrix of the noise vector, the signal on graph is in a specific proximity of the measured noisy signal. In other words, the distance between the signal on the graph and the noisy measurement is limited. A well-known distance metric, called the elliptic distance, has been widely used in the literature. Applying such a metric on the noise vector can be written as
A special case of this constraint is when the noise components are independent and identically distributed, i.e., R w = σ 2 I N ×N .
Replacing this covariance matrix in the elliptic constraint results in |y − x| = |w| ≤ σ. This constraints specifies a noise limited case where the possible signals on the graph that satisfy such a constraint are in a sphere around the center point y in Cartesian vector space with a radius of σ. Hence, one can formulate the linear denoising problem as min H,x
We have shown earlier that, in the case of LSI filter, the objective function (40) can be rewritten as Bh − x 2 2 , where B is defined earlier. For simplicity of discussion, we define a generalized vector z = [x T h T ] T and rewrite the objective function and the constraints in (40) as 
We now use (41) and (42) to rewrite the optimization problem (40) as
The optimization problem (43) is quadratically constrained quadratic programming (QCQP), and hence it is a convex programming problem. There exist several efficient algorithms that can be used to efficiently solve convex programming problems, e.g., interior point method.
F. Optimal Linear Shift Variant Filters for General Graph Data
In order to design a linear shift variant filter, one needs to use a general non-Toeplitz filter matrix H N ×N and obtain all N 2 coefficients. For a large data set (N large), calculating N 2 coefficients may not be computationally affordable. Such a shift variant filter can be obtained by solving the optimization (40). As (40) is convex, H and x and can be obtained via efficiently solving the optimization problem (40). However, if N is large, the solution to such a convex problem is not computationally affordable.
V. CONCLUSIONS
In this paper, we define a shift operator for graph signals that have same properties as its counterpart in the classical signal processing. We show that such an operator preserve the content of signal in both the time and the frequency domains. This means that in the time domain, it shifts the signal on the graph by one unit of shift and in the frequency domain, it adds only a phase to the content of signal. We further investigate the category of LSI graph filter and show that any LSI filter can be written as a polynomial function of the graph shift operator. We then categorize the LSI filters as the GFIR and GIIR filters similar to the classical signal processing counterparts and obtain an explicit form of such filters. Based on the proposed shift operator, we obtain the structure of optimal filtering on graphs, which we call graph Wiener filter, and prove that for the special case of the directed cyclic graph that represents time series data, the optimal LSI filter is indeed the well-known Wiener filter in classical signal processing. We show that our shift operator enables the similar structure of the optimal filtering on graph to that of classical optimal filtering for time series signal. We also elaborate and establish the fundamental theory on the best linear predictor graph filters, optimal filtering for product graphs and for unknown graph data.
APPENDIX

A. Proof of Theorem 1
In order to proof this property, let us assume that H and A φ are commutable. We prove that there exists an operator, i.e., V such that it can diagonalize both H and A φ . To show, we first note that A φ = VΛ φ V −1 and assume that the eigen values of A φ are all distinct and nonzero, and use the commutability property HA φ = A φ H to write
One can apply to (A.1), V from the right hand side and V −1 from the left hand side and rewrite it as
Let us define B = V −1 HV and assume that Λ φ is invertible, then the equation (A.2) can be written as
Since λ φi λ φj = 1 for i = j, hence equation (A.3) implies that the off-diagonal elements of B must be zero, i.e., B(i, j) = 0 for i = j. This shows that B is a diagonal matrix, hence we proved that V can diagonalize the matrix H. In other words, we proved that eigen basis of the commutable shift operator and graph filter are the same.
B. Filter coefficients of adjacency matrix as an LSI filter.
We note that any adjacency matrix can be considered as an LSI filter where the shift operator is defined based on the graph adjacency matrix as discussed earlier. More specifically, A = L−1 k=0 h k A φ k . In order to obtain the filter coefficient, we first diagonalize both side of the aforementioned filter relation by the eigen basis of A φ , i.e., V. One can easily note that
The equation in (A.4) can also be written in as the linear equation If λ φi = λ φj = 0, for all i, j ∈ {1, 2, · · · , N}, then the rank of Z is N, that is a full rank matrix 7 .
This implies that the linear equation (A.5) has a unique solution iff L = N. Moreover, if the eigenvalues of Λ have several multiplicity such that det(Λ) = λ α 1 1 λ α 2 2 · · · λ α L L , and L i=1 α i = N, then we only consider the independent rows of Z in equation (A.5) in order to obtain the filter coefficients.
