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1. INTRODUCCI ´ON
El Problema de Rutas de Vehı´culos con Demanda Compartida, en adelante SDVRP,
nos permite modelizar aquellos problemas de distribucio´n en los que una empresa debe
satisfacer, de la forma ma´s econo´mica posible, la demanda de una cartera de clientes,
utilizando un nu´mero fijo de vehı´culos de capacidad limitada. El objetivo es disen˜ar
una ruta para cada vehı´culo de manera que se abastezcan todas las demandas, ningu´n
vehı´culo sirva ma´s de lo que indica su capacidad y se minimice la distancia total reco-
rrida por el conjunto de rutas. Ası´ planteado, el problema responde a la versio´n cla´sica
del Problema de Rutas de Vehı´culos con Capacidades, CVRP (ver Bodin et al., 1983 y
Christofides, 1985), sin embargo, en el CVRP no se contempla la posibilidad de servir
la demanda de un cliente utilizando varios vehı´culos, algo admisible en el SDVRP, de
ahı´ la calificacio´n «demanda compartida».
El SDVRP fue estudiado por primera vez en Dror y Trudeau (1989), descubrie´ndose
entonces su potencial para aportar soluciones ma´s econo´micas para los problemas de
distribucio´n, pues, no u´nicamente reduce el nu´mero de vehı´culos necesario para abaste-
cer la demanda total, sino que adema´s, en ocasiones esto va acompan˜ado de importantes
ahorros en la distancia total recorrida. Otro problema resuelto al trabajar con el SDVRP
es el de que siempre se conoce el nu´mero mı´nimo de vehı´culos necesario para abas-
tecer toda la demanda, pues basta con que calculemos el cociente entre la demanda
total y la capacidad del vehı´culo. En el caso del CVRP determinar el mı´nimo nu´mero
de vehı´culos necesario implica resolver un problema NP  duro, el problema de Bin-
Packing asociado a las demandas de los clientes y a cajas de capacidad igual a la de los
vehı´culos, Garey y Johnson (1979). Sin embargo, aunque el SDVRP es una relajacio´n
del CVRP, y por tanto puede parecer ma´s sencillo de resolver, es tambie´n un proble-
ma NP  duro (ver Dror y Trudeau, 1990), de ahı´ el intere´s que despierta el estudio
del poliedro de soluciones asociado. Cabe esperar, como ocurre con otros problemas
de rutas, como el Problema del Agente Viajero (Padberg y Rinaldi, 1991) o el mismo
CVRP (Cornue´jols y Harche, 1993, y Augerat et al., 1995), que el conocimiento de la
estructura polie´drica del conjunto de soluciones asociado ayudara´ a resolver de forma
exacta instancias del problema cada vez ma´s grandes. Ampliar el estudio polie´drico
presentado en Belenguer et al. (2000) y Martı´nez et al. (2000) es el objetivo principal
que se pretende conseguir con el trabajo que aquı´ presentamos. Los dos trabajos ante-
riores junto con la revisio´n bibliogra´fica llevada a cabo en Belenguer et al. (2000), y el
algoritmo tabu´ disen˜ado por Belenguer y Martı´nez (2000) constituyen un buen resumen
del estado del arte en el problema.
Hemos organizado el artı´culo de la siguiente forma: en la Seccio´n 2 introducimos la
notacio´n que vamos a utilizar y definimos formalmente el problema. En la Seccio´n 3
revisamos las propiedades que deben cumplir las desigualdades va´lidas para el poliedro
asociado al Problema de Rutas de Vehı´culos con Demanda Compartida. Estudiamos
las desigualdades path, wheelbarrow y bicycle, introducidas en Cornue´jols et al. (1985)
496
para el poliedro del Agente Viajero Gra´fico (GTSP, versio´n del T SP en la que se permite
visitar las ciudades ma´s de una vez), y damos condiciones suficientes bajo las cuales
dichas desigualdades inducen facetas del poliedro cuyo estudio nos ocupa. Terminamos
el artı´culo con una seccio´n dedicada a consideraciones finales.
2. NOTACI ´ON Y DEFINICI ´ON DEL PROBLEMA
Sea G = (V;E) un grafo completo y no dirigido, en donde el conjunto de ve´rtices, V ,
representa un conjunto de clientes, f1; : : : ;ng, con demandas enteras conocidas, di > 0,
y un ve´rtice distinguido, f0g, al que denominaremos depo´sito, en el que hay localizada
una flota de K vehı´culos ide´nticos de capacidad Qmaxfdi; i 2V nf0gg. Cada arista
e = (i; j) del conjunto de aristas, E , representa el camino entre sus extremos.
Dado S V , S denota el conjunto de ve´rtices en V nS y d(S) la suma de las demandas
de los clientes de S. E(S) representa el conjunto de aristas con los dos extremos en S y
δ(S) el conjunto de aristas con un u´nico extremo en S. Dados S y S0 V , (S;S0) denota
el conjunto de aristas con un extremo en S y el otro en S0.
Dado un subconjunto T de aristas, que puede contener en general ma´s de una copia de
una misma arista, V (T ) representa el conjunto de ve´rtices que son extremos de aristas
de T , y G(T ) = (V (T );T ), el subgrafo de G inducido por las aristas de T . Definimos
el vector de incidencia, xT , asociado a T como un vector real indexado en E cuyas
componentes, xe (o xi j), indican el nu´mero de veces que la arista e aparece en T . x(T )
indicara´ ∑e2T xe.
Un tour es un camino cerrado que puede utilizar tanto aristas como ve´rtices repeti-
dos. Dado un subconjunto de ve´rtices, un ciclo Hamiltoniano es un tour que visita
exactamente una vez cada ve´rtice del subconjunto. Salvo que se indique lo contrario
supondremos que todos los vectores, x, son vectores columna. xt , denotara´ el vector
traspuesto. El cardinal de un conjunto W lo denotamos como jW j.
Dado P un poliedro en RjEj , una desigualdad atx  a0 definida en RjEj se dice que
es va´lida para P si la cumple cualquier punto de P; se dice que es soporte si fx 2
R
jEj
j atx = a0; x 2 Pg es no vacı´o. Decimos que la desigualdad induce una faceta de P
si es soporte y fx 2 RjEj j atx = a0; x 2 Pg es una faceta. Tanto los resultados de teorı´a
polie´drica como las te´cnicas de demostracio´n que vamos a utilizar pueden consultarse
en cualquiera de los textos cla´sicos, Nemhauser y Wolsey (1988) o Pulleyblank (1983).
De ahora en adelante supondremos que el nu´mero de vehı´culos disponible, K, es sufi-
ciente como para abastecer la demanda de todos los clientes. En el contexto de demanda
compartida basta con garantizar que K  d d(V )Q e, en donde d
d(V)
Q e representa el menor
entero mayor que d(V )Q . La notacio´n que acabamos de establecer nos permite dar la
siguiente definicio´n:
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Definicio´n 1. Un conjunto de aristas, T , no necesariamente distintas, se dice que es
una solucio´n del SDVRP si es posible establecer una particio´n de T en K subconjuntos,
Th, de manera que, el grafo inducido por cada Th, G(Th) = (V (Th);Th), es un tour que
contiene al depo´sito y adema´s es posible asociar con cada ve´rtice, i; y con cada ruta,
h; un valor, dhi , que indica la parte de la demanda de i servida por el vehı´culo h, de
forma que:
  cada ve´rtice en V nf0g esta´ asignado a al menos una ruta,
  V =
SK
h=1 V (Th);
  que el cliente i este´ asignado a la ruta h no significa que dhi > 0 pero, si i =2 V (Th),
entonces dhi = 0;
  ∑Kh=1 dhi = di 8 i 2 f1;2; : : : ;ng y,
  ∑i2V (Th) dhi  Q 8 h 2 f1;2; : : : ;Kg:
En Belenguer et al. (2000) se demuestra que la envoltura convexa de los vectores
de incidencia asociados a los subconjuntos de aristas, T , que cumplen la definicio´n
anterior, es un poliedro no acotado de dimensio´n completa. En adelante nos referiremos
a e´l como PSDVRP. En el mismo trabajo se prueba que los vectores de incidencia, x, de
las soluciones del SDVRP cumplen:
x(δ(0)) 2K y par(1)
x(δ(i))  2 y par 8i 2Vnf0g(2)
x(δ(S)) 2dd(S)Q e 8S Vnf0g; 2  jSj  n 1(3)
xi j  0; xi j entero 8(i; j) 2 E(4)
en donde xi j representa el nu´mero de veces que se utiliza la arista (i; j) en la solucio´n.
Por u´ltimo, demuestran que las restricciones de grado, (1) y (2), las de capacidad, (3),
y las de no negatividad, (4), inducen facetas de PSDVRP.
Modificando ligeramente el valor de los te´rminos de la derecha de las desigualdades
anteriores se consiguen formulaciones de problemas de rutas ma´s conocidos, como el
GT SP, que hemos mencionado antes, o la versio´n gra´fica del CVRP, conocida como
GVRP, en donde sigue sin permitirse servir la demanda de un cliente utilizando ma´s
de un vehı´culo, pero sı´ se admite la posibilidad de visitarlo ma´s de una vez. Ve´anse
respectivamente los trabajos de Cornue´jols et al. (1985), y Cornue´jols y Harche (1993),
en donde se presentan interesantes resultados, tanto teo´ricos como pra´cticos, que se
han obtenido considerando como base para formular los problemas las desigualdades
anteriores.
Es sencillo comprobar que las restricciones (1)  (4) proporcionan una relajacio´n del
SDVRP, ya que hay vectores que satisfacen todas las desigualdades y no corresponden
al vector de incidencia de ninguna solucio´n posible del problema, ve´ase Belenguer et al.
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(2000). Sin embargo, esta formulacio´n ha proporcionado tambie´n buenos resultados en
el campo del SDVRP, tanto desde el punto de vista teo´rico como pra´ctico. Belenguer
et al. (2000) resuelven o´ptimamente instancias de hasta 50 clientes, y Martı´nez et
al. (2000) consiguen encontrar la descripcio´n lineal completa del poliedro asociado a
una instancia de 5 clientes y 2 vehı´culos, la u´nica que se conoce por el momento para
un problema de estas caracterı´sticas. Creemos que estos son motivos suficientes para
continuar la investigacio´n en esta lı´nea.
A continuacio´n describimos brevemente la te´cnica que utilizaremos para demostrar al-
gunos de los resultados que vamos a presentar, es conocida como me´todo indirecto.
Como el PSDVRP es un poliedro no acotado de dimensio´n completa, sabemos que no
hay ninguna ecuacio´n implı´cita en su descripcio´n lineal, esto nos permite afirmar (ver
Nemhauser y Wolsey, 1988) lo siguiente: Para cada faceta del PSDVRP hay una u´nica
(salvo producto por un escalar no negativo) desigualdad va´lida que la induce. Adema´s,
para demostrar que una desigualdad atx  a0 define una faceta basta con demostrar
que si f t x  f0 es una faceta del PSDVRP que cumple:
fx 2 PSDVRP j atx = a0g  fx 2 PSDVRP j f t x = f0g;
entonces, existe un escalar λ no negativo, que cumple fe = λae; 8e 2 E y, f0 = λa0.
3. DEL PGT SP AL PSDVRP
En esta seccio´n extendemos al poliedro del Problema de Rutas de Vehı´culos con De-
manda Compartida algunas desigualdades que se sabe son facetas del PGT SP. En las
demostraciones de los resultados que vamos a presentar se utilizan, de forma implı´cita,
las propiedades de las desigualdades va´lidas para el PSDVRP que resumimos a continua-
cio´n. Tales propiedades pueden encontrarse, junto con sus respectivas demostraciones,
en Martı´nez (1995).
 Las desigualdades va´lidas para el PSDVRP son de la forma:
∑
e2E
aexe  a0; con ae  0; 8e 2 E:
 Las u´nicas restricciones, atx a0, distintas de xe  0, e 2 E , que inducen facetas del
PSDVRP, cumplen a0 > 0.
 Si atx  a0 induce una faceta de PSDVRP, entonces, o es una desigualdad trivial, i.e.
xe  0, 8e 2 E , o sus coeficientes satisfacen la desigualdad triangular.
 Si atx  a0 es una desigualdad va´lida para el PSDVRP y sus coeficientes cumplen la
desigualdad triangular entonces, para cualquier arista e2 E existe una solucio´n T del
SDVRP, que utiliza la arista e y cuyo vector de incidencia cumple atx = a0.
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De las definiciones del GTSP, Cornue´jols et al. (1985), el GVRP, Cornue´jols y Har-
che (1993) y la del SDVRP, se deduce fa´cilmente que la relacio´n existente entre sus
poliedros es PGVRP  PSDVRP  PGT SP, por lo tanto, cualquier desigualdad va´lida pa-
ra el GT SP tambie´n lo sera´ para el SDVRP. Es evidente que esto no implica que se
herede tambie´n la propiedad de ser faceta, de hecho, hasta ahora no se conoce ningu´n
resultado general que permita establecer una relacio´n entre las facetas de dichos polie-
dros. Solamente se conocen resultados parciales, como por ejemplo, que bajo distintas
condiciones, las desigualdades (1)-(4), adaptadas convenientemente a cada problema,
inducen facetas en los tres casos.
Las desigualdades que estudiamos aquı´ esta´n asociadas a estructuras ma´s complejas. Se
trata de las definidas a partir de las configuraciones path, wheelbarrow y bicycle intro-
ducidas en Cornue´jols et al. (1985) para el poliedro de soluciones del GT SP. Ma´s tarde,
Cornue´jols y Harche (1993) demuestran que bajo determinadas condiciones las restric-
ciones asociadas tambie´n inducen facetas del poliedro del GVRP. La relacio´n existente
entre estos poliedros y el PSDVRP invita a pensar que estas desigualdades tambie´n indu-
cira´n, como veremos, facetas del mismo. Tanto la notacio´n como las definiciones que
damos a continuacio´n han sido adoptadas del trabajo de Cornue´jols et al. (1985). Notar,
no obstante, que nosotros trabajamos sobre un grafo completo.
Dado G = (V;E) un grafo completo no dirigido, a la estructura de la figura 1 se la
denomina configuracio´n path, en donde, s es un entero, s  3 e impar y fA; Z; Bij; i =
1; : : : ;s; j = 1; : : : ;nig, con ni 2 N, ni  2, 8 i = 1;2; : : : ;s, una particio´n del conjunto
de ve´rtices, V , en subconjuntos no vacı´os.
Se define la desigualdad, atx  a0, asociada a una configuracio´n path como aque´lla
cuyos coeficientes son:
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∑
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:
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Figura 1. Configuracio´n path.
Si Z = /0, la configuracio´n resultante se denomina configuracio´n wheelbarrow. Si tanto
A como Z son vacı´os la configuracio´n se denomina configuracio´n bicycle. Ana´loga-
mente se definen las desigualdades asociadas.
Por convenio, A = Bi0, Z = Bini+1; i = 1; : : : ;s y B
s+1
ns+1 = B
1
n1 . Esperamos que esta
notacio´n aporte claridad a las demostraciones. Por el mismo motivo, Pi =
Sni
j=1 B
i
j,
i = 1; : : : ;s, representara´ el conjunto de ve´rtices de cada uno de los s caminos que hay
en la configuracio´n uniendo A con Z.
Evidentemente, las desigualdades path son va´lidas para el PSDVRP ya que lo son para el
PGT SP, Cornue´jols et al. (1985). La cuestio´n que nos planteamos aquı´ es averiguar si
tambie´n definen facetas. En ese sentido, es evidente que bajo las condiciones estable-
cidas por Cornue´jols y Harche (1993) para garantizar que dichas restricciones inducen
facetas del PGVRP, podemos afirmar que tambie´n lo son del PSDVRP, ya que cualquier
solucio´n posible del GVRP lo es del SDVRP.
Sin embargo, tales condiciones son difı´ciles de comprobar, pues implican averiguar
el nu´mero de vehı´culos necesario para garantizar la existencia de ciertas particiones
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de los clientes, particiones que a su vez deben cumplir una serie de condiciones muy
concretas dirigidas a garantizar la existencia de ciertos tipos de soluciones. De hecho,
para averiguar dicho nu´mero de vehı´culos es necesario resolver previamente distintos
problemas de Bin-Packing.
La idea en este trabajo es explotar la ventaja que supone compartir la demanda para
extender al PSDVRP los resultados propuestos en Cornue´jols et al. (1985) para el PGTSP.
Se trata de derivar condiciones, sencillas de comprobar, que sigan garantizando que las
desigualdades path inducen facetas del PSDVRP, sin necesidad de recurrir a la resolucio´n
de problemas tipo Bin-Packing para poder verificarlas.
Teorema 1. Dados K vehı´culos de capacidad Q, si 02 A (o si 02 Z), y se cumplen las
condiciones siguientes:
i.- K  s 12 ;
ii.- Q d(Ps)+d(Ps 1)+d(Ps 2); siendo d(P1) d(P2) : : : d(Ps); y
iii.- Q 2
l
d(Z)+∑si=1 d(Pi)
s 1
m
entonces, las desigualdades «path» inducen facetas de PSDVRP.
Demostracio´n
Podemos suponer, sin pe´rdida de generalidad, que el depo´sito esta´ en A. Observar que
como A y Z juegan papeles equivalentes en las configuraciones path, cualquier resultado
obtenido para uno de ellos es va´lido para el otro.
Ya sabemos que cualquier desigualdad, atx  a0, asociada a una configuracio´n path es
va´lida para el PSDVRP. Demostraremos que es soporte comprobando que las soluciones
que vamos a construir pertenecen a la cara inducida por la desigualdad. Obse´rvese
tambie´n que an˜adiendo dos copias extras de cualquiera de las aristas con coeficiente
estrictamente positivo en a, obtenemos una solucio´n que cumple la desigualdad con
mayor estricto, lo cua´l demuestra que atx  a0 es una desigualdad propia.
En primer lugar asociaremos a cada uno de los subconjuntos de la particio´n que define la
configuracio´n path un ve´rtice que utilizaremos como su representante. El representante
de A sera´ el depo´sito, al que nos referiremos como bi0 = 0; i= 1; : : : ;s. Para cada Bij, con
i = 1; : : : ;s; y j = 1; : : : ;ni, elegiremos como representante un bij 2 Bij; y finalmente,
tomaremos z = bini+1; i = 1; : : : ;s como representante de Z.
A continuacio´n definiremos las soluciones que nos van a permitir demostrar el resultado
utilizando la te´cnica conocida como me´todo indirecto. Para cada i = 1; : : : ;s construi-
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mos la solucio´n T i, que diremos asociada al camino Pi, tomando:
 2K copias de cada arista (0;v), con v 2 A i.e., x0v = 2K: Esto garantiza que todos los
vehı´culos visitan a todos los ve´rtices de A, ya que es posible asignar a cada uno de
ellos dos de las aristas incidentes con v.
 An˜adir s 12 copias de cada una de las aristas, e, de un ciclo Hamiltoniano, C en Z.
Garantizamos ası´ que cada ve´rtice de Z es visitado por s 12 vehı´culos distintos, basta
con asignar una arista a cada uno de ellos.
 Completamos la solucio´n tomando xe = 1, 8 e = (brj;brj+1), j = 0; : : : ;nr y
r = 1; : : : ;s; r 6= i. De este modo tenemos la seguridad de que para cada Pr (r 6= i)
hay un camino desde el depo´sito br0 hasta z que solamente utiliza aristas consecutivas
de E(Pr).
 An˜adiendo xbrjv = 2, 8 v 2 B
r
j, j = 1; : : : ;nr, r = 1; : : : ;s; estamos seguros de que
visitamos todos los ve´rtices de Brj utilizando el u´nico vehı´culo que entrara´ en el sub-
conjunto.
En la figura 2 se ilustra parcialmente la estructura de la solucio´n que estamos cons-
truyendo.
b0
r b1
r b
nr
rbj+1
rbj
r b
nr+1
r
Pr
Figura 2. Vista parcial de T i incluyendo el camino Pr.
 Notar que todos los caminos tienen como ve´rtices extremos a 0 y a z, esto nos
permite definir s 12   1 tours distintos emparejando los caminos Pr, r = 1; : : : ;s,
r 6= i, de dos en dos. La hipo´tesis K  s 12 garantiza que es posible asignar un
vehı´culo distinto a cada uno de estos tours. Adema´s, cada uno de estos vehı´culos
puede servir completamente la demanda de los clientes que visita a lo largo de los
dos caminos que lo forman sin exceder su capacidad; recordar que por hipo´tesis,
Q  d(Ps)+ d(Ps 1)+ d(Ps 2), lo cual significa que la demanda de dos, e incluso
tres, Pr cualesquiera puede abastecerse completamente utilizando un u´nico vehı´culo.
 Para terminar, tomamos 2 copias de cada una de las aristas (bij;bij+1), j = 1; : : : ;ni;
que junto con el tour que nos quedaba por asignar en el apartado anterior proporciona
una nueva ruta que asignamos al vehı´culo que seguro todavı´a nos queda, recordar que
por hipo´tesis K  s 12 . Este vehı´culo abastecera´ completamente la demanda de los
tres caminos que lo forman ma´s parte de la demanda de A y de la de Z si fuese
necesario. Notar que la arista (bi0;bi1) no se utiliza.
503
En total hemos construido s 12 rutas en V nA. Obse´rvese que entre todos los vehı´culos
asignados a estas rutas pueden servirse Q s 12 unidades de demanda, lo que garantiza,
gracias a la hipo´tesis, Q  2d d(Z)+∑si=1 d(Pi)
s 1 e; que entre todos ellos es posible abastecer
toda la demanda de Z, pues todos estos vehı´culos entran en Z y visitan a todos sus clien-
tes. Adema´s, el hecho de que los K vehı´culos disponibles visiten a todos los clientes de
A garantiza la existencia de una asignacio´n adecuada de las demandas a los vehı´culos
de forma que se cumplan todas las condiciones establecidas en la definicio´n 1. Por lo
tanto, la solucio´n que acabamos de construir es una solucio´n posible del SDVRP, y co-
mo el procedimiento constructivo que hemos utilizado es independiente del Pi elegido,
podemos obtener hasta s soluciones distintas. La figura 3 corresponde a T 1.
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Figura 3. Solucio´n asociada a P1.
No´tese que, precisamente, el hecho de permitir atender la demanda de un cliente utili-
zando varios vehı´culos, es lo que garantiza que las soluciones construidas a lo largo de
todo el artı´culo sean soluciones posibles para el SDVRP, pero no necesariamente del
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GVRP. Pensemos por ejemplo en el caso en que Z es un u´nico cliente. Las solucio-
nes consideradas solamente sera´n soluciones posibles del GVRP cuando la capacidad
residual de, al menos uno de los vehı´culos que visitan a Z, es suficiente para servir-
lo completamente. Adema´s, hemos de tener en cuenta que dicho vehı´culo debe servir
tambie´n la demanda de los caminos Pi asignados a su ruta; sin duda alguna e´sta es una
condicio´n ma´s fuerte que la que nosotros hemos establecido.
Veamos a continuacio´n que las soluciones que hemos construido pertenecen a la cara
inducida por la desigualdad path. Obse´rvese que en cada Pr 6= Pi, utilizamos nr + 1
aristas de coeficiente 1
nr 1 y en cada Pi, 2ni aristas de coeficiente
1
ni 1 , luego:
atxT
i
=∑sr=1;r 6=i nr+1nr 1 +
2ni
ni 1 = ∑
s
r=1;r 6=i
nr+1
nr 1 +
ni+1+ni 1
ni 1 =
1+∑sr=1 nr+1nr 1 = a0:
Supongamos que existe una desigualdad f t x  a0 que induce una faceta de PSDVRP
cumpliendo,fx2 PSDVRP j atx = a0g fx2 PSDVRP j f t x = a0g, entonces, utilizando las
soluciones que acabamos de construir, comprobaremos que fe = ae; 8e2 E , con lo que
daremos por demostrado el resultado.
1. fe = ae = 0, 8 e 2 E(Bij), i = 1; : : : ;s, j = 0; : : : ;ni + 1. Dada una solucio´n T i
de las construidas, an˜adiendo 2 copias de la arista e elegida se obtiene una nueva
solucio´n T 0, que cumple atxT 0 = a0, lo cual implica que f t xT 0 = a0, y como f t xT 0 =
f t xT i +2 fe, con f t xT i = a0, fe ha de ser necesariamente igual a 0.
2. fe = fbrjbrj+1 , 8 e 2 (Brj;Brj+1), r = 1; : : : ;s, j = 0; : : : ;nr. Dada una arista e = (u;v)
cualquiera de la cortadura (Brj;Brj+1) es fa´cil construir a partir de T i, con i 6= r,
una nueva solucio´n T 0 que utilice la arista e y que cumpla f t xT 0 = a0. Basta con
sustituir las aristas (u;brj), (brj;brj+1) y (brj+1;v), que como sabemos forman parte
de T i, por la nueva arista (u;v), es decir, T 0 = T i  (u;brj)  (brj;brj+1)  (brj+1;v)+
(u;v) Evidentemente, atxT 0 = a0 ya que los coeficientes en a de las aristas (u;brj)
y (brj+1;v) son cero y auv = 1nr 1 = abrjbrj+1 . Consecuentemente, f t xT
0
= a0, y por
tanto:
f t xT 0 = f t xT i   fubrj   fbrjbrj+1   fbrj+1v + fuv = a0;
f t xT i = a0:
Restando respectivamente los te´rminos de la derecha y de la izquierda de las dos
ecuaciones anteriores, y teniendo en cuenta que por lo visto en el punto (1), fubrj =
fbrj+1v = 0, tenemos,   fbrjbrj+1 + fuv = 0, lo que demuestra el resultado i.e.,
fuv = fbrjbrj+1 ; 8(u;v) 2 (Brj;Brj+1):
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La demostracio´n es independiente de la cortadura elegida, lo u´nico importante es
elegir adecuadamente la solucio´n T i, por lo tanto sera´ cierto para cualquiera de ellas.
3. fe = ae, 8 e 2 (Bij;Bij+1), i = 1; : : : ;s, j = 0; : : : ;ni. En primer lugar demostraremos
que todas las aristas de cualquiera de las cortaduras definidas por dos subconjuntos
consecutivos en un mismo Pi tienen el mismo coeficiente, al que denominaremos
πi. Es decir, dado un i = 1; : : : ;s, queremos ver que fe = fe0 8e 2 (Bij;Bij+1) y
8e0 2 (Bik;B
i
k+1) siendo j y k dos ı´ndices distintos de f0; : : : ;nig. Podemos suponer
sin pe´rdida de generalidad que j = 0 y que k = 1 i.e., que e2 (Bi0;Bi1) y e0 2 (Bi1;Bi2).
Si no fuese ası´ modificarı´amos adecuadamente la solucio´n T i para que no contuviese
ninguna copia de la arista e. A partir de T i construimos T 0 eliminando las dos copias
que hay de la arista e0 y an˜adiendo dos copias de e, de esta forma, atxT 0 = a0, y por
tanto, f t xT 0 = a0 (ver figura 4).
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Figura 4. Rutas de T i y T 0 que contienen a e0 y a e, respectivamente.
Luego,
f t xT i = a0
f t xT 0 = a0
)
! f t xT i   f txT 0 = f t xT i   f txT i +2 fe0 2 fe = 0 ! fe0 = fe
Como f t xT i = a0 para cualquier i, sustituyendo todas las soluciones en la ecuacio´n
obtenemos el siguiente sistema de s ecuaciones con s inco´gnitas π1; : : : ;πs:
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2n1π1 +(n2 +1)π2 + : : :+(ns 1 +1)πs 1 +(ns +1)πs = a0
(n1 +1)π1 +2n2π2 + : : :+(ns 1 +1)πs 1 +(ns +1)πs = a0
.
.
.
(n1 +1)π1 + : : :+(ni 1 +1)πni 1 +2niπi+
(ni+1 +1)πni+1 + : : :+(ns +1)πs = a0
.
.
.
(n1 +1)π1 + : : :+(ni +1)πni + : : :+2nsπs = a0
cuya u´nica solucio´n es:
πi =
1
ni 1
; i = 1; : : : ;s;
lo que finalmente demuestra que fe = ae; 8e2 (Bij;Bij+1), i= 1; : : : ;s y j = 0; : : : ;ni.
4. fe = ae, 8e 2 (Bij;Bip) con p  j+2 e i = 1; : : : ;s. Observar que no hay pe´rdida de
generalidad en suponer que j  1. Si no lo fuese modificarı´amos adecuadamente la
solucio´n T i para que la siguiente operacio´n tuviese sentido (ve´ase la figura 5),
T 0 = T i 
p  j 1
∑
r=0
(bij+r;bij+r+1)+(bij;bip):
bij b
i
j+1A b
i
pb
i
p-1 Zb
1
1 b
i
ni
bij b
i
j+1A b
i
pb
i
p-1 Zb
1
1 b
i
ni
Figura 5. Construccio´n de T 0, para probar que fe = ae, 8e 2 (Bij;Bip) con p j+2.
Es fa´cil comprobar que atxT 0 = a0, y por tanto f t xT 0 = a0, es decir:
f t xT 0 = f t xT i  
p  j 1
∑
r=0
1
ni 1
+ fbijbip = a0:
Luego,   p  j
ni 1 + fbijbip = 0 y entonces, fbijbip =
p  j
ni 1 , lo cual demuestra el resultado
enunciado.
5. fe = ae, 8e2 (Bij;Brp), i 6= r, 1 j ni y 1 p nr. Para demostrarlo construiremos
una solucio´n T 0 que cumplira´ la restriccio´n atx  a0 con igualdad y cuyas aristas
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coinciden con las que se utilizan en T i excepto las aristas de los caminos Pi y Pr. En
su lugar tomaremos,
xbijbrp
= 1;
xbidb
i
d+1
= 1; d = 0; : : : ; j 1;
xbrdb
r
d+1
= 2; d = 0; : : : ; p 2;
xbij+d b
i
j+d+1
= 2; d = 1; : : : ;ni  j;
xbrp+db
r
p+d+1
= 1; d = 0; : : : ;nr  p:
En la figura 6 puede verse la parte de T 0 que difiere de T i.
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Figura 6. Vista parcial de la solucio´n T 0.
Podemos suponer sin pe´rdida de generalidad que:
ae = max

p
nr  1
 
j 2
ni 1
;
j
ni 1
 
p 2
nr 1

=
j
ni 1
 
p 2
nr 1
;
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lo cual nos permite comprobar que efectivamente T 0 satisface,
atxT
0
=
∑q 6=i;q 6=r nq+1nq 1 +
j
ni 1 +
j
ni 1  
p 2
nr 1 +2
p 1
nr 1 +
nr+1 p
nr 1 +2
ni  j
ni 1 =
∑q 6=i;q 6=r nq+1nq 1 +
j+ j+2ni 2 j
ni 1 +
 p+2+2p 2+nr+1 p
nr 1 =
∑q 6=i;q 6=r nq+1nq 1 +
ni+1+ni 1
ni 1 +
nr+1
nr 1 =∑sq=1
nq+1
nq 1 +
ni 1
ni 1 =
1+∑sq=1 nq+1nq 1 = a0;
y por tanto, f t xT 0 = a0. De donde, f t xT i   f txT 0 = 0 y, consecuentemente,
f t xT i   f txT 0 = 2ni
ni 1 +
nr+1
nr 1   [
j
ni 1 +2
ni  j
ni 1 + fe +2
p 1
nr 1 +
nr+1 p
nr 1 ]
#
fe = 2ni  j 2ni+2 jni 1 +
nr+1 2p+2 nr 1+p
nr 1 =
j
ni 1  
p 2
nr 1 = ae:
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Figura 7. Vista parcial de la solucio´n T 0 utilizada para calcular fe, 8 e 2 (A;Z).
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6. fe = 1, 8e2 (A;Z). El resultado se obtiene directamente comparando una cualquiera
de las soluciones T i con la solucio´n T 0 dada en la figura 7, y que se obtiene a partir
de ella de la siguiente forma:
T 0 = T i 
ni∑
r=1
(bir;bir+1)+(bi0;bi1)+(0;z):
Evidentemente, atxT 0 = ni+1
ni 1 +1+∑r 6=i
nr+1
nr 1 = a0, lo que implica,
f t xT i   f t xT 0 = 0  ! 2ni
ni 1
 
ni +1
ni 1
  fe = 0;
y por tanto:
fe = 2ni ni 1
ni 1
=
ni 1
ni 1
= 1 = ae:
Hemos visto que ae = fe para cualquier arista e 2 E , lo que demuestra que las desigual-
dades path inducen facetas del PSDVRP.

En el ape´ndice adjunto demostramos que las condiciones (i) y (ii) son suficientes para
garantizar que las desigualdades wheelbarrow inducen facetas del PSDVRP. La te´cnica
de demostracio´n es la misma que la utilizada para probar el resultado anterior.
Como ya hemos sen˜alado, las condiciones establecidas en el teorema 1 son sencillas
de comprobar, no requieren la resolucio´n de problemas tipo Bin-Packing y, en ciertos
casos, son menos fuertes que las exigidas en Cornue´jols y Harche (1993). Evidente-
mente, si en una instancia concreta, en la que se ha fijado el nu´mero de vehı´culos y la
capacidad de los mismos, se cumplen las condiciones de Cornue´jols y Harche (1993),
tambie´n se cumplira´n las establecidas en el teorema anterior. El siguiente ejemplo, con
el que concluimos esta cuestio´n, muestra que el recı´proco no es cierto:
Ejemplo: Dada la instancia del SDVRP en la que hay dos vehı´culos de demanda igual
a 16, y 11 clientes cuyas demandas son, d1 = d2 = 5, di = 1, i = 3; : : : ;10, y d11 = 14,
si definimos:
A = f0g; Z = f11g; P1 = f1;2g; (B11 = 1;B12 = 2);
P2 = f3;4g; (B21 = 3;B22 = 4); P3 = f5;6g; (B31 = 5;B32 = 6);
P4 = f7;8g; (B41 = 7;B42 = 8); P5 = f9;10g; (B51 = 9;B52 = 10);
es evidente que la desigualdad asociada a esta configuracio´n path induce una faceta del
PSDVRP, ya que se cumplen las condiciones establecidas en el enunciado del teorema.
Sin embargo, no podemos decir lo mismo cuando nos referimos al PGVRP asociado. En
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este caso es sencillo comprobar que no existe ninguna particio´n del conjunto de clientes
en 2 subconjuntos tales que se cumplan las condiciones establecidas en Cornue´jols y
Harche (1993).
Llegado este punto queda por analizar que´ pasa cuando el depo´sito pertenece a cualquier
otro subconjunto de la particio´n, i.e., cuando 0 2 Bij con i = 1; : : : ;s y j = 1; : : : ;ni.
Cornue´jols y Harche (1993) distinguen claramente dos situaciones, dependiendo de si
el nu´mero de vehı´culos que se necesita para servir la demanda de VnBij es o no superior
a uno. Nosotros distinguiremos tambie´n la misma casuı´stica.
Teorema 2. Si 0 2 Bij, con, i = 1; : : : ;s, j = 1; : : : ;ni, y d(VnBij)  Q, entonces, las
desigualdades «path», «wheelbarrow» y «bicycle» inducen facetas del PSDVRP.
Demostracio´n
Este resultado se deduce directamente de los teoremas 3.2 y 3.4 de Cornue´jols et al.
(1985), y del teorema 2.6 de Naddef y Rinaldi (1991), que establecen, respectivamente,
que dichas desigualdades inducen facetas del PGT SP. Basta con tener en cuenta que bajo
la hipo´tesis establecida cualquier solucio´n del GT SP puede extenderse a una solucio´n
del SDVRP an˜adiendo, u´nicamente, aristas con coeficiente nulo en la desigualdad.
Vea´moslo, sea CBij un ciclo Hamiltoniano en B
i
j y K el nu´mero de vehı´culos disponible
para abastecer la demanda de V n f0g. Evidentemente, cualquier tour asociado a una
solucio´n del GT SP recorrera´ todos los ve´rtices del grafo, si an˜adimos a este tour K 1
copias de cada una de las aristas de CBij obtendremos un tour en el que K vehı´culos
visitan todos los ve´rtices de Bij, y solamente uno de ellos visitara´ a los ve´rtices del com-
plementario. Por hipo´tesis, sabemos que se necesita un u´nico vehı´culo para abastecer la
demanda de VnBij, luego seguro que hay una asignacio´n posible de demandas de clien-
tes a vehı´culos de manera que el conjunto de aristas que acabamos de dar define una
solucio´n del SDVRP. Obse´rvese que las u´nicas aristas an˜adidas son aristas de E(Bij),
como el coeficiente de estas aristas es igual a cero, si la solucio´n del GTSP de la que
partı´amos pertenecı´a a la cara del PGT SP inducida por atx  a0, la solucio´n del SDVRP
que hemos construido pertenecera´ tambie´n a la cara del PSDVRP inducida por la misma
desigualdad.

Hasta aquı´ los resultados que nos han permitido extender facetas del PGT SP a facetas del
PSDVRP. Como demostramos a continuacio´n, cuando el nu´mero de vehı´culos necesario
para servir la demanda de V nBi1 es superior a uno el tipo de conclusiones a las que se
llega no es tan satisfactorio. En el caso de necesitar al menos tres, concluimos que las
desigualdades path no son ni tan siquiera soporte. Lo que ocurre en este caso en relacio´n
con las desigualdades wheelbarrow o bicycle es, por el momento, un tema abierto.
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Proposicio´n 1. Si el depo´sito pertenece a Bi1, para algu´n i = 1; : : : ;s, y el nu´mero de
vehı´culos necesario para servir la demanda de los ve´rtices de VnBi1 es al menos tres,
las desigualdades «path» no son soporte del PSDVRP.
Demostracio´n
Sea atx a0 una desigualdad asociada a una configuracio´n path. Supongamos que T es
una solucio´n del SDVRP cuyo vector de incidencia minimiza el te´rmino de la izquierda
de la restriccio´n y veamos que con las hipo´tesis establecidas esto implica, atxT > a0.
Podemos suponer sin pe´rdida de generalidad que las u´nicas aristas de T incidentes con
Bi1 son aristas de (A;Bi1) [ (Bi1;Bi2). Si no fuera ası´, aplicando un nu´mero finito de
veces el procedimiento que describimos a continuacio´n obtendrı´amos una solucio´n T 0
que cumplirı´a la condicio´n y seguirı´a minimizando atx.
Si en T hay una arista e 2 (Bi1;Bij), con 3  j  ni + 1, sustituyendo cada una de las
copias de e = (u;v) por el camino u bi2  : : : bir  bir+1  : : : bij 1  v, obtenemos
una nueva solucio´n T 0, que cumple atxT = atxT 0 , y no contiene a e.
Ana´logamente, si e 2 (Bi1;Brp); r 6= i; p  1, sustituye´ndola por la arista (u;bi0) y el
camino bi0 = br0 br1  : : : brj  : : : brp 1  v, obtenemos una solucio´n T 0, que cum-
ple atxT  atxT 0 . Basta con observar que la contribucio´n al te´rmino izquierdo de la
desigualdad de la nueva arista y del camino es 1
ni 1 +
p
nr 1 , y que,
ae 
p
nr 1
 
1 2
ni 1
=
1
ni 1
+
p
nr 1
:
Sea ¯k = d d(VnB
i
1)
Q e el nu´mero de vehı´culos que necesitamos para servir la demanda de
VnBi1. Como el depo´sito pertenece a Bi1, la cortadura (Bi1; ¯Bi1) se atravesara´ al menos
2¯k veces utilizando, como hemos visto, solamente aristas de (A;Bi1)
S
(Bi1;B
i
2). Estas
aristas se distribuira´n, si nos olvidamos de cua´l es la cortadura concreta, siguiendo uno
de los patrones siguientes:
Cortadura 1 Cortadura 2 Eliminando Quedan
2¯k 0 (2¯k 2;0) (2;0)
2¯k 1 1 (2¯k 2;0) (1;1)
2¯k 2 2 (2¯k 4;0) (2;2)
2¯k 3 3 (2¯k 4;2) (1;1)
.
.
.
.
.
.
.
.
.
.
.
.
¯k ¯k Si
¯k es par (¯k 2; ¯k 2)
Si ¯k es impar (¯k 1; ¯k 1)
(2;2)
(1;1)
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Observar que a partir de una solucio´n cualquiera del SDVRP en la que una arista e
aparece ma´s de dos veces, siempre podemos conseguir una solucio´n del GT SP en la que
dicha arista se utiliza, a lo sumo, dos veces. Basta con eliminar un nu´mero adecuado
de copias de la misma, a saber, 2p copias, si hubiese 2p+1, con p  1, o 2(p 1), si
hubiese 2p, con p 2. Por lo tanto, para un ¯k fijo, siempre es posible eliminar al menos
2(¯k  2) aristas de la cortadura (Bi1; ¯Bi1) de manera que se sigue teniendo un tour, T 0,
que recorre todos y cada uno de los ve´rtices de V . Este tour es una solucio´n del GT SP
y por tanto,
atxT
0
= atxT  
2(¯k 2)
ni 1
 a0;
por ser las desigualdades asociadas a las configuraciones path va´lidas para el GTSP,
Cornue´jols et al. (1985). Despejando obtenemos el resultado que busca´bamos,
atxT  a0 +
2(¯k 2)
ni 1
> a0:
Obse´rvese que la hipo´tesis ¯k  3 garantiza que 2(¯k 2) 2, y consecuentemente tam-
bie´n, 2(¯k 2)
ni 1 
2
ni 1 > 0.

El u´nico resultado conocido por el momento para el caso en que el nu´mero de vehı´culos
que se necesita para servir d(V nBi1) es dos, es el siguiente:
Proposicio´n 2. Si el depo´sito pertenece a Bi1 para algu´n i = 1; : : : ;s y el nu´mero de
vehı´culos necesario para abastecer la demanda de VnBi1 es exactamente 2, entonces, en
cualquier solucio´n del SDVRP cuyo vector de incidencia pertenezca a la cara inducida
por una desigualdad «path», la demanda de V nPi debe servirse utilizando un u´nico
vehı´culo, i.e., la cortadura (Pi; ¯Pi) solamente se atraviesa dos veces.
La demostracio´n puede consultarse con todo detalle en Martı´nez (1995).
Con la proposicio´n que presentamos a continuacio´n damos por terminado el estudio de
las relaciones polie´dricas entre el GT SP y el SDVRP.
Proposicio´n 3. Las desigualdades asociadas a configuraciones «bicycle» con s = 3
y ni = 2, 8i = 1; : : : ;s (conocidas como «bicycle 2-regulares») esta´n dominadas por
atx  a0 + 2, si d d(VnPi)Q e = 2, siendo Pi el camino que contiene el subconjunto Bij al
que pertenece el depo´sito.
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Demostracio´n
Supongamos que el depo´sito pertenece a Bij, como para servir la demanda de V nPi
necesitamos dos vehı´culos, la cortadura (Pi; ¯Pi) sera´ atravesada al menos dos veces por
dos vehı´culos distintos. Por lo tanto, en cualquier solucio´n T del SDVRP debe haber al
menos cuatro aristas que pertenezcan a dicha cortadura.
Consideremos el grafo inducido por las aristas de T , teniendo en cuenta el resultado
ba´sico de teorı´a de grafos que establece,
«el doble del nu´mero de aristas de un grafo es igual a la suma de los
grados de sus ve´rtices»
deducimos que en T habra´ al menos 7 aristas. Observar que el grado del subconjunto
que contiene al depo´sito es al menos cuatro y el de los otros cinco subconjuntos que
completan la configuracio´n es al menos dos.
Teniendo en cuenta que cuatro de estas aristas deben pertenecer a la cortadura (Pi; ¯Pi),
y que el coeficiente en a de las mismas es al menos dos, tenemos,
∑
e2T\δ(Pi)
aex
T
e  8:
Notar que si la desigualdad fuese soporte deberı´a cumplirse lo siguiente:
atxT = ∑
e2E(Pi)
aex
T
e + ∑
e2T\δ(Pi)
aex
T
e + ∑
e2E( ¯Pi)
aex
T
e = a0 = 10;
y sin embargo, como necesitamos al menos tres aristas ma´s para poder completar una
solucio´n del SDVRP,
atxT  8+3 = 11 > a0
pues los coeficientes de estas aristas son mayores o iguales que 1.

Es sencillo comprobar que esta demostracio´n no puede generalizarse para s  5, pues,
nu´mero aristas = ∑ grados ve´rtices2 
4+2(2s 1)
2 = 2+(2s 1)= 2s+1;
atxT  8+((2s+1) 4)= 2s+5;
y como a0 = 3s+1 tenemos que:
2s+5 > 3s+1, 4 > s:
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Por u´ltimo, comentar que en Martı´nez (1995) se demuestra que las desigualdades path y
las wheelbarrow son precisamente las restricciones que surgen cuando se intentan gene-
ralizar al contexto del SDVRP algunas de las desigualdades 2-matching generalizadas
introducidas por Araque (1989) para el CV RP con demandas unitarias. Concretamente,
las que surgen cuando la capacidad del vehı´culo se establece en un valor tal, que la
demanda de 6 clientes cualesquiera puede servirse completamente utilizando un u´nico
vehı´culo.
4. CONSIDERACIONES FINALES
El estudio polie´drico que hemos realizado nos ha permitido extender resultados cono-
cidos para el poliedro del Agente Viajero Gra´fico al poliedro del Problema de Rutas de
Vehı´culos con Demanda Compartida. Hemos visto co´mo las desigualdades asociadas a
las configuraciones path, wheelbarrow y bicycle son tambie´n va´lidas para el PSDVRP y
bajo ciertas condiciones incluso inducen facetas.
Las desigualdades que hemos considerado en este trabajo no son las u´nicas familias de
desigualdades va´lidas conocidas para el SDVRP. Como hemos dicho en la introduccio´n,
en Martı´nez et al. (2000) y Belenguer et al. (2000) se presentan nuevas restricciones,
que bajo condiciones adecuadas, tambie´n inducen facetas del PSDVRP. Adema´s, por lo
que nosotros sabemos, estos trabajos son, hoy por hoy, los u´nicos en los que se estudia la
estructura facial del PSDVRP. No obstante, cabe la posibilidad de continuar la investiga-
cio´n en esta lı´nea tratando de deducir condiciones bajo las cua´les, desigualdades como,
las path, wheelbarrow y bicycle con capacidades, introducidas en Cornue´jols y Harche
(1993) para el GVRP, las cla´sicas restricciones comb y clique tree del T SP (Gro¨tschel
y Padberg, 1985), o las de capacidad generalizada del CV RP (Harche y Rinaldi, 1991),
induzcan facetas del PSDVRP. La adaptacio´n de estas restricciones al SDVRP y la demos-
tracio´n de su validez para el correspondiente poliedro pueden consultarse en Martı´nez
(1995).
Por u´ltimo, nos gustarı´a destacar que, aparte del intere´s estrictamente teo´rico que pue-
den tener los resultados que hemos presentado en este trabajo, la sencillez de las con-
diciones establecidas los hacen tambie´n atractivos desde el punto de vista pra´ctico. Sin
duda, sera´ interesante investigar el desarrollo de algoritmos que permitan identificar
restricciones de este tipo cuando sean violadas por soluciones fraccionarias, lo cua´l
ayudarı´a a resolver instancias del problema de taman˜o superior a las resueltas hasta el
momento. Desde este punto de vista, el trabajo que hemos presentado abre la puerta a
futuras investigaciones en relacio´n con el tema, a la vez que amplia el conocimiento de
la estructura facial del PSDVRP.
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AP ´ENDICE
Dados K vehı´culos de capacidad Q, si 0 2 A y se cumplen las dos
condiciones:
i.- K  s 12 ; y
ii.- Q d(Ps)+d(Ps 1)+d(Ps 2); siendo d(P1) d(P2) : : : d(Ps):
entonces, las desigualdades «wheelbarrow» inducen facetas de PSDVRP.
Demostracio´n
Ana´logamente a como hemos hecho con las desigualdades path, vamos a construir s so-
luciones distintas, una para cada camino Pi, que nos permitira´n demostrar el resultado
vı´a el me´todo indirecto. Las soluciones se construyen siguiendo el mismo procedi-
miento que con las path excepto en la forma de unir las parejas de caminos. Se unira´n
utilizando la arista que une a los representantes de sus subconjuntos extremos, Brnr . En
la figura 8 presentamos la solucio´n asociada al camino Pi, la llamaremos T i. No es
difı´cil comprobar que las hipo´tesis establecidas garantizan la existencia de una asigna-
cio´n de demandas a vehı´culos de forma que con s 12 vehı´culos se sirven los clientes de
V nA.
B11
B21 B
2
2 B
2
n2
B1
n1
Bs
ns
Bs2
Bs1
Bi1
B
i
ni
A
Bi2
B1B
s-1
2B
s-1
n
s-1
s-1
B1
i+1 Bi-11
B B
i-1
B12
ni-1
i+1
ni+1
Figura 8. Solucio´n T i para una configuracio´n wheelbarrow.
Demostraremos a continuacio´n que las soluciones ası´ construidas cumplen con igual-
dad la desigualdad wheelbarrow atx  1+∑sr=1 nr+1nr 1 . Probado esto es evidente que se
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trata de una desigualdad propia, ya que basta con duplicar cualquiera de las aristas uti-
lizadas con coeficiente estrictamente positivo, para encontrar una solucio´n que cumple
la desigualdad con mayor estricto.
A fin de simplificar las cuestiones de notacio´n comprobaremos el resultado para la
solucio´n T s 1, la demostracio´n para el resto de soluciones, T i, serı´a ana´loga.
Observar que las u´nicas aristas en la solucio´n con coeficiente no nulo son, las que unen
a dos subconjuntos Brp consecutivos en cada camino Pr, con r = 1; : : : ;s; r 6= i, y las que
utilizamos para unir parejas de caminos. Supongamos que los caminos se han unido de
dos en dos empezando por el primero y en orden ascendente, es decir, la demanda de los
clientes en P2r 1 y P2r se sirve utilizando el mismo vehı´culo, para cada r = 1; : : : ; s 32 .
Evaluaremos atxT s 1 contando las aristas que se utilizan en la solucio´n y cua´nto valen
sus coeficientes. Para cada uno de estos caminos se utilizan nr aristas de peso 1nr 1
y una arista de peso n2r
n2r 1  
n2r 1 2
n2r 1 1 por cada par de caminos unidos. Adema´s, hay
2(ns 1  1) aristas de peso 1ns 1 1 que recorren los subconjuntos de Ps 1, ns 2 aristas
de peso 1
ns 2 1 para Ps 2 y ns de peso
1
ns 1 para Ps, mas las dos aristas que unen a Ps 2
con Ps 1 y a e´ste con Ps.
Observar que el coeficiente de las aristas que unen los subconjuntos finales de dos
caminos cualesquiera, P2r 1 y P2r es:
max

n2r
n2r  1
 
n2r 1 2
n2r 1 1
;
n2r 1
n2r 1 1
 
n2r 2
n2r 1

;
puede comprobarse fa´cilmente que en este caso el ma´ximo es u´nico e igual a:
1
n2r 1
+
1
n2r 1 1
:
Luego,
atxT
s 1
= ∑sr=1;r 6=s 1 nrnr 1 +∑
s 1
2
r=1(
n2r
n2r 1  
n2r 1 2
n2r 1 1)+
ns
ns 1  
ns 1 2
ns 1 1 +
2ns 1 2
ns 1 1 ;
es decir,
atxT
s 1
= ∑sr=1 nrnr 1 +∑
s 1
2
r=1(
n2r
n2r 1  
n2r 1 2
n2r 1 1)+
ns
ns 1 =
∑
s 1
2
r=1(
n2r
n2r 1 +
n2r 1
n2r 1 1 +
n2r
n2r 1  
n2r 1 2
n2r 1 1)+
2ns
ns 1 =
∑
s 1
2
r=1(
n2r
n2r 1 +
n2r 1
n2r 1 1 +
n2r(n2r 1 1) (n2r 1)(n2r 1 2)
(n2r 1)(n2r 1 1)
)+
2ns
ns 1 ;
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que por unicidad del ma´ximo es igual a,
∑
s 1
2
r=1(
n2r
n2r 1 +
n2r 1
n2r 1 1 +
1
n2r 1 +
1
n2r 1 1)+
2ns
ns 1 =
∑
s 1
2
r=1(
n2r+1
n2r 1 +
n2r 1+1
n2r 1 1)+
2ns
ns 1 =
1+∑sr=1 nr+1nr 1 :
Probado que la desigualdad wheelbarrow, atx a0, es soporte y no trivial, supongamos
ahora que existe una desigualdad f t x a0 que define una faceta del poliedro y cumple:
fx 2 PSDVRP j atx = a0g  fx 2 PSDVRP j f t x = a0g:
Demostraremos que fe = ae; 8e 2 E y que por tanto atx  a0 induce una faceta del
PSDVRP.
La demostracio´n de los dos primeros casos es ana´loga a la realizada para las desigual-
dades path pero teniendo en cuenta la solucio´n T i que hemos descrito para las configu-
raciones wheelbarrow.
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Figura 9. Soluciones demostrando que fe = fe0 , 8e 2 (Bij;Bij+1), 8e0 2 (Bik;Bik+1).
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1. fe = ae = 0, 8e 2 E(Bij); i = 1; : : : ;s; j = 0; : : : ;ni.
2. fe = fbrjbrj+1 , 8 e 2 (Brj;Brj+1), r = 1; : : : ;s, j = 0; : : : ;nr  1.
3. fe = ae, 8 e 2 (Bij;Bij+1), i = 1; : : : ;s, j = 0; : : : ;ni 1. En primer lugar demostrare-
mos que todas las aristas de cualquiera de las cortaduras definidas por dos subcon-
juntos consecutivos en un mismo Pi tienen el mismo coeficiente, que denominare-
mos πi. Es decir, dado un i = 1; : : : ;s, queremos ver que fe = fe0 8e 2 (Bij;Bij+1) y
8e0 2 (Bik;B
i
k+1) siendo j y k dos ı´ndices distintos de f0; : : : ;ni  1g. Para demos-
trarlo basta con comparar las soluciones de la figura 9, observar que solamente se
diferencian en aristas que pertenecen a estas cortaduras, adema´s ambas pertenecen a
la cara inducida por la desigualdad wheelbarrow, y por lo tanto tambie´n a la inducida
por f t x  a0.
B i
ni
B i
B ij+1
A
j
a b
B i
ni
A
a
B i
ni
A
b
Figura 10. T i, T i 1 T i+1 soluciones del SDV RP pertenecientes a la cara inducida
por la desigualdad wheelbarrow.
Una vez visto que fe = πi, 8e2 (Bij;Bij+1), para cada i = 1; : : : ;s, completaremos la
demostracio´n resolviendo el sistema que se obtiene al sustituir en f t x los vectores
de incidencia asociados a las soluciones T i 1;T i y T i+1, i = 2; : : : ;s 1, figura 10.
Estas soluciones corresponden a los tours utilizados en Cornue´jols et al. (1985) para
demostrar el teorema 3.5. Gracias a las hipo´tesis establecidas sobre el nu´mero de
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vehı´culos disponibles y su capacidad no es difı´cil comprobar que estos tours definen
soluciones posibles del SDVRP. Como los tres vectores de incidencia cumplen atx=
a0, tambie´n cumplira´n f t x = a0, de donde obtenemos,
f t xT i = f t xT i 1
f t xT i = f t xT i+1
es decir,
ni 1πi 1 +2(ni 1)πi + fbi 1ni 1 bini + fbini bi+1ni+1 +ni+1πi+1 =
2ni 1πi 1 +niπi + fbini bi+1ni+1 +ni+1πi+1
ni 1πi 1 +2(ni 1)πi + fbi 1ni 1 bini + fbini bi+1ni+1 +ni+1πi+1 =
ni 1πi 1 + fbi 1ni 1 bini +niπi +2ni+1πi+1
#
(ni 2)πi + fbi 1ni 1 bini + fbini bi+1ni+1 =
ni 1πi 1 + fbini bi+1ni+1
(ni 2)πi + fbi 1ni 1 bini + fbini bi+1ni+1 =
ni+1πi+1 + fbi 1ni 1 bini
que, considera´ndolo para i = 2; : : : ;s 1, proporciona el sistema:
(n2 2)π2 + fb1n1 b2n2 + fb2n2 b3n3 = n1π1 + fb2n2 b3n3
(n2 2)π2 + fb1n1 b2n2 + fb2n2 b3n3 = n3π3 + fb1n1 b2n2
.
.
.
(ni 2)πi + fbi 1ni 1 bini + fbini bi+1ni+1 = ni 1πi 1 + fbini bi+1ni+1
(ni 2)πi + fbi 1ni 1 bini + fbini bi+1ni+1 = ni+1πi+1 + fbi 1ni 1 bini
.
.
.
(ns 1 2)πs 1 + fbs 2ns 2 bs 1ns 1 + fbs 1ns 1 bsns = ns 2πs 2 + fbs 1ns 1 bsns
(ns 1 2)πs 1 + fbs 2ns 2 bs 1ns 1 + fbs 1ns 1 bsns = nsπs + fbs 2ns 2 bs 1ns 1
cuya solucio´n es:
πi =
h
ni 1
fbini bi+1ni+1 =
h
ni 1 +
h
ni+1 1 i = 1; : : : ;s
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Sustituyendo en f t x el vector de incidencia asociado a T s 1 y teniendo en cuenta
que ha de ser igual a a0, tenemos:
f t xT s 1 =
s 1
2∑
r=1
(
n2rh
n2r  1
+
n2r 1h
n2r 1 1
+
h
n2r  1
+
h
n2r 1 1
)+
2nsh
ns 1
de donde,
f t xT s 1 = h(1+
s
∑
r=1
nr +1
nr  1
) = ha0 = a0
luego, h = 1, lo que demuestra que los coeficientes de las aristas que estamos consi-
derando coinciden en a y en f .
4. fe = ae, 8e2 (Bij;Brp), i 6= r, 1 j  ni y 1 p nr. No hay pe´rdida de generalidad
en hacer la demostracio´n para una arista de la cortadura e 2 (Bs 2j ;Bs 1p ). Ya hemos
demostrado que los coeficientes en a y f coinciden para el resto de las aristas, lo que
nos permitira´ demostrar el resultado basa´ndonos simplemente en el hecho de que la
solucio´n de la figura 11, T 0, es una solucio´n del SDVRP que cumple atxT 0 = a0 con
igualdad, por lo que tambie´n cumplira´ f t xT 0 = a0.
A
B1
sB
s-2
1 B
s-1
1
B
ns
s
Bi
s
Bs-2
n
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B
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Figura 11. Solucio´n T 0.
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En efecto:
atxT
0
= ∑s 3r=1 nr+1nr 1 +
ns 2  j
ns 2 1 +
ns 2
ns 2 1+
j
ns 2 1  
p 2
ns 1 1 +
2(p 1)
ns 1 1 +
ns 1 p
ns 1 1+
1
ns 1 1 +
1
ns 1 +
ns
ns 1 =
∑s 3r=1 nr+1nr 1 +
ns 2  j+ns 2+ j
ns 2 1 +
 p+2+2p 2+ns 1 p+1
ns 1 1 +
1+ns
ns 1 =
∑s 3r=1 nr+1nr 1 +
ns 2+1+ns 2 1
ns 2 1 +
ns 1+1
ns 1 1 +
ns+1
ns 1 =
1+∑sr=1 nr+1nr 1 = a0
como consecuencia,
f t xT 0 atxT 0 = fe ae = 0  ! fe = ae
Concluimos ası´ que las desigualdades asociadas a las configuraciones wheelbarrow in-
ducen facetas del PSDVRP.
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VEHICLE ROUTING PROBLEM
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In this paper we study the polyhedron associated with the Split Delivery
Vehicle Routing Problem, a distribution problem arising in the context of
servicing goods to clients using a fixed fleet of identical vehicles with li-
mited capacity. The objective is to design a set of routes in such a way
that the total distance travelled is minimized. The main difference with ot-
her known routing problems is that the demand of a given client can be
serviced among several vehicles. We present some polyhedral results that
are obtained as extensions of previously known results for the Graphical
Traveling Salesman Problem.
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1. INTRODUCTION
The Split Delivery Vehicle Routing Problem (SDVRP) is a relaxation of the classical
Capacitated Vehicle Routing Problem (CVRP), in which the demand of any client can
be serviced by more than one vehicle. This relaxation may result in cheaper solutions,
both in terms of the total distance travelled, as well as in the number of vehicles to be
used. Moreover, the minimum number of vehicles needed to service the total demand
is always known in advance. However, the SDVRP remains an NP  hard problem
(Dror and Trudeau, 1990). Hopefully, the knowledge of the structure of the polyhedron
associated with the SDVRP feasible solutions will allow the optimal resolution of bigger
and bigger instances. The purpose of this paper is to continue the polyhedral study
presented in Belenguer et al. (2000) and in Martı´nez et al. (2000).
2. NOTATION AND PROBLEM DEFINITION
Let G = (V;E) be a complete and undirected graph, where the set of vertices, V , repre-
sents n clients with known integer demands, di, and a depot, vertex 0, where a fleet of
K identical vehicles of capacity Q is located. Each edge e = (i; j) in E represents the
(shortest) path between i and j.
In Belenguer et al. (2000), the feasible solutions of the SDVRP are defined on G, in
terms of a multiset of edges subject to problem constraints. It is also proved that the
convex hull of the incidence vectors associated with the SDVRP feasible solutions is an
unbounded and full dimensional polyhedron, denoted in what follows PSDVRP. Moreo-
ver, such vectors satisfy a simple set of constraints, (1)  (4), which in fact defines a
relaxation of the SDVRP. These constraints, subject to small changes, have also been
considered in the formulation of the Graphical TSP (GTSP) and in the graphical rela-
xation of the CVRP, the GVRP. Using the above relaxation, Belenguer et al. (2000)
solved to optimality SDVRP instances up to 50 clients, and Martı´nez et al. (2000) obtai-
ned the complete linear description of the polyhedron associated to a SDVRP instance
with 5 clients and 2 vehicles.
3. FROM PGTSP TO PSDVRP
From the GVRP, SDVRP, and GTSP problem definitions it is easy to see that PGVRP 
PSDVRP  PGTSP, and therefore, every GTSP valid inequality will also be a valid ine-
quality for the SDVRP. However, the facial structures can not be so easily related.
In this section we extend to the PSDVRP some inequalities that are facet defining inequa-
lities for the PGT SP. These inequalities are associated with some complex structures,
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known as path, wheelbarrow and bicycle configurations, that were first introduced in
Cornue´jols et al. (1985) for the PGTSP. Obviously, path, wheelbarrow and bicycle
inequalities are valid inequalities for the PSDVRP, since they are valid for the PGT SP.
Moreover, if the conditions given in Cornue´jols and Harche (1993) hold, the path ine-
qualities not only induce facets of PGVRP, but also of PSDVRP. Next theorem presents
another set of conditions, easier to check and, at least in some cases, weaker than the
ones given in Cornue´jols and Harche (1993).
Theorem 1. Given K vehicles of capacity Q, if 0 2 A (or if 0 2 Z), and the following
conditions hold:
i.- K  s 12 ;
ii.- Q d(Ps)+d(Ps 1)+d(Ps 2); such that d(P1) d(P2) : : : d(Ps); and
iii.- Q 2
l
d(Z)+∑si=1 d(Pi)
s 1
m
then, path inequalities induce facets of PSDVRP.
In the appendix it is shown that conditions i) and ii) are sufficient to guarantee that
wheelbarrow inequalities induce facets of PSDVRP.
Following the same lines as in Cornue´jols and Harche (1993), we have proved the
following result:
Theorem 2. If 0 2 Bij, with, i = 1; : : : ;s, j = 1; : : : ;ni, and d(VnBij)  Q, then, path,
wheelbarrow and bicycle inequalities induce facets of PSDVRP.
Finally, this section includes some results, showing situations in which path inequa-
lities are not even support inequalities (Proposition 1), exhibiting a special kind of a
path configuration for which path inequalities can not define facets (Proposition 2), or
conditions under which some bicycle inequalities are dominated (Proposition 3).
In Martı´nez (1995) it is shown that path and wheelbarrow inequalities are in fact the
2-matching generalized inequalities, first introduced in Araque (1989) for the CV RP
with unit demands.
4. FINAL COMMENTS
New families of valid inequalities, that under given conditions are also facet-defining
inequalities, are presented in Martı´nez et al. (2000) and Belenguer et al. (2000). In
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Martı´nez (1995), valid inequalities for the PSDVRP are obtained from other inequalities
defined for the PGVRP, for the PTSP and for the PCVRP. Further research remains to be
done in order to show if there are conditions under which they induce facets of PSDVRP.
The results presented in this paper have more than just a theoretical interest, since the
simple conditions imposed in order to guarantee the facial character of path inequalities
could be incorporated, via new identification routines, into a general procedure that
would allow the resolution of bigger SDVRP instances.
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