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Abstract Human face and hand detection, recognition
and tracking are important research areas for many com-
puter interaction applications. Face and hand are consid-
ered as human skin blobs, which fall in a compact region of
colour spaces. Limitations arise from the fact that human
skin has common properties and can be defined in various
colour spaces after applying colour normalization. The
model therefore, has to accept a wide range of colours,
making it more susceptible to noise. We have addressed
this problem and propose that the skin colour could be
defined separately for every person. This is expected to
reduce the errors. To detect human skin colour pixels and
to decrease the number of false alarms, a prior face or hand
detection model has been developed using Haar-like and
AdaBoost technique. To decrease the cost of computational
time, a fast search algorithm for skin detection is proposed.
The level of performance reached in terms of detection
accuracy and processing time allows this approach to be an
adequate choice for real-time skin blob tracking.
Keywords Skin detection  Colour space  Haar-like 
Face detection  Hand detection
1 Introduction
Skin detection plays an important role in a wide range of
image processing applications specifically in sign language
recognition (SLR) and other human to computer interaction
(HCI) domains [16]. There are various approaches for blobs
detection and tracking based on the skin colour information
in the visual spectrum. However, developing an accurate
classifier that can detect all skin types under different illu-
minations, shadows and clustered backgrounds is still an
unsolved problem. This paper presents a real-time dynamic
skin detection approach for blobs detection and tracking.
The proposed method reliability is defined by its robustness
with different environmental lighting conditions.
The paper is organized as follows. Section 2 presents the
research background. Section 3 describes the proposed
method for blob detection. The experimental results are
then presented in Sect. 4. In Sect. 5, we compare our
approach with two existing adaptive and statistical tech-
niques. Finally, Sect. 6 states the concluding part of the
paper.
2 Research background
Diverse approaches for skin detection have been developed
which could be classified into parametric [1, 4, 9, 12],
statistical, such as [15] and adaptive methods [7, 11, 17] as
described in [16, 20, 23]. The parametric and statistical
methods are quite effective for skin detection, but they are
highly sensitive to changes in lighting conditions and they
also produce high false-positive errors in case of objects
with colour similar to human skin exist in the environment.
Most of these approaches assume that human skin colours
of different individuals cluster in a small region in colour
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space provided that the images are taken under illumination
controlled environments [27].
The parametric skin models are based on a mathematical
model to describe the human skin colour distribution. In
the existing parametric skin models, the mathematical
model is usually a Gaussian model [23]. The parametric
models require a higher computing specification because
they model a wide range of skin pixels’ colour. Aspects of
parametric models are defined in RGB, HSV, YCbCr colour
spaces; other approaches [18] have combined the RGB and
YCbCr colour spaces for increasing the skin colour detec-
tion accuracy. The statistical methods [14, 25, 26, 30] have
shown advantages over the parametric models. As in the
parametric models, the statistical models have used RGB,
ICrCb, HSV, HIS, HS and IUV colour spaces. In those
methods, the skin pixels are segmented manually and used
as a skin colour probability density function and find the
threshold value to segment the skin area.
The survey paper [16] has shown that the adaptive skin
detection methods, which dynamically adapt themselves to
the changes of colour skin features due to the environ-
mental noise or the change of light or object similar to the
skin colour, demonstrate a better performance than other
statistically based approaches. Many of the adaptive skin
detectors are mainly employed to achieve high detection
accuracy. Neural network-based methods support vector
machines and other kernel methods have been proposed
[16, 20, 23], where in the vast majority of cases, lighting
conditions are constant within an image.
However, the problem with these approaches is that when
we lose track of the skin, the adaptive model might falsely
adapt to non-skin pixels regions. Furthermore, the work in
Ref. [17] proposed an adaptive skin model, which has been
created based on a detected face in luminance channel and
geometric properties followed by a statistical skin modeling
approach. Hence, to build flexible systems that work in a
variety of lighting conditions which are robust and efficient
for skin detection algorithms, are still an open research area.
Sara et al. [2] have suggested a hybrid method by combining
skin colour segmentation with Haar-like and Adaboost
algorithm [24] for human hand posture detection.
The work presented in [2] contains preliminary results
for skin detection and blob tracking, which used only
YCbCr and open palm as the initial clue. In this paper, face
or open hand palm has been used for initiating the devel-
oped method. The skin colour choice between RGB, HSV
and YCbCr colour spaces has been experimented to show
the best skin colour choice that fit this approach. In addi-
tion, extra analysis on various skin colours of different
people using either face or hand as a first clue to define the
skin areas is presented. This proposed method has been
benchmarked using 40 videos; 35 videos collected from
over the Internet and 5 videos have been obtained under
different environments. The approach has been developed
for real-time implementation with 30 fps, which requires
few milliseconds (ms) to find either the hand or the face of
a visible person in the video frames. In addition, it requires
a visible person standing about 1 m far from the camera. A
comparison between our skin detection method and other
skin colour detection methods [6, 13] is presented in this
paper. The next section explains the proposed technique.
3 Proposed method
The idea of the proposed method comes from the
assumption that illumination conditions are not changeable
within an image frame and the skin colour does not vary
much for a single person. Therefore, if skin colour could be
found for everyone in the image frame; these will reduce
the false positives of skin regions. This can be achieved if it
is known that a particular region of the image contains skin
pixels. Based on that region, a colour space can be defined
or conformed dynamically and applied to the whole image.
Figure 1 shows the framework of the proposed method in
which a face or/and hand is detected in an image.
Following that a region that contains only skin pixels
with high probability is highlighted. This will reduce false
positives within the consecutive frames. The proposed
method consists of the following phases: face or hand has
been detected in the first frames of the video. Then, a seed
point was extracted from a center of the detected blob and
number of pixels was selected to find skin pixels.
3.1 Face or hand detection with Haar-like features
and AdaBoost algorithm
Initializing the proposed method with a face or specific
hand shape will provide an adequate search region for skin
pixels. Neural network-based methods, support vector
machines and other kernel methods have been proposed for
face or hand posture detection. However, most of these
algorithms use raw pixel values as features which make
their approaches sensitive to noise and changes in illumi-
nation. Other methods using region-based approaches, such
as Haar-like features, which are similar to Haar basis
functions has been proposed by [24]. The features encode
differences in average intensities between two rectangular
regions, and they can extract textures independent from
absolute intensities. The proposed method uses Haar-like
features and AdaBoost algorithm for face or hand detection.
3.1.1 Haar-like feature family
The simple Haar-like features described in Fig. 2 (so-called
because they are computed similarly to the coefficients in
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the Haar wavelet transform) are used by [19, 24]. There are
two motivations for the employment of the Haar-like fea-
tures rather than raw pixel values. The first motivation is
that the Haar-like features can encode ad hoc domain
knowledge, which is difficult to describe using a finite
quantity of training data [5, 10]. When compared with raw
pixels, the Haar-like features can efficiently reduce
(increase) the in-class (out-of class) variability and thus
making classification easier [10]. Thus, Haar-like feature-
based system can operate faster than a pixel-based system;
especially, when using the integral image concept. In
addition to the above advantages, the Haar-like features are
also relatively robust to noise and lighting changes because
they compute the grey level difference between the white
and black rectangles.
3.1.1.1 Integral image Using the integral image, any
rectangular sum can be computed in four array references
which can reduce the image processing time [12]. The
integral image at location x, y contains the sum of the
pixels above and to the left of x, y. Using the following pair
of recurrences:
s x; yð Þ ¼ s x; y  1ð Þ þ i x; yð Þ ð1Þ
ii x; yð Þ ¼ ii x  1; yð Þ þ s x; yð Þ ð2Þ
where ii(x, y) is the integral image and i(x, y) is the original
image, s(x, y) is the cumulative row sum, s(x,-1) = 0, and
ii(-1, y) = 0.
The integral image can be computed in one pass over the
original image. The sum of the pixels within rectangle
D (see Fig. 3) can be computed with four array references.
The value of the integral image at location P1 is the sum of
the pixels in rectangle A. The value at location P2 is
A 1 B, at location P3 is A 1 C and at location P4 is
A 1 B 1 C 1 D. The sum within D is computed as
P4 1 P12(P2 1 P3).
Skin Segmentation using region pixels from the detected hand 
candidate
Tracking
Face /Hand Detection using Haar-Like and AdaBoost
Camera capture 320x240 
resolution
Training 
using positive 
/ negative 
samples
Build '8'
number of 
Classifiers
Learning 
using 
AdaBoost
Fig. 1 Overall system view
Fig. 2 A set of Haar-like features
Fig. 3 The integral image
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The above technique is used in the proposed method
combined with AdaBoost algorithm for learning to detect
the face or hand region which has reduced the image
processing time.
3.1.2 AdaBoost learning algorithm
AdaBoost learning algorithm is a method aimed at
improving the accuracy based on a series of weak classi-
fiers stage-by-stage [10]. Initially, it maintains a uniform
distribution of weights over each training samples. In the
first iteration, the algorithm trains a weak classifier using
one Haar-like feature that achieves the best recognition
performance for the training samples. In the second itera-
tion, the training samples, which were misclassified by the
first weak classifier, receive higher weights so that the new
one is selected. The iteration goes on and the final result is
a cascade of linear combinations of the elected weak
classifiers, i.e. a strong classifier, which achieves the
required accuracy. In the first stage of the training process,
the threshold of the weak classifier is adjusted so that
100 % of the target objects can be detected, while keeping
the false-negative rate close to zero. Detailed implemen-
tation of Haar-like and adaptive AdaBoost can be found in
[24]. After the face or hand region has been detected in the
image, skin colour regions was found.
3.2 Colour space choice
To segment human skin regions from non-skin regions
based on the colour, different approaches have found that
human skin colours from different ethnicities fall in a
compact region in colour spaces [28, 29]. In related work,
[3, 19, 22] have shown that the best results for skin colour
detection can be achieved using RGB, HSV, and YCbCr
colour spaces. Their assumption was due to the fact that
using Hue factor with one dimension colour space for skin
segmentation will be the fastest methods for implementing
Fig. 4 RGB colour distribution
within the skin detected area.
a Skin search area, b R
component, c G component and
d B component
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a skin detector. Obviously, a large number of dimensions in
colour space require a larger amount of training data and
memory space. In addition, larger number of dimensions
requires more thresholds to specify the object region [7]. In
our approach, the method is initiated by detecting the face
or hand region; the dimension of the colour space are then
obtained using the range of the skin pixels within the
detected area. This technique would reduce the memory
space and processing time.
The detected skin area is analysed in the image sequence
using RGB and YCbCr to choose the appropriate colour
space for the proposed method. A small 10 9 10 skin’s
region from the detected skin area is extracted and the his-
tograms for each colour component from colour spaces RGB
and YCbCr (see Figs. 4, 5) are analysed. Figure 4 shows that
the RGB colour space is widely distributed. Figure 5 shows
that the components in YCbCr colour space are narrowly
distributed which exposes the YCbCr colour space as our best
colour space choice for this proposed method.
3.3 Skin segmentation
To perform the skin detection from an image, the image
needs to be converted from RGB to YCbCr colour space
after the face or hand has been detected. Then, to find skin
pixels that fall within the same colour space range of the
detected hand or face, a generation of 10 9 10 pixels box
from the centre of the face has been extracted as shown in
Fig. 6c.
In the YCbCr colour space format, the image is stored in
three components: the Y component which contains the
luminance information of the image, while the Cb and Cr
components hold the colour difference information of the
image. Then, a range of skin pixels has been specified
based on the detected face, the distribution of skin pixels
values is highlighted using Cb and Cr components and
(Cb–Cr or Cr–Cb) as an additional threshold while lumi-
nance Y component is discarded. The segmented image is
shown in Fig. 6d.
Fig. 5 YCbCr colour
distribution within the skin
detected area. a Search skin
area, b Y component, c Cb
component and d Cr component
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3.3.1 Skin area choice
As stated in Sect. 3.1, face or hand has been chosen as an
initial skin area, where the search for skin region pixels can
start. However, one can find that face region contains pixels
that are not skin colour such as eyes and lips area. Therefore,
we found that open palm is more than appropriate for
searching skin pixels than face region for non-dark skin col-
oured people. For dark skin coloured people, we found that
their front palm area differs in skin colour from other skin
areas (see Fig. 7a). In such case, it is more practical first to
define a box of 10 9 10 pixels around the centre of both hand
and face of the person. Then, the Cr and Cb of the detected
pixels from the hand palm are merged with the ones from the
detected face to form a combined histogram as shown in
Fig. 7b, c. The result in Fig. 7c has proven that in general, it is
useful for applications, such as sign language recognition
(SLR) to use hand as an initial blob for skin detection.
Meanwhile, for applications that require face detection,
such as facial recognition, we have to initialize the devel-
oped method with a detected face to capture more features
in real-time applications as shown in Fig. 7e. The threshold
ratio of Cb and Cr is merged to obtain more skin pixels to
give a better skin detection result. This is shown in Fig. 7f.
3.4 Tracking the blobs
There are various approaches for tracking hand and face
that have demonstrated better results for specific
applications. For example, frame subtraction and optical
flow motion tracking are sufficient and reliable for sens-
ing the motion of moving objects. Continuously adaptive
mean shift (CAMSHIFT) [3] is designed for face and
coloured object tracking. However, CAMSHIFT alone has
not been used to track more than one object in the image
frame.
In this work, we have considered three skin blobs; a
simple center tracking technique has been used to track the
detected blobs in the image. The center tracking uses
the center pixels xc and yc of the detected skin blob to track
the object.
4 Experimental results
We have experimented that appearance-based methods
such as Haar-like are view specific algorithms; i.e. they
are limited to certain shapes with high accuracy of
detection, so these methods are applied in our proposed
method as an initial stage. As mentioned in the previous
sections, a skin blob has been detected in the initial
frames and therefore pixels outside the detected blobs
are regarded as non-skin pixels. All experiments were
run on 320 9 240 pixel resolution images or videos in
AVI format on a Dell Desktop workstation T3500 (Quad
Core Intel Xeon W3520,6 GB DDR3 SDRAM 1066
MHZ).
(b)(a)
(c) (d)
10x10 pixels extracted 
based on the detected 
face centre (xc,yc)
xc,yc
Fig. 6 a Original RGB image,
b detected face on grey scale
image, c YCbCr image, d the
segmented image based on the
Cb, Cr and Cr-Cb threshold
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4.1 Face detection using Haar-like and AdaBoost
algorithm
The proposed method has made use of available face
detection algorithm in OpenCV library. The available
algorithm for face detection has been trained using 3,000
positive images from FERET database [8] and 3,000
negative image sets which were taken from different
websites over the Internet and resized to 20 9 20. Ada-
Boost is used to linearly combine many weak classifiers
to detect the face. Our proposed method has tested the
available face classifier using 50 images collected in an
auto-illuminated environment. The accuracy of the face
detector is shown in Table 1.
4.2 Hand detection using Haar-like and AdaBoost
algorithm
In OpenCV library, only face detectors and upper body
detectors are available, but no hand detector available as of
June, 2011. Therefore, similarly to the face detection
approach in Sect. 4.1, a set of eight weak classifiers using a
Fig. 7 a Open hand posture
with part of arm. b, c Cr and Cb
pixel distribution of the detected
hand, respectively. d Results
using the palm area, e results
using the face area. f Results
using the merged Cr and Cb
from the detected hand and face
Table 1 System performance
using Haar-like and AdaBoost
for face detection
Face Classification Average detection time (ms) Accuracy
Images Hits Missed
Auto illumination 50 49 1 84.25 98 %
J Real-Time Image Proc
123
simple Haar features has been built for hand detection.
Each weak classifier is a simple detector based on Haar-
like and AdaBoost algorithms have been used to detect the
open hand palm. The training process was done using 600
samples of an open palm as shown in Fig. 8 collected using
a camera with 320 9 240 resolutions. The open hand has
been detected as shown in Fig. 9 and the proposed method
accuracy is shown in Table 2 [2].
4.3 Skin segmentation using detected blob
The proposed approach focuses on reducing the search area
where possible skin pixels appear. This has been achieved
by detecting a face or hand as stated in Sects. 4.1 and 4.2.
Following that, a range of 10 9 10 of pixels from the
center of origin is used as skin pixels range for detecting
the full blob colour areas. Then, a model of the desired
YCbCr is created using the blob region colour range. For
real-time applications, the open hand palm is used as an
initial stage for detecting skin region. Meanwhile, for
images and videos that downloaded from the Internet to
test the algorithm, we use the detected face region as stated
in Sect. 4.1 as an initial stage to search for skin pixels. It
can be concluded that, if the skin search area within the
image is narrowed down then the YCbCr colour space
performs better than other colour spaces (Fig. 9b). The
experimental results using the three colour spaces HSV,
RGB and YCbCr are shown in Fig. 10.
4.4 Evaluation of the proposed method using face,
hand and face combined with hand
The developed method for skin blobs detection described
in the previous sections has proven that either face or hand,
or both face and hand can be detected as the initial clue for
skin pixels within the image frame. In Sect. 3.3.1, it has
been described how the developed skin detection method
can give different true-positive results when either face or
hand has been used to initiate the proposed method for dark
skin person. In addition, proposed method performance
using combined pixels’ range from face and hand has been
described in Fig. 7. The proposed method performance
differs when using either face or hand because of colour
variations of the dark person hand palm and face.
Fig. 8 a Positive samples,
b negative samples
Fig. 9 a Coloured image,
b hand posture detection
Table 2 System performance
using Haar-like and AdaBoost
for open hand posture detection
[2]
Open posture Classification Average detection time (ms) Accuracy
Images Hits Missed
Auto illumination 50 45 5 83.23 90 %
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In addition, two images have been chosen randomly to
show the proposed method effectiveness when using face,
hand and, face and hand combined together for other skin
colour range.
In Fig. 11b, c, it is obvious that using hand or face,
respectively, as an initial clue to detect skin blobs, do not
make much difference in the segmented skin areas.
Meanwhile, by combining the two images of Fig. 11b, c,
the result in Fig. 11d appears better than Fig. 11b, c, where
more true-positive pixels appear in the white segmented
region.
On the other hand, the algorithm has been tested on an
image as shown in Fig. 12a, which has variations in illu-
mination and colour range within the same region, such as
face. Figure 12b shows that when hand has been chosen for
the proposed method initiation, more true-positive pixels
appear in the segmented hand area. Meanwhile, in
Fig. 12c, when face has been used as an initial clue for skin
pixels, more true-positive skin pixels appear in the face
region. Finally, when the skin pixels’ range has been
extracted from both hand and face region, it is obvious that
better skin segmentation results appear for both hand and
face regions as shown in Fig. 12d.
From the aforementioned results, we summarize that:
(1) Based on the initial region either face or hand, the
segmented image will have more true-positive skin
pixels in that region.
Fig. 10 Using the proposed
method with three colour space.
a Coloured image, b detected
hand used for initialization,
c YCbCr, d RGB and e HSV
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Fig. 11 a Original image,
b using hand pixel range,
c using face pixel range and
d combined face and hand pixel
range
Fig. 12 a Original image,
b using hand pixel range,
c using face pixel range and
d combined face and hand pixel
range
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(2) Combining face and hand extracted skin pixels,
followed by applying the range of the extracted
pixels on the entire image, the segmentation results
appear the same if we add the segmented image based
on pixels extracted from hand with the segmented
image based on pixels extracted from face as in
Fig. 11d and 12d.
4.5 Blob tracking
After the skin blobs have been detected, the center pixels
are used to track the blobs over time. In case of variable
lighting conditions within same video frames, the pro-
posed method will update the values for Cr, Cb and Cr–
Cb as an additional threshold value from the moving
blobs. Figure 13 shows the tracking of skin blobs over
time.
4.6 The overall proposed method stages
Haar-like approach with AdaBoost algorithm has given
better detection rate for face rather than hand (see Tables 1,
2). From the experiments in Sect. 3.2.1, it is obvious that
the application plays an important role in choosing a prior
face or hand to initiate the proposed method with an
average delay time of 83–85 ms. Moreover, the overall
time required for the proposed method to complete the skin
segmentation algorithm is about 90 ms, with the maximum
delay in the face or hand detection. During the process
stage of skin detection, there are some false pixels which
are not a skin, but have been observed as skin pixels.
Figure 14c shows the false pixels, however, this area is
considerably small as compared to the original skin blobs
during the tracking process.
The complete proposed method can be summarized as
follows (see Fig. 14):
1. The face or hand has been detected using Haar- like
feature and AdaBoost algorithm introduced by [19,
24].
2. Skin colour pixels were obtained from the center of the
detected blob; a seed pixel (xc, yc) has been used to
find the skin blob colour. Pixels that have values
different from the majority have been neglected.
3. The skin segmentation has been achieved using the
thresholds values of Cb, Cr and Cb–Cr as an additional
threshold for filtering the image. Blob extraction has
Fig. 13 The changes in output
over time. a Frame 1, b Frame
90, c Frame 120 and d Frame
220
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Fig. 14 a Original image,
b hand detect using Haar-like
and c skin segmentation and
tracking
Fig. 15 Comparison using:
a tested image, b GMM skin
detection model [13], c [6]
approach and d proposed
method using YCbCr colour
space
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been accomplished with a region of pixels from the
center seed pixel.
4. The tracking of the detected skin colour areas using the
center of the detected skin blobs has been achieved.
5 Comparison with other approaches
A robust skin classifier should be able to detect different skin
types under a large variety of illumination conditions and
different backgrounds. Many of the existing skin detection
techniques consider only a few skin types and a few possible
illumination conditions [1]. Not many reported skin detec-
tion approaches [17] used face as an initial stage for detecting
skin pixels without modeling skin pixels. The proposed
method uses face as well as hand to detect and model skin
pixels. Skin detection performance was tested for 40 videos
with variable frame length which contain human upper body.
All presented results were obtained for the same set of three
chosen frames from the videos so they can be compared with
each other. Skin detection effectiveness was measured by
1. False-positive rate (FP), which is a percentage of non-
skin pixels classified as skin pixels,
2. The F-measure is defined as a harmonic mean of
Precision (P) and Recall (R), where an F-measure score
reaches its best value at 1 and worst score at 0 [21].
Equations (3–5) shows the F-measure calculations:
F  measure ¼ 2  precision  recall
precision þ recall ð3Þ
P ¼ TP=ðTP þ FPÞ ð4Þ
R ¼ TP=ðTP þ FNÞ ð5Þ
where TP is the true positive, which is a percentage of skin
pixels classified as skin pixels. FN is the false negative,
which is a percentage of skin pixels classified as non-skin
pixels.
The proposed approach is compared with the statistical
skin model in [6] and Gaussian mixture model (GMM) in
[13]; the results are shown in Table 3. The performance of
the statistical models is higher when compared with the
parametric methods as stated in [17]. The proposed method
is developed to be robust and adequate for real-time
applications. Therefore, when we have compared our
approach with the recently reported approaches [6, 13],
which model various ranges of human skin colour under
different illumination conditions, relatively high FP values
Fig. 16 Comparison using:
a tested image, b GMM skin
detection model [13], c Conaire
et al. approach [6] and
d proposed method using YCbCr
colour space
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from (Table 3) show that their approaches were so noisy in
real-time applications.
The statistical model and the adaptive GMM gave suf-
ficiently good F-measure, but higher FP (see Table 3) as
compared to the proposed method. From the experiments,
we observed that using the detected hand or face as an initial
stage rather than modeling skin colours types to identify
skin area can reduce the FP and increase the proposed
method accuracy. Figures 15 and 16 show the results of
skin detection using the GMM approach, the statistical
approach and the proposed method. In Fig. 15, it is clear
that the GMM method and the proposed method have
similar skin detection areas; meanwhile the statistical
approach has a high FN. The results in Fig. 16 show that the
proposed method has the highest skin detection areas
comparable to the existing methods. This is true because the
proposed method requirements, such as a person is required
to stand approximately 1.5–3 m in front of the camera and
be visible in the scene, were imposed.
6 Conclusion
A robust method has been developed for human skin colour
detection. The method, which requires a person with visi-
ble face and hand on the scene with range of 1.5–3 m, was
developed for real-time implementation with 30 fps. An
average delay time of 83–85 ms was measured during the
initiation stage of face or hand detection, using Haar-like
and Adaboost algorithm. Haar-like and Adaboost approa-
ches have given sufficiently good blob detection results in
different illumination conditions and in the presence of
background cluster as the developed method was well-
trained offline. The advantage of the proposed method lies
in its initial stage that it does not require to build a skin
samples model or search for skin pixels over a number of
frames, except for the pixels within the detected blob
region. The user does not need to be concerned with illu-
mination, neither is there any need for a uniform
background.
The original contribution of this work is the proposal of
a novel technique for combining appearance-based method
with the colour space YCbCr techniques for achieving a
real-time skin blobs detector. Another important contribu-
tion is that the proposed method enables to deal with larger
set of individuals’ skin colours without concerning about
the skin colour range. The proposed method can also nar-
row down the search area for skin without the need for skin
databases. In addition, it is computationally fast and inde-
pendent of background, illumination or skin colour. As a
future direction, the proposed dynamic skin blob detection
algorithm can be combined with other motion detection
algorithms for better blob tracking if occlusion appears
between face and hand.
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