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In recent years, many different methods have been used to
approximate the solution of integral equations systems
[1–3]. Babolian et al. applied an Adomian decomposition
method to obtain the solution of system of linear Feredholm
integral equations (FIEs) of the second kind [4]. Maleknejad
et al. used different basis functions such as block-pulse func-1171225.
c.ir (H. Almasieh), Roodaki
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06tions (BPFs) and rationalized Haar functions to approximate
the solution of recent systems [5,6]. Numerical solution of the
system of FIEs by using Sinc function has been proposed in
[7]. The set of triangular orthogonal functions (TFs) has been
presented and applied to analysis of dynamic systems [8].
These functions was ﬁrst treated by Deb et al. for both Fred-
holm and Volterra integral equations of the second kind in
[9]. Then TFs have been utilized as a basis functions set in
a direct method to approximate the solution of nonlinear
Volterra-Fredholm integral equations [10], integro-differential
equations system [11], two-dimensional and mixed integral
equations [12,13], optimal control of time-varying and time-
delay systems [14,15].
This paper is organized as follows. Review of TFs and
their properties is brieﬂy provided in Section 2. Section 3 pre-
sents a numerical method for solving system of FIEs of the
second kind. Convergence analysis for the method is estab-
lished in Section 4. Finally, we illustrate in Section 5 someier B.V. All rights reserved.
412 H. Almasieh, M. Roodakinumerical examples to show the efﬁciency and accuracy of
the proposed method.
2. Review of triangular functions
Deﬁnition 1. An m-set of block-pulse functions (BPFs) over
the interval [0,T) is deﬁned as
wiðtÞ ¼
1; iT
m
6 t < ðiþ1ÞT
m
;
0; otherwise;
(
ð1Þ
where i= 0,1,2, . . . ,m  1 and h ¼ T
m
[8,9].
The expansion of f(t) over the interval [0,T), with respect to
BPFs may be compactly written as
fðtÞ ’
Xm1
i¼0
fiwiðtÞ ¼ FT WðtÞ; ð2Þ
and the coefﬁcients fi’s are given by
fi ¼ 1
h
Z ðiþ1Þh
ih
fðtÞdt: ð3ÞDeﬁnition 2. Let wi(t) be the ith component of an m  set of
BPFs, we introduce
wiðtÞ ¼ T1iðtÞ þ T2iðtÞ; ð4Þ
where T1i(t) and T2i(t) are the ith components of two m – sets
of triangular functions over the interval [0,T) as the following
form
T1iðtÞ ¼ 1
ðtihÞ
h
; ih 6 t < ðiþ 1Þh;
0; otherwise;
(
ð5Þ
T2iðtÞ ¼
ðtihÞ
h
; ih 6 t < ðiþ 1Þh;
0; otherwise;
(
ð6Þ
for i= 0,1,2, . . . ,m  1 [8].2.1. Function approximation by TFs
Let f(t) be an L2½0;TÞ function, the expansion of f n(t) with
respect to TFs can be deﬁned as follows
f nðtÞ ’
Xm1
i¼0
f ni T1iðtÞ þ f niþ1T2iðtÞ
  ¼ FT1nT1ðtÞ þ FT2nT2ðtÞ;
nP 1;
where the sequence of constant coefﬁcients ff ni gmi¼0 are the
samples of f n(t) function such that
fi ¼ fðihÞ; i ¼ 0; 1; . . . ;m: ð7Þ
Moreover, for each function fðt; sÞ 2 L2ð½0;TÞ  ½0;TÞÞ, we can
rewrite the TFs expansion as
fðt; sÞ ¼ T1TðtÞ  F11  T1ðsÞ þ T1TðtÞ  F12  T2ðsÞ
þ T2TðtÞ  F21  T1ðsÞ þ T2TðtÞ  F22  T2ðsÞ; ð8Þ
where F11, F12, F21 and F22 are m · m matrices and can be
obtained easily as followsðF11Þij ¼ fðih; jhÞ;
ðF12Þij ¼ fðih; ðjþ 1ÞhÞ;
ðF21Þij ¼ fððiþ 1Þh; jhÞ;
ðF22Þij ¼ fððiþ 1Þh; ðjþ 1ÞhÞ; ð9Þ
for i, j= 0,1, . . . ,m  1, [16].
2.2. Multiplication of TFs
Multiplication of triangular functions and related properties
were ﬁrst treated in [9]. It can be concluded from orthogonality
of TFs that
T1ðtÞ  T1TðtÞ ’
T10ðtÞ 0    0
0 T11ðtÞ    0
..
. ..
. . .
. ..
.
0    0 T1m1ðtÞ
2
66664
3
77775;
T2ðtÞ  T2TðtÞ ’
T20ðtÞ 0    0
0 T21ðtÞ    0
..
. ..
. . .
. ..
.
0    0 T2m1ðtÞ
2
66664
3
77775;
T1ðtÞ  T2TðtÞ ’ 0;
T2ðtÞ  T1TðtÞ ’ 0;
where 0 denotes an m · m zero matrix.
Hence,Z T
0
T1ðtÞT1TðtÞdt ¼
Z T
0
T2ðtÞT2TðtÞdt ¼ h
3
I;Z T
0
T1ðtÞT2TðtÞdt ¼
Z T
0
T2ðtÞT1TðtÞdt ¼ h
6
I; ð10Þ
in which I is m · m identity matrix, [16].
Now, we propose a numerical method based on TFs to ob-
tain the solution of Fredholm integral equations system.3. Problem statement
Consider a system of linear Fredholm integral equations as fol-
lows, [2]
FðsÞ ¼ GðsÞ þ kKFðsÞ; ð11Þ
where
KFðsÞ ¼
Z
C
Kðs; tÞFðtÞdt; s; t 2 C ¼ ½0; 1; ð12Þ
FðsÞ ¼ f1ðsÞ; f2ðsÞ; . . . ; fnðsÞ½ T;
GðsÞ ¼ g1ðsÞ; g2ðsÞ; . . . ; gnðsÞ½ T;
Kðs; tÞ ¼ ½kijðs; tÞ; i; j ¼ 1; 2; . . . ; n:
Eq. (11) can be also written as
ðI kKÞF ¼ G:
For convenience, we consider the ith equation of Eq. (11) as
fiðsÞ ¼ giðsÞ þ k
Xn
j¼1
Z
C
kijðs; tÞfjðtÞdt; i ¼ 1; 2; . . . ; n; ð13Þ
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giðsÞ 2 L2½0; 1Þ and the kernels kijðs; tÞ 2 L2ð½0; 1Þ  ½0; 1ÞÞ are
known, i, j= 1,2, . . . ,n.
By using Eq. (7), we can approximate fi(s) and gi(s) by TFs
as
fiðsÞ ’ F1Ti T1ðsÞ þ F2Ti T2ðsÞ;
giðsÞ ’ G1Ti T1ðsÞ þG2Ti T2ðsÞ;
ð14Þ
where ffkigmk¼0 and fgkigmk¼0; i ¼ 1; 2; . . . ; n are deﬁned in Eq.
(7).
Now, by using Eqs. (8) and (10), we approximate the sec-
ond term of Eq. (13) by TFs asZ
C
kijðs; tÞfjðtÞdt ’W1Tij :T1ðsÞ þW2Tij :T2ðsÞ; ð15Þ
where
W1ij ¼ h
3
K11ij þ h
6
K12ij
 
F1j þ h
6
K11ij þ h
3
K12ij
 
F2j;
W2ij ¼ h
3
K21ij þ h
6
K22ij
 
F1j þ h
6
K21ij þ h
3
K22ij
 
F2j:
Substituting the Eqs. (14) and (15) into Eq. (13), and equat-
ing the like coefﬁcients of TFs, we get the following system
Xn
j¼1
Dij  kATij
 
F1j  kBTijF2j
h i
¼ G1i;
Xn
j¼1
kCTijF1j þ Dij  kDTij
 
F2j
h i
¼ G2i;
8>><
>>:
ð16Þ
i= 1,2, . . . ,n, in which
Aij ¼ h
3
K11Tij þ
h
6
K12Tij
 
;
Bij ¼ h
6
K11Tij þ
h
3
K12Tij
 
;
Cij ¼ h
3
K21Tij þ
h
6
K22Tij
 
;
Dij ¼ h
6
K21Tij þ
h
3
K22Tij
 
;
ð17Þ
and
Dij ¼
I; i ¼ j;
0; i–j;

for i, j= 1,2, . . . ,n and I is an identity matrix.
There exists a system of 2mn equations and 2mn unknowns.
It should be noted that, the unknowns in linear system Eq. (16)
can be reduced to (m+ 1)n, therefore Eq. (16) can be solved
for coefﬁcients ffkigmk¼0; i ¼ 1; 2; . . . ; n.
4. Convergence analysis
Let X be the Banach space with norm iFi =max"s2CŒF(s)Œ.
Assume Eq. (16) can be represent as follows:
AmFm ¼ ðI kKmÞFm ¼ Gm; 8m 2 N: ð18Þ
We denote the error expression by
eðsÞ ¼ kFmðsÞ  FðsÞk ð19Þ
where Fm(s) and F(s) denote the approximate and exact solu-
tions of the system of Fredholm integral equations, respectively.Let K and Km be the integral operator associated with
K(s, t) and Km(s, t), respectively. To obtain a bound on the
error e(s), we ﬁrst prove the following lemmas.
Lemma 1. Let K : X ! X be bounded and assume Km is a
sequence of kernel functions, then
kK  Kmk ! 0 as m!1: ð20Þ
Proof.
kK  Kmk ¼ max8s2C
Z
C
Kðs; tÞ  Kmðs; tÞdt
				
				
 
6 max
8s2C
Z
C
kKðs; tÞ  Kmðs; tÞkdt
 
6M; ð21Þ
where
M ¼ maxfkKðs; tÞ  Kmðs; tÞk; 8s 2 C; for all tg:
for sufﬁciently small M, the proof is complete. h
Lemma 2. Assume K : X ! X is bounded, and operator
ðI kKÞ : X !11
onto
X . In addition assume
lim
n!1
kK  Kmk ¼ 0; as m!1;
then for all sufﬁciently large m (say m> N), the operator
ðI kKmÞ1 exists as a bounded operator from X to X and it
is uniformly bounded:
sup
mPN
kðI kKmÞ1k < 1: ð22Þ
Proof. Using the identity
ðI kKmÞ ¼ ðI kKÞ þ ðkK kKmÞ
¼ ðI kKÞ½Iþ kðI kKÞ1ðK  KmÞ: ð23Þ
If we choose N such that
N ¼ sup
mPN
kK  Kmk < 1jkjkðI kKÞ1k ; ð24Þ
then the inverse ½Iþ kðI kKÞ1ðK  KmÞ1 exists and by
using the contractive mapping theorem [1], it is uniformly
bounded as
k½Iþ kðI kKÞ1ðK  KmÞ1k 6 1
1 NjkjkðI kKÞ1k
:
ð25Þ
Eq. (23) implies the existence of ðI kKmÞ1 and we have
kðI kKmÞ1k 6 kðI kKÞ1kk½Iþ kðI kKÞ1ðK  KmÞ1k
6 kðI kKÞ
1k
1 NjkjkðI kKÞ1k
¼M; ð26Þ
and the proof is complete. h
Theorem 1. Under the assumptions in Lemmas 1 and 2, for any
sufﬁciently large m (say m> N), the solution of system Eq.
(18) converges to the solution of system Eq. (11) with error
bound
Table 2 Numerical results for Example 2.
m e1 e2 cond(Am)
4 1.46226E01 5.19927E02 37.06030
8 3.56967E02 1.20659E02 34.35974
16 8.43430E03 3.07570E03 33.73383
32 2.19931E03 7.42956E04 33.58019
64 5.25130E04 1.91455E04 33.54195
128 1.37220E04 4.64119E05 33.53240
256 3.28055E05 1.19656E05 33.53001
Table 3 Numerical results for Example 1, using BPF, [5] and
TF with m= 32.
t BPF (I) TF (II)
E1 E2 E1 E2
0.0 1.421E02 4.331E02 1.151E04 0.000E00
0.1 1.980E03 2.900E04 1.157E04 1.156E04
0.2 3.450E03 1.720E03 1.163E04 2.239E04
0.3 8.540E03 1.340E03 1.169E04 2.170E04
0.4 1.210E02 8.120E03 1.175E04 1.310E04
0.5 1.386E02 1.411E02 1.181E04 3.426E05
0.6 6.410E03 2.405E02 1.187E04 1.119E04
0.7 9.140E03 9.000E05 1.193E04 1.778E04
0.8 1.314E02 1.180E02 1.199E04 1.666E04
0.9 1.512E02 4.490E03 1.204E04 7.512E05
Table 4 Numerical results for Example 2, using BPF, [5] and
414 H. Almasieh, M. RoodakikF Fmk 6 aM:
Proof. Using the identity
FðsÞ  FmðsÞ ¼ ðI kKmÞ1½ðGðsÞ GmðsÞÞ
þ kðK  KmÞðI kKÞ1G; ð27Þ
we obtain
kF Fmk 6 kðI kKmÞ1k½kGGmk
þ jkjkK  KmkkðI kKÞ1kkGk: ð28Þ
Using Eqs. (20) and (22), we get
kF Fmk 6 aM ð29Þ
where
M ¼ kðI kKÞ
1k
1 NjkjkðI kKÞ1k
and iG  Gmi = max{igi  gmii, i= 1,2, . . . ,n} = a, and the
proof is complete. h
Remark 1. Let Am ¼ amij
 
, Eq. (20) implies that
kAmk ¼ sup
16i6n
Xn
j¼1
amij



 


; ð30Þ
exists. Moreover, by using Lemma 2, iAm1i exists and the
condition number of Am may be obtained as the following
condðAmÞ ¼ kAmkkA1m k < 1: ð31Þ
TF with m= 32.
t BPF (III) TF (IV)
E1 E2 E1 E2
0.0 1.047E02 1.530E02 1.151E03 6.669E04
0.1 1.124E02 8.260E03 1.151E03 7.307E04
0.2 3.560E03 2.370E03 1.192E03 7.430E04
0.3 4.390E03 2.700E03 1.285E03 7.131E04
0.4 1.406E02 6.500E03 1.446E03 6.484E04
0.5 2.572E02 9.680E03 1.694E03 5.549E04
0.6 1.699E02 4.950E03 1.699E03 5.440E04
0.7 6.060E03 1.390E03 1.769E03 4.917E04
0.8 6.540E03 7.800E04 1.927E03 4.023E04
0.9 2.309E02 4.130E03 2.199E03 2.786E04
Table 5 Numerical results for Example 3, using Adomian
method [4] and TF with m= 32.
t Method in [4] TF method5. Numerical examples
To illustrate the accuracy and efﬁciency of proposed method,
some examples are provided. The errors ei, i= 1,2, . . . ,n, are
deﬁned as
ei ¼ max8s2C j
fiðsÞ  fiðsÞj;
where fiðsÞ and fi(s) show the approximate and exact solutions
of integral equations system, respectively. The errors and the
condition number of matrix Am for Examples 1 and 2 are listed
in Tables 1 and 2, respectively. Moreover, the errors are also
shown for Examples 1 and 2 in Tables 3 and 4, using
Ei ¼ jfiðsÞ  fiðsÞj; i ¼ 1; 2. These numerical results separately
are plotted for Examples 1 and 2 in Figs. 1 and 2 (cases I-IV),
respectively. Also, the TF method is considered for a nonlinear
system of FIEs and a comparison of the present method and
Adomian method given in [4] is established in Table 5. The con-Table 1 Numerical results for Example 1.
m e1 e2 cond(Am)
4 7.75770E03 1.46574E02 3.14074
8 1.93006E03 3.58048E03 3.12061
16 4.81933E04 9.18562E04 3.11561
32 1.20447E04 2.23900E04 3.11436
64 3.01095E05 5.74198E05 3.11405
128 7.52723E06 1.39942E05 3.11397
256 1.88180E06 3.58877E06 3.11395
E1 E2 E1 E2
0.0 2.30E02 4.43E02 2.170E04 2.713E04
0.1 2.30E02 4.43E02 2.170E04 4.276E04
0.2 2.30E02 4.43E02 2.170E04 5.057E04
0.3 2.30E02 4.43E02 2.170E04 5.057E04
0.4 2.30E02 4.43E02 2.170E04 4.276E04
0.5 2.30E02 4.43E02 2.170E04 2.713E04
0.6 2.30E02 4.43E02 2.170E04 4.276E04
0.7 2.30E02 4.43E02 2.170E04 5.057E04
0.8 2.30E02 4.43E02 2.170E04 5.057E04
0.9 2.30E02 4.43E02 2.170E04 4.276E04
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Figure 1 Comparison of the BPF method in [5] with TF method in Example 1 with m= 32.
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Figure 2 Comparison of the BPF method in [5] with TF method in Example 2 with m= 32.
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is needed for Walsh and Haar functions based analysis [14],
whereas this constraint is not applicable for BPFs or TFs based
analysis. To obtain solutions in the TFs domain, m can be any
positive integer value.
Example 1. Consider the system of linear Fredholm integral
equations [5],
f1ðsÞ ¼ 116 sþ 1115
R 1
0
ðsþ tÞf1ðtÞdt
R 1
0
ðsþ 2t2Þf2ðtÞdt;
f2ðsÞ ¼ 54 s2 þ 14 s
R 1
0
st2f1ðtÞdt
R 1
0
s2tf2ðtÞdt;
(
with exact solution (f1(s), f2(s)) = (s, s
2).
Example 2. Consider the system of linear Fredholm integral
equations [5,7],
f1ðsÞ ¼ g1ðsÞ 
R 1
0
estf1ðtÞdt
R 1
0
eðsþ2Þtf2ðtÞdt;
f2ðsÞ ¼ g2ðsÞ 
R 1
0
estf1ðtÞdt
R 1
0
eðsþtÞf2ðtÞdt;
(
where g1ðsÞ ¼ 2es þ esþ11ðsþ1Þ and g2ðsÞ ¼ es þ es þ e
sþ11
ðsþ1Þ with ex-
act solution (f1(s), f2(s)) = (e
s, es).Example 3. Consider the system of nonlinear Fredholm inte-
gral equations [4],f1ðsÞ ¼ s 518þ
R 1
0
1
3
ðf1ðtÞ þ f2ðtÞÞdt;
f2ðsÞ ¼ s2  29þ
R 1
0
1
3
ðf 21 ðtÞ þ f2ðtÞÞdt;
8><
>:
with exact solution (f1(s), f2(s)) = (s, s
2).6. Conclusion
In this paper, a numerical method based on orthogonal
triangular functions was developed to approximate the
solution of the system of Fredholm integral equations. The
structural properties of TFs are utilized to reduce the system
of Fredholm integral equations to a system of algebraic
equations. It seems that present method is appropriate for
nonlinear integral equations system. The numerical results ob-
tained are shown the validity and efﬁciency of the proposed
method.
416 H. Almasieh, M. RoodakiReferences
[1] Atkinson KE. The numerical solution of integral equations of the
second kind. Cambridge: Cambridge University Press; 1997.
[2] Delves LM, Mohamed JL. Computational methods for integral
equations. Cambridge: Cambridge University Press; 1985.
[3] Bonis MC, Laurita C. Numerical treatment of second kind
Fredholm integral equations systems on bounded intervals. J
Comput Appl Math 2008;217:67–87.
[4] Babolian E, Biazar J, Vahidi AR. The decomposition method
applied to systems of Fredholm integral equations of the second
kind. Appl Math Comput 2004;148:443–52.
[5] Maleknejad K, Shahrezaee M, Khatami H. Numerical solution of
integral equations system of the second kind by block-pulse
functions. Appl Math Comput 2005;166:15–24.
[6] Maleknejad K, Mirzaee F. Numerical solution of linear Fredholm
integral equations system by rationalized Haar functions method.
Int J Comput Math 2003;80(11):1397–405.
[7] Rashidinia J, Zarebnia M. Convergence of approximate solution
of system of Fredholm integral equations. J Math Anal Appl
2007;333:1216–27.
[8] Deb A, Dasgupta A, Sarkar G. A new set of orthogonal functions
and its application to the analysis of dynamic systems. J Frank
Inst 2006;343(1):1–26.
[9] Deb A, Sarkar G, Sengupta A. Triangular orthogonal functions
for the analysis of continuous time systems. New Delhi: Elsevier;
2007.
[10] Maleknejad K, Almasieh H, Roodaki M. Triangular functions
(TF) method for the solution of nonlinear Volterra–Fredholm
integral equations. Commun Nonlinear Sci Numer Simulat
2010;15:3293–8.
[11] Almasieh H. A direct method for the system of integro differential
equations. In: Proceedings of the annual international conference
on computational mathematics, computational geometry and
statistics (CMCGS 2012), Singapore; January 2012.
[12] Babolian E, Maleknejad K, Roodaki M, Almasieh H. Two-
dimensional triangular functions and its applications to nonlinear
2D Volterra–Fredholm integral equations. Comput Math Appl
2010;60:1711–22.[13] Maleknejad K, JafariBehbahani Z. Applications of two-dimen-
sional triangular functions for solving nonlinear class of mixed
Volterra Fredholm integral equations. Math Comput Model
2012;55:1833–44.
[14] Maleknejad K, Almasieh H. Optimal control of Volterra integral
equations via triangular functions. Math Comput Model
2011;53:1902–9.
[15] Almasieh H. A direct approach for optimal control of linear delay
systems. Int Geoinform Res Develop J 2011;2(3):69–75.
[16] Babolian E, Marzban HR, Salmani M. Using triangular orthog-
onal functions for solving Fredholm integral equations of the
second kind. Appl Math Comput 2008;201:452–64.
H. Almasieh is an Assistant Professor of
applied mathematics and faculty member of
Islamic Azad University of Khorasgan (Isfa-
han) Branch, Isfahan, Iran. Her research
interests include numerical solution of func-
tional equations and control theory.Masood Roodaki is an Assistant Professor of
applied mathematics and faculty member of
Islamic Azad University of Marvdasht
Branch, Marvdasht, Iran. His research inter-
ests include computational methods for func-
tional equations.
