In the light field imaging, the geometrical parameters' calibration of the light field camera is the foundation of computational imaging techniques, such as the calibration of the light field data, digital refocusing, depth reconstruction, all-in-focus imaging, and so on. In this paper, we propose a virtual image points based geometrical parameters' calibration for focused light field camera. In the forward model, the mapping from the object points to the virtual image points with respect to the main lens as well as the mapping from the virtual image points to the image points on the detector with respect to the microlens array are established. While calibrating geometrical parameters, the inverse problem of calculating the virtual image points from the corner on the detector is established and the model of calculating the geometrical parameters of the focused light field camera is established. Levenberg-Marquardt algorithm is used to solve the geometrical parameters iteratively. We use the checkerboard for the calibration experiment and validate the calculation via the reprojection of the checkerboard corners.
I. INTRODUCTION
Light field [1] imaging can record the spatial and angular information of lights [2] at the same time, and break the limitation of conventional lens imaging. Using light field data, computational imaging techniques including the digital refocusing [3] , the extended depth of field [4] , the reconstruction of scene depth [5] - [7] , and 3D scene reconstruction [8] , [9] can be achieved and widely used in computer vision and computational imaging field [10] .
Different light field data acquisition systems have been designed corresponding to different sampling methods of the light field. For example, microlens array based light field camera [11] - [13] , structured camera array based light field camera [14] - [16] , mask based light field camera [17] , [18] . Microlens array based light field camera adds microlens array dividing light beam passing through the main lens, and discretizing the continuous light field [19] to collect the light field data. Microlens array based light field camera is currently one of the mainstream light field acquisition systems because it has simple hardware structure, portable devices, and the light field data can be obtained via single exposure. The light field camera (Plenoptic 1.0) designed by Ng et al. [11] is a typical microlens array light field camera. This imaging device places a microlens array on the focal plane of the conventional camera and the detector at one focal length. Lumsdaine et al. [20] proposed the design of the focused light field camera (Plenoptic 2.0), the detector of which is not on the focal plane. It reduces the samples of the dimension of the light direction to decrease directional resolution exchanging for higher spatial resolution, therefore increasing the imaging resolution of the refocused image.
The geometrical parameters calibration of the light field camera is the foundation of the calibration of light field data and the realization of computational imaging techniques. The calibration process can be divided into the forward model of getting the detector image points from the object points and the inversion of calculating the geometrical parameters via corner detection. The forward modeling is based on the mapping from the 3D coordinate of object points to the 2D coordinate of image points. This mapping is described by geometrical parameters of the camera. While the calculation is the inversion of the forward model which makes use of the corner coordinate on the imaging plane and the coordinate of the object.
II. RELATED WORK
For the calibration methods of Plenoptic 1.0, Dansereau et al. [21] described the imaging of the microlens array and the main lens using pinhole model [22] and thinfilm lens model [23] respectively. They presented a practical scheme for decoding raw 2D lenslet images to a 4D light field representation. And they proposed a transformation matrix with 15 intrinsic parameters, and a calibration method to solve unknown parameters of Plenoptic 1.0. However, there was angle error for the assumption that the microlens array plane was parallel to the image sensor plane. Bok et al. [24] used the linear property of the raw light field image, and based on projection model of the microlens array light field camera, to calibrate the intrinsic and extrinsic parameters of Plenoptic 1.0. Yet the errors of sub-aperture images became large at the outer region was not solved by the proposed method.
For the calibration methods of focused light field camera, Johannsen et al. [25] established depth distortion model based on focused light field camera, and proposed a calibration method for 21 intrinsic and extrinsic parameters. The sequential quadratic programming algorithm was used to solve intrinsic and extrinsic parameters as well as the distortion coefficient. But the optimization method had high requirements for the accuracy of initial values of unknown parameters, and it was easy to be trapped into local optimization. Strobl and Lingenauber [26] proposed to calibrate the focused light field camera by using the refocusing image. But the imaging process between the microlens array and the sensor plane was not considered, so that the geometrical parameters related to the microlens array could not be calculated. Zhang et al. [27] presented a 10-intrinsicparameter model to describe a focused plenoptic camera with misalignment. They proposed a calibration method based on the relationship between the raw image features and the depth-scale information, to estimate the intrinsic parameters. But the distortion caused by the microlens and main lens was not considered in the proposed method. In their followup studies, Zhang et al. [28] proposed a multi-projectioncenter model with 6 intrinsic parameters to describe light field cameras based on two-parallel-plane representation. They proposed a calibration algorithm based on the model and projective transformation, solved a close-form solution and a non-linear optimization by minimizing reprojection errors. The proposed model was applicable to both conventional and focused light field cameras. Nousias et al. [29] proposed a calibration method for intrinsic and extrinsic parameters of the camera based on the proposed projection model. The obtained intrinsic parameters were consistent among different datasets, and were validated through a controlled-cameramotion experiment. The proposed method was appropriate for 3D reconstruction and structure-from-motion using multifocus light field cameras.
In this paper, we propose a calibration method for focused light field camera based on virtual image points, establish the mapping from object points to image points on the sensor after the main lens as well as the microlens array. In the process of calibrating the geometrical parameters, the inversion of the virtual points is established and Levenberg-Marquardt(L-M) algorithm [30] is implemented to calculate the parameters iteratively. In our experiments, the calibrated parameters are implemented to analyze the reprojection error and verify the feasibility and accuracy of the proposed method.
III. FORWARD MODAL OF THE CALIBRATION OF THE FOCUSED LIGHT FIELD CAMERA A. LIGHT PATH OF THE FOCUSED LIGHT FIELD CAMERA
The focused light field camera places microlens array in front of the detector in the conventional camera to obtain the light field information of the scene. The light path diagrams of focus light field cameras [31] are shown in FIGURE 1. b is the distance between the microlens array and the detector plane, a is the distance between the focal plane of the main lens and the microlens array, f is the focal length of the microlens. And we have In this paper, we calibrate a kind of multi-focus light field camera. There are microlenses in this kind of light field camera with three different focal length arranging as a hexagonal mesh shown in FIGURE 2.
Considering the same type of microlens, the forward model generating image points from object points for the above microlens array arrangement is given. The forward model consists of the mapping from object points to virtual image points and the mapping from virtual image points to image points on detector. FIGURE 3 shows the focusing and imaging process of the multi-focus light field camera. There are two conjugate relations [32] in this process: the conjugate relation of the main lens between the object point M and the focused image point m and the conjugate relation of the microlens array between the image point m and two image points m 1 and m 2 . 
B. THE MAPPING FROM THE OBJECT POINT TO THE VIRTUAL IMAGE POINT WITH RESPECT TO THE MAIN LENS
The mapping from the object point to the virtual image point with respect to the main lens is described as the first conjugate relation. The process of the light rays from object point M passing through the main lens and generating image point m can be described with the transformation among the world coordinate system, the camera coordinate system and the image coordinate system. In FIGURE 4, let the center of the main lens be the origin of the 3D camera coordinate system. x c and y c axes are parallel to the detector plane. z c axis is perpendicular to the detector plane. The origin of the 2D image coordinate system is set as the center of the detector. u and v axes are parallel to x c and y c axes. The origin of the 3D world coordinate system is the center of the object plane. x w and y x axes are parallel to the object plane, and z w axis is perpendicular to the object plane. The unit of the three axes are pixel, mm, mm. The coordinate of the object point M is (x w , y w , z w ), and the coordinate of m is (u , v ).
The transform from the object point M to the image point m is
where s is an arbitrary scale factor, 
where q 1 , q 2 , q 3 are the rotation angles of the three axes during the transformation. t x , t y , t z are the translation distances of the origin along three axes. A is the intrinsic parameter matrix of the camera describing the transformation between the camera coordinate system and the image coordinate system.
where dx × dy is the pixel size of the detector, (u 0 , v 0 ) is the coordinate of the center of the main lens under image coordinate system. θ is the tilt angle between two axes.
C. THE MAPPING FROM THE VIRTUAL IMAGE POINT TO THE IMAGE POINT ON THE DETECTOR WITH RESPECT TO THE MICROLENS ARRAY
The mapping from the virtual image point to the image point on the detector passing through the microlens array is decribed by the second conjugate relation. Let the coordinates of two image points m 1 , m 2 be (u 1 , v 1 ), (u 2 , v 2 ), the coordinates of the corresponding centers of microlenses under image coordinate system are (p 1 , q 1 ), (p 2 , q 2 ). From the geometrical relationship in the microlens pinhole model shown in FIGURE 3, the coordinate transformation from the detector image point m 1 to the image point m generated by the main lens is
where
In (5),
T is the transformation matrix from m to m 1 . Substituting (1) into (5), the coordinate transformation between the object point M and the detector image point m 1 is obtained.
It is worth mentioning that (8) of the calibration model for multi-focus light field camera is suitable for b > f and b < f shown in FIGURE 3.
IV. GEOMETRICAL PARAMETERS CALIBRATION FOR THE FOCUS LIGHT FIELD CAMERA
First we classify the detector image points according to whether they correspond to the same object point. From each group of image points on the detector, we can get the coordinate of the virtual image point according to the geometrical relation. Then the Levenberg-Marquardt(L-M) algorithm is utilized to solve (8) of the calibration model, to calculate the intrinsic parameter matrix A and the extrinsic parameter matrix [R t] referring to Zhang et al.'s calibration method [33] . Finally, use the intrinsic and extrinsic parameters to calculate the distance b between the microlens array and the detector plane, and the distance L between the main lens and the microlens array.
A. THE CALCULATION OF THE VIRTUAL IMAGE POINT FROM THE DETECTOR IMAGE POINT
The data used to calculate the virtual image point are obtained through calibration experiments, including the coordinates of the detector image points (the checkerboard corner points of the detector plane are used as the detector image points in the experiments) corresponding to the same corner point on the calibration plate, and the coordinates of their corresponding microlens centers. Choose two detector image points (u 1 , v 1 ), (u 2 , v 2 ) with their corresponding microlens centers (p 1 , q 1 ), (p 2 , q 2 ) corresponding to the same object point to calculate the virtual image point.
According to the mapping from the virtual image point to the detector image point with respect to the microlens array in Section III-C, and from the geometrical relationship in FIGURE 3, we have
therefore u = − 
thus in (8)
Substitute the coordinates (u 1 , v 1 ), (u 2 , v 2 ) and (p 1 , q 1 ), (p 2 , q 2 ) into (7) to calculate δ, then solve the coordinate of the virtual point (u , v ) in (10). 
With the coordinates of the object point M and the corresponding virtual image point m we can get a 3 × 3 homography matrix H: H = h 1 h 2 h 3 = λA r 1 r 2 t .
where h i = h i1 h i2 h i3 T , λ is an arbitrary scalar. To get the maximum likelihood estimator of H, we need to solve the nonlinear least square problem [34] :
where m j is the coordinate vector of the jth virtual image point of the same image. m (H, M j ) is calculated with object 
point M j according to (12) , (13) . We use L-M algorithm as implemented in Minpack [30] to solve the nonlinear least square problem in (14) , preset an initial value of H, iterate m (H, M j ) and m j to obtain the estimator of H.
2) SOLVING THE UNKNOWN PARAMETERS IN MATRIX A
From the property of the rotation matrix, r 1 and r 2 in matrix R satisfy the following two constraint conditions:
From (13), we have
Substitute it into (15), we have
Let, (18) , as shown at the top of this page. B is a symmetric matrix, then we have
where b = B 11 , B 12 , B 22 , B 13 , B 23 , B 33 T ,
Substitute (18) and (19) into (17) . Then, we have 
Therefore,
where V is a 2 × 6 matrix including 6 unknown parameters. With three homography matrices h i of three different images, we can get matrix b, and then solve the unknown parameters in matrix A: 
Therefore we can determine the intrinsic parameter matrix A of the camera.
3) SOLVING THE UNKNOWN PARAMETERS IN MATRIX [R t]
Substitute the solved matrix A into (16) and get r 1 , r 2 ,
with (13), we have
4) NONLINEAR OPTIMIZATION
We calculate n images, with m virtual image points in each image. For the parameters calculated using the above method, we use the L-M algorithm to optimize and solve the nonlinear least square problem:
where m ij is the coordinate of the virtual image point corresponding to the jth object point in the ith image. m (A, R i , t i , M j ) is obtained from the coordinate vector M j of the jth object point in the ith image together with A, R i and t i according to (8 the two iteration results is less than the set threshold, then stops the iteration. For other optimization algorithms, the convergence rate of the gradient descent method is rapid when the iterative value far from the minimum, and slow when close to the minimum. Compared with the gradient descent method, the Gauss-Newton method converges faster near the minimum, but needs to ensure the positive definite of the matrix in calculation. The L-M algorithm interpolates between the Gauss-Newton method and the gradient descent method, by introducing a constraint term and an adjustable damping factor. If the convergence rate is rapid, a smaller value of the damping factor can be used, bringing the convergence rate of the algorithm closer to the Gauss-Newton method. Whereas if an iteration gives insufficient reduction in the residual, the damping factor can be increased, giving a step closer to the gradient-descent direction. On account of the algorithm converges to the minimum more rapid and stable, the L-M algorithm is more robust than the other two optimization methods.
C. CALCULATING THE GEOMETRICAL PARAMETERS
After calculating the intrinsic and extrinsic parameter matrices, α, δ are known parameters. Next we calculate the distance b from the microlens array to the detector plane, and the distance L from the main lens to the microlens array.
The pupil diameter of the main lens in FIGURE 3 and the spot diameter of the microlens image satisfy the similar triangular relationship:
where D is the pupil diameter of the main lens, and d is the spot diameter of the microlens. From (7), we can obtain
Substitute (33) and (34) 
For the calibration method we put forward, Algorithm 1 shows the algorithm flow of the calibration process.
V. EXPERIMENTS AND RESULTS
The corner points on the checkerboard calibration plate were used as the object points, while the focused corner points in the raw light field image were used as the image points, to calibrate the multi-focus light field camera. The focal length of the prime lens is 75 mm, the raw light field image resolution is 7716(H ) × 5364(V ), and the size of the pixel is 1.12µm × 1.12µm. The checkerboard size is 120mm × 90mm with the grid size of 10 mm×10 mm, and the number of corner points is 11 × 8.
First, data preprocessing was performed to obtain the arrangement and center point of the microlens. Then, the
Algorithm 1 Calibration Algorithm

Input:
Object points M ij , the corresponding image points m 1 , m 2 and the corresponding microlens centers.
Output:
The intrinsic parameter matrix A; The extrinsic parameter matrix [R i , t i ];
The geometrical parameters b, L. 1: for i = 1 to n do 2: for j = 1 to m do 3: Calculate the jth virtual image point m on the ith image by substituting m 1 , m 2 and the corresponding microlens centers into (10). 4: end for 5: Solve the homography matrix H of the ith image using L-M algorithm with M ij and m . 6: end for 7: Calculate b with the solved H according to (23) . 8 : Solve the unknown parameters in A with b according to (25) ∼(29). 9: for i = 1 to n do 10: Solve the unknown parameters in [R i , t i ] with A and H according to (16) , (30) and (31). 11: end for 12: Obtain optimized results using L-M algorithm. 13: Calculate b, L according to (35) , (36). checkerboard calibration plate was taken to perform the calibration experiments. The detected corner points corresponding to the same corner point in the calibration plate were grouped, and the coordinates of the virtual corner points were calculated. Finally, the parameter matrix of the calibration model and the camera geometrical parameters were calculated. The solved parameters were returned to the calibration model to verify the accuracy of the geometric parameters.
A. DATA PREPROCESSING
Before the calibration experiments and parameters calculation, we need to know the central coordinates of three types of lenses in the image coordinate system respectively. And we should calculate the pupil diameter D of the main lens and the spot diameter d of the microlens image.
We took the white image to locate the center of the microlens images of the raw light field image. Since the aperture was set to 4, the diameter of main lens was 18.75 mm. The microlens images of the white image were approximately circular. As a result, the center of gravity of the microlens image can be regarded as the center of the microlens image.
We applied Gaussian filter [35] to reduce the image noise, and the image was binarized to make the contour of microlens image sharp. The center of the microlens image was extracted, and a total of 39427 center points of the microlens images were obtained. The local result was shown in FIGURE 5. According to the hexagonal arrangement of the microlens array shown in FIGURE 2, the center of the microlens images are stored in three microlens types. These three microlens types include 147×89 center points, 148×89 center points, and 148 × 89 center points respectively. The microlens images have a diameter of about 29 pixels as a basis for calculating the spot diameter d of the microlens.
B. CALIBRATION EXPERIMENTS
The focus distance was set to be 1500mm, and 15 calibration plate images of different poses were taken to obtain the raw light field image, as shown in FIGURE 6. In the world coordinate system where the calibration plate is located, the origin o w is the center of the calibration plate, the positive direction of the x w and y w axis are as shown in the first image of FIGURE 6, and the positive direction of the z w axis is perpendicular to the plane of the calibration plate.
In the first image, the axes of the world coordinate system are parallel to each axis of camera coordinate system respectively; in the second and the third image, the world coordinate system are obtained by rotating the y c axis of camera coordinate system clockwise and counterclockwise respectively; in the fourth and the fifth image, the world coordinate system are obtained by rotating the x c axis of camera coordinate system clockwise and counterclockwise respectively; in the sixth and the seventh image, the world coordinate system are obtained by rotating the z c axis of camera coordinate system clockwise and counterclockwise respectively; in the eighth image, the world coordinate system is obtained by rotating the z c axis of camera coordinate system clockwise and rotating y c axis clockwise; in the ninth image, the world coordinate system is obtained by rotating the z c axis of camera coordinate system clockwise and rotating y c axis counterclockwise; in the tenth image, the world coordinate system is obtained by rotating the z c axis of camera coordinate system counterclockwise and rotating y c axis rotate clockwise; in the eleventh image, the world coordinate system is obtained by rotating the z c axis of camera coordinate system counterclockwise and rotating y c axis counterclockwise; in the twelfth image, the world coordinate system is obtained by rotating the z c axis of camera coordinate system clockwise and rotating x c axis clockwise; in the thirteenth image, the world coordinate system is obtained by rotating the z c axis of camera coordinate system clockwise and rotating x c axis counterclockwise; in the fourteenth image, the world coordinate system is obtained by rotating the z c axis of camera coordinate system counterclockwise and rotating x c axis clockwise; in the fifteenth image, the world coordinate system is obtained by rotating the z c axis of camera coordinate system counterclockwise and rotating x c axis counterclockwise.
C. PARAMETERS CALCULATION
For the 15 raw light field images, one type of the microlenses was taken as an example. The corner points in the microlens image were detected on the checkerboard plane, and the corner points corresponding to the same calibration plate corner point were grouped together. According to the algorithm in Section IV-A, every virtual corner was calculated by two corner points, and the value was used as the coordinate of virtual corner point corresponding to the set of corner points, as shown in FIGURE 7.
According to the algorithm in Section IV-B, the virtual image point coordinates and the calibration plate corner point coordinates were substituted into the calculation, to solve the intrinsic and extrinsic parameter matrices. We obtained the parameter α as 71822.0917 pixels, and a total of 15 × 88 values of the parameter δ obtained in the 15 images.
According to the algorithm in Section IV-C, the geometric parameters of the camera were solved. By the above calculation, the parameters dx, D, d, α were known parameters in (35), (36), which are the calculation formulas of the geometric parameters b and L. Substituting different calculated values of δ into the calculation formulas, we obtained different TABLE 1 , the first term of each result data is the average, and the second term is the standard deviation. Since the value of a is negative, we can know the type of this multifocus light field camera is the type shown in FIGURE 1(b) .
D. ERROR ANALYSIS
In order to evaluate the accuracy of calibration results, we perform error analysis on the solved matrices. For the solved camera extrinsic parameter matrix, FIGURE 8 shows the positions and poses of the 15 images reconstructed from the calibration results. The relative positions of the grids on the calibration plate with respect to the camera are shown in a 3D plot in FIGURE 8(a) . The reconstructed shooting distance of each image is approximately 1.5m, which is accord with the fixed focus distance. The details of the reconstructed poses of 15 images are shown in FIGURE 8(b) . The results show that the camera external parameters we solved are accurate, on account of the positions and the poses of the checkerboard are close to the actual value.
For the solved camera's intrinsic parameter matrix, substitute the intrinsic and extrinsic parameter matrices into the calibration model, to obtain reprojection coordinates of virtual corner points. The reprojection error is obtained by calculating the difference between reprojection coordinates and the coordinates of virtual corner points. FIGURE 9 shows the reprojection error in the 15 images. The horizontal and vertical average reprojection error are 1.6092 pixels and 1.8012 pixels, equivalently 0.0018mm and 0.0020mm, and the horizontal and vertical integrated reprojection error is both less than 7 pixels, equivalently 0.0078mm. The results show that the proposed method can be used to calculate virtual image points and solve the calibration model with high accuracy.
VI. SUMMARY
We proposed a novel calibration method for the focused light field camera based on virtual image points. Based on the forward model, we modeled the mapping relationship between the object point and the virtual image point, as well as the mapping relationship between the virtual image point to the image point. The virtual image points were solved inversely, and the intrinsic and extrinsic parameter matrices of the focused light field camera were solved iteratively by using the Levenberg-Marquardt algorithm, further the geometrical parameters could be solved. The calibration experiments applied the checkerboard corner points as object points, and the calibration model was solved according to the preprocessing data, the detected sensor corner points and the checkerboard corner. The calibration results demonstrated that the reconstructed position and poses of the checkerboard were close to the actual value, the horizontal and vertical average reprojection error were 1.6092 pixels and 1.8012 pixels, equivalently 0.0018mm and 0.0020mm.
Compared to other calibration methods of the focused light field camera, our method was based on virtual image points calculation and a relatively well-developed method of traditional camera calibration, which is more rapid in calculation than the method in [28] . And our calibration model had fewer intrinsic and extrinsic parameters than the model in [25] . The nonlinear optimization algorithm we used had better robustness than the Gauss-Newton method and the gradient descent method, for the algorithm converges to the minimum rapid and stable. The small reprojection error of the calibration experiments showed that the proposed method had good feasibility and accuracy. In the imaging system of focused light field camera, we neglected the main lens and microlens distortion existing. Our future work will include modeling the nonlinear lens distortion caused by the main lens and microlens, to make the calibration result more accurate. In addition, adjusting the focused distance in the calibration experiments, to find the optimum focused distance for three types of microlenses respectively, the focal length of different types of microlenses could be solved, and that will significantly improve the calculation of scene depth and surface 3D reconstruction.
