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Let S” denote the region 0 < xi < cg (i = 1,2,..., n) of n-dimensional
Euclidean space En.  Suppose C is a closed convex body in En which contains
the origin as an interior point. Define UC  for each real number oi > 0 to be the
set of all (01.q  ,...,  01x,),  where (x1 ,..., x,) is a point in C. Define C + (m, ,..., m,J
for each point (ml  ,..., nr,J  of En to be the set of all (x1 + ml ,...,  xn  + m,),
where (x1 ,..., x,) is a point in C. Define the point set d(C, a) by
d(C, a) = (aC + (m, + 3 ,..., m, + a): m, ,..., m, non-negative integers}.
The view-obstruction problem for C is the problem of finding the constant K(C)
defined to be the lower bound of those 01 such that any half-line L given by
xi = ait  (i = 1,2,..., n), where the ai (1 < i < n) are positive real numbers
and the parameter t runs through [0, co), intersects d(C, o).
The simplest choices for C are the n-dimensional cube with side 1 and the
n-dimensional sphere with diameter 1: let h(n) and v(n), respectively, denote the
constant K(C) in these cases. Elementary geometry is enough to prove that
X(2)  = l/3 and v(2) = l/2/5.  The paper uses a method partly analytic and
partly combinatorial to prove that X(3)  = l/2. The conjecture X(n) = (n - l)/
(n + 1) for each n > 2 is stated, and a connection with a certain Diophantine
approximation problem is shown.
1. INTRODUCTION
The main purpose of this paper is to indicate how ideas from combi-
natorial theory and analysis can be used to attack the following type of
problem, which I first described in [l].
Let S” denote the region 0 < xi < cc (i = 1, 2,...,  n) of n-dimensional
Euclidean space En with coordinates x1 ,...,  x,  . Suppose C is a closed
convex body in En which contains the origin as an interior point. Define
aC for each real number 01 > 0 to be the set of all (ax1 ,...,  WCJ,  where
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(x1  ,...,  x,) is a point in C; thus &is the magnification of C by the factor cy.
Define C + (m, ,..., m,) for each point (m, ,...,  m,) in En to be the set of
all (x1  + m, ,..., x, + m,), where (xl ,..., x,) is a point in C; thus
C + (ml ,..., m,) is the translation of C to the point (m, ,...,  m,).
STATEMENT OFPROBLEM. Define the point set d(C, CX)  by
d(C, LX)  = {CC + (ml  + + ,...,  m, + 4) : m, ,...,  n?, non-negative integers).
Find the constant K(C) defined to be the lower bound of those CL such that
any half-line L given by xi = a,t  (i = 1, 2,...,  n), where the ai  (1 < i < n)
are positive real numbers and the parameter t runs through [0, oo),
intersects O(C, a).
In other words, if S” is divided into n-dimensional cubes of side 1 with
vertices at the points with integer coordinates, d(C, a) is the set of all
translates of olC to the centers of these cubes. The number K(C) is the
lower bound for those 01 with the property that any half-line L through the
origin and wholly within S” intersects some translate of aC in d(C, a).
Since the half-lines L can be regarded as lines of vision for an observer at
the origin, I have decided to call problems of the above type “view-
obstruction problems.”
Two simple choices for C are the n-dimensional cube with side 1 and
the n-dimensional sphere with diameter 1, each with center at the origin in
E*; in these cases I shall use the symbols X(n) and v(n),  respectively, in
place of K(C). This paper will be concerned only with h(n) and v(n),  but
even in these special cases the view-obstruction problem seems difficult
ifn > 3.
If y1 = 2, elementary geometry is enough to prove X(2) = l/3 and
v(2)  = l/VT. To deal with h(2), we observe that the lines y = +x and
y = 2x in the plane intersect only corners of squares in d (square, &).  The
lines y = f?x with 4 < 0 < 2 intersect the square with center (+,  4).  The
lines y = 0x with 0 < 0 < $ (or, by symmetry, with 8 > 2) all intersect
the interior of some square in d(square, $);  in fact, there is such a square
whose center has y-coordinate 8. This proves h(2) = l/3 and an exactly
analogous argument (in which the lines y = +X and y = 2x again play
a special role) proves v(2)  = l/2/5.
It is shown in Section 2 that the problem of evaluating X(n)  is equivalent
to a certain Diophantine approximation problem, and this equivalence is
exploited in Section 3 in order to prove that X(3) = &. A geometric proof
that 43) = & was given in [l].
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2. A DIOPHANTINE  APPROXIMATION  PROBLEM
For any real number x, let 11  x ]I  denote the distance from x to the nearest
integer. Define for each positive integer II,
where the infimum is taken over all n-tuples 01~  ,...,  (Y,,  of irrational numbers
and the supremum is taken over all integers q.
J. M. Wills [4]  first proposed the problem of evaluating I.  This
problem is the same as that of evaluating X(n), because of:
LEMMA 1. For each n > 2, x(n)  = 1 - 2~(n).
Proof. We use the fact that
where the i&mum  is taken over all n-tuples w1 ,...,  w,  of positive integers.
This was proved by Wills [4,  Lemma 5, pp. 259-2601;  the proof is a simple
application of Kronecker’s Diophantine approximation theorem.
Since
11 WIX  11 = ii - II WG  - iI II and $X(n)  = sup ,n$nr rr11~2~  11 wix - 4 11,
where the supremum is taken over all n-tuples w1 ,...,  w, of positive
integers, the lemma follows.
LEMMA 2. For each n > 2,
ProojI By Lemma 1, the desired result is equivalent to 1/2n < I <
l/(n + 1). These inequalities were proved by Wills [4,  Theorem 2,
pp. 260-2621,  as follows: By Dir&let’s  box principle,
so K(n) 9 l/(n + 1). For any positive integer m, the measure of the set
of X, 0 < x < 1, such that ]I  mx ]I  < E < & is 2~;  thus K(n) > I/Zn.
It is very natural to propose the following:
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CONJECTURE. For each n > 2,
that is,
1K(n)  = - .
n+l
Indeed, the conjecture for I was stated by Wills [4,  p. 2561.
We have already seen that the conjecture is true for II  = 2; another easy
proof of this, based on the formula (I),  was given by Wills [4,  p. 2611.
I shall prove the conjecture for n = 3 in the following section, but
first I give one more proof of the fact that K(2) = l/3. It is this proof that
will be generalized to show ~(3)  = l/4.
Suppose that there exist positive integers w1 and w2 such that
We shall show that equality must hold in (2),  and that in fact {MJ~ , w2}  =
{k, 2k) for some positive integer k. This will again prove that ~(2) = l/3.
Define the step-function F(“)(x)  for all real x and any real c satisfying
O<c<$by
P(X) = 1;; /I4/ 6 c,
I Id > c.
Thus F@)(x)  is periodic with period 1, and for any positive integer k,
Fc)(kx)  = 0 if and only if II  kx II  < c. Hence (2) implies that
is zero for all x, and this implies
s
’ F(1/3J(w,x)  F (1/3)(w2x)  dx = 0.
0
Using (3) and the integral formula given in the following lemma, we
shall deduce that equality holds in (2).
LEMMA 3. Let c be any real number satisfying 0 < c < 4. Let ml and
m2 be any positive integers and define  ri  = mJ(ml  , mz)  (i = 1, 2). Define
the funct ion G(x) ,  periodic  with period 1,  by
G(x) = x2 - x + Q (0 < x < 1).
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Then
I
1
P’(m,x) P(mzx) dx
0
= (1 - 2~)~  + & (G(c(r,  - rz))  - GM, + ~2))). (4)
Proof. The Fourier series expansion for P(x) is
p’(x)  =  1 -  2c -  2 f  sin;;mc cos 2nmx.
?TL=l
An easily justified integration gives
s
1
F(C)(m,x)  P(c)(mzx) dx
0
= (1 - 2c)2 + 1 2 (sin;;ck1)(sin;;ck2). (5)
W+&=
k,m,=k,m2
Let kl = kr, and k, = kr, in the double sum on the right side of (5); then
the double sum becomes
2 f sin 2Azrc2i;z21rkcr,
k=l
= k (G(c(r, - r3>  - G(c(rl  + r2)N.
Here equality holds because
sin 2n-kcr,  sin 2nkcr, = $(cos 2rkc(r,  - r2)  - cos 2nkc(r, + rz))
and the Fourier series expansion for G(x) is
G(x) = 2 ‘,,,,,,,  .
TB=l
We take c = l/3 and mi = wi (i = 1,2)  in Lemma 3; then the value
of G(c(r, - r2)) - G(c(r,  + r2)) depends only on the values of rl and r2
modulo 3. A little calculation shows that (3) is possible only if ri = 1 mod 3
and rj = 2 mod 3, (i,j)  = (1,2)  or (2, l), and r1r2  = 2. This last condition is
wlw2  = 2(w, , w$,  which is equivalent to (w,  , wz} = {(wl  , w2),  2(w, , w2)}.
This is the desired result.
It is interesting to observe that (4) is reminiscent of the well-known
formula
s 7m,x - [mIxI - +)(mzx - [m,x]  - $)  dx = (ml  1 ml212m m (6)0 1 2
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(see, for example Landau [21),  where [x]  denotes the largest integer <x.
It would be very helpful in dealing with I for n > 3 if there were
formulas like (4) for integrals with three or more factors P(mx). How-
ever, there do not seem to be any simple formulas extending (4) to integrals
of products of more than two factors, and the same seems to be true
of (6) and of other related formulas in the literature (see Mordell [3]  and
the references given there).
3. PROOF THAT A(3)  = 4
THEOREM. We have A(3) = 4, that is, ~(3)  = $.
Throughout this section, we use the abbreviation Fm  for the function
F(1/4)(mx)  defined in Section 2. We also define Fm’  = Fm  - 4, and drop
the dx  from all integrals. Thus Ji I;,’ = 0 for every m.
As in Section 2, the assumption that there exist positive integers a, b,
and c such that
implies
(7)
I
1
F,FbFc  = 0.
0
(8)
We prove the theorem by showing that (8) implies that {a, b, c} = {k, 2k,  3k)
for some positive integer k.
We may assume that a, b, c have no common divisor greater than 1,
since (7) still holds if such a common divisor is removed. At least one of
a, b, c must be even, for otherwise taking x = 4 contradicts (7). Hence
we need only consider the following two cases:
Case 1. a = 2’“a’,  a’ odd, k > 1; neither b nor c is divisible by 2”.
Case 2. a odd, b = 2&b’,  c = 2V,  b’ and c’ odd, k > 1.
We begin with an immediate corollary of Lemma 3:
LEMMA 4. Let i and j be any positive integers. Ifi/(i,  j) or j/(i, j) is even,
then fi  Fi’Fj’  = 0. Ifi/(i,  j) andj/(i, j) are odd, then
s 10
If S is a set of real numbers, let I S I denote its measure.
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LEMMA 5. If fi  FaFbFc  = 0, then the measures of the sets
{x: FG = E, , & =  Eb ,  Fe  =  %I,
where the epsilons are 0 or 1, are given by Table I.
TABLE I
1 0 1
0 1 1
1 0 0
0 1 0
0 0 1
0 0 0
0
1
5
1 1 (b, 4”- -
i - 4  b c
0
1 (6, cl2- -
4 bc
1 (b, cl”- -
4 bc
1 1 (b, c)”- - - -
4 4 bc
Proof. It follows from Lemma 4 that, in both Cases 1 and 2, we have
@$‘Fbf  = dFF,‘F;  = 0; since for any i, j, $i FiFj = 6 F,‘F,’  + 4 and
J,,  F,F,FO  = 0, this gives the first three set-measures in the table.
Next we observe that the fourth and last set-measures  in the table
must be the same, since
- 1(x:  F, = Fb = I;, = O}l
= s ‘(F, - l)(Fb - l)(Fc - 1)0
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Lemma 4 and the fact that the set-measures in the table must sum to 1
imply that the fourth and last entries are either both $ or both
$ - (b, ~)~/4bc.  In the former situation, the fifth, sixth, and seventh
set-measures would have to be zero. This is easily seen to be impossible,
as follows: Given any three positive integers i, j, k with i > j > k, there
is clearly an interval of positive length with left-hand end-point 1/4i
throughout which Fi = 1 and Fj = Fit = 0. Thus the fourth and last
set measures are both a - (b,  ~)~/4bc.
The three remaining entries in the table are determined by the fact
that, for any i, 1(x  : E; = I)/  = 4.
There are only three possible situations for the relative sizes of a, b,
and c:
Situation I. a > b and a > c.
Situation II. b > a and c > a (say b > c > a).
Situation 111. Exactly one of b, c greater than a (say c > a > b).
We shall show that Situation III is the only possible one. It is easy to
see that Situation I cannot occur, for if a > b and a > c, then the simple
argument used in the proof of Lemma 5 shows that
contradicting one of the entries in Table I.
In order to show that Situation II cannot occur, we need the following
lemma:
LE M M A  6. If J”:  F,FOFc  = 0 and $a 3 c > a, then b < $a.
Fa = 1
F, = 1
-1-1-I
1 1
G&i &$$
F I G U R E 1
Proof. It follows from the hypotheses that 1/4c < 1/4a and
1/2a < 3/4c,  so we see from Figure 1 that F, = F, = 1 throughout the
interval (1/4a,  1/2a) of length lj4a.  Since Ji  F,FbFc  = 0, this interval must
be covered by an interval in which Fb = 0; hence 1/2b > 1/4a, that is,
b < 2a. This implies 3/8a  < 3/4b; now we must have 1/4b 3 1/2a, which
gives the lemma, for otherwise F, = Fb = F, = 1 throughout the interval
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[l/4&  min(3/4b,  1/2u)]  (see Figure l), which contradicts the hypothesis
J;FaFbFc = 0.
It follows immediately from Lemma 6 that in Situation II (b > c > a)
we in fact have c > $a. Using this fact, we shall show that there exists an
interval of length 1/2c within which
either F, = 1 and F,=O o r F, = 1 and FC = 1. (9)
This will give a contradiction, thus proving that Situation II cannot occur,
because any interval throughout which (9) holds must be covered by an
interval of length l/2& and this covering is impossible because 1/2b < 1/2c.
The covering is necessary in order to get the two zero values in the table
of set-measures (Table I) in Lemma 5.
It is clear that we have an interval of length 1/2c within which (9) holds
if we can find integers m and k such that
4k + 1 <2mfI <2m+3 (4k$3~ ___
4a 4c 4c 4a' (10)
If c/a > 2, we can obviously find an integer m to satisfy (10) with k = 0.
Hence we may suppose that 2 3 c/a > 312.  Now we satisfy (10) by
choosing k so that
(4k+l);<6k+3<6k+5<(4k+3); (11)
and choosing m = 3k + 1. It is a simple calculation to verify that an
integer k > 0 satisfying (11) exists for any value of c/a satisfying
3 > c/a > 3/2. This completes the proof that Situation II cannot occur.
Now we consider Situation III (c > a > b). The proof of Lemma 6
gives :
LE M M A  7. If J:  F,F,F,  = 0 and $b >, a > b, then c < +b.
Hence in Situation III we have a > $b. We shall prove that in fact
a = 2b, by showing that 2b >, a and a > 2b.
There is an interval of length 1/2a  within which F, = Fb = 1 if we can
find integers m and k such that
4k + 1 (4m-/-1  (4m+3 (4kt3____ ___
4b 4a 4a -a-’ (12)
This will contradict Ji F,F,F, = 0, since such an interval must be covered
by an interval of length 1/2c within which FC = 0, and the covering is
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impossible because 1/2c < 1/2a.  We show that there are integers m and
k satisfying (12) provided a/b > 2; this will prove 2b 2  a.
If a/b > 3, we can obviously find an integer m to satisfy (12) with
k = 0. Hence we may suppose that 3 > a/b  > 2. Now we satisfy (12)
by choosing k so that
(4k+l);<8k+5<8k+7<(4k+3); (13)
and choosing m = 2k + 1. It is a simple calculation to verify that an
integer k > 0 satisfying (13) exists for any value of a/b satisfying
5 > a/b > 2. This completes the proof that 2b 3  a.
There is an interval of length 1/2a  within which F, = 1 and Fb  = 0 if
we can find integers m and k such that
4k + 3 ,4m+l
l-G--<
4m + 3
4 b
< 4k+5
---\T’4 a (14)
This will contradict 1(x : F, = 1,  F,,  = F,  = O}/  = 0 (Lemma 5),  since
such an interval must be covered by an interval of length 1/2c within
which Fe  = 1,  and the covering is impossible because 1/2c < 1/2a.
If 2 > a/b  > 312,  we can satisfy (14) by choosing k so that
and choosing m = 2k + 1. It is a simple calculation to verify that an
integer k > 0 satisfying (15) exists for any value of a/b satisfying
2 > a/b  > 715.  This proves a 3 2b,  and so a = 2b.
F, =  Fb  =  1 F, = t;b =  1
+----I I - I
1 3 5 3
a ia iG 45
FIGURE 2
It only remains to show that c = 3b. We have 1/4c < 1/4b since c > b,
so in order to avoid F, = Fb  = F, = 1 on some interval of positive length
with left-hand end-point 1/4b (see Figure 2) we must have 3/4c  < 1/4b,
that is 3b < c. Also, c > b implies that no single interval (of length 1/2c)
in which F, = 0 can cover both of the intervals [1/4b, 3/8b]  and [5/8b,  3/4b]
in which E;b,  = I;b  = 1 (see Figure 2). Hence at least two intervals in which
F,  = 0 are required to cover the two intervals in Figure 2, and this implies
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3/2c  > 1/2b, that is 3b > c. Thus c = 3b and the proof of the theorem is
complete.
4. CONCLUDING REMARKS
The proofs in this paper give more than just the equality I = l/(n + 1)
for n = 2 or 3. It is also proved that for n = 2 or 3 the expression whose
infimum is taken on the right-hand side of (1) is equal to l/(n + 1) if and
only if the set (wl , wz ,...,  wn} is the set {k,  2k ,...,  nk} for some positive
integer k. This has a geometric interpretation: Given the closed convex
body C in E”,  we say a line L is a critical line for C if L intersects d(C, K(C))
but L does not intersect d(C, a) for any 01 < K(C). Thus for II = 2 or 3
the critical lines for the n-dimensional cube with side 1 are the lines
xi = ait  (i = 1, 2 ,...,  n) with {a, , a2 ,...,  a,> = (1,  2 ,...,  n}.
The set of critical lines for the n-dimensional cube with side 1 is not
this simple for larger dimensions, even if the conjecture of Section 2
is correct. For example, the max min in (1) is equal to l/6 if
{WI  > wz >...T wsl  = {1,3,4, 5,9>.
In conclusion, I propose the following conjecture for the value of v(n).
The conjecture is true if n = 2, but I have no proof for the case n = 3.
CONJECTURE. For each n > 2, let B denote the box in E”  defined by
0 d xi < i (i = 1, 2,..., n). Let L be the line given by xi = it (i = 1, 2,...,  n).
Then v(n) is equal to twice the distance from L of the closest point of form
(ml  + i,..., m, + &),  where m, ,..., m, are non-negative integers, in the
box B.
Thus the conjecture implies that L is a critical line for the n-dimensional
sphere of diameter 1. The value of v(3)  given by the conjecture is 3/  1/zT.
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