Abstract. For a continuous-time random walk X = {Xt, t ≥ 0} (in general non-Markov), we study the asymptotic behavior, as t → ∞, of the normalized additive functional ct t 0 f (Xs)ds, t ≥ 0. Similarly to the Markov situation, assuming that the distribution of jumps of X belongs to the domain of attraction to α-stable law with α > 1, we establish the convergence to the local time at zero of an α-stable Lévy motion. We further study a situation where X is delayed by a random environment given by the Poisson shot-noise potential: Λ(x, γ) = e − y∈γ φ(x−y) , where φ : R → [0, ∞) is a bounded function decaying sufficiently fast, and γ is a homogeneous Poisson point process, independent of X. We find that in this case the weak limit has both "quenched" component depending on Λ, and a component, where Λ is "averaged".
Introduction
An evolution of continuous-time random walk (CTRW) X = {X t , t ≥ 0} is described by a sequence of times between consecutive jumps of the process, which are assumed to be independent identically distributed (iid) positive random variables θ n , n ≥ 1, and by a sequence of iid sizes of jumps ξ n , n ≥ 1; the two sequences are assumed to be independent. When the distribution of θ n is exponential, CTRW is nothing but a compound Poisson process. Otherwise, CTRW is in general not a Markov process, so may be considered as a non-Markovian generalization of a compound Poisson process.
It is handful to represent the CTRW X in the form (1)
where N t = max k ≥ 0 : k i=1 θ i ≤ t is the number of jumps up to time t. (Throughout the paper we use the convention that 0 k=1 = 0.) Consider a function f : R → R. We are interested in the asymptotic behavior, as t → ∞, of the additive functional t 0 f (X s )ds, normalized by a suitable factor. When X is a discrete-or continuous-time ergodic Markov process having an invariant probability measure ν, additive functionals of the form A t = t i=1 f (X i ) (respectively A t = t 0 f (X s )ds) with f ∈ L 1 (ν) satisfy strong law of large numbers: A t /t → ν(f ) := f (x)ν(dx), t → ∞, almost surely, and, under some additional assumptions, a central limit theorem:
, t → ∞, with some variance σ 2 f (see e.g. [6, Chapter 2] ).
The situation is very different when X does not have an invariant probability measure, in particular, when it is a random walk. In this case, under suitable normalization, additive functionals converge to a local time of some α-stable Lévy motion multiplied by the integral of f (or, in the case of lattice random walk, by the sum of its values at the lattice points) (see [4, 9] ). It is also worth to mention works [10, 11] , where a general result on convergence of additive functionals of Markov processes is proved, and [8] , which studies convergence to local times and associated central limit theorems for additive functionals of diffusions.
There are also results in the non-Markovian case. Most notably, [9] studies cumulative sums S k = k i=1 X i of some long-memory stationary sequences X of moving-average time, and establishes convergence of normalized additive functionals to the local time of fractional Brownian motion or, in a heavy-tail situation, of a fractional α-stable process (it is also worth mentioning that this article establishes some of the strongest results for the Markovian situation as well).
To the best of our knowledge, the asymptotic behavior of additive functionals for a CTRW has not been studied yet in the literature. We are focusing on the case where the times between jumps are integrable. In this case, despite the corresponding CTRW is possibly a non-Markovian, the results are similar to the Markovian case. The reason is that the process N t grows approximately linearly, thanks to the law of large numbers; the corresponding results are contained in Section 3. In Section 4, we consider a quite different situation where the process X is delayed by some environment Λ. We first study the case of non-random Λ, and prove a corresponding limit theorem. Further we look at a random environment given by the Poisson shot noise potential
where γ is a homogeneous Poisson configuration, and φ : R → [0, ∞) is bounded and integrable. We establish a limit theorem for this case as well. The convergence we show is "quenched" in the sense that we have a weak convergence to a limit depending on γ for almost all configurations γ. Another interesting feature is that the limit, besides the aforementioned "quenched" component, contains a component, where Λ is "averaged". The remaining structure of the article is following: Section 2 contains some preliminary information on domains of attraction and stable variables, and proofs, which are rather technical, are postponed to Appendix.
Preliminaries
For any random variable X, we denote by ϕ X (λ) = E e iλX its characteristic function. If X has absolutely continuous distribution, f X denotes its density. Throughout the proofs, C is a generic constant (possibly random), the value of which is not important and may change between lines. To emphasize dependence on some variables, we put them in subscripts: C p , C k etc. The symbols d −→ and f dd −→ designate the convergence in law and the convergence of finite dimensional distributions, respectively. 2.1. Domains of attraction. Consider the basic definitions concerning the random variables {ξ n , n ≥ 1}, for details see [7, Chapter XVII] and [13] . Definition 1. A random variable ξ is said to have a stable distribution with index α ∈ (1, 2] if its characteristic function has the form
where ω(x, α, β) = 1 + iβ sign x tan πα 2 ; c > 0 is called the scale parameter, β ∈ [−1, 1] is called the skewness parameter, a ∈ R is the expected value.
Definition 2. The distribution L is said to belong to the domain of attraction to stable law with index α ∈ (1, 2] if there exist some sequence a n ∈ R and a slowly varying function L such that the normalized sums
of iid random variables {ξ n , n ≥ 1} with distribution L converge, as n → ∞, to a stable distribution with index α. A distribution L belongs to a domain of attraction of a stable law with index α if its characteristic function admits in some neighborhood of 0 an expansion of the form
where h(x) is a function slowly varying at 0; it belongs to the domain of normal attraction to a stable law with index α ∈ (1, 2] if h(x) → c > 0, x → 0. The relation between h and L is as follows:
Asymptotic behavior of additive functionals for CTRW
In this section we study asymptotic behavior of additive functionals of the form t 0 f (X t )dt for CTRW X given by (1). We will need several assumptions concerning the distribution of jumps ξ n and times between them θ n as well as function f .
A1. We will assume that the jump sizes ξ n , n ≥ 1, are centered and their distribution belongs to the domain of attraction to α-stable law with α ∈ (1, 2]. In this case (see e.g. [12, Proposition 3.4]) there is also a functional convergence
towards an α-stable Lévy motion Z α (t). A2. The assumptions on function f come from [9] and are accompanied by additional assumptions on the distribution of ξ 1 , namely, we assume that
and the distribution of ξ 1 has a nonzero absolutely continuous component, (ii) or f ∈ L 1 (R) ∩ L 2 (R) and the characteristic function ϕ ξ 1 of jump sizes is integrable to some power p > 0:
A3. Concerning the times θ n between jumps, we will assume that they are integrable:
We will use the following result, which is an adaptation of Theorem 3 from [9] for the case x = 0, β n = y n , c 0 = 1, c j = 0, j ≥ 1 (in the terms of [9]).
Theorem 1 ([9]
). Under assumptions A1-A2, the finite-dimensional distributions of the process
where ℓ α (t, 0) is the symmetric local time at zero of the α-stable Lévy motion Z α on [0, t]. Now we establish a similar result for the CTRW X defined by (1). Theorem 2. Let X be given by (1) . Under assumptions A1-A3, the finite-dimensional distributions of the process
Remark 1. Using the results of [4] , it is possible to replace the additional assumptions from A2 on the distribution of ξ by the requirement to be non-lattice. However, in this case f should have a compactly supported Fourier transform, which is a very restrictive requirement.
Remark 2. The results of [4] can be used to handle the lattice case. Namely, let A1 and A3 hold, but A2 is replaced by the assumption that ξ 1 (Ω) = {a + bZ} for some a ∈ R, b > 0, and
4. CTRW in a random environment 4.1. CTRW with location-dependent intensity of jumps. Consider now the situation that the time between jumps depends on the current location of the random walker: the intensity of jumps from a location x is Λ(x) > 0. In the Markovian case, the corresponding evolution is a pure jump process with the generator
The consecutive locations visited by the random walker X are, as before,
. . The time spent in the nth location is an exponential random variable with parameter λ(S n ), which also can be written as θ n /λ(S n ), where θ n is an exponential random variable with parameter 1. In view of independence of times between jumps, the random variables θ n , n ≥ 1, are independent, so the evolution can be written in the form
where
To construct a non-Markovian counterpart of this dynamic, we now drop the requirement that the variables θ n , n ≥ 1, have exponential distribution. So in the rest of this section X will be given by (3) with iid jumps ξ n , n ≥ 1, and iid variables θ n , n ≥ 1, which are also independent of ξ.
In this section we will need stronger assumptions than in the previous one. Namely, we will assume that the jump sizes are from the normal domain of attraction of α-stable law. Moreover, since the case α = 2 is very different technically, we will consider in this section only non-Gaussian case α ∈ (1, 2). We will also need stronger assumptions on the distribution of jumps.
B1. The jump sizes ξ n , n ≥ 1, are centered and their distribution belongs to the normal domain of attraction to α-stable law with α ∈ (1, 2), i.e. L(n) = σ > 0 in Definition 2. In this case (see [12, Proposition 3.4]) there is a functional convergence
towards an α-stable Lévy motion Z α (t). B2. The distribution of ξ n is absolutely continuous with
Concerning the jump intensity Λ we will assume sub-polynomial growth and existence of Cezaro averages for its inverse.
B4. There exists Λ −1 > 0 such that for some r > α,
We start by examining the properties of the sums n i=1 θ i /Λ(S i ) and the process N t . Proposition 1. Under the assumptions A3, B1-B4,
and
Finally we turn to asymptotics of the additive functional.
Λ(x) and B1-B4, the finite-dimensional distributions of the process
converge as t → +∞ to those of
4.2. CTRW in a Poisson shot-noise potential environment. The conclusion of Theorem 3 is also true for a random Λ independent of X provided that Λ satisfies B3-B4 almost surely, and g/Λ satisfies one of the assumption A2(i) or A2(ii) almost surely.
Of particular interest is a random Λ of the special form, a so-called Poisson shot-noise potential:
where φ : R → [0, ∞), γ is a homogeneous Poisson configuration, i.e. a point process such that for any Borel set A ⊂ R having finite Lebesgue measure λ(A), the number of points of γ in A, |γ ∩ A|, has a Poisson distribution with parameter λ(A). A sufficient condition for Λ to be well defined for almost all x ∈ R d is that φ ∈ L 1 (R). To ensure the assumptions B3 and B4, we will need a stronger assumption.
C1. φ ∈ C(R) and there exist some C, β > 0 such that |φ(x)| ≤ C 1+|x| 1+β .
Under this assumption,
for any a ∈ R and
a.s. (see [3] ).
Proposition 2. Under the assumption C1, for any δ > 0,
a.s. and for any r > 1,
almost surely.
We are now in the position to prove the main result of this section. To ensure A2 for the function g/Λ, we impose suitable assumptions on g.
and the characteristic function ϕ ξ 1 of jump sizes is integrable to some power p > 0, or g ∈ L 1 (R) and there exist some
Theorem 4. Let X be given by (3) and Λ be given by (4) with γ independent of X. Under assumptions A3, B1, B2, C1, C2, the finite-dimensional distributions of the process
with ℓ α independent of γ.
[8] Jacod, J 
Appendix A. Proofs and auxiliary results
Proof of Theorem 2. For simplicity, we show marginal convergence for u = 1; for arbitrary finite-dimensional distributions the proof is the same, just heavier in terms of notation. Denote τ n = n k=1 θ k , n ≥ 0, and write
By the strong law of large numbers, N t ∼ t/µ, t → ∞. Therefore, since c t is regularly varying at infinity of index 1/α − 1,
a.s. Thus, thanks to Slutsky's lemma, we need to study the asymptotics of the normalized sums
(the remainder c t t − τ Nt f (S Nt ) will be handled later).
Step 1. Let us first consider the case of a bounded f . Thanks to independence of ξ and θ, we can write
where Log denotes the branch of the natural logarithm such that Log z ∈ (−π, π] for all z ∈ C \ {0}. From assumption A3 we have
Since also
Since the absolute value of the expression inside the expectation in (9) is bounded by 1, we just need to show that R n → 0, n → ∞, in probability. To this end, fix arbitrary ε > 0 and let δ > 0 be such that |r(t)| < ε |t| whenever |t| < δ. Since f is bounded, λc n |f (x)| ≤ δ for all x ∈ R and all n large enough. Then we can write
By Theorem 1,
Letting ε → 0+, we arrive at lim sup n→∞ P (R n ≥ η) = 0, which gives the desired convergence in probability. Consequently, from the Lévy theorem we get
Step 2. Now let f be unbounded. We are going to apply [5, Theorem 3.2]. As we have just shown, for any m ≥ 1,
It is also clear that
So it remains to deal with
Denote f m (x) = |f (x)| ½ |f (x)|>m . For any ε > 0, owing to independence of ξ and θ, we can
Thanks to the Markov inequality,
By the Skorokhod representation theorem, there exist random variables L ′ α (1, 0) and S m,n k−1 , m, n ≥ 1, k = 1, . . . , n, such that:
Then, using (13) and the Fatou lemma, we obtain from (12) that lim sup
Therefore, using [5, Theorem 3.2], we get (11) also in this case.
Step 3. Taking into account (8), the independence of ζ n of N t , and the convergence N t → ∞, t → ∞, a.s., we get
It remains to handle the term c t t − τ Nt f S Nt . Clearly, t − τ Nt ≤ θ Nt+1 . Therefore, appealing to (8) and to the almost sure convergence N t → ∞, it suffices to show that c n θ n+1 f S n P −→ 0, n → ∞. Since θ n are identically distributed, they are bounded in probability, so we only need to show that c n f (S n ) P −→ 0, n → ∞. This, however, easily follows from (10). Indeed, to we clearly have also
But if lim sup n→∞ P c n |f (S n )| ≥ η were positive for some η > 0, the limiting distribution of c n 
H2. There existsh ≥ 0 such that for some r > α there is a uniform convergence of
Cezaro averages:
Proof. Take some b ∈ (1, r/α) and define h n (x) = h(x)½ |x|≤n b +h½ |x|>n b . It follows from H1 that for any δ > 0,
Clearly, extending h byh may only improve convergence toh, so it follows from H2, that for any sequence (a n , n ≥ 1) such that a n ≥ n b/r ,
Now observe that for any a ∈ (0, 1 − b −1 ),
Therefore, it is enough to prove that
To this end, consider
As it was proved in [11], the processes X n provide a Markov approximation for the α-stable Lévy motion Z, therefore, we can use [10, Theorem 1] about the convergence of additive functionals (concerning the terminology, we advise to consult the articles [10, 11]). First note that
Further, the characteristic of the limiting functional f s,t (x) :=h · (t − s), s < t does not depend on x, so obviously satisfies the uniform continuity assumption of [10, Theorem 1] . It then remains to show the uniform (in x ∈ R, 0 ≤ s < t ≤ 1) convergence of characteristics
to f s,t (x). Since f s,t (x) is independent of x, this is equivalent to the uniform convergence of f s,t
Fix some ε ∈ (bα/r, 1) and consider
By [1] (see also [2] ),
Therefore, for any δ ∈ 0, ε(2/α − 1) , thanks to (15),
Further,
It is well known (see e.g. [13, Chapter 2] ) that a stable distribution has an unimodal analytic density, so for each z ∈ [0, max f Zα ), there exist some a z < b z such that {y :
Then we can write for some γ ∈ 0, 2(b/r − ε/α)
whence, in view of (15),
sup
Thanks to continuous differentiability of f Zα , there exists some positive c > 0 such that b z − a z ≥ cn −γ/2 for any z ≤ max f Zα − n −γ . Therefore, for such z and for k ≥ n ε , k 1/α (b z − a z ) ≥ cn ε/α−γ/2 ≥ n b/r for all n large enough. Consequently, in view of (16),
Combining this with (18)-(19) and noting that
Recalling (17), we arrive at
Also, thanks to (15),
Consequently,
This shows the required uniform convergence of characteristics, so by [10, Theorem 1] we get 1 n
in law, equivalently, in probability.
Proof of Proposition 1.
Λ(S i ) and write, similarly to the proof of Theorem 2, for any λ ∈ R \ {0},
In order to prove the first claim it remains to show that R n P −→ 0, n → ∞. Fix some ε > 0. For any a > 0, there exists some δ > 0 such that |r(x)| ≤ a|x| for |x| < δ. Therefore, on the event A n := max k≤n Λ(S k ) −1 ≤ nδ/ |λ| , we have |R n | ≤ aY n . Therefore,
Choosing a < ε/Λ −1 , we get from (20) that P(Y n > ε/a) → 0, n → ∞. On the other hand, since by B4 for any η < 1, Λ(x) −1 ≤ K η |x| η for some K η > 0, we have
where the last follows from B1. Taking η < (1 + 2/α) −1 , we get P(A c n ) → 0, n → ∞, thus establishing the convergence R n P −→ 0, n → ∞, which finishes the proof for the first claim. The second one follows in a standard way: for any x < µΛ −1 −1 ,
x < µΛ −1 , and similarly for
Proof of Theorem 3. Similarly to (7), we can write
From Proposition 1, we have N t /t P −→ µ · Λ −1 −1 , n → ∞. Therefore, repeating the proof of Theorem 2, we arrive at the statement.
The following lemma is probably well known, but we include it for completeness. Lemma 2. Let {Y t , t ∈ [0, T ]} be a centered measurable process which is a-independent for some a ∈ (0, T ), i.e. {Y t , t ∈ A} and {Y t , t ∈ B} are independent whenever inf t∈A,s∈B |t − s| ≥ a. For each integer k ≥ 1, there exists a universal constant C k > 0 such that
Proof. Since Y is centered and a-independent, we have
where S 2k,a,T = {(t 1 , . . . , t 2k ) ∈ [0, T ] | ∀i = 1, . . . , 2k ∃j = i : |t i − t j | ≤ a}. Using the Hölder inequality, we get
Clearly, λ(S 2k , a, T ) = T 2k λ(S 2k , a/T, 1). In turn,
where U 1 , . . . , U 2k are iid U (0, 1) random variables. Denote by G 2k the set of all graphs on N 2k := {1, . . . , 2k} having no isolated vertices; for G ∈ G 2k , let V (G) be it set of edges, and S(G) be its minimal vertex cover, i.e. the minimal (in cardinality) set of vertices adjacent to all edges of G. It is well known that |S(G)| is equal to the number of edges in the maximal matching (disjoint set of edges) of G, so S(G) ≤ k. Then
Recalling the fact that λ(S 2k , a, T ) is T 2k times this expression and the estimate (21), we arrive at the statement.
Proof of Proposition 2. The first statement follows immediately from (5) . In order to establish the second on, we start by noting that, in view of (6), for large t the average of X over [x, x + t] will be close to that over [x, x + ⌊t⌋], where ⌊t⌋ is the integer part of t, so it is enough to show the convergence over integers. Most of the statements below will hold almost surely, so for brevity, we omit this phrase throughout. For some a ∈ (0, 1) define
It is easy to show (see e.g. [3] ) that
where l(x) = 2 + log(2 + |x|), x ∈ R. Therefore, for any x ∈ R and any η ∈ (0, aβ),
.
Hence, owing to (5), we get that for any r > 1, Observe that the process Λ(y, γ) is 2n a -independent. By Lemma 2, for any k ≥ 1,
By Markov's inequality, for any ε > 0,
Define the set A n = {n r−a i, i = −[n a ], . . . , [n a ] + 1} and for x ∈ [−n r , n r ] denote a n (x) = sup{y ∈ A n , y ≤ x}. Thanks to (6), 2(x − a n (x)) n · sup Proof. Since γ is independent of X, it suffices to show the quenched weak convergence, i.e. that the required weak convergence holds for almost all fixed realizations of γ. This, in turn, boils down to verifying the assumptions B3, B4 for Λ and A2 for f = g/Λ. The former follows from Proposition 2. Concerning the latter, and g/Λ ∈ L 2 (R) a.s.; if |g(x)| ≤ C(1 + |x| ε ) −1 , then g/Λ is bounded thanks to B3. Consequently, B3, B4, and A2 hold for almost all γ, which implies the required quenched weak convergence.
