Ensuring reliability as the electrical grid morphs into the "smart grid" will require innovations in how we assess the state of the grid, for the purpose of proactive maintenance, rather than reactive maintenance; in the future, we will not only react to failures, but also try to anticipate and avoid them using predictive modeling (machine learning and data mining) techniques. To help in meeting this challenge, we present the Neutral Online Visualization-aided Autonomic evaluation framework (NOVA) for evaluating machine learning and data mining algorithms for preventive maintenance on the electrical grid. NOVA has three stages provided through a unified user interface: evaluation of input data quality, evaluation of machine learning and data mining results, and evaluation of the reliability improvement of the power grid. A prototype version of NOVA has been deployed for the power grid in New York City, and it is able to evaluate machine learning and data mining systems effectively and efficiently.
INTRODUCTION
A sustainable energy future depends on an efficient, reliable and intelligent electricity distribution and transmission system, i.e., power grid. The smart grid has been defined as an automated electric power system that monitors and controls grid activities, ensuring the two-way flow of electricity and information between power plants and consumers-and all points in between [6] . Without the smart grid, many emerging clean energy technologies such as electric vehicles and solar, wind or cogeneration power cannot be adopted on a large scale [2] . The smart grid of the future will have to operate efficiently to satisfy the increasing capacity demand, and should use the current legacy grid as much as possible to keep costs lower. This leads to a critical challenge of ensuring power grid reliability. In fact, the power grid has become less reliable and more outage-prone in the past years. According to two data sets, one from the U.S. Department of Energy and the other one from the North American Electric Reliability Corp., the number of power outages greater than 100 Megawatts or affecting more than 50,000 customers in the U.S. almost doubled every five years in the past fifteen years, resulting in about $49 billion outage costs per year [1] . A smart grid should anticipate and respond to system disturbances (self heal) proactively in order to minimize impacts on consumers.
To tackle this power grid reliability challenge, we have collaborated with the Consolidated Edison of New York, the main power utility provider of New York City, and developed several machine learning and data mining systems to rank some types of electrical components by their susceptibility to impending failure. The rankings can then be used for planning of fieldwork aimed at preventive maintenance, where the components should be proactively inspected and/or repaired in order of their estimated susceptibility to failure [14, 13, 8] .
One important aspect of this type of collaborative research is that researchers and sponsors require objective evaluation of the machine learning and data mining model, the quality of the data input and output, and the consequential benefits, i.e., physical system improvements, after the actions recommended by the machine learning and data mining have been taken. For this purpose, we have developed a comprehensive multi-stage online evaluation framework named NOVA (Neutral Online Visualization-aided Autonomic evaluation framework) that is able to provide such an evaluation objectively, effectively, and efficiently. We implemented NOVA in evaluating two complex online machine learning and data mining ranking systems for distribution feeders in New York City and analyzed the experimental results.
In the following section, we present preliminary information on the systems being evaluated. Then we describe the NOVA framework, followed by experimental results, analysis, and discussion. There is a large body of literature addressing machine learning and data mining algorithms for various domains, but little work describing how these algorithms should be evaluated in large complex systems; NOVA attempts to address this gap in the literature by providing an outline of how one might do this for the power grid. It can also be applied in other fields that have similar requirements.
BACKGROUND

Power Grid Failure
The power grid is the electricity distribution and transmission system that connects electricity generators and consumers. It is a power and information network consisting of power plants, transformers, high-voltage long-distance power transmission lines, substations, feeders, low-voltage local power lines, meters, and consumer appliances.
One of the main causes of power grid failure is electrical component failure. These component failures may lead to cascading failures. In 2004, the U.S.-Canada Power System Outage Task Force released their final report on the 2003 U.S. Northeast blackout, placing the main cause of the blackout on some strained high-voltage power lines in Ohio that later went out of service, which led to the cascading effect that ultimately forced the shutdown of more than 100 power plants [16] .
Preventive Maintenance
To ensure the power grid is running smoothly, the electrical components that are most susceptible to failure should be proactively taken offline for maintenance or replacement. Feeders are transmission lines with radial circuit of intermediate voltage. In New York City, underground primary feeders are one of the most failure-prone types of electrical components. To predict feeder failures, we developed several machine learning and data mining systems to rank the feeders according to their susceptibility to failure.
MartaRank [3, 11] and ODDS [8] are two online machine learning and data mining-based feeder ranking systems for preventive maintenance. MartaRank employs Support Vector Machines (SVM ), RankBoost, Martingale Boosting, and an ensemble-based wrapper. The ODDS ranking system uses ranked lists obtained from a linear SVM.
EVALUATION FRAMEWORK
NOVA conducts an automated and integrated evaluation at multiple stages along the workflow of an online machine learning and data mining system. There are three steps provided through a unified user interface, as illustrated in Figure 1 : first, evaluation of the input data; second, evaluation of the machine learning and data mining output; third, evaluation of the system's performance improvement. The results from Step 1, 2 and 3 are eventually directed to a centralized software dashboard (a visualization-aided user interface). When abnormal results trigger pre-defined thresholds at any step, warning messages are dispatched automatically. We have implemented the NOVA evaluation framework for use on the New York City power grid, to conduct some comparative empirical studies on MartaRank and ODDS feeder ranking systems. In the following subsections, we will describe the details of each evaluation stage and demonstrate useful summarization charts for each step. 
Step 1: Evaluation of Input Data Quality
In order for a machine learning and data mining system to perform as expected, the input data sets should meet predefined quality specifications. The evaluation process first uses data constraints and checks to see whether the required data exist and are up to date. Then the evaluation process conducts some more fine-grained checks, for example by using a sparkline graph, which is a type of information graphic characterized by its small size and high data density [15] . These checks would help researchers to correlate the changes in the input data sets with the variations of machine learning and data mining results, so that further study may be done to improve machine learning and data mining accuracy. As illustrated in Figure 2 , for the one-day period preceding an actual outage, among ten feeder attributesmaximum scaled voltage, number of joints, number of cables, and peak load, etc.-being plotted, attribute 5 shows a big drop and subsequent climb in the sparkline time series graph. This kind of information can be important for feature derivation and selection. 
Step 2: Evaluation of Machine Learning and Data Mining Results
In evaluating a ranked list of components ordered by potential vulnerability, we use Receiver Operator Characteristic (ROC ) curves, and accompanying rank statistics such as the Area Under the Curve (AUC ). The AUC is equal to the probability that a classifier will rank a randomly chosen positive instance higher than a randomly chosen negative one [4, 5] . It is in the range of [0, 1], where an AUC of 0.5 represents a random ordering, and an AUC of close to 1.0 represents better ranking with the positive examples at the top and the negative ones at the bottom. Figure 3 illustrates one typical ROC curve for a feeder ranking. The description for each data point highlighted on the curve (e.g., 17M96 (511)) provides the feeder's name (e.g., 17M96) and its ranking (e.g., 511). 
AUC Cyclicity Challenge
One perplexing phenomenon we identified is the AUC cyclicity that appears in both feeder ranking systems as shown in Figure 4 . Although the two AUC time series' vary differently, they both possess an inherent cyclical pattern, which we dubbed the AUC cyclicity challenge. It is an open problem to determine what causes this phenomenon. We hypothesize that an understanding of the mechanism behind the cyclicity challenge will lead to performance improvements for the systems. 
Step 3: Evaluation of Reliability Improvement of the Power Grid
After the machine learning and data mining system outputs, the feeders ranked with highest susceptibility to failure are usually treated with a higher priority. The final stage of the evaluation is to validate that the recommended actions are in fact leading to the expected power system improvement, i.e., fewer outages and longer time between failures. When considering longer time periods, a log(cumulative outages) versus log(time) chart is useful for seeing changes in the time interval between failures. This graphical analysis is also called a Duane plot, which is a log-log plot of the cumulative number of failures versus time [7] , shown in Figure  5 . The changing slopes of the regression lines show the improved rate of outages. If the failure rate had not changed, this log-log plot would show a straight line.
One experimental result we concluded from the evaluation using NOVA is the increasing MTBF (Mean Time Between Failures), i.e., lower failure rate and better system reliability, for most networks. To summarize the four key steps of the NOVA framework as described above, Table 2 lists the evaluation targets and main techniques (e.g., methods, metrics, charts) used at each evaluation stage.
DISCUSSION
We have given examples above of each of the three steps of evaluation, using NYC power grid data. Depending on specific data and operational goals, there may be many ways to perform one of the three evaluations; the key point is that all of these three types of evaluation must be present. In machine learning and data mining, only the second type of evaluation is typically considered (step 2), and even that evaluation is mainly considered in static settings (without the element of time).
Langley's seminal paper "Machine Learning as an Experimental Science" made empirical study an indispensable aspect of machine learning research [10] . Since that time, many challenges in experimental machine learning have been identified. For instance, a more recent survey of Japkowicz reviewed shortcomings in current evaluation methods [9] . Through using NOVA on the New York City power grid, we have also been able to identify new challenges (e.g., the AUC cyclicity challenge). In machine learning, the goal is often to optimize the criteria used for evaluation. NOVA suggests a much more ambitious set of evaluations than what are usually performed in machine learning and data mining experiments, potentially leading to a much broader way to consider and design machine learning systems, and hopefully leading to improvements in power grid operations.
Murphy et al. have studied verification of machine learning programs from a software testing perspective [12] . Our approach does not verify the internal correctness of the machine learning and data mining component. NOVA treats the machine learning and data mining process as a blackbox module and conducts its evaluations according to external specifications. This leaves the quality assurance of the machine learning and data mining software module to the machine learning researchers and software developers or testers.
CONCLUSION
Empirical evaluation of machine learning and data mining is important and challenging. This paper presented NOVA (Neutral Online Visualization-aided Autonomic evaluation framework), a framework that is able to evaluate real-time online machine learning and data mining applied in a complex mission-critical cyber-physical system objectively, effectively, and efficiently. The framework has been successfully experimented in evaluating machine learning and data mining for building a reliable power grid in New York City. Specifically, it was used to evaluate two complex feeder ranking systems and to generate predictions as the system was running. It has already proved to be a useful tool for machine learning and data mining researchers and smart grid control engineers. The NOVA framework can be applied to a wide variety of machine learning and data mining systems in which data quality, machine learning and data mining results, and reliability improvement are evaluated online.
