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Abstract
In the field of classification, the support vector machine (SVM) pursues a large margin between two classes.
The margin is usually measured by the minimal distance between two sets, which is related to the hinge loss
or the squared hinge loss. However, the minimal value is sensitive to noise and unstable to re-sampling. To
overcome this weak point, the expectile value is considered to measure the margin between classes instead of
the minimal value. Motivated by the relation between the expectile value and the asymmetric squared loss,
asymmetric least squares SVM (aLS-SVM) is proposed. The proposed aLS-SVM also can be regarded as an
extension to LS-SVM and L2-SVM. Theoretical analysis and numerical experiments on aLS-SVM illustrate
its insensitivity to noise around the boundary and its stability to re-sampling.
Keywords: classification, support vector machine, least squares support vector machine, asymmetric least
squares
1. Introduction
The task of binary classification is to classify the data into two classes. A large margin between the
two classes plays an important role to obtain a good classifier. To maximize the margin, Vapnik (1995)
proposed the support vector machine (SVM), which has been widely studied and applied. Traditionally,
the SVM classifiers maximize the margin measured by the minimal distance between two classes. However,
the minimal distance is sensitive to noise around the decision boundary and is not stable to re-sampling.
To further improve the performance of SVMs, we will use the expectile value to measure the margin and
propose the corresponding classifier to maximize the expectile distance.
Consider a data set z = {(xi, yi)}
m
i=1, where xi ∈ R
d and yi ∈ {−1, 1}. Then z consists of two classes
with the following sets of indices: I = {i | yi = 1} and II = {i | yi = −1}. We are seeking a function f(x) of
which the sign sgn(f) is used for classification. To find a suitable function, we need a criterion to measure
the quality of the classifier. For a given f(x), the features are mapped into R. A large margin between the
two mapped sets is required for a good generalization capability. Traditionally, the margin is measured by
the extreme value, i.e., min f(I) + min f(II), where f(I) =
{
yif(xi), i ∈ I
}
and f(II) =
{
yif(xi), i ∈ II
}
.
In this setting, a good classifier can be found by
max
‖f‖=1
min f(I) + min f(II). (1)
In the SVM classification framework, one achieves min f(I) = min f(II) = 1 by minimizing the hinge loss
max{0, 1 − yif(xi)} or the squared hinge loss max{0, 1 − yif(xi)}
2. When f is chosen from affine linear
functions, i.e., f(x) = wTx+b, we can equivalently formulate (1) as minimizing wTw, since 2/‖w‖2 measures
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the distance between f(x) = wTx + b = ±1. This geometric meaning of the SVM has been explained by
Vapnik (1995). Accordingly, (1) is transformed into
min
w,b
1
2
wTw +
C
2
m∑
i=1
L
(
1− yi
(
wTxi + b
))
, (2)
where the loss function can be the hinge loss or the squared hinge loss, resulting in L1-SVM and L2-SVM,
respectively.
Measuring the margin by the extreme value is unstable to re-sampling, which is a common technique
for large scale data sets. Suppose I′ is a subset of I. For different re-samplings from the same distribution,
min f(I′) varies a lot and can be quite different from min f(I). Because of the same reason, we can also see
that (1) is sensitive to noise on xi around the decision boundary. Bi and Zhang (2005) called the noise on
xi feature noise, which can be caused by instrumental errors and sampling errors. Generally, L1-SVM or
L2-SVM is sensitive to re-sampling and noise around the boundary, which has been observed by Guyon et
al. (1996); Herbrich and Westion (1999); Song et al. (2002); Hu and Song (2004); Huang et al. (2013).
The sensitivity to noise around the decision boundary and the instability to re-sampling are related to
the fact that the margin is measured by the extreme value. Hence, to improve the performance of the
traditional SVMs, we can modify the measurement of margin by taking the quantile value. In the discrete
form, the p (lower) quantile of a set of scalars U = {u1, u2, . . . , um} can be denoted by
minp{U} :=
{
t : t ∈ R, t is larger than p ratio of ui
}
.
Then (1) is modified into
max
‖f‖=1
minp f(I) + minp f(II). (3)
Compared with the extreme value, the quantile value is more robust to re-sampling and noise. Hence the
good performance of (3) can be expected. Similarly to L1-SVM or L2-SVM, (3) can be posed as minimizing
wTw with the condition that minp f(I) = minp f(II) = 1. This idea has been implemented by Huang et
al. (2013), where the pinball loss SVM (pin-SVM) classifier has been established and the related properties
have been discussed.
Using the quantile distance instead of the minimal distance can improve the performance of L1-SVM
classifier for re-sampling or noise around the decision boundary. To speed up the training process for
pin-SVM, we use the expectile distance as a surrogate of the quantile distance and propose a new SVM
classifier in this paper. This is motivated by the fact that the expectile value, which is related to minimizing
the asymmetric squared loss, has similar statistical properties to the quantile value, which is related to
minimizing the pinball loss. The expectile has been discussed insightfully by Newey (1987) and Efron
(1991). Since computing the expectile is less time consuming than computing the quantile, the expectile
value has been applied to approach the quantile value in many fields (Koenker et al. (1996); Taylor (2008);
De Rossi and Harvey (2009); Sobotka and Thomas (2012)). Huang et al. (2013) have applied the pinball loss
to find a large quantile distance and in this paper we focus on the expectile distance and propose asymmetric
least squares SVM (aLS-SVM). The relationship between pin-SVM and aLS-SVM is similar to that between
quantile regression and expectile regression, of which the latter one is an approximation of the first one and
can be effectively solved. The proposed aLS-SVM also can be regarded as an extension to least squares
support vector machine (LS-SVM, Suykens and Vandewalle (1999); Suykens et al. (2002b)). When no bias
term is used, LS-SVM in the primal space corresponds to ridge regression, as discussed by Van Gestel et al.
(2002). LS-SVM has been widely applied in many fields. Wei et al. (2011); Shao et al. (2012); Hamid et al.
(2012); Luts et al. (2012) reported some recent progress on LS-SVM.
In the remainder of this paper, we first give aLS-SVM and its dual formulation in Section 2. Section 3 dis-
cusses the properties of aLS-SVM. In Section 4, the proposed method is evaluated by numerical experiments.
Finally, Section 5 ends the paper with conclusions.
2
2. Asymmetric Least Squares SVM
Traditionally, classifier training focuses on maximizing the extreme distance. Minimizing the hinge loss
or the squared hinge loss leads to min f(I) = min f(II) = 1. In linear classification, wTw measures the
margin between the hyperplanes wTx+ b = 1 and wTx+ b = −1, which follows that (1) can be handled by
L1-SVM or L2-SVM.
As discussed previously, to improve the performance of SVM for noise and re-sampling, we can maximize
the quantile distance instead of (1). To handle the quantile distance maximization (3), we consider the
following pinball loss,
Lpinp (t) =
{
pt, t ≥ 0,
−(1− p)t, t < 0,
which is related to the p (lower) quantile value and 0 ≤ p ≤ 1. The pinball loss has been applied widely in
quantile regression, see, e.g., Koenker (2005); Steinwart and Christmann (2008); Steinwart and Christmann
(2011). Motivated by the approach of establishing L1-SVM, we can maximize the quantile distance by the
following pinball loss SVM (pin-SVM) proposed by Huang et al. (2013),
min
w,b
1
2
wTw +
C
2
m∑
i=1
Lpinp
(
1− yi
(
wTxi + b
))
. (4)
The pinball loss is non-smooth and its minimization needs more time than minimizing some smooth loss
functions. Hence, to approximately calculate the quantile value in a short time, researchers proposed
expectile regression, of which the statistical properties have been well discussed by Newey (1987); Efron
(1991). Expectile regression minimizes the following squared pinball loss,
LaLSp (t) =
{
pt2, t ≥ 0,
(1− p)t2, t < 0,
(5)
which is related to the p (lower) expectile value. The plots of L2p(t) of several p values are shown in Fig.1.
Because of its shape, we call (5) asymmetric squared loss. The expectile distance between two sets can be
maximized by the following asymmetric least squares support vector machine (aLS-SVM),
min
w,b,e
1
2
wTw +
C
2
m∑
i=1
LaLSp (ei)
s.t. ei = 1− yi
(
wTxi + b
)
, i = 1, 2, . . . ,m. (6)
From the definition of LaLSp (t), one observes that when p = 1, the asymmetric squared loss becomes the
squared hinge loss and aLS-SVM reduces to L2-SVM, which essentially focuses on the minimal distance.
The relationship between pin-SVM (4) and aLS-SVM (6) is similar to that between quantile regression
and expectile regression. Generally, aLS-SVM takes less computational time than pin-SVM and they have
similar statistical properties.
Next, we study nonparametric aLS-SVM. Introducing a nonlinear feature mapping φ(x), we obtain the
following nonlinear aLS-SVM,
min
w,b,e
1
2
wTw +
C
2
m∑
i=1
LaLSp (ei)
s.t. ei = 1− yi
(
wTφ(xi) + b
)
, i = 1, 2, . . . ,m,
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Figure 1: Plots of loss functions LaLSp (t) with p = 0.5 (red dash-dotted line), 0.667 (green dotted line), 0.957 (blue dashed
line), and 1 (black solid line).
which then can be equivalently transformed into
min
w,b,e
1
2
wTw +
C
2
m∑
i=1
e2i
s.t. yi
(
wTφ(xi) + b
)
≥ 1−
1
p
ei, i = 1, 2, . . . ,m, (7)
yi
(
wTφ(xi) + b
)
≤ 1 +
1
1− p
ei, i = 1, 2, . . . ,m.
Since (7) is convex and there is no duality gap, we can solve (7) from the dual space. The Lagrangian with
αi ≥ 0, βi ≥ 0 is
L (w, b, e;α, β) =
1
2
wTw +
C
2
m∑
i=1
e2i −
m∑
i=1
αi
(
yi
(
wTφ(xi) + b
)
− 1 +
1
p
ei
)
−
m∑
i=1
βi
(
−yi
(
wTφ(xi) + b
)
+ 1+
1
1− p
ei
)
.
According to the following saddle point condition,
∂L
∂w
= w −
m∑
i=1
(αi − βi)yiφ(xi) = 0,
∂L
∂b
= −
m∑
i=1
(αi − βi)yi = 0,
∂L
∂ei
= Cei −
1
p
αi −
1
1− p
βi = 0, ∀i = 1, 2, . . . ,m,
the dual problem of (7) is obtained as follows,
max
α,β
−
1
2
m∑
i=1
m∑
j=1
(αi − βi)yiφ(xi)
Tφ(xj)yj(αj − βj)−
1
2C
m∑
i=1
(
1
p
αi +
1
1− p
βi)
2 +
m∑
i=1
(αi − βi)
s.t.
m∑
i=1
(αi − βi)yi = 0,
αi ≥ 0, βi ≥ 0, i = 1, 2, . . . ,m.
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Now we let λi = αi − βi and introduce the positive definite kernel K(xi, xj) = φ(xi)
Tφ(xj), which can be
the radial basis function (RBF), polynomial and so on. Then, the nonparametric aLS-SVM is formulated as
max
λ,β
m∑
i=1
λi −
1
2
m∑
i=1
m∑
j=1
λiyiK(xi, xj)yjλj −
1
2Cp
m∑
i=1
(
λi +
1
1− p
βi
)2
s.t.
m∑
i=1
λiyi = 0, (8)
λi + βi ≥ 0, βi ≥ 0, i = 1, 2, . . . ,m.
At this stage, we again observe the relationship between aLS-SVM and L2-SVM by letting p tend to one.
In that case, β = 0 will be optimal to (8), which then becomes the following dual formulation of L2-SVM,
max
λ
m∑
i=1
λi −
1
2
m∑
i=1
m∑
j=1
λiyiK(xi, xj)yjλj −
1
2C
m∑
i=1
λ2i
s.t.
m∑
i=1
λiyi = 0, (9)
λi ≥ 0, i = 1, 2, . . . ,m.
Solving (8) leads to optimal λ, β value. After that, the aLS-SVM classifier is represented by dual variables
as follows,
f(x) = wTφ(x) + b =
m∑
i=1
yiλiK(x, xi) + b, (10)
where the bias term b is computed according to
yi

 m∑
j=1
yjλjK(xi, xj) + b

 = 1− 1
p
ei, ∀i : αi > 0,
yi

 m∑
j=1
yjλjK(xi, xj) + b

 = 1 + 1
1− p
ei, ∀i : βi > 0.
The performance of nonparametric aLS-SVM with different p values is shown in Fig.2. Points in class I
and II are shown by green stars and red crosses, respectively. Then we set C = 1000 and use RBF kernel
K(xi, xj) = exp(−‖xi − xj‖
2/σ2) with σ = 1.5 to do classification by aLS-SVM with p = 0.5, 0.667, 0.957,
and p = 1. The obtained surfaces f(x) = ±1 are shown in Fig.2. In aLS-SVM, {x : f(x) = ±1} gives the
expectile value and the expectile level is related to p. With an increasing value of p, {x : f(x) = ±1} tends
to the decision boundary.
3. Properties of aLS-SVM
3.1. Scatter minimization
The proposed aLS-SVM is trying to maximize the expectile distance between two sets. When p = 1,
aLS-SVM reduces to the following L2-SVM,
min
w,b,e
1
2
wTw +
C
2
m∑
i=1
max{0, ei}
2
s.t. ei = 1− yi
(
wTφ(xi) + b
)
, i = 1, 2, . . . ,m, (11)
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Figure 2: Sampling points and classification results of aLS-SVM. Points in class I and II are shown by green stars and red
crosses, respectively. The surfaces f(x) = ±1 for p = 0.5, 0.667, 0.957, and p = 1 are illustrated by red dash-dotted, green
dotted, blue dashed, and black solid lines, respectively.
which is to maximize the minimal distance between two sets. When p = 0.5, LaLSp (t) gives a symmetric
penalty for negative and positive loss and then aLS-SVM becomes LS-SVM below,
min
w,b,e
1
2
wTw +
C
2
m∑
i=1
e2i
s.t. ei = 1− yi
(
wTφ(xi) + b
)
, i = 1, 2, . . . ,m. (12)
Thus, aLS-SVM (6) can be regarded as the trade-off between L2-SVM and LS-SVM:
min
w,b,e
1
2
wTw +
C1
2
m∑
i=1
max {0, ei}
2
+
C2
2
m∑
i=1
e2i
s.t. ei = 1− yi
(
wTφ(xi) + b
)
, i = 1, 2, . . . ,m.
For C1 = (2p− 1)C and C2 = (1 − p)C, it is equivalent to (6).
As mentioned previously, L2-SVM is considering two surfaces wTφ(xi)+b = ±1, maximizing the distance
between them and pushing the points to yi(w
Tφ(xi) + b) ≥ 1. In LS-SVM, we are still searching two
surfaces and maximizing the margin, but we are pushing the points to be located around the surface
yi(w
Tφ(xi) + b) = 1, which is related to Fisher Discriminant Analysis (Suykens et al. (2002b); Van Gestel
et al. (2002)). Briefly speaking, L2-SVM puts emphasis on the training misclassification error and LS-SVM
tries to find small within-class scatter. In many applications, both small misclassification error and small
within-class scatter lead to satisfactory results. Generally speaking, for noise-polluted data, LS-SVM is less
sensitive. But in some cases, a small within-class scatter does not result in a good classifier, as illustrated
by the following example.
In this example, points of two classes are drawn from two Gaussian distributions: xi, i ∈ I ∼ N (µ1,Σ1)
and xi, i ∈ II ∼ N (µ2,Σ2), where µ1 = [0.5,−3]
T , µ2 = [−0.5, 3]
T , and
Σ1 = Σ2 =
[
0.2 0
0 3
]
.
Suppose the training data {(xi, yi)}
m
i=1 are independently drawn from a probability measure ρ, which is
given by Prob{yi = 1}, Prob{yi = −1} and the conditional distribution of ρ at y, i.e., ρ(x|y = −1) and
ρ(x|y = 1). In this example, Prob{yi = 1} = Prob{yi = −1} = 0.5, and the contour map of the probability
density functions (p.d.f.) for ρ(x|y = −1) and ρ(x|y = 1) is illustrated in Fig.3(a).
LS-SVM (with C large enough) corresponds to a classifier with the smallest within-class scatter, shown
by solid lines in Fig.3(a). From this example, we know that the smallest within-class scatter does not always
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Figure 3: Contour map of p.d.f. and the diagrammatic classification results. The hyperplanes f(x) = −1, 0, 1 obtained from
LS-SVM and L2-SVM are illustrated by solid and dashed lines, respectively. (a) noise free case; (b) noise polluted case.
lead to a good classifier. L2-SVM (with C large enough) results in the classifier, which is illustrated by
dashed lines and has a small misclassification error in this case. However, the result of L2-SVM is sensitive
to noise. To show this point, we suppose that the sampling data contain the following noise. The labels
of the noise points are selected from {1,−1} with equal probability. The positions of these points follow
Gaussian distribution N (µn,Σn) with µn = [0, 0]
T and
Σn =
[
1 − 0.8
−0.8 1
]
.
Denoting the p.d.f. of the noise as ρn(x), we have ρn(x) = ρn(x|y = 1) = ρn(x|y = −1). The above noise
equivalently means that the conditional distribution of ρ is polluted to be (1−ζ)ρ(x|y = −1)+ζρn(x|y = −1)
and (1− ζ)ρ(x|y = +1)+ ζρn(x|y = +1), where ζ ∈ [0, 1]. We set ζ = 0.15 and illustrate the disturbed p.d.f.
by the contour map in Fig.3(b), where the corresponding classifiers obtained by LS-SVM and L2-SVM are
given by solid and dashed lines, respectively. From the comparison with Fig.3(a), we can see that the result
of L2-SVM is significantly affected by noise, since it focuses on the misclassification part, which is mainly
caused by noise. In contrast, the within-class scatter is insensitive to noise. Generally, small within-class
scatter and small training misclassification error are two desired targets for a good classifier. The proposed
aLS-SVM considers both within-class scatter and misclassification error. It hence can provide a better
classifier for data with noise around the decision boundary.
3.2. Stability to re-sampling
The insensitivity of aLS-SVM to noise comes from the statistical property of the expectile distance,
which is also suitable for the re-sampling technique. To handle large scale problems, due to the limitation
of computing time or storage space, we need to re-sample from the training set and use subsets to train a
classifier. We can expect that the minimal value of yif(xi) is sensitive to re-sampling, which follows that
the result of L2-SVM may differ a lot for different re-sampling sets. In contrast, the expectile value is more
stable and so is the result of aLS-SVM. Consider three training sets drawn from the distribution in Fig.3(a).
The samplings are displayed in Fig.4. Then linear L2-SVM with C = 100 is applied to the three data sets
and the obtained classifiers are shown by black dashed lines. Though the training data come from the same
distribution and there is no noise, the results of L2-SVM can be quite different. Next we use aLS-SVM
with p = 0.667 to handle these training sets and the results are shown by blue solid lines. The comparison
shows that aLS-SVM is more stable than L2-SVM to re-sampling, which coincides with the analysis for the
minimal value and the expectile value.
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Figure 4: Sampling points and classification results. Points in class I and II are shown by green stars and red crosses. The
data in (a), (b), and (c) are all sampled from the distribution shown in Fig.3(a). The decision boundary and the hyperplanes
wTx + b = ±1 obtained by L2-SVM are displayed by blue solid lines; while these of aLS-SVM with p = 0.667 are given by
black dashed lines.
3.3. Computational aspects
Besides different statistical interpretations, L2-SVM and LS-SVM also have different computational
burdens. L2-SVM (11) involves a constrained quadratic programming (QP), and LS-SVM (12) is related
to a linear system which can be solved very efficiently. As discussed previously, aLS-SVM (6) is a trade-off
between L2-SVM and LS-SVM. From this observation, we can expect that p controls the computational
complexity of aLS-SVM. To give an intuitive interpretation in two dimensional figures, we omit the bias
term and calculate the objective values for LS-SVM, aLS-SVM, and L2-SVM for different w values for the
data displayed in Fig.4(a). The contour maps of the objective values are illustrated in Fig.5. For LS-SVM,
the objective is a quadratic function and the solution can be directly found by the Newton method with
a full stepsize. With an increasing value of p, the objective function becomes less similar to the quadratic
function and more computation is needed.
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Figure 5: Contour map of the objective value for data in Fig.4(a). With an increasing value of p, the computational complexity
increases: (a) LS-SVM (aLS-SVM with p = 0.5); (b) aLS-SVM with p = 0.667; (c) aLS-SVM with p = 0.833; (d) L2-SVM
(aLS-SVM with p = 1).
For problems related to the asymmetric squared loss, one can consider the iteratively reweighted strategy.
For linear expectile regression, an iteratively reweighted algorithm has been implemented by Efron (1991)
and applied by Yee (2000); Kuan et al. (2009); Schnabel and Eliers (2009). Similarly, for the nonparametric
aLS-SVM classifier, we establish the following iterative formulation,
[
bs+1
λs+1
]
=
[
0 Y T
Y Ω+W p(bs, λs)
]−1 [
0
1
]
, (13)
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where the subscript s denotes the iteration count, 1 is the vector with all components equal to one, Ωij =
yiyjK(xi, xj), Y = [y1, y2, . . . , ym]
T , and W p(bs, λs) is the weight matrix. The weight matrix W
p(b, λ) is
diagonal and determined by the value of (10) with parameters b and λ:
W pii(b, λ) =
{
1
Cp
, f(xi) ≥ 0,
1
C(1−p) , f(xi) < 0.
Essentially, (13) is the Newton-Raphson method for solving the optimality equations for aLS-SVM (6). The
discontinuity of W p(b, λ) with respect to b and λ makes that the convergence of the iteratively reweighted
algorithm (13) cannot be guaranteed. In practice, the convergence requires a good initial point. One can
successively solve aLS-SVMs with an increasing values of p: i) apply (13) to get the solution of aLS-SVM
with pk; ii) consider a new aLS-SVM with pk+1 > pk, which can be solved by (13) starting from the solution
of aLS-SVM with pk. We observe the convergence by setting pk =
1
1+τk
with τ0 = 0.5 and τk+1 = 0.8τk.
The properties of several SVM classifiers are summarized in Table 1, which includes sparseness, robustness
to outliers, computational complexity, stability to re-sampling, and insensitivity to feature noise.
Table 1: Properties of several SVMs
sparse robust complexity stable insensitive
L1-SVM
√ √
High × ×
L2-SVM
√ × Medium × ×
LS-SVM × × Low √ √
pin-SVM × √ High √ √
aLS-SVM × × Medium √ √
4. Numerical Examples
The purpose of aLS-SVM is to enable handling feature noise around the boundary and to pursue stability
to re-sampling. In Section 3, we have illustrated its effectiveness by a linear classification problem. In the
following, we consider nonparametric L2-SVM, aLS-SVM, and LS-SVM with the RBF kernel. Since LS-SVM
can be solved very efficiently, we use 10 fold cross-validation based on LS-SVM (LS-SVMLab tool-box, De
Brabanter et al. (2010)) to tune the parameters for RBF kernel and the parameter C. Then the obtained
parameters are used in L2-SVM and aLS-SVM. We use the QP solver (interior-point algorithm) embedded
in Matlab optimization tool-box to solve aLS-SVM (8) and L2-SVM (9). All the following experiments are
done in Matlab R2011a in Core 2-2.83 GHz, 2.96G RAM.
First, synthetic data provided by the SVM-KM tool-box (Canu et al. (2005)) are used to evaluate the
performance of aLS-SVM for re-sampling. We generate 5000 data for each data set. Then we randomly
re-sample 500 data to train a classifier and use the obtained classifier to classify all the 5000 data. The
re-sampling process is repeated 10 times. We illustrate the classification accuracy on the whole data by box
plots in Fig.6. The mean and the standard deviation are reported in Table 2.
Table 2: Classification accuracy on the whole data set for re-sampling
Data aLS-SVM aLS-SVM aLS-SVM
Name L2-SVM p = 0.99 p = 0.95 p = 0.83 LS-SVM
Clowns 85.65± 1.86 87.11± 1.04 87.13± 1.06 87.10± 1.05 86.94± 0.83
Checker 92.05± 1.29 93.47± 0.70 93.40± 0.54 93.34± 0.51 93.33± 0.57
Gaussian 91.21± 1.61 92.30± 0.40 92.30± 0.38 92.30± 0.38 92.21± 0.25
Cosexp 91.57± 2.69 94.20± 0.99 94.06± 0.87 93.96± 0.80 93.77± 0.67
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Figure 6: Box plots of the classification accuracy on the whole data set for re-sampling using L2-SVM (i.e., p = 1), aLS-SVM,
and LS-SVM (i.e., p = 0.5). Each box-plot features the minimal, the lower quartile, the median, the upper quartile, and the
maximal value: (a) Clowns; (b) Checker; (c) Gaussian; (d) Cosexp.
L2-SVM focuses on the minimal distance between two sets and it may lead to a good classifier for suitable
re-sampling sets. For example, in our experiment on the data set “Gaussian”, the highest accuracy is 94.02%
and is achieved by L2-SVM for one re-sampling set. However, the performance of L2-SVM may differ a lot
for different re-sampling cases, which can be observed from the standard deviation reported in Table 2. In
contrast, the proposed aLS-SVM is more stable. When p = 0.5, i.e., LS-SVM is used, the results are the
most stable. But it may be too conservative for some data sets and then introducing the flexibility of p can
provide more accurate results.
Besides of re-sampling, we are also interested in the performance of aLS-SVM for feature noise. Here
real-life data downloaded from the UCI Repository of Machine Learning Dataset (Frank and Asuncion
(2010)) are considered. For data sets “Monk1”, “Monk2”, “Monk3” and “Spect”, training and testing sets
are provided and then we let the feature x corrupted by Gaussian noise, that means x + δ are used for
training, where δ follows a normal distribution with zero mean. For each feature, we let the ratio of the
variance of noise to that of the feature, denoted as r, equal to 0 (i.e., noise-free), 0.05, and 0.1. We apply
L2-SVM, aLS-SVM, and LS-SVM to train the noise corrupted data and calculate the classification accuracy
on testing data. Weighted least squares support vector machine (WLS-SVM, Suykens et al. (2002a)) is
considered in this experiment as well. We repeat the above process 10 times and then report the mean
accuracy and the standard deviation in Table 3. For other data sets, the process is the same, except that
the data are randomly divided into training and testing set, both of which contain half of the data. Since
the training data are randomly selected, the experiments for these data sets contain the re-sampling random
factor as well. Based on the results reported in Table 3, we find that the result of aLS-SVM is not sensitive
to p value. In practice, we suggest p = 0.95 for regular problems and a smaller value will be suitable when
noise is heavy or the re-sampling size is small. WLS-SVM was proposed for sparseness and robustness. This
experiment focuses on re-sampling and feature noise, for which WLS-SVM performs similarly to LS-SVM.
If the data set contains outliers, one could consider a robust cross validation method given by De Brabanter
et al. (2002) and explore the weighted technique of WLS-SVM to enhance the robustness of aLS-SVM.
5. Conclusion and Further Study
The basic idea of the support vector machine is to maximize the distance between two classes. The
minimal distance is sensitive to noise around the decision boundary and re-sampling. In this paper, to
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Table 3: Classification accuracy for noise corrupted real data set
Data aLS-SVM aLS-SVM aLS-SVM
Name r L2-SVM p = 0.99 p = 0.95 p = 0.83 LS-SVM WLS-SVM
Monk1 0.00 80.30± 0.00 81.23 ± 0.00 81.06 ± 0.00 81.13 ± 0.00 81.06 ± 0.00 81.64 ± 0.00
0.05 73.05± 7.01 80.64 ± 2.72 80.51 ± 2.23 80.02 ± 2.13 79.70 ± 2.09 79.03 ± 3.09
0.10 72.71± 7.18 77.45 ± 2.66 77.18 ± 2.58 76.99 ± 2.79 76.92 ± 2.92 76.76 ± 2.85
Monk2 0.00 86.56± 0.00 87.41 ± 0.00 87.38 ± 0.00 87.43 ± 0.00 87.43 ± 0.00 84.60 ± 0.00
0.05 81.13± 3.47 83.29 ± 1.49 83.29 ± 1.55 81.48 ± 1.53 81.48 ± 1.51 82.92 ± 1.72
0.10 77.08± 8.81 79.72 ± 4.20 80.07 ± 4.26 79.70 ± 4.26 79.65 ± 4.37 77.80 ± 3.42
Monk3 0.00 91.91± 0.00 93.36 ± 0.00 92.96 ± 0.00 93.20 ± 0.00 92.01 ± 0.00 93.44 ± 0.00
0.05 86.92± 11.1 91.16 ± 2.68 92.37 ± 2.66 91.30 ± 3.23 91.41 ± 3.05 91.62 ± 1.63
0.10 80.64± 8.59 90.16 ± 3.08 90.32 ± 3.09 90.42 ± 3.12 90.65 ± 3.37 89.86 ± 1.05
Spect 0.00 85.03± 0.00 83.42 ± 0.00 84.49 ± 0.00 84.49 ± 0.00 82.96 ± 0.00 81.17 ± 0.00
0.05 75.56± 5.99 81.60 ± 3.84 81.60 ± 3.84 81.60 ± 3.84 80.60 ± 2.84 80.00 ± 2.38
0.10 71.82± 10.2 78.93 ± 5.47 77.81 ± 4.87 78.21 ± 5.27 77.91 ± 5.48 76.79 ± 3.67
Pima 0.00 73.80± 1.88 77.19 ± 1.06 77.19 ± 1.09 77.14 ± 1.11 76.12 ± 1.01 76.95 ± 1.69
0.05 71.35± 4.10 77.40 ± 1.55 77.29 ± 1.48 77.34 ± 1.21 77.58 ± 1.59 77.65 ± 2.33
0.10 71.33± 2.47 75.55 ± 2.56 75.52 ± 2.48 75.60 ± 2.42 74.65 ± 2.35 77.40 ± 3.68
Breast 0.00 94.85± 1.00 96.35 ± 0.81 96.34 ± 0.67 96.34 ± 0.67 95.31 ± 0.72 96.31 ± 1.27
0.05 94.28± 1.05 96.69 ± 0.56 96.69 ± 0.59 96.69 ± 0.59 95.57 ± 0.69 93.20 ± 1.29
0.10 91.54± 8.10 96.00 ± 0.63 95.80 ± 0.63 95.83 ± 0.94 95.89 ± 1.00 92.45 ± 2.91
Trans 0.00 73.70± 5.20 78.89 ± 1.50 81.75 ± 1.45 77.81 ± 1.47 76.07 ± 1.46 78.07 ± 1.93
0.05 70.43± 5.99 77.83 ± 0.77 81.60 ± 1.87 77.78 ± 0.84 76.81 ± 0.89 77.27 ± 1.04
0.10 69.92± 9.12 77.65 ± 1.44 77.65 ± 1.44 77.59 ± 1.42 76.62 ± 1.48 76.68 ± 1.80
Haber. 0.00 73.31± 3.04 72.29 ± 4.17 73.35 ± 4.25 72.49 ± 4.30 72.49 ± 4.33 73.27 ± 2.98
0.05 69.16± 4.95 72.43 ± 2.51 72.37 ± 2.60 72.43 ± 2.69 72.31 ± 2.84 72.41 ± 2.38
0.10 70.07± 3.94 72.97 ± 4.31 73.09 ± 3.14 72.79 ± 3.41 72.79 ± 3.41 72.71 ± 3.17
Iono. 0.00 90.94± 8.11 94.46 ± 2.03 94.51 ± 2.07 94.63 ± 2.09 94.35 ± 1.12 94.60 ± 1.14
0.05 87.77± 4.24 93.20 ± 1.78 93.26 ± 1.78 93.31 ± 1.79 93.25 ± 1.78 93.08 ± 1.10
0.10 83.91± 5.35 94.40 ± 1.47 94.40 ± 1.47 94.46 ± 1.45 94.46 ± 1.53 94.28 ± 1.14
Spam. 0.00 85.91± 3.35 89.22 ± 1.24 89.25 ± 1.26 89.13 ± 1.27 88.02 ± 1.24 87.96 ± 1.59
0.05 83.92± 3.01 88.17 ± 1.18 88.19 ± 1.13 88.20 ± 1.17 88.11 ± 1.09 88.09 ± 1.82
0.10 82.21± 4.52 88.53 ± 1.52 88.55 ± 1.40 88.53 ± 1.35 87.53 ± 1.28 83.88 ± 1.23
Stat. 0.00 82.59± 1.79 81.70 ± 3.99 81.78 ± 3.84 81.93 ± 3.62 81.62 ± 3.35 82.19 ± 3.08
0.05 84.07± 2.45 84.07 ± 1.65 84.00 ± 1.53 83.85 ± 1.55 83.70 ± 1.75 83.59 ± 1.84
0.10 83.19± 2.32 83.52 ± 3.68 83.52 ± 3.68 82.85 ± 2.12 82.51 ± 2.68 82.85 ± 2.23
Magic 0.00 80.24± 1.22 83.92 ± 1.20 83.87 ± 1.13 83.83 ± 1.08 83.02 ± 1.05 81.68 ± 0.88
0.05 76.00± 1.37 83.26 ± 0.67 83.15 ± 0.71 83.08 ± 0.76 82.92 ± 0.79 77.78 ± 2.52
0.10 72.02± 2.63 80.29 ± 5.04 80.28 ± 5.04 79.26 ± 5.03 79.22 ± 3.02 76.80 ± 2.95
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further improve the performance of L2-SVM for noise and re-sampling, we use the expectile distance instead
of the minimal distance and maximize the expectile distance between two classes to construct a classifier.
The expectile value is related to the asymmetric squared loss and then asymmetric least squares support
vector machine (aLS-SVM) is proposed. The dual formulation of aLS-SVM is given as well and positive
definite kernels are applicable. aLS-SVM pursues a small within-class scatter and a small misclassification
error, so it also can be regarded as an extension to L2-SVM or LS-SVM.
Since the expectile distance is less sensitive to noise than the minimal distance, aLS-SVM provides a
more stable solution than L2-SVM. This expectation is supported by numerical experiments, where L2-SVM,
LS-SVM, WLS-SVM, and aLS-SVM are compared on artificial and real-life data sets. One noticeable point
is that aLS-SVM is neither sparse nor robust in view of the influence function. The lack of sparseness and
robustness comes from the property of quadratic loss. Similarly, the original formulations of LS-SVM and
L2-SVM are neither sparse nor robust (Steinwart (2003); Christmann and Steinwart (2004); Bartlett and
Tewari (2004)). For LS-SVM, some techniques have been proposed to enhance sparseness and robustness
by Suykens et al. (2002a); Valyon (2004); Abe (2007); Debruyne et al. (2010). From these studies, some
experience can be learned to pursue sparseness and robustness for aLS-SVM.
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