Three eye-tracking experiments investigated two frequency-based processing accounts: the serial lexical-guidance account, in which people adopt the analysis compatible with the most likely subcategorization of a verb; and the serial-likelihood account, in which people adopt the analysis that they would regard as the most likely analysis, given the information available at the point of ambiguity. The results demonstrate that neither of these accounts explains readers' performance. Instead people preferred to attach noun phrases as arguments of verbs even when such analyses were unlikely to be correct. We suggest that these results fit well with a model in which the processor initially favors informative analyses.
This article addresses the question of how the processor decides on its initial strategy for syntactic ambiguity resolution. At a point of ambiguity, more than one analysis is possible. An effective strategy might be to adopt the analysis that has most frequently turned out to be correct in the past. Assuming that the world stays the same in most respects, the analysis that has most frequently been correct in the past should provide a good estimate of which analysis is most likely to be correct again. Hence, by adopting this analysis, the processor should make fewer errors than if it chose any other analysis.
In this article, we contrast this frequencybased approach with alternative strategies in which the processor does not attempt to adopt the analysis that has most frequently turned out to be correct. Many current theories of parsing pay no attention to frequency in determining initial choice of analysis, but instead employ a different strategy entirely, such as selecting the syntactically simplest analysis in some welldefined sense (e.g., Frazier, 1979 Frazier, , 1987 . Other accounts, however, do pay close attention to information about frequency (e.g., MacDonald, Pearlmutter, & Seidenberg, 1994; Trueswell, Tanenhaus, & Kello, 1993) . One approach is fairly directly based on frequency, with initial parsing preferences being determined by prior exposure (Mitchell, Cuetos, Corley, & Brysba-ert, 1995) . We leave consideration of specific current theories to the General Discussion.
Our purpose in this introduction is to motivate three experiments that test a particular class of account in which initial choice of analysis is determined by judgments about frequency. It turns out to be impossible to test all possible frequency-based accounts in a single set of experiments. Hence, we focus our attention on serial accounts, in which the processor considers only one analysis at a time. The other major concern is the granularity at which frequency is assessed. We therefore consider a range of serial frequency-based accounts that differ with respect to grain size. The experiments were designed to test two specific accounts that differ greatly in this respect: a serial lexical-guidance account and what we term a serial-likelihood account. We then review relevant experimental research and outline our experiments. The General Discussion considers current accounts in light of these results and sketches an alternative account in which the initial choice of analysis is based on what we term its informativity.
FREQUENCY, LEXICAL GUIDANCE, AND LIKELIHOOD
Serial, frequency-based accounts of syntactic ambiguity resolution assume that the processor selects the syntactic analysis that has most frequently been employed in the past, on the assumption that this analysis is most likely to be correct again. Such accounts therefore attempt to maximize the probability of making the right decision and minimize the need for subsequent reanalysis. We assume that the likelihood of an analysis is its probability as estimated from frequencies observed in a person's prior linguistic experience. However, this begs a very large question: frequency of what?
Let us concentrate on syntactic ambiguities that are a result of a verb's having more than one possible subcategorization. For example, the verb realized can take a noun-phrase object (the object analysis), as in The athlete realized her potential, or a sentential complement (the sentential-complement analysis), as in The athlete realized her potential might make her a world-class sprinter. However, realized takes a sentential complement much more often than an object. This can be established by counting the frequency of the different subcategorizations of realized within a relevant corpus. Alternatively, it can be assessed by asking participants to construct sentences containing realized (see pretests below). If people adopt the analysis that is compatible with the most frequent subcategorization, then they should adopt the sententialcomplement analysis whenever they encounter realized. We discuss this serial lexical-guidance account in more detail below.
However, there are other serial frequencybased accounts. The serial lexical-guidance account pays attention to the verb realized, but ignores all other aspects of the context. For example, it is possible that the relative frequency of the object and sentential-complement analyses is different after The athlete realized . . . than after realized. There are very clear cases where the nature of the subject noun affects the likelihood of different subcategorizations. For instance, rolled is likely to be transitive after The man rolled . . . , but intransitive after The ball rolled . . . . This demonstrates the importance of grain size to frequency-based models (see Gibson & Schütze, 1999; Mitchell et al., 1995) . Notice, however, that the subcategorization frequencies for realized may not be affected so much by the nature of the subject. If so, grain size will not greatly affect the predictions of frequency-based models for this verb. But it is still the case that any well-formed frequency-based model needs to specify grain size.
There are infinitely many grain sizes (based on just the verb, verb plus subject noun, verb plus some representation of discourse context, etc.). The processor could count frequencies at any of these levels. Moreover, it could pay attention to additional levels of linguistic description (e.g., the animacy of the subject) or to factors such as extralinguistic context or idiosyncrasies of the speaker or writer. However, any relatively fine-grained frequency-based model faces a very serious difficulty, known as the "sparse data problem" (see, e.g., Charniak, 1997) . People will have encountered realized vast numbers of times, and The athlete realized a few times. But most complex contexts (e.g., The athlete who holds the pole-vault record realized) will never have been encountered before. Indeed, the relevant context need not be restricted to the target sentence. So, a frequency-based account cannot plausibly be based on the frequency of the whole preceding context.
As there are infinitely many possible grain sizes, we cannot test all accounts. Instead, we consider two extremes: one based solely on the subcategorization preferences of the verb (serial lexical guidance) and one based on preferred completions for sentence fragments (serial likelihood).
SERIAL LEXICAL GUIDANCE
The serial lexical-guidance account assumes that the parser determines its choice of analysis by paying attention to subcategorization information alone. This is the lexical-guidance account proposed by Ford, Bresnan, and Kaplan (1982) , and suggested by Fodor (1978) in the context of the processing of unbounded dependencies. According to Ford et al., if realized is most commonly employed on the sententialcomplement analysis, then the parser will adopt this analysis in preference to the object analysis during initial processing. Of course, it is more likely that the actual sentence will employ the sentential-complement analysis than the object analysis. Thus the model appears to be driven by likelihood, but solely with respect to properties of the verb. For instance, the verb rolled might be preferentially transitive, but after the ball rolled it is preferentially intransitive. Ford et al.'s parser would ignore the ball and would base its decision on rolled alone.
SERIAL LIKELIHOOD
On the serial-likelihood account, comprehenders pay attention to all available information in estimating the likelihood of possible syntactic analyses for a particular fragment. People could, in principle, be asked to judge whether the sentential complement or the object analysis was more likely to be correct after The athlete realized . . . (e.g., they could place bets on the outcome). In practice, this is impossible, because many people are unaware of the linguistic assumptions underlying the analyses. An alternative is to have people complete sentence fragments and to estimate the likelihood of the different analyses on the basis of the number of times that different syntactic analyses occur in the completions. The serial-likelihood account predicts that the parser will initially adopt the analysis that the people produced most often when completing the sentence fragment. (It is obviously essential that producers and comprehenders are randomly selected form the same population.)
It is not straightforward to determine the sources of information or constraints that people draw upon in making these completions (or, indeed, how they are integrated). Presumably, these sources of information include verb subcategorization preferences, other aspects of the linguistic context (e.g., characteristics of the subject), and extralinguistic factors. An itemization of these sources of information would be necessary for a complete account of production. To test the serial-likelihood account, however, all we need to know is the result of this process of integration. The use of (written) completions to determine off-line preferences is found in work on constraint-based theories of processing (Garnsey, Pearlmutter, Myers, & Lotowsky, 1997; Trueswell et al., 1993) , as well as work critical of such approaches (Clifton, Kennison, & Albrecht, 1997; Liversedge, Pickering, Branigan, & Van Gompel, 1998; Traxler, Pickering, & Clifton, 1998) . Although written completions possibly involve slight biases (e.g., participants may prefer not to write too much or may be primed by previous productions) and clearly involve an element of comprehension, they probably approximate to what speakers naturally do if they produce a sentence that begins with a particular fragment.
A model that is closely related to serial likelihood is the Linguistic Tuning hypothesis (Mitchell et al., 1995) , in which parsing decisions are determined by the frequency with which the alternative analyses are used in the language (see also Brysbaert & Mitchell, 1996; Cuetos, Mitchell, & Corley, 1996; Mitchell & Cuetos, 1991) . For instance, the daughter of the colonel with the limp is ambiguous between two analyses and interpretations (cf. Cuetos & Mitchell, 1988) . On the one hand, with the limp can be attached to the daughter of the colonel so that it is the daughter who has the limp; on the other hand, it can be attached to the colonel so that it is the colonel who has the limp. These analyses differ in syntactic structure but not subcategorization. Hence, Mitchell et al. pro- pose that listeners select the most frequent syntactic analysis. Their account is thus more general than Ford et al.'s (1982) account. However, they do not commit to any particular account of how the frequency of different analyses is assessed. The finer the grain-size employed in making this assessment, the more similar are predictions of the Linguistic Tuning hypothesis to the serial-likelihood account.
The serial-likelihood account predicts that people's initial preferences in parsing correspond to their production preferences, as measured by completions. In order to investigate this account, we employed the simple case of a minimal context consisting of a subject and a verb (e.g., The young athlete realized) in isolation from any discourse context. We do not know precisely which factors are relevant to determining the likelihood of a particular completion, but a complete specification of the relevant factors is not necessary to test the seriallikelihood account. Because the account predicts that the initial stages of analysis will match off-line preferences, all we need to know is off-line preferences and on-line parsing preferences. The prediction of the account is simply that these two sets of preferences are the same.
In conclusion, we can straightforwardly test two serial frequency-based accounts. One is the serial lexical-guidance account proposed by Ford et al. (1982) , in which comprehenders initially adopt the analysis compatible with the most likely subcategorization for the verb. The other is the serial-likelihood account, in which comprehenders initially adopt the analysis that would be the most likely completion for the fragment. If serial lexical guidance and serial likelihood make the same predictions, it is very unlikely that the predictions of other frequencybased accounts (e.g., using different grain sizes) will be different.
EXPERIMENTAL EVIDENCE ON INITIAL CHOICE OF ANALYSIS
Many experimental studies have asked whether some particular source of information is used immediately in the process of syntactic ambiguity resolution or whether its use is delayed until a later stage of parsing (see, e.g., Traxler & Pickering, 1996a , for discussion). We can identify three major issues: whether semantic plausibility information, discourse context information, and detailed lexical information affect initial parsing decisions. Many early studies supported delayed use of semantic plausibility information (e.g., Ferreira & Clifton, 1986; Rayner et al., 1983) . However, more recent studies have found very rapid use of semantic information in syntactic disambiguation (e.g., Boland, Tanenhaus, Garnsey, & Carlson, 1995; MacDonald, 1994; Trueswell, Tanenhaus, & Garnsey, 1994) . Similarly, some studies suggest that discourse context can affect initial parsing decisions (e.g., Altmann, Garnham, & Dennis, 1992; Altmann, Garnham, & Henstra, 1994; Altmann & Steedman, 1988; Britt, 1994; Britt, Perfetti, Garrod, & Rayner, 1992; Crain & Steedman, 1985) , whereas other studies suggest that it only affects reanalysis (e.g., Ferreira & Clifton, 1986; Mitchell, Corley, & Garnham, 1992; . Clearly, semantic and discourse effects can occur much more rapidly than early studies suggested, but the question remains whether these effects reflect initial parsing decisions or very rapid revision.
Our main concern is with the use of detailed lexical information. Frazier and Rayner (1982) found that readers misanalyzed sentences during reading and argued that they did this because they followed syntactic parsing strategies like Minimal Attachment and Late Closure that ignore such detailed lexical information. Such accounts have been called lexical-filtering proposals (e.g., Mitchell, 1989) and are consistent with the "Garden Path" model (Frazier, 1979 (Frazier, , 1987 . It was also soon discovered that verb biases affected processing difficulty in such sen-tences (Holmes, 1987; Mitchell & Holmes, 1985) . According to lexical-filtering proposals, effects of verb bias must reflect reanalysis (Ferreira & Henderson, 1990; Mitchell, 1987 Mitchell, , 1989 Rayner & Frazier, 1987) . Again, however, there is evidence that lexical information can be used extremely rapidly, and the claim has been made that it can be used during initial processing (Garnsey et al., 1997; Trueswell et al., 1993) . We now assess the current status of this controversy, making particular reference to complement-clause ambiguities. Ferreira and Henderson (1990) monitored participants' eye movements while they read sentences like He forgot Pam needed a ride home with him, where forgot is preferentially used on the object analysis (e.g., He forgot Pam.), and sentences like He wished Pam needed a ride home with him, where wished is preferentially used on the sentential-complement analysis, as well as control sentences containing the complementizer that before Pam. At the disambiguating verb needed, readers' first fixations were longer when the test sentence lacked a complementizer than when a complementizer was present, and this effect was uniform across sentences containing object-biased verbs (O sentences) and sentences containing sentential-complement-biased verbs (C sentences), as evidenced by the lack of an interaction of verb bias and complementizer presence. Total times produced similar results. Finding greater first fixation and total reading times in the ambiguous sentences than in the unambiguous sentences for both object-biased and sentential-complement-biased verbs led Ferreira and Henderson to conclude that the object analysis had been computed and evaluated regardless of verb bias.
In contrast, Trueswell et al. (1993) found very different results using verbs whose biases had been carefully normed. First-pass times showed that readers had difficulty at disambiguation with O sentences but not difficulty with C sentences. This is compatible with lexical guidance. The alternative explanation is that readers initially adopted the object analysis for all verbs and rapidly reanalyzed the C sentences. In accord with this, Trueswell et al.
found some increased reading time for the C sentences before disambiguation. But they argued against this explanation, and instead claimed that this effect might be because the sentential-complement analysis is more complex than the object analysis. However, Garnsey et al. (1997) found that the object analysis was much more plausible in Trueswell et al.'s O sentences than in their C sentences. This could explain Trueswell et al.'s findings and suggests that their items were imperfectly controlled in a potentially important respect. Garnsey et al. (1997) conducted a further study on complement-clause ambiguities, using sentential-complement-biased, object-biased, and equibiased (i.e., balanced) verbs. They also manipulated the plausibility of the object analysis. O sentences caused processing difficulty at disambiguation in comparison to unambiguous control sentences with complementizers, but C sentences did not. Their manipulation of plausibility produced rather less clear results, but there was some evidence that O sentences with plausible object analyses were easier to process than O sentences with implausible object analyses. There was no evidence of similar effects in the C sentences. These results provide some evidence for lexical guidance, but there are many reasons to question this conclusion. As this result relates directly to the experiments reported below, we return to Garnsey et al. in the General Discussion.
EXPERIMENTS
Below we report three eye-tracking experiments that tested the two frequency-based accounts discussed above. The three experiments are designed to allow our conclusions to hold over different kinds of sentences and presentation conditions. Experiments 1 and 2 employ complement-clause ambiguities, whereas Experiment 3 employs locally ambiguous sentences involving preposed subordinate clauses. Experiments 1 and 3 involve sentences presented in isolation, whereas Experiment 2 presents the sentences from Experiment 1 in short discourse contexts. In all cases, we manipulated plausibility in such a way that plausibility could only have an effect if the parser initially favored an analysis that neither the serial lexical-guidance nor serial-likelihood accounts would predict it would. More informally, we manipulated the plausibility of the less frequent analysis while controlling the frequency of the more frequent analysis. If this plausibility manipulation had an effect, then readers must have been considering the less frequent analysis.
EXPERIMENT 1
Experiment 1 employed sentences like (1a) and (1b): (1a). The young athlete realized her potential one day might make her a world-class sprinter. (1b). The young athlete realized her exercises one day might make her a world-class sprinter.
Two relevant analyses are available after The young athlete realized: the object analysis (as in, e.g., The young athlete realized her potential) and the sentential-complement analysis [as in (1a) and (1b)]. However, both sentences are disambiguated by the word might; following might, only the sentential-complement analysis is possible. Pretests showed that the sententialcomplement analysis was the most common analysis for realized, that it was the most common analysis following The young athlete realized, and that it was the most common analysis following The young athlete realized her. Hence, both the serial lexical-guidance and the serial-likelihood accounts predict that the processor will initially adopt the sentential-complement analysis. The experiment contained no transitive sentences, so that readers would not change subcategorization preferences as a result of the experimental session.
We manipulated the plausibility of the object analysis, while holding the plausibility of the sentential-complement analysis constant. Thus, the sentence The young athlete realized her potential is plausible, whereas the sentence The young athlete realized her exercises is implausible (or semantically anomalous). In contrast, the complete sentences (1a) and (1b) were equally plausible. Hence any plausibility effect must have been due to readers adopting the object analysis.
We predicted that if readers adopted the object analysis, they would detect that (1b) was less plausible than (1a) before the word might, when it becomes clear that the object analysis cannot be correct. This disruption should manifest itself either as increased reading time for (1b) versus (1a) or as more regressive eye movements in (1b) versus (1a), before might. Such a finding would be compatible with Pickering and , who showed comparable effects with complement-clause ambiguities that were not biased toward the sententialcomplement analysis, and with Traxler and Pickering (1996b) , who employed unboundeddependency constructions. Notice that this method does not require the use of unambiguous control sentences to show misanalysis. Such sentences may differ from the experimental sentences in irrelevant ways. We might also expect to find effects after disambiguation if readers misanalyze. In a series of experiments, Pickering and Traxler (1998) found that readers experienced more difficulty after disambiguation in sentences whose misanalysis was plausible than sentences whose misanalysis was implausible. Readers appear reluctant to give up a plausible initial analysis. But if the initial analysis is implausible, readers commit less strongly to the initial analysis and may even abandon it before reaching disambiguation. If participants follow one or other of the frequency-based accounts discussed above, they adopt the sentential-complement analysis initially and hence never experience any processing difficulty from reanalysis. But if they do not adopt a frequency-based processing strategy, they may have more difficulty with (1a) than (1b) after reading might. Hence, there may be a crossover between two parts of the sentence: During the ambiguous region (more precisely, potential/exercises one day), (1b) should be harder than (1a); after disambiguation, (i.e., from might onward) (1a) may be harder than (1b).
The main predictions concern initial processing. However, if the parser follows a frequencybased strategy, and given that the correct sentential-complement analyses of both (1a) and (1b) are plausible, there is no reason why the object analyses should ever be considered.
Hence, frequency-based accounts predict no effects of the plausibility of the object analysis during later stages of processing.
Method
Participants. Forty native British English speakers with normal or corrected-to-normal vision from the University of Glasgow were paid to participate in the eye-tracking phase of the study. Some had participated in previous eyetracking experiments.
Items. The items comprised 16 pairs of sentences like (1) above (see Appendix). Both (1a) and (1b) are plausible, but (1a) has a plausible object analysis, whereas (1b) has an implausible object analysis. One version of each sentence was assigned randomly to one of two experimental lists. Thus, an individual participant saw one version of each test sentence. The critical words (potential and exercises) were the same length and were matched for frequency [plausible objects: 86 per million in the CELEX database (Baayen, Piepenbrock, & van Rijn, 1993) ; implausible objects: 71 per million;
Verb norming. First, we generated plausible verb-object combinations for 15 verbs that could take either sentential complements or objects. To determine the preferences for each verb, we conducted a series of pretests. We were most concerned that the verbs we selected preferred reduced-sentential-complement (i.e., without that) continuations over object continuations. We focused on reduced sentential complements because they contain the relevant ambiguity, whereas unreduced sentential complements do not and because it is most conservative to use verbs whose reduced-sententialcomplement frequency is higher than their object frequency. In the first pretest, we presented the verbs in isolation to 20 participants and asked them to write a sentence containing each verb. The verbs were included in a randomized list along with 92 other verbs. In the second pretest, we attached subject noun phrases to each verb and asked a further 29 participants to write a continuation for each subject-verb combination. Table 1 presents the results of these first two pretests. We selected verbs that (i) produced at least as many reducedsentential-complement as object sentences in the first pretest and (ii) produced a 2:1 or greater ratio of reduced-sentential-complement to object continuations in the second pretest. Note that we employed all verbs that met our criteria (and it is unlikely that there are many more such verbs in British English). In a final pretest, we presented the beginnings of the test sentences through the article or possessive pronoun that preceded the matrix verb. We asked 20 further participants to write continuations for each fragment. At the point where the continuation began, only object or reduced-sentential-comple- Note. Numbers correspond to actual numbers of responses in each category. S0, reduced-sentential-complement response; NP, object response; S-, unreduced-sentential-complement response. ment continuations were ever employed. Table  2 shows that including the material immediately following the matrix verb and immediately preceding the head noun of the subject of the embedded sentence did not change participants' responses.
Plausibility norming. To assess the plausibility of the postverbal noun phrases as direct objects for the matrix verbs, 20 participants assigned ratings to sentences like (2): (2a). The young athlete realized her potential. (2b). The young athlete realized her exercises.
We instructed participants to assign a number from 0 to 7 that reflected how much sense the sentence made. We eliminated stimuli from our set of test items if the plausible version (e.g., 2a) received mean plausibility rating below 5 or if the implausible version (e.g., 2b) received mean plausibility rating above 2.
To ensure that the items in the plausibleobject and implausible-object conditions were equally plausible on the correct sentential-complement analysis, a further group of 20 participants assigned plausibility ratings on the same 0-to-7 scale. Sentences with a plausible object analysis (e.g., 1a) received a mean rating of 6.0, whereas sentences with an implausible object analysis (e.g., 1b) received a mean rating of 5.8. This very small difference was significant by participants [F1 (1, 17) Procedure. An SRI Dual-Purkinje Generation 5.5 eye-tracker monitored participants' eye movements. The tracker has angular resolution of 10°arc. The tracker monitored only the right eye's gaze location. A PC displayed items on a VDU 70 cm from participants' eyes. The VDU displayed four characters per degree of visual angle. The tracker monitored participants' gaze location every millisecond and the software sampled the tracker's output to establish the sequence of eye fixations and their start and finish times.
Before the experiment started, participants read an explanation of eye tracking and a set of instructions. The instructions told them to read at their normal rate and comprehend the texts as well as they could. The experimenter then seated the participant at the eye-tracker and used bite bars and forehead restraints to minimize head movements. Next, participants completed a calibration procedure. Before each trial, a small "ϩ" symbol appeared near the upperleft-hand corner of the screen. Immediately after participants fixated the "ϩ" symbol, the computer displayed an item, with the first character of the text replacing the "ϩ" on the screen. The "ϩ" symbol also served as an automatic calibration check, as the computer did not display the item until it detected stable fixation on the "ϩ" symbol. If participants did not rapidly fixate the "ϩ" symbol, the experimenter recalibrated the eye-tracker. When participants finished reading each item, they pressed a key, and the computer either displayed a comprehension question (e.g., Did the young athlete realise something?), on about half of the trials, balanced across conditions, or proceeded to the next trial. Half of these questions had "yes" Note. Numbers correspond to actual numbers of responses in each category. S0, reduced-sentential-complement completion; NP, object completion.
answers, half had "no" answers. Participants responded to the questions by pressing a button and did not receive feedback on their answers. After participants completed each sixth of the experiment, the experimenter recalibrated the equipment. Thus, the eye-tracker was calibrated a minimum of six times during the experiment and often more.
The computer displayed each experimental list in a fixed random order together with 86 other sentences. Twenty-six of these made up Experiment 3, described below. The other 60 sentences were of varied grammatical type (e.g., The young boy wished for a brand new bicycle on his eighth birthday.). However, these sentences never included noun-phrase objects, so that any evidence for readers' adopting the object analysis could not be due to prior exposure to related sentences.
Regions. We report analyses on four critical regions. The noun region comprised the head noun of the embedded sentence subject [e.g., potential in (1a)]. The postnoun region comprised the material between the noun region and the verb region (e.g., one day). The verb region comprised the first verb of the embedded sentence (e.g., might). This verb could be a main or an auxiliary verb and was chosen because it constituted the first point at which it became clear that the object analysis could not be correct. The postverb region comprised the material from the end of the verb region up to the line break (e.g., make her). Both the noun and verb regions were always a single word. All regions included the character space immediately before the first word in the region.
Fixations. We first determined which line of text participants were reading. This involved some judgment because the fixation point could be between two lines of text. However, in the vast majority of cases, determining which line was fixated caused no difficulty whatsoever. An automatic procedure then pooled short contiguous fixations. The procedure incorporated fixations of less than 80 ms into larger fixations within one character space and then deleted fixations of less than 40 ms that fell within three character spaces of any other fixation. Following Rayner and Pollatsek (1989), we presume that readers do not extract much information during such brief fixations.
Measures. We report three standard measures of processing during reading. First-pass time sums all fixation times starting with the reader's first fixation inside the region until the reader's gaze leaves the region, either to the left or to the right. For regions consisting of a single word, this corresponds to Rayner and Duffy's (1986) gaze duration measure. Total time sums all fixation times within the region. First-pass regressions include all leftward eye movements that cross the region's left boundary and which immediately follow a first-pass fixation in the region. Hence there can only be one first-pass regression from a region per trial. First-pass regressions are reported as raw score means (e.g., if a participant encounters eight stimuli per condition, a mean of 2 ϭ 25% of trials involved a first-pass regression). We also report two less standard measures of early processing (which are, nevertheless, related to measures first employed by Rayner and Duffy). The reason is that first-pass times are sometimes truncated by readers entering a region and rapidly regressing, which can occur when they encounter processing difficulty (Brysbaert & Mitchell, 1996; Hemforth, Konieczny, Scheepers, & Strube, 1994; Liversedge, Pickering, & Traxler, 1996; Traxler, Bybee, & Pickering, 1997; cf. Rayner & Pollatsek, 1989) . Thus, two pieces of text, one that causes processing difficulty and one that does not, can have similar first-pass times. In the first case, readers rapidly exit to the left; in the second case, readers rapidly exit to the right. Right-bounded time is the sum of all fixations within a region before the eye fixates any region to the right of the region. Regression-path time includes all of the fixations within a region and all subsequent fixations on prior regions, until the eye crosses the region's right boundary.
Note that if the eye fixates a point beyond the end of a region before landing in the region for the first time, then the analysis software returns a value of 0 ms for first-pass time, first-pass regressions, right-bounded time, and regression-path time. All such 0 ms values were excluded from the analyses reported below. This criterion eliminated 11.2% of the data. Further, we removed trials on which the eye-tracker lost track of the participant's gaze location before analyzing the data. Specifically, we removed trials on which two consecutive regions received no first-pass fixation. This criterion eliminated a further 3.9% of the data. Analyses that treated such regions as having 0 ms reading times produced nearly identical results. Table 3 presents mean first-pass regressions, first-pass time, right-bounded time, regressionpath time, and total time for Experiment 1. Table 4 presents statistical analyses for these data.
Results and Discussion
We first subjected the data from Experiment 1 to separate 2 (Plausibility: plausible vs implausible object analysis) ϫ 2 (Region: postnoun vs verb region) ANOVAS with participants and items as random factors (see the first block of Table 4 ). If participants constructed the object interpretation for the sentences in Experiment 1, then the manipulation of the plausibility of the object interpretation should have produced longer reading times (or more regressions) for sentences with implausible object analyses than sentences with plausible object analyses. Adopting a plausible object analysis should have caused participants to have greater difficulty processing disambiguating material, and so sentences with plausible object analyses should have produced longer reading times (or more regressions) following the point of syntactic disambiguation than sentences with implausible object analyses. This would constitute the crossover effect discussed above. The reliable interaction of plausibility in the right-bounded time, regression-path time, and total time measures demonstrates that participants did regularly construct the object analysis.
We next analyzed the data from each scoring region separately. Mean total time on the noun region was longer for sentences with implausible object analyses than for sentences with plausible object analyses (see the second block of Table 4 ), but the other measures revealed no reliable differences between conditions. The postnoun region produced reliable differences between condition means in the right-bounded, regression-path, and total-time measures (see the third block of Table 4 ). Thus, sentences with implausible object analyses caused participants greater difficulty than sentences with plausible object analyses before readers encountered syntactically disambiguating material. Analyses on the data from the verb and postverb regions produced reliable differences between sentences with plausible and implausible object analyses only in the verb region, and there only in the right-bounded time measure (see the fourth and fifth blocks of Table 4 ). This finding suggests that the bulk of processing necessary for recovery from misanalysis was accomplished via a combination of refixations on previously encountered material and longer fixation on the verb itself. This is consistent with the general absence of effects in the other measures on the verb region. Note that the very small difference in plausibility ratings of the experimental sentences on the sentential-complement analysis cannot have caused the experimental results. The difference between the two conditions emerged before participants had encountered the verb might (i.e., before they had reached the verb region). It is hard, therefore, to see how any plausibility effect based on the plausibility of the complete sentence could have caused the effects to emerge so early. Additionally, such an account could not explain the evidence for difficulty upon encountering the verb in the sentences with plausible versus implausible object analyses.
We conclude that participants regularly adopted the object analysis for the experimental materials. This finding is incompatible with both serial lexical guidance and serial likelihood. The pattern of results in Experiment 1 was consistent, however, with previous findings for the same construction using a similar plausibility manipulation but with experimental sentences that were generally biased toward the sentential-complement analysis . As in Pickering and Traxler, we found evidence for the crossover pattern: more difficulty for sentences with implausible object analyses before disambiguation, and some evidence for more difficulty for sentences with plausible object analyses after disambiguation.
EXPERIMENT 2
Experiment 2 tested whether the results of Experiment 1 replicated when participants read passages rather than isolated sentences. Our prediction was that the same pattern of results should occur and therefore that participants would not follow serial lexical guidance or serial likelihood in extended texts any more than in isolated sentences.
Method
Participants. Twenty new participants from the same population as Experiment 1 were paid to participate in the eye-tracking phase of the study.
Items. The stimuli were the test sentences from Experiment 1 embedded within short passages. The target sentences were preceded by a title and a single sentence and followed by a final sentence (see Appendix).
THE YOUNG SPRINTER The girl did a series of strenuous exercises every day before she reached her full potential. The young athlete realized her potential/exercises one day might make her a world-class sprinter. She dreamt about winning a gold medal in the Olympic Games.
Both versions of the noun that was manipulated between conditions (i.e., potential and exercises) appeared in the first sentence of the passage, in different orders for different items. The sentence with the plausible object analysis is given before the slash; the noun used in the sentence with the implausible object analysis is given after the slash. In other respects, the method was identical to Experiment 1.
Procedure. Participants were presented with 48 paragraphs in all, 16 experimental paragraphs from the current experiment and 32 paragraphs from an unrelated experiment investigating instrument inferences. In other respects, the procedure was identical to Experiment 1. We eliminated 8.0% of the data due to participants skipping adjacent regions. Dropping data from any region that was not fixated eliminated a further 13.5% of the data. As in Experiment 1, analyses including these data produced nearly identical results. Table 5 presents mean first-pass regressions, first-pass time, right-bounded time, regressionpath time, and total time for Experiment 2. Table 6 presents statistical analyses for these data.
Results and Discussion
As in Experiment 1, we subjected the data to separate 2 (Plausibility: plausible vs implausible object analysis) ϫ 2 (Region: postnoun vs verb region) ANOVAs (see the first block of Table 6 ). If participants constructed the object interpretation for the sentences in Experiment 1, then the manipulation of the plausibility of the object interpretation should have produced longer reading times (or more regressions) for sentences with implausible object analyses than sentences with plausible object analyses. Adopting a plausible object analysis should cause participants to have greater difficulty processing disambiguating material, and so sentences with plausible object analyses should have produced longer reading times or more regressions following the point of syntactic disambiguation than sentences with implausible object analyses. The reliable interaction of plausibility in the total-time measure demonstrates that participants regularly constructed the object analysis.
We next analyzed the data from each scoring region separately. The postnoun region produced reliable differences between sentences with plausible and implausible object analyses in the first-pass and right-bounded time measures (see the third block of Table 6 ). The participants analysis of the regression-path time measure also produced a statistically significant difference, but the items analysis did not.
In this experiment, the strongest evidence that readers adopted the object analysis comes from elevated reading times for sentences with implausible object analyses in the postnoun region in the first-pass and right-bounded time measures. Although an interaction of plausibility and region indicated that the magnitude and direction of the plausibility effect in the postnoun and verb regions differed, the verb region in isolation did not produce reliable plausibility effects.
In conclusion, Experiment 2 provides additional support for the conclusions of Experiment 1 and allows the conclusions to be generalized to the reading of more naturalistic texts.
EXPERIMENT 3 Experiments 1 and 2 showed that people do not follow either the serial lexical-guidance or the serial-likelihood account in reading complement-clause ambiguities. In order to determine whether these conclusions held more generally, Experiment 3 investigated the processing of another type of sentence using the same method. We employed subordinate-clause ambiguities like (3): (3a) . While the pilot was flying the plane that had arrived stood over by the fence. (3b). While the pilot was flying the horse that had arrived stood over by the fence.
In these sentences, the ambiguity concerns whether the plane in (3a) and the horse in (3b) is the object of flying or the subject of stood. The latter analysis turns out to be correct, and was flying turns out to be intransitive. However, experimental evidence shows that people often encounter difficulty processing such sentences, which suggests that they often initially consider the possibility that the plane or the horse is the object of was flying (Clifton, 1993; Ferreira & Henderson, 1991; Frazier, 1979; Frazier & Rayner, 1982; Mitchell, 1987; Warner & Glass, 1987) .
Our question is whether readers still consider this possibility when the verb in the subordinate clause (here, was flying) is more likely to be intransitive than transitive and when the whole context makes the same prediction. According to either frequency-based account, readers should ignore this object analysis and should immediately assume that the plane or the horse is the subject of the main clause. The processor should therefore not be affected by the implausibility of flying a horse. But if readers do not follow either of these accounts and treat the plane and the horse as the object of was flying, then we predict a crossover pattern: difficulty with (3b) compared with (3a) during the ambiguous region (more specifically, plane/horse that had arrived), and difficulty with (3a) compared with (3b) after disambiguation (i.e., from stood onward).
Method
Items. The items consisted of 26 sentences like (3) above (see Appendix). Both (3a) and (3b) are plausible, but (3a) has a plausible object analysis, whereas (3b) has an implausible object analysis.
Verb norming. We wanted to select intransitive-preference verbs. We completed a twostage selection process as before. Table 7 presents the results of the two norming tasks. In the first norming phase, participants wrote sentences for 107 verbs. Fifteen were the sentential-complement verbs tested for Experiments 1 and 2. The rest were of varying types. This task uncovered 12 verbs that produced intransitive responses as often as or more often than object continuations. We then wrote stimuli containing these 12 verbs. We presented the beginnings of the stimuli, up to and including the verb and asked another group of 14 participants to complete each stem. We selected 26 stems that produced a ratio of intransitive to object completions of 2:1 or greater.
Plausibility norming. We constructed two versions of each target sentence. In one version, the subject of the complement clause made a plausible object of the preceding verb [e.g., (3a)]. In the other version, the subject of the complement clause made an implausible object of the preceding verb [e.g., (3b)]. In order to determine this, raters assigned numbers between 0 and 7 to sentences like (4) according to how much sense they made. We eliminated items as in Experiment 1.
To ensure that there were no plausibility differences on the correct reading, a further group of 29 participants assigned plausibility ratings to the complete experimental sentences [i.e., to (3a) and (3b)]. Items in the plausible condition received mean ratings of 5.3, whereas items in the implausible condition received mean ratings of 4.5. This fairly small difference produced a significant value in the participants analysis [F1(1,28) ϭ 72.04, p Ͻ .0001, MS e ϭ 0.245] that did not quite attain significance in the items analysis [F2(1,25) ϭ 3.14, p Ͻ .10, MS e ϭ 2.78]. We return to this below. In other respects, the method was identical to Experiment 1.
Procedure. Experiment 3 was run with Experiment 1, and hence the procedure was identical. We eliminated 4.4% of the data due to participants skipping adjacent regions. Dropping data from any region that was not fixated on the first pass eliminated a further 12% of the data. An in the other experiments, analyses including these data produced nearly identical results. Table 8 presents mean first-pass regressions, first-pass time, right-bounded time, regressionpath time, and total time for Experiment 3. Table 9 presents statistical analyses for these data.
Results and Discussion
We again subjected the data to separate 2 (Plausibility: plausible vs implausible object analysis) ϫ 2 (Region: postnoun vs verb region) ANOVAs (see the first block of Table 9 ). If participants constructed the object analysis for the sentences in Experiment 3, then the manipulation of the plausibility of the object interpretation should have produced longer reading times or more regressions for sentences with implausible object analyses than sentences with plausible object analyses. Adopting a plausible object analysis should have caused participants to have greater difficulty processing disambiguating material, and so sentences with plausible object analyses should have produced longer reading times or more regressions following the point of syntactic disambiguation than sentences with implausible object analyses. Hence, we predicted a "crossover" between regions before and after disambiguation, as discussed above. The reliable interaction of plausibility in the first-pass regressions, right-bounded time, regression-path time, and total time measures demonstrates that participants regularly constructed the object analysis.
We next analyzed the data from each scoring region separately. Mean regression-path time and total time on the noun region was longer for sentences with implausible object analyses than for sentences with plausible object analyses (see the second block of Table 9 ). Analyses of the right-bounded measure produced a statistically reliable difference in the items analysis and a nearly reliable difference in the participants analysis. Analyses of the postnoun region revealed statistically reliable differences in three of the four measures of early processing (see the third block of Table 9 ). The first-pass and total time measures did not reveal any differences between sentences with plausible and implausible object analyses. The plausibility effect observed in the noun and postnoun regions reversed itself in the verb and postverb regions (see the fourth and fifth blocks of Table 9 ). Analyses of the data from the verb region produced reliable differences in the first-pass and total-time measures, with an additional reliable difference in the items analysis of the rightbounded measure. The postverb region produced reliable differences on the right-bounded time, regression-path time, and total-time measures. Analyses of the first-pass time data re- vealed a reliable effect in the items analysis, but not in the participants analysis. Just as in Experiment 1, the small difference in plausibility ratings of the sentences on the intransitive analysis cannot have caused the experimental results. The clearest reason for concluding that is that the sentences with plausible object analyses, which also had slightly more plausible intransitive analyses than the sentences with implausible object analyses, were harder to process than the sentences with implausible object analyses after disambiguation. This effect is predicted if participants initially adopted the object analysis ), but cannot be explained if participants initially adopted the intransitive analysis. An additional reason for concluding that the small plausibility difference cannot have been the source of the experimental results is that the difference between the two conditions emerged before participants had reached the main verb (e.g., stood). We conclude that participants initially adopted the object analysis in Experiment 3. This is again inconsistent with the serial lexical-guidance and serial-likelihood accounts.
GENERAL DISCUSSION Experiments 1-3 tested the predictions of two serial frequency-based models: a lexicalguidance account in which the parser initially adopts the analysis compatible with the most frequent subcategorization frame of the verb (Ford et al., 1982) , and a more general seriallikelihood account in which the parser adopts the analysis that readers would produce as their sentence completion given prior context. Neither of these accounts is compatible with the results. Experiments 1 and 2 showed that participants adopted the object analysis in complement-clause ambiguities, even when both prior context and subcategorization frequencies supported the sentential-complement analysis. Experiment 3 showed that they adopted the transitive analysis of subordinate-clause ambiguities, even when both prior context and subcategorization frequencies supported the intransitive analysis.
In more detail, we constructed sentences that were locally ambiguous: A noun phrase could either serve as the object of a preceding verb or as the subject of a following complement clause. Pretests demonstrated that the object analysis was the less frequent analysis for the verb, and the less frequent continuation, given the prior context. Pretests also demonstrated that the two versions of the experimental items differed in plausibility on the less frequent object analysis. The eye-tracking experiments showed that participants were affected by the plausibility manipulation. Most importantly, participants found processing of the ambiguous region more difficult if the object analysis was implausible than if it was plausible. Additionally, the results demonstrated that the conditions exhibited a crossover between regions before and regions after the point of disambiguation . Experiments 1 and 3 showed effects with two different sentence types; Experiment 2 showed effects when the sentences from Experiment 1 were presented in discourse context. Hence the results indicate that readers adopted the object analysis, even though both frequency-based accounts predicted that they would have adopted the alternative analysis. Garnsey et al. (1997) Our results appear to contradict those of Garnsey et al. (1997) . The crucial difference is that we find plausibility effects with sententialcomplement-biased verbs (i.e., C-biased verbs), both during the critical ambiguous region and after disambiguation, and they do not. We identify three possible reasons for this. First, our experiments had much greater power. We employed 8 items per cell (13 per cell in Experiment 3, using a second sentence type) rather than 4 per cell; and Garnsey et al.'s results depended on interactions between experimental sentences and control sentences with the complementizer that, whereas our did not. Second, their ambiguous region was shorter than ours. Our effects are clearest in the postnoun region, which they did not have. In our laboratory, we have repeatedly found plausibility effects that emerge immediately after a critical head noun (e.g., Traxler et al., 1998) .
Contrast with
Finally, Garnsey et al.'s (1997) conclusions depend to a very large extent on the comparison between the C-biased and O-biased verbs. Essentially, they find some evidence for early plausibility effects with the O-biased verbs, but none with the C-biased verbs. But there is reason to believe that effects with C-biased verbs would be smaller than effects with O-biased verbs (e.g., Mitchell & Holmes, 1985; Trueswell et al., 1993) , perhaps reflecting differences in difficulty of reanalysis. Hence, they are faced with the problem of distinguishing a smaller effect from no effect. No direct comparisons are made between C-and O-biased verbs. Moreover, their evidence for plausibility effects with O-biased verbs is weak. The critical interaction only approached significance weakly on the first pass (.05 Ͻ p Ͻ .1 by participants; p Ͼ .1 by items) and was nonsignificant on total time. In the self-paced-reading replication, the effect actually reversed (though nonsignificantly), and there was a marginal reversed effect with the third set of verbs, the equibiased verbs. At disambiguation, there was a marginal interaction for the O-biased verbs between plausibility and complementizer presence on total time only. In general, the effects of plausibility were weak with the O-biased verbs. Given their short ambiguous region and small number of items, it is not surprising that Garnsey et al. (1997) did not detect plausibility effects for C-biased verbs.
In conclusion, we were looking for a very specific effect; whereas they searched for a much more complex pattern of effects, which resulted from the manipulation of type of verb, presence versus absence of complementizer, and reading method. It is therefore not surprising that we found an effect that their technique failed to discover; whereas, in contrast, their experiments provided very important evidence about other aspects of processing. Hence we can be convinced that readers do not always adopt the most likely analysis at a point of local ambiguity. We should not, however, that Garnsey et al. (1997) also reject a serial lexical-guidance account. They found that some of the effects in their C sentences correlated with the difference in the plausibility of the object analysis between test sentences. This suggests that readers evaluated the object analysis when the verb preferred a sentential complement, contra the serial lexical-guidance account.
Implications of These Results for Other Models
The results rule out two possible kinds of serial, frequency-based accounts: serial lexical guidance and serial likelihood. They might, in theory, be compatible with other serial frequency-based accounts that make their decisions at some different fineness of grain from either of the accounts that we have tested. In the absence of any clear accounts, we can only claim that it is unlikely that such accounts would make different predictions from both of the accounts we have tested. Hence, we can rule out Ford et al.'s (1982) lexical guidance account and suggest that the Linguistic Tuning account (Mitchell et al., 1995) is likely to be incompatible with our data. In what follows, we discuss other kinds of models. Two of these classes are currently influential; the third is a new alternative.
Parallel, frequency-based accounts. By a parallel frequency-based account, we mean any account in which different analyses can be considered concurrently and are ranked on the basis of their frequency. The most explicit of these is Jurafsky's (1996) model, which estimates likelihood using a combination of top-down (grammatical) and bottom-up (lexical preference) information and considers a bounded number of ranked analyses in parallel. While it is difficult to make specific predictions for his model with respect to our experimental materials, we presume it would initially rank the sentential-complement or the intransitive analysis higher than the object analysis and should thus predict no processing delays as a result of plausibility for the object reading. The effects we observe are therefore not directly predicted or explained by the parallel likelihood parsing mechanism he proposes.
However, the best known parallel accounts are constraint-based accounts, in which parsing preferences are determined by the simultaneous interaction of multiple constraints (Garnsey et al., 1997; MacDonald, 1994; MacDonald et al., 1994; McRae, Spivey-Knowlton, & Tanenhaus, 1998; Trueswell, 1996; Trueswell et al., 1993 Trueswell et al., , 1994 cf. Taraban & McClelland, 1988; Tyler & Marslen-Wilson, 1977) . These constraints relate to any properties of the encountered sentence that may influence its continuation, including subcategorization preferences, other syntactic cues, the meaning of the fragment, the nature of the discourse context, and prosody or punctuation. The relative activations of different analyses (i.e., their rankings) change dynamically as new constraints become available.
Because the parser pays attention to multiple constraints, such accounts have more in common with fine-grained than coarse-grained ac-counts. This is evidenced by the fact that data about these constraints is typically estimated from corpus counts or from production tasks where participants complete sentences from the point of ambiguity onward. For instance, a few participants might complete The young athlete realized . . . using an object (e.g., her potential), but more using a sentential complement (e.g., her potential was enormous); and most might complete The young athlete realized her using a sentential complement (e.g., her potential was enormous). From this, such models would assume that the parser would prefer the sententialcomplement analysis to the object analysis (e.g., Garnsey et al., 1997; Trueswell et al., 1993) and would foreground it by her at the latest.
There are two ways in which our experiments do not directly test constraint-based accounts. First, it is not clear that we employ the correct fineness-of-grain to test the models. Clearly, constraint-based accounts are more general than the serial lexical-guidance account in that subcategorization preferences are not the only factor used to determine preferences. They do appear to have more in common with the seriallikelihood account, if only because proponents of such theories have employed sentence-completion data to determine their predictions.
However, some constraint-based models have been given particular connectionist implementations which are not entirely compatible with the assumption that rankings should be determined by completion preferences. Thus, Juliano and Tanenhaus (1994) assumed a network consisting of an input layer representing lexical items, a hidden unit layer, and a layer representing syntactic categories. As Mitchell et al. (1995) pointed out, lexical information must be stored in the set of weights between the input and the hidden layers. During training, every input leads to adjustment of all other weights via back propagation. Thus, the weights between the hidden units and the syntactic category units will necessarily reflect frequencies of broader categories than the individual lexical items-so-called neighborhood effects. The consequence is that subcategorization preferences will be affected by subcategorization frequencies for classes of verbs, not just individual verbs. For instance, the processor might note that more verbs are transitive than intransitive, say, and prefer a transitive analysis for a lowfrequency intransitive-preference verb.
Given, however, that both of our pretests (construction of a sentence containing a verb like realized and completion of a fragment like The athlete realized . . .) make the same prediction about the favored analysis, it is highly unlikely that any current constraint-based model would predict the opposite. It is therefore reasonable to conclude that the object analysis should be disfavored in both constructions considered in this article.
The second way in which our experiments do not directly test constraint-based accounts is that we tested the adequacy of serial frequencybased accounts, not parallel ones. Parallel models to predict the activation of the object analysis. Assuming the above discussion, they predict that the sentential-complement analysis (or intransitive analysis in Experiment 3) would be activated most strongly (i.e., foregrounded) and the object analysis would be less strongly activated (i.e., backgrounded).
Hence, constraint-based accounts would explain the plausibility effects of the object analysis that occur in all three experiments as stemming from the backgrounded analysis. The later effects (after syntactic disambiguation) are explained by claiming that the object analysis becomes more strongly activated if it is plausible, and hence reanalysis becomes more difficult; whereas it becomes less strongly activated if it is implausible, and hence reanalysis becomes easier. Notice that this account assumes that backgrounded analyses are semantically interpreted with respect to general knowledge. This is a much stronger claim than the claim that backgrounded analyses are computed.
This claim is probably impossible to disprove in general (a more powerful parallel account can always capture the same data as a more parsimonious serial account). However, it is far from clear that it is compatible with the assumptions of current constraint-based models. The reason is that different analyses compete against each other for activation, and more competition occurs if the two analyses reach a similar level of activation than if one is much more activated than the other. According to Spivey-Knowlton and Sedivy (1995) , "processing delays are a manifestation of direct competition between opposing alternatives . . . . Near equal activation levels of the two alternatives will result in lengthy competition, hence greatly slowed reading time at that point of ambiguity" (p. 260). The sentential-complement (or intransitive) analysis receives most activation on the basis of its frequency. If the object analysis is plausible, then it will receive considerable activation from this source. Hence, the two analyses should complete, resulting in processing difficulty. But if the object analysis is implausible, neither frequency nor plausibility will provide it with activation. Thus, only the sentential-complement (or intransitive) analysis should be strongly activated, and no competition should ensue. The striking conclusion is that current constraint-based models predict the opposite pattern during processing of the ambiguous region from that observed in the experiments reported here.
In other words, a parallel account in which activation levels are determined by frequency of analyses or probability of completions might be compatible with our data. But we do not believe that current constraint-based accounts could be compatible, because of their reliance on competition as the mechanism of syntactic disambiguation. In contrast, parallel likelihood models such as Jurafsky (1996) rank analyses according to their prior probability. Thus the sentential-complement (or intransitive) analysis will be ranked higher than the object analysis for the items in our experiments. In the case where the noun phrase following the verb is implausible as a direct object, such a model should therefore predict no processing difficulty during reading (and no crossover pattern), since the object analysis is disfavored and its implausibility means there is no reason to change this ranking. Thus the object analysis will never be foregrounded. This is inconsistent with the findings we present here, where the implausibility of the object does lead to an increased complexity, suggesting that the object analysis is initially foregrounded.
Restricted serial accounts. Our results are compatible with a number of restricted serial accounts in which initial decisions are based on some information sources alone. Most current accounts use grammar-based principles to make initial parsing decisions (e.g., Abney, 1989; Crocker, 1996; Ferreira & Henderson, 1990; Frazier, 1979 Frazier, , 1987 Gorrell, 1995; Kimball, 1973; Mitchell, 1987 Mitchell, , 1989 Pritchett, 1992; Sturt & Crocker, 1996) . In all of these models, the parser initially adopts the object analysis rather than the sentential-complement analysis in Experiments 1 and 2, and the object analysis rather than the intransitive analysis in Experiment 3.
We illustrate this with respect to the "Garden Path" model, proposed by Frazier (1979 Frazier ( , 1987 . After The young athlete realized her, the parser follows the principle of minimal attachment and adopts the object analysis, essentially because it requires the postulation of fewer nodes in a phrase structure tree than the sentential-complement analysis. Hence, it predicts effects of plausibility after potential versus exercises. After While the pilot was flying the, the parser follows the principle of late closure and adopts the object analysis, because it prefers to incorporate the new noun phrase into the subordinate clause rather than begin a new clause. Hence, it predicts effects of plausibility after plane versus horse. In both cases, the object analysis is infrequent; but the parser's initial decision pays no attention to frequency (indeed, it ignores subcategorization preferences entirely). Other restricted, serial accounts predict that the parser initially adopts the object analysis in both types of sentence and are therefore also compatible with our findings. Frazier (1979) argued that the parser obeys minimal attachment because the analysis compatible with minimal attachment requires fewer computational steps than alternatives. The different analyses compete in a race, and the minimal attachment analysis wins. This account suggests that minimal attachment exists because of the limitations of the parser; it cannot access other sources of information during initial processing, even if those sources of information in fact meant that the parser obtained an analysis that would prove more useful ultimately.
Informativity. Our data suggest that people do not base their initial parsing decisions on frequency-based estimates of likelihood for an analysis alone. The parser does not simply select the analysis compatible with the most frequent subcategorization frame of the verb; nor does it select the analysis that the reader would produce on the basis of all available contextual information.
The data are, as noted above, consistent with some restricted serial accounts. However, the findings of Trueswell et al. (1993) and Garnsey et al. (1997) indicate that frequency information is employed during early stages of processing. Our results point against strict likelihood models, but they do not rule out other kinds of probabilistic accounts. One way of reconciling our results with those of Trueswell et al. and Garnsey et al. is to claim that frequency plays a role during initial processing, but its impact is not sufficiently strong that the processor simply always favors the most frequent analysis. Indeed, a serial account that uses frequency as the dominant decision mechanism is not supported by our findings.
We now sketch an alternative account in which the parser does pay attention to frequency information but is not exclusively guided by it. Instead, we suggest that the parser may be guided by a principle that we call informativity (Chater, Crocker, & Pickering, 1998; Crocker, Pickering, & Chater, 1999) .
Let us assume that the parser is designed to operate as accurately and effectively as possible so as to allow the reader to reach the correct analysis for the sentence as quickly as possible. This is of course only an assumption, but similar assumptions have been exploited in various areas of cognitive psychology and beyond (e.g., Anderson, 1991; Legge, Klitz, & Tjan, 1997; Oaksford & Chater, 1994; cf. Marr, 1982) . If so, it would seem strange to ignore potentially useful information, such as frequency. Indeed, it might appear sensible to be guided entirely by frequency in order to reduce the need for reanalysis to a minimum.
But in fact there are good reasons to assume that such a parser might allow other factors to affect its choice of analysis. The vast majority of local ambiguities cause little processing difficulty (e.g., the complement-clause ambiguity: see Pritchett, 1992; Sturt, Pickering, & Crocker, 1999) . In many cases, the processor must initially favor the wrong analysis, without causing any marked difficulty. So the parser need not simply be guided by a desire to reduce reanalysis as much as possible. In contrast, some reanalyses are clearly harder than others (Sturt et al., 1999) . One aspect of this is that reanalysis is in general likely to be easier if the parser has been misled for a short than a long time. Experimental evidence in general supports this, though length is not the only determinant of difficulty (Ferreira & Henderson, 1991; Frazier & Rayner, 1982; Sturt et al., 1999; Warner & Glass, 1987) . This suggests that an efficient parser need not always adopt the most likely analysis immediately: It may be better to favor a somewhat less likely analysis that can be abandoned quickly and straightforwardly over a somewhat more likely analysis that cannot be abandoned without great processing difficulty.
On this basis, we propose that it may be preferable to favor what we call a testable analysis. Informally, a testable analysis is one for which the parser is likely to receive good evidence quickly (e.g., on the next constituent) about whether the analysis is likely to be correct or not. Consider (1a) and (1b): (1a). The young athlete realized her potential one day might make her a world-class sprinter. (1b). The young athlete realized her exercises one day might make her a world-class sprinter.
If the parser adopts the object analysis after The young athlete realized or The young athlete realized her, it is likely to encounter a noun that provides good evidence about whether it was correct or not. If it encounters potential [as in (3a)], dreams, or ambitions, then the object analysis is very likely (e.g., because realized her potential would have occurred frequently on the object analysis). In this case, the parser will retain the object analysis. If it encounters exercises [as in (3b)], house, or in fact almost any other word, then the object analysis is effectively impossible. In this case, the parser is able to abandon the object analysis and adopt the sentential-complement analysis with confidence. In either case, the parser immediately encounters fairly reliable information about the object analysis. Hence the object analysis is highly testable.
But if the parser adopts the sentential-complement analysis, then the noun that it encounters will not provide good evidence about whether the analysis is correct or not. Almost any noun is possible after The young athlete realized her on the sentential-complement analysis. So it would not know whether to retain the analysis or abandon it after encountering potential or exercises, and it would have no reason to treat potential and exercises differently. Hence this analysis is not highly testable. The parser would presumably retain the sentential-complement analysis, and would be right more often than not, because this analysis is most likely. But if the object analysis were correct, it would have no evidence for this until eventual syntactic disambiguation, and so, by choosing the sentential-complement analysis, it would be led a long way up the garden path. Similar arguments hold for the intransitive analysis in Experiment 3.
For other ambiguities, the advantages of choosing a testable analysis may be more substantial. Consider the following hypothetical case. The parser has to choose between Analysis A, correct 40% of the time, and Analysis B, correct 60% of the time. Analysis A is completely testable, so that the parser knows by the next noun (say) whether Analysis A is correct or not. Analysis B is untestable, so that no further information becomes available to indicate whether the right choice has been made or not (as Analysis A is not computed and interpreted). If the parser selects Analysis B, it will be right 60% of the time and will never reanalyze. If it selects Analysis A, it will be right 100% of the time: 40% of the time immediately, 60% of the time after rapid revision. Assuming reanalysis is straightfoward in this case, adopting Analysis A initially is clearly the more efficient strategy.
We do not propose that the parser should ignore likelihood entirely. Instead, we hypothesize that it pays attention to both likelihood and testability. On this assumption, the favored analysis is the most informative analysis: one that is both fairly likely and fairly testable. We use the term "informative" because the most informative analysis denotes the analysis that the following material will provide most evidence or information about whether it is likely to be correct. 1 We therefore argue that the sentence processor will have a preference to build testable analyses over nontestable ones, except where the testable analysis is highly unlikely. The result will be a greater number of easy misanalyses (induced by less probable but more testable analyses) and a smaller number of difficult misanalyses (induced by more probable but less testable analyses). The result will be that the ultimately correct analysis will usually be obtained quickly, either initially or after rapid reanalysis. However, it would not be optimal to favor testable analyses without any regard to frequency, and some balance between the two influences should be struck.
We refer to the principle which balances likelihood with testability as the principle of informativity: In other words, at a point of local ambiguity, the processor should favor the syntactic analysis (s i ) which maximizes its informativity (I). This is a function of the prior probability (P) of an analysis and its testability (T). Crocker et al. (1999) present a particular characterization of this function (for background, see Chater et al., 1998) . The prior probability of an analysis is simply its likelihood at that point in the sentence. Crocker et al. argue that testability be instantiated by a measure called specificity (S), which reflects the extent to which a particular analysis constrains (i.e., predicts) what words will be encountered next and can be estimated from a corpus. The fewer words that are permitted, the more specific the analysis, and hence the more informative the words (i.e., the evidence) will be in evaluating whether the foregrounded analysis is correct. They then present a rational analysis, which derives the following function for I:
In other words, they claim that specificity and prior probability should be multiplied to achieve the optimal function.
This model makes a range of clear predictions based on prior probability and specificity. Strictly speaking, we can only make these predictions for the processing of an individual sentence after we have determined both the priors and the specificity for that sentence. There are a number of ways to approximate these values. In the case of the ambiguities considered in this article we suggest that the priors and specificity will be principally determined by properties of the verb. We can obtain estimates of priors for verbs (say) by determining how often the verb is used in one construction or another, ideally with reference to the person who is processing the sentence. More rough approximations can be obtained from corpora or from completion studies. Obtaining estimates of specificity values is somewhat harder because of the need to estimate the range of words that can occur on a particular analysis. In other words, for priors were merely need word occurrences on a particular analysis, whereas for specificity we need word co-occurrences. This rapidly leads to a sparse data problem, even for large corpora. From corpora or completion studies, we can obtain a sample of sentences using a particular verb on a particular analysis and see how much variability there is in the words employed.
However, the predictions for a considerable proportion of locally ambiguous sentences can be made on the basis of a single reasonable assumption. This is that the specificity between a pair of words or constituents that share a direct dependency will be much greater than the specificity between words or constituents that do not share such a dependency. For example, in verbinitial languages, the specificity that a verb places on one of its postverbal arguments will normally be relatively high (e.g., because the verb places selectional restrictions on the argument). In contrast, the specificity that a verb places on a postverbal phrase that is not one of its arguments will be relatively low, since these two elements will normally place few restrictions on each other.
Such a situation occurs in both of the local ambiguities considered in this article. For instance, realized places far more constraints on the following noun phrase on the object analysis than it does on the sentential-complement analysis [see (1)]; and was flying places far more constraints on the following noun phrase on the object analysis than it does on the intransitive analysis [see (3)]. This difference in specificity is likely to be very considerable and will outweigh the difference in priors. Thus, the object analysis will be the more informative analysis in both types of sentence. Such a situation will, we suggest, occur with most sentential complement-preference and intransitive-preference verbs. However, it may be possible for the prior preference for these analyses to be so vast that the difference in testability could be outweighed (as may happen with verbs like sneezed that only occur transitively in very restricted circumstances and thus very infrequently; see Mitchell, 1987) . But in general, there will be a strong initial preference for an analysis that allows a dependency to be formed over one that does not.
The primary purpose of the informativity model is to provide an abstract characterization of how the parser should behave. A separate question is how such behavior is realized by the human language-processing mechanism. The strongest hypothesis would be that the parser attempts a faithful implementation of informativity and actually computes the informativity values in a word-by-word manner. It is equally possible, however, that the parser uses heuristic strategies which approximate to informativity, thereby yielding similar behavior for the majority of the utterances people encounter. For example, the general predictions of specificity might be realized as simple heuristics (e.g., pre-fer argument attachment to modifier attachment). A further possibility is a hybrid account in which people combine probabilistic estimates of likelihood with heuristic strategies like argument attachment. Such a hybrid approach could exploit information stored at the lexical level (e.g., concerning the relative frequency of possible subcategorization frames for individual verbs and possibly the specificity of these alternatives). Storing more complex probabilistic information, for instance associated with partial syntactic structures, would be much more complex, as it would entail computing frequencies for structures that are presumably constructed during processing and are not stored.
Our experiments tested the predictions of the serial-lexical-guidance and serial-likelihood accounts and showed that neither was compatible with the results of three eye-tracking experiments. Instead, the processor appeared to favor less frequent analyses over more frequent ones. Such evidence would traditionally be used to support restricted, two-stage parsing models. In this final section, we have presented an alternative account of these findings. We suggest that the processor obeys the principle of informativity, under which initial selection of analyses is dependent both on how frequent an analysis is and how testable it is.
APPENDIX
The noun before the shill (/) was used in the version of the item containing the plausible object analysis, whereas the noun after the shill was used in the version of the item containing the implausible object analysis. Note that some nouns occur twice, but repeats never occurred in an item list. Regions are indicated by "͉" marks. The final "͉" in each item also indicates the line break.
Experiment 1 items 1. The young athlete realized her ͉ potential/exercises ͉ one day ͉ might ͉ make her ͉ a world-class sprinter.
2. The doctor admitted the ͉ patient/surgery ͉ one day ͉ would ͉ be forgotten ͉ by the staff.
3. The teacher hinted the ͉ solution/appendix ͉ sometimes ͉ could ͉ be found in ͉ the back of the book.
4. The bank admitted the ͉ mistake/weather ͉ sooner or later ͉ would ͉ cause a lot ͉ of trouble.
5. The investor realized a ͉ profit/banker ͉ apparently ͉ would ͉ save the ͉ company from going broke.
6. The witness admitted the ͉ truth/sound ͉ in time ͉ would ͉ make the victim ͉ angry.
7. The judge decided the ͉ issue/crook ͉ in time ͉ would ͉ confuse the ͉ jurors.
8. The slacker pretended the ͉ illness/surgery ͉ somehow ͉ caused ͉ his ͉ absence.
9. The butler admitted the ͉ visitor/candles ͉ apparently ͉ distressed ͉ the ͉ duchess tremendously.
10. The lecturer hinted the ͉ solution/building ͉ clearly ͉ would ͉ confuse the ͉ architecture students.
11. The instructor implied the ͉ answer/doctor ͉ sooner or later ͉ would ͉ open up ͉ new lines of research.
12. The murderer admitted his ͉ guilt/knife ͉ one day ͉ was ͉ uncovered by ͉ the police.
13. The tutor hinted the ͉ answer/spider ͉ clearly ͉ would ͉ amaze the ͉ students.
14. The jury decided the ͉ verdict/sheriff ͉ apparently ͉ would ͉ satisfy people's ͉ demand for justice.
15. The young man realized his ͉ goals/shoes ͉ somehow ͉ would ͉ be far out of ͉ reach.
16. The pub owner admitted the ͉ punters/matches ͉ sometimes ͉ bored ͉ him ͉ senseless.
Experiment 2 items THE YOUNG EXECUTIVE
The young man thought about his current goals as he packed his shoes in the luggage compartment of the bus. The young man realized his goals/shoes somehow would be far out of reach. But he struggled on anyway.
THE YOUNG SPRINTER
The girl did a series of strenuous exercises every day before she reached her full potential. The young athlete realized her potential/exercises one day might make her a world-class sprinter. She dreamt about winning a gold medal in the Olympic Games.
AT THE MERCHANT BANK The banker studied the company's books in detail trying to figure out how it could make a profit. The investor realized a profit/banker apparently would save the company from going broke. He felt certain that the company's fortunes would take a turn for the better.
AT THE HOSPITAL The wise old doctor wondered whether the experimental surgery would help the new patient. The doctor admitted the patient/surgery one day would be forgotten by the staff. They had all been working extremely hard.
ON TRIAL FOR BLACKMAIL The witness thought she knew the truth and the sound coming from the tape player convinced her even more. The witness admitted the truth/sound in time would make the victim angry. The crime had shocked the entire community. DOWN AT THE OLD BAILEY Without being prompted, the crook raised the issue that made the old judge scramble for his law books. The judge decided the issue/crook in time would confuse the jurors. They might never uncover the truth.
ANOTHER CASE SOLVED The sheriff hoped that the jury would announce the verdict before the crowd outside got out of hand. The jury decided the verdict/sheriff apparently would satisfy people's demand for justice. The crowd grew larger as the trial dragged on.
AVOIDING WORK Jeff thought that the shirker had made up the whole story about his illness and surgery that he needed. The slacker pretended the illness/surgery somehow caused his absence. He had been fired from his last four jobs.
AT THE ARCHITECTURE COLLEGE The old lecturer knew that the students could not design the building properly until they came up with the solution to the central support problem. The lecturer hinted the solution/ building clearly would confuse the architecture students. They were having a very hard time mastering the subject material.
LEARNING ABOUT GENETICS
The instructor told the students that the doctor had found the answer to the most serious problem in genetics. The instructor implied the answer/doctor sooner or later would open up new lines of research. New treatments for inherited diseases would be just around the corner.
DOWN AT THE BANK One of the accountants discovered a mistake that the bank made predicting how the weather would affect the crops. The bank admitted the mistake/weather sooner or later would cause a lot of trouble. A lot of people were likely to lose a lot of money.
IN THE PALACE
The duke insisted that every candle in the palace be lit because the visitor wanted to stay up very late. The butler admitted the visitor/candles apparently distressed the duchess tremendously. She had been under a lot of stress lately.
AT THE PUB Every Saturday afternoon, dozens of punters would pack the pub to watch the matches on television. The pub owner admitted the punters/matches sometimes bored him senseless. He tried to distract himself with thoughts of his upcoming holidays.
DONE FOR MURDER
When the newspaper wrote that a knife had been recovered, the murderer knew that his guilt would be proven. The murderer admitted his guilt/knife one day was uncovered by the police. However, he never showed any remorse for what he had done.
IN BIOLOGY CLASS
The tutor had to tell the students all about the spider before they figured out the answer to the question about its feeding habits. The tutor hinted the answer/spider clearly would amaze the students. He always believed that students learned more when the teacher was enthusiastic.
THE MATHS TEXTBOOKS
The teacher said that the appendix appeared in one edition of our textbooks and that we might check the solution. The teacher hinted the solution/appendix sometimes could be found in the back of the book. The students learned a lot more when they were able to check their answers.
Experiment 3 items 26. While the athlete was running the ͉ race/baby ͉ that we saw produced ͉ an ͉ enthusiastic response.
