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A class of projection methods, differing from the classical projection methods, 
is studied for the equation y = f + Ky, where K is a compact linear operator 
in a Banach space E, and f E E. In these methods K is approximated by a finite- 
rank operator K, , which is constructed with the aid of certain projection 
operators, and which satisfies K,- 9 = Kz for all z belonging to a chosen sub- 
space U, C E. Under certain conditions, it is shown that the convergence of the 
approximate solution is faster than that of any classical projection method based 
on the subspace lJ, . In an example, U,, is taken to consist of piecewise constant 
functions, and the projections are so chosen that the method becomes equivalent 
to a single iteration of a classical method, the collocation method; in this case the 
error (in the supremum norm) is 0( 1 in”), compared with 0( 1 /n) for the colloca- 
tion method. 
1. INTRODUCTION 
We consider in this paper a class of projection methods for the approximate 
solution of the second-kind equation 
y ==ft Ky, 
wheref and y belong to a Banach space E, and K is a compact linear operator in 
E. It is assumed that 1 is not an eigenvalue of K, in which case a unique solution 
y exists for any f E E. 
An important example of such an equation is the integral equation 
u(t) =f(t) + Jb &, s) Y(S) ds, --co<a<t<b<m, (14 
a 
considered either in the Banach space C[a, b] of continuous functions with norm 
(1.3) 
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or in the Hilbert space U[a, b] of square-integrable functions with norm 
11 ‘u /I2 = (z), .)1’2 = (ib” 1 v(t)/2 dty2. (1.4) 
From the Arzela-Ascoli theorem, the integral operator in (1.2) is compact in 
C[a, b] if, for example, 
and 
lim sup 
I 
b 1 k(t, s) - K(T, s)I ds = 0. 
a-10 lt-T1Q a 
Similarly, the integral operator is compact in p[a, b] if 
b 
is 
b 1 k(t, s)12 dt ds < co. 
a a 
The projection methods to be developed in this paper are Banach space 
extensions of a recently developed class of degenerate-kernel methods in 
Hilbert space [6, 4, 51, in which the operator K is approximated by a certain 
special kind of finite-rank operator K, . In the previous work K, was defined in 
terms of the Hilbert space concept of inner product. Here, instead, it is expressed 
in terms of the Banach space concept of projection operator (a projection being a 
linear operator Ii’ with the property 172 = n). 
It is useful to contrast the methods to be developed in this paper with the 
classical projection methods [l , 2, 31, which include the Galerkin, Petrov- 
Galerkin and collocation methods. In the classical methods, described abstractly, 
one chooses a sequence {U,} of subspaces of E, and also a sequence of projections 
{II%}, such that the range of 17, is U, . The exact equation (1.1) is then appro- 
ximated by 
z, = Cf + KG, , 2, E u, . (1.5) 
The approximate solution z, , which of course lies in U, , converges to the 
exact solution y if II, satisfies certain conditions [2] (most simply, if 17,~ + x 
for all x E E). The generality of the above prescription arises from the many 
possible ways of choosing the projections II,. For example, the Galerkin 
(or Bubnov-Galerkin) method is obtained if E is the Hilbert space D[a, b] 
and IT, is an orthogonal projection, whereas the collocation method is obtained 
if E is the space C[a, b] and 17, is an interpolatory projection. 
In the present methods one again chooses a sequence of subspaces {U,}, but 
the approximate equation, instead of (1.5), is now 
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where K, is an operator whose range is KU,, [whereas the range of the corres- 
ponding operator Lr,K in (1.5) is in U,J, and which has a crucial exactness 
property, namely 
K,z = Kz for all z E O;, . 
The operators K,, are constructed in terms of certain projection operators, in a 
way to be described in the following two sections. As in the classical projection 
method, the projections can be chosen in various ways, leading to many different 
practical variants of the method. 
The approximate solution yrl described in the previous paragraph has a 
certain striking advantage over the approximate solution z, from any classical 
projection method: given any fixed choice of the subspaces {U,}, and given 
that K, satisfies certain conditions to be stated in the following section, then 
I! y - Yn II G Bn Ii Y - z, !I, (1.7) 
where ,Bn -+ 0. In words, the error from the present method approaches zero 
faster than the error from any classical projection method. This result is proved 
in the following section. It is followed in Section 3 by a general construction for 
K, , in terms of certain projection operators, that guarantees the fast convergence 
property (1.7). 
The formalism is first used in a Hilbert space setting, in Section 5, to derive 
concisely the principal degenerate-kernel methods of [6, 51. 
In the final section the formalism is used with projections that are inter- 
polatory rather than orthogonal, to obtain a quite different method, which may 
perhaps be of some practical interest. The method is closely related to the 
collocation method [l, 21 for a particular space U, (of piecewise constant func- 
tions), and a particular choice of collocation points. However, it is a method of 
higher order than the collocation method: under suitable conditions, the error 
(in the supremum norm (1.3)) is 0( l/n”), compared to 0(1/n) for the collocation 
method. 
2. THE GENERAL METHOD 
For each n > 1 a finite-dimensional subspace U, C E is chosen, as above, and 
the exact equation (1.1) is approximated by 
y,=fi-Knyn, (2.1) 
where K,, is a compact linear operator in E, with the properties 
(a) K,z = Ka for all z E U,; and either 
(b) l/K- K,II--+O as n-co; or 
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(b’) jl(K - K,) K, /j -+ 0, together with Ij K, jl < m < co, where m is a 
number independent of n, and SUP~+~) ,11211-1 Il(K - K,) x // --f 0, where E,(y) 
is the space spanned by U, and y. 
The particular method of constructing K, so that it has these properties is 
described in the following section. If the property (b) holds, then obviously (b’) 
also holds. Nevertheless, it is convenient to retain the property (b) explicitly, 
both because it is conceptually simpler than (b’), and also because if (b) holds 
then the results that are obtained are uniform in y. If, on the other hand, it is 
necessary to use the weaker condition (b’) ( as is the case, for example, in Section 
6), then the unknown exact solution y enters the statement of the condition. 
In spite of this, the condition (b’) is not at all impractical, since if y satisfies the 
integral equation (1.2), then it usually follows from the equation itself that y has 
certain analytic features, and indeed is typically a rather smooth function. It 
may well be the case that enough is known in this way, without y itself being 
known, to ensure that property (b’) is satisfied. 
Since Il(K - K,) K, Ij -+ 0, for n sufficiently large we can assume that 
IlW - KJ K II < IV -‘Kr, I, ’ 
where I denotes the identity operator. It then follows [l, p. 94, Theorem 31, 
since K, is compact, that the inverse (I - K&l exists as a bounded linear 
operator in E. Moreover, 
1 + IV - W II II Kn II 
li(’ - Kn)-1 ‘I ’ 1 - [I(1 - K)-l 11 lj(K - K,) K, /j ’ (2.2) 
so that it follows, from the corresponding property of the norms I/ K, /j , that the 
norms ]\(I - K&-l /] are uniformly bounded. 
Since (I - K&l exists, it follows, for 71 sufficiently large, that Eq. (2.1) has 
the unique solution 
yn = (I - K,)-lf. 
Similarly, the solution of the exact equation (1 .l) is 
Hence 
y = (I - K)-lf. 
y - y,, = (I - K&l [(I - K,) - (Z - K)] (I - K)-lf 
= (I - K&l (K - K,) y. 
It follows immediately that 
(2.3) 
II Y - in II < li(Z - GP II IIW - K,J Y II 3 (2.4) 
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the second factor of which converges to zero by property (b’), since y E E,(y). 
Hence it follows from (2.4) and (2.2) that 
ilY-Y&+0 as n-co. 
A more useful error bound can now be obtained by using property (a). With 
the aid of (a) we can write 
w - Kz) Y = (K - KJ (Y - %)> 
where z, is an arbitrary element of U, . Then (2.3) becomes 
Y -YYn = (I - KY (K - Kn) (Y - %), 
giving 
where 
It then follows from the uniform boundedness of 11(1- K&r 11 and from 
property (b’) that ,& -+ 0. If also the property (b) holds, then (2.6) can be 
replaced by a weaker bound, 
(2.7) 
the right hand side of which still converges to zero, but which is independent 
of y. 
Since z, in (2.5) is an arbitrary element of U, , the following result follows 
immediately: 
THEOREM 1. If K, is a compact linear operator in E satisfying (a) and either 
(b) or (b’) above, then 
Ily-yYnli<Bn inf IIY--~!I, 
wun 
where ,&-fO as n+ co. 
The theorem implies that if n is sufficiently large, the error 11 y - yn Ij is less 
than the least possible error that can be achieved with an approximate solution 
Z,E u,. 
We now turn to the method of constructing K, . 
3. CONSTRUCTION OF K, 
We assume that the compact operator K is factorized into a product of two 
bounded linear operators B and A, 
K=BA, (3.1) 
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at least one of which is compact. (Note that at least two such factorizations are 
always possible, since either B or A may be taken to be the identity operator I, 
and the other taken to be K. If K is positive and symmetric, another possible 
factorization is B = A = K1/2.) 
The approximate operator K, is then taken to be of the form 
K, =Br,A, (3.2) 
where the operator r, is a projection satisfying the following conditions: 
(i) r, is a projection (not necessarily bounded), with domain D1 AE, 
and range AU,; and either 
(ii) // A - r,A /I + 0 as n -+ co; or 
(ii’) il(B - Br,) ABr,A jl ---f 0 as n + cc, together with 11 Br,A /I < 
m < co for some m independent of 12, and ~up,,~,(~),,,~,,=i l/(B- Br,) Ax ]I+ 0, 
where E,(J)) is the space spanned by U,, and y. 
It is useful to observe that condition (ii) cannot be satisfied unless A is com- 
pact, since condition (ii) implies that the bounded operator A is the uniform limit 
of a sequence of finite-rank operators, and hence is compact [l , p. 231. It is also 
useful to observe that condition (ii’) is certainly satisfied if 
sup Il(B - Br,) w II + 0. (3.3) 
urEAE.~~w[~=l 
The above conditions do not, in general, determine r, uniquely. Indeed, we 
shall see later that there is considerable freedom in the choice of r, , and hence 
considerable flexibility in the method. 
Since K - K, = B(A - r,A), if condition (ii) is satisfied then obviously 
I/ K - K,, /I + 0, i.e. K, has the property (b) (and hence also the property (b’)) 
of the previous section. If condition (ii’) is satisfied then K, obviously has the 
property (b’). In either case K, is consequently a bounded operator of finite rank, 
and hence [l , p. 231 is a compact operator in E. 
To show that K, also has the property (a) of the previous section, observe that 
because r, is a projection operator with range AU, , it satisfies 
Hence 
rnAz = Az for all z E U, . (3.4) 
K,z=Br,,Az=BAz=Kz for all x E U, , 
which is the property (a). 
Thus the conditions (i) and (ii) (or (ii’)) above ensure that K, is a compact 
operator with the properties (a) and (b) (or (b’)) of the previous section. The 
following result then follows immediately from Theorem 1. 
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THEOREM 2. lf K, = BT,A, where T, satisfies condition (i) and either (ii) or 
(ii’), and where B and A are as in (3.1) then 
where &-+O as n--t co. 
The formal development of the method is now complete. In summary, one has 
to choose a sequence of subspaces {U,} and decide on a factorization K = BA, 
and for each n define a projection r, , with range AU, , in such a way that 
condition (i) and either (ii) or (ii’) are satisfied. 
A practical difficulty that can arise is that given a definition of r, , it may be 
difficult to decide if condition (ii) or (ii’) is satisfied. In the former case, what is 
needed is an effective way of testing for 11 A - r,A \I--+ 0. In the latter case, 
it is sometimes useful to be able to test similarly for j/ C - r,C II--+ 0, where C is 
a compact operator other than A. We therefore develop below some convenient 
ways of testing for Ij C - r,C II-+ 0, which are of particular relevance to the 
present application. Other standard tests for 11 C - r,,C j! -+ 0 are available 
in the literature [3, Section 15.51. 
4. SUFFICIENT CONDITIONS FOR 11 C-F,Clj-+O 
In this section we assume that C is a compact linear operator in the Banach 
space E, and that r, is a projection (not necessarily bounded) with a domain D 
which includes CE. The principal results obtained in this section (Theorems 4 
and 5) are for the special case in which C = A and the range of r, is izU, , 
thus these results are sufficiency conditions for condition (ii) of the previous 
section, i.e. I/ A - r,A /j -+ 0, assuming A to be compact. 
Initially, however, C is allowed to be any compact operator whose range CE 
is in the domain of r, . We shall assume for the present that r, is a bounded 
operator, in which case the domain can be extended, if necessary, so that it 
includes the whole of ?%, where ?% denotes the closure of CE. The following 
theorem is a slight modification of a well known result [3, p. 2121. 
THEOREM 3. Let the projections r, be bounded operators in a domain D which 
includes ?%, where C is a compact linear operator in E. If !j x - I’,x /I --+ 0 as 
n ---f co for all x E FE, then 
;lC--r,Cii+O as n+ co. 
Proof. Since r, is a bounded operator from the closed subspace ?!% into the 
space E, and since /I x - r,x // -+ 0 for all x E m, it follows from the principle 
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of uniform boundedness [I, p. 181 that there exists M < 00, with M independent 
of n, such that 
sup 11 r,x// GM. 
rsE.llq=I 
Now suppose the contrary, that 11 C - J’,C 11 H 0. Then there must exist 
E > 0, a subsequence {ni} of the natural numbers, and a sequence {wi} C E, 
// wi 1 = 1, such that 
ll(c - rnic) wi II >, E7 i), 1. 
Since C is compact, the sequence (Cw,} has a convergent subsequence, and we 
may assume Cw, -+ x E ??i?. Then for all i 3 1 we have 
E < ll(I - rni) (Cwi - x + x)ll 
< (1 + M) II cw, - x II + II x - r?Qx II > 
both terms of which converge to zero, thus giving a contradiction. Q.E.D. 
We now turn to the special case C = A, i.e. we seek sufficient conditions for 
11 A - r,.4 !I --f 0, assuming that A is compact. Theorem 3 can of course be 
applied to this case, but often it is not easy to establish directly the property 
that is needed, i.e. jl x - I’,x /I + 0 for all x E AE. [It should be borne in mind 
that if ,4 is compact the space AU, onto which r, projects will not normally 
be one of the familiar spaces, such as the space of polynomials of degree < 71, 
even if such a choice has been made for U, itself.] More useful may be Theorem 4 
below, in which the only test required for the I’, is that of uniform boundedness. 
In this theorem it is assumed that the sequence of subspaces {U,} is ultimately 
dense [3, p. 2011 in E, i.e. if x is any element of E then 
inf /I x - x 1~ 3 0 
ZErJ, 
as n-+cO. (4.1) 
Many familiar sequences of subspaces possess this property. For example, the 
polynomials of degree less than or equal to n, and also the piecewise-linear 
continuous functions with n - 1 equally spaced knots, are both ultimately 
dense in both L2[a, b] and C[a, 61. 
THEOREM 4. Let the projections r, be bounded operators in a domain D which 
includes AE, and let the range of r, be AU, , where A is a compact linear operator 
in E, and (U,) is an ultimately dense sequence of subspaces of E. If there exists a 
number M independent of n such that 
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then 
Proof We shall prove that ,I I - r,L~ 1) ---f 0 for all x E a, and then invoke - 
Theorem 3. Given x E AE and E > 0, it follows from the definition of AE that 
there exists w E E such that 
Hence 
Now, since the sequence {U,} is ultimately dense in E, there exists a sequence 
hz>, % E un > such that j/ w - a, !I ---f 0. Furthermore, since AZ, is in AU, , 
which is the range of the projection r, , it follows that r,Az, = AZ, . Hence 
/(I - r,) Aw I’ = I;(1 - T,) (Aw - Azn)l~ 
ST (1 + M) II A II II w - z, Ii 
< & if n is sufficiently large. 
It then follows from (4.2) that 1~ x - r,x ,I + 0. In turn, Theorem 4 follows 
immediately from Theorem 3. Q.E.D. 
It may happen in a particular application that the projections rll are not 
uniformly bounded in the sense of Theorem 4, even perhaps not bounded at all. 
In this situation the next result, Theorem 5, may be useful, the point being that 
even if the projections r, are not uniformly bounded (or not even bounded) in 
the sense of Theorem 4, they may nevertheless become so in the sense of 
Theorem 5. 
In the following theorem, the operator A is temporarily considered not as an 
operator from E to E, but rather as an operator from E to another Banach space F 
continuously imbedded in E, i.e. F C E setwise, and there exists c > 0 such that 
II x I’E < c I/ x llF , XGF, (4.3) 
with c independent of X. (Example: C[a, b] is continuously imbedded in 
L%, 4.1 
THEOREM 5. Let A be a compact linear operator,from the Banach space E to the 
Banach space F, where F is continuously imbedded in E. Let r, be a projection whose - 
domain D C F contains AE, where AE is the closure of iZE in the space F, and whose 
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range is AUm , wtie (lJ,J is an ultimately dense sequence of subspaces of E. If there 
exists a number M independent of n such that 
then 
where 
(4.4 
The proof is a fairly straightforward generalization of that for Theorem 4, 
the first step being to prove that /j x - r,x lIE -+ 0 for all x E a. The details are 
omitted here. 
If the domain of I’, is the whole of F, a sufficient condition for the uniform 
boundedness property (4.4) to hold is that there exists a number M’ independent 
of n such that 
I~ r, 11~ G w 
where 11 r,, (IF is the norm of r, in the space F, 
(4.5) 
iI r, IIF = sup Ii r,n: lb. 
2~F,I12IIp=l 
This follows immediately from the continuous imbedding property (4.3). 
To illustrate the possible role of Theorem 5, let us suppose E to be the space 
L2[a, b] and F to be the space C[a, b], and suppose A to be a compact linear 
operator from L2[a, b] to C[a, b]. Moreover, let us choose the sequence {U,} 
to be ultimately dense in L2[a, b] but not contained in C[a, b]-for example, U, 
might be the space of piecewise constant functions with possible discontinuities 
at n - 1 points equally spaced between a and b. Then in order to establish that 
liA-Tr,AI)+ 0 in the L2 sense (where r, is a projection with the appropriate 
domain, and with range AU,), it is sufficient to show, according to Theorem 5 
and Eq. (4.5), that the projections r, are uniformly bounded operators in the 
space C[a, b]. [Indeed, even less than this is needed if Theorem 5 is used directly, 
i.e. with (4.4) instead of (4.5).] It may well be the case that the projections r, 
are uniformly bounded in the space C[a, b], yet are not bounded in the space 
L2[a, b]-this is the case, for example, with certain interpolatory projections. 
In this event Theorem 4 cannot be used to prove that I( A - r,A // - 0 in the 
L2 sense, whereas Theorem 5 may succeed. 
5. HILBERT SPACE EXAMPLES 
In this section E is taken to be a separable Hilbert space. Moreover, it is 
assumed that the sequence of subspaces {U,} is ultimately dense in E, and that 
U, has dimension n. 
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We shall show briefly that several previously proposed degenerate-kernel 
methods [6, 51 can be obtained as special cases of the general method described 
in Sections 2 and 3, through special choices of -4, B and r, in the equations 
K = BA and K, = Br,A. The equations which have to be solved in practice 
for the various cases are indicated at the end of this section. 
(a) d = I, B =z K, r, = P, , where P, is the orthogonal projection 
onto U, . Then K, = KP, , and the method can be shown to be equivalent to 
the degenerate-kernel method I of [6]. Th e condition (i) in Section 3 is obviously 
satisfied, and so also is condition (ii’), since the sufficient condition (3.3) becomes 
[/ K - KP, 11 + 0, which follows from Theorem 3 on noting that Ij K - KP,, !I = 
I/ K* - P,K* /I, where K*, the adjoint of K, is a compact operator. Thus the fast 
convergence property expressed by Theorem 2 applies, with ,& satisfying (2.7). 
(b) A = K, B = I, r, = 2, , where 2, is the orthogonal projection onto 
KU,. Then K, = Z,K, and the method is equivalent to the third of the 
methods considered in [5]. Condition (i) of Section 3 is satisfied, and so this 
time is condition (ii), since ;I A - T,A 1; = 1’ K - Z,K 1~ , which converges to 
zero by virtue of Theorem 4. (Note that as 2, is an orthogonal projection it has 
norm /I Z,lI = 1, hence the uniform boundedness condition in Theorem 4 is 
trivially satisfied.) Thus Theorem 2 is again applicable, with fin satisfying (2.7). 
(c) If the compact operator K is positive and symmetric, so that there 
exists a positive symmetric and compact square root Kl/2, we may take A = 
B = KW and r = 1 where I’, is the orthogonal projection onto K1i2Un . 
Then K n = K1!lYnK1i,’ and the method can be shown to be equivalent to the 
second of the methods of [6, 51. The conditions (i) and (ii) of Section 3 are 
satisfied, since /I A - r,A Ij = ~1 K1/2 - I’,Kl/z Ii , which converges to zero by 
virtue of Theorem 4; hence Theorem 2 again applies. [It may be remarked that 
there is no need to construct the operator K1jz in practice, since the identity 
(ZP/au, K1i2u) = (u, Ku) is available.] 
Methods (a)-(c) in Practice 
If (U1 )..., u,} is a basis for lJn , and if we suppose for simplicity that K does 
not have zero as an eigenvalue, then each of the above choices (a)-(c) leads to 
an approximate operator K, of the form 
Knx = i Ku,D,(vj , x), s E E, 
i.j=l 
(5.1) 
where zli is given by uj , K*Ku, and Ku, for choices (a), (b) and (c) respectively, 
and where the n x n matrix D is given by (D-l)ji = (uj , uJ, .j, i = l,..., 12. 
Equation (5.1) is the general form of the degenerate-kernel approximation pro- 
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posed in [6]. With K, given by (5. l), the solution of the equation y,, = f + K, y,, 
is easily seen to be 
yn=f+iaiKui, 
2=1 
(5.2) 
where the coefficients ai satisfy 
il [cvj , ui) - (uj , Kui)] ai = (q ,f h i = 1- n. (5.3) 
These are the equations to be solved in practice. 
6. A METHOD BASED ON INTERPOLATORY PROJECTIONS 
In this section, in contrast to the preceding one, the projections are taken to be 
interpolatory, rather than orthogonal. The method that results is simpler than 
any of the Hilbert space methods of the preceding section, and is possibly of 
some practical interest. 
The space U, is chosen to consist of piecewise constant functions, with 
possible discontinuities at the 12 - 1 points equally spaced between a and b. 
The method to be developed is closely related to the collocation method for this 
particular space, and can indeed be obtained from the collocation method by a 
single iteration. But whereas the error in the collocation method (in the supre- 
mum norm) is 0(1/n), in the present method, under suitable conditions, it is 
0(1/q. 
In the present method, the factorization K = BA introduced in Section 3 is 
achieved by choosing B = K, A = I. Then the approximate operator K, 
defined by (3.2) b ecomes K, = KT,, , where r,, is a projection (which we take 
to be interpolator-y) whose range is U, . 
The space E must be chosen so that for each n it contains the subspace U, of 
piecewise constant functions, yet must also be chosen so that the interpolatory 
projections I’, are well defined. We choose E to be Z[a, b], which is a Banach 
space with the supremum norm (1.3) defined as follows: Z[a, b] is the closure 
(in the supremum norm) of the space of piecewise continuous functions on [a, b] 
which satisfy 
(6.1) 
It can be shown that the property (6.1) extends to every element x E Z[u, b]. 
409/69/1-7 
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The kernel K(t, s) is assumed to be continuous on [a, b] x [a, b], and moreover 
to satisfy 
Ih(t,s)--(t,s’)l~M,s-s’j, t, s, s’ E [a, bl, (6.4 
where M is independent of t, s, s’. We also assme that the exact solution y is 
continuously differentiable on [a, b], with the derivative satisfying a Lipschitz 
condition 
I Y’(S) - YW G WY) I s - s’ I , s, s’ E [a, b]. (6.3) 
(It commonly happens in studying a particular integral equation that the 
smoothness conditions assumed here for y can be deduced directly from the 
integral equation.) From the assumed continuity of k(t, s), it follows that the 
integral operator K maps bounded sets in Z[a, b] into bounded equicontinuous 
sets in C[a, b] C Z[a, b], hence from the Arzela-Ascoli theorem it follows that K 
is a compact linear operator in Z[a, b]. 
Specifically, let us take the interval [a, b] to be [0, 11, and take U, to be the 
space spanned by {ur ,..., u,}, where ui (which depends also on n) is defined for 
l<i,(nby 
u&) = 1 (i - 1)/n < t < i/?z, 
=o t < (i - 1)/n, and i/n < t, 
(6.4) 
together with values at the discontinuities in conformity with (6.1), i.e. 
Ui((i - 1)/n) = 1 i= 1, 
=$ 2<i<n, 
q(i/n) = & l<i<n--1, 
zzz 1 i = n. 
The interpolation points ti are taken to be the midpoints of each sub-interval, 
ti = (2i - 1)/(2n), i = I,..., n. (6.5) 
(The importance of choosing the midpoints for the interpolation points will 
become apparent later.) Then if x is any element of Z[O, 11, r’,x is the particular 
linear combination of ur ,..., u, that agrees with x at t = ti , 1 < i < n; since 
ui(tj) = 6,, , we have 
r,x = i X(Q) ui , x E qo, 11. (6.6) 
i=l 
Obviously the supremum norm of r,x is 
with equality if x E 77, , from which it follows that /I r, I\ = 1. 
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Before considering the questions related to convergence, let us first discuss 
practical aspects of the method. Since K, = KFn , it is easily seen that the 
solution of the approximate equation y,, = f + Knyn is 
Y,=f+ia,Ku,, 
i=l 
(6.7) 
where the coefficients ai = yn(ti) satisfy 
f [h - Kui(tj)] ai = f (ti), j = l,..., n. (6.8) 
i=l 
These equations are the ones which have to be dealt with in practice. Obviously 
the main task is to evaluate the integrals Kq(t) in (6.7) and (6.8), given explicitly 
by 
Ku&) = j”” k(t, s) ds. (6.9) 
(i-din 
In practical problems these integrals will often have to be evaluated numerically, 
but the task is eased by the fact that the integration region consists merely of an 
interval of length l/n. 
It is interesting to compare yla with the corresponding collocation approxima- 
tion z, , which is the solution of the equation [l, p. 541 z, = I’,f + .T’,Kz, , 
with l-‘,, again given by (6.6). The solution is 
n 
z, = C aiui , 
i=l 
(6.10) 
with coefficients ai which (provided Eq. (6.8) h as a unique solution) are the same 
as in (6.7). It follows that 
44) = YrL(~J~ j = I,..., n, (6.11) 
thus the methods agree at the interpolation points ti . They differ considerably, 
however, at other points in the interval, since z, is a piecewise constant function, 
whereas yla is at least continuous. 
The collocation error /I y - z, 11 (in the supremum norm) is in general 
0(1/n), whereas we shall show below that the error 11 y - yn 11 is O(l/n2). 
As the collocation method with piecewise constant basis functions has 
been applied in practice to very complex problems, including two-dimensional 
problems over curved surfaces [7], the potential benefit to be gained from using 
yn instead of a, is considerable. Of course, there is an extra cost incurred in 
taking the approximate solution to be yn rather than z, , in that it may be 
necessary to evaluate many numerical integrals of the form (6.9). However, if one 
is prepared to accept just the values of m(t) at the collocation points t = tj , 
j = I,..., n, then there is clearly no extra cost at all, since as noted already we 
have yn(ti) = an(tj). 
98 SLOAN, NOUSSAIR, AND BURN 
The results can also be expressed directly in terms of the collocation solution 
2,: according to the arguments in this section, the maximum error in zn(t) 
at any collocation point tj is of order 0( 1 /n2), whereas the error at an arbitrary 
point is O(1 /n). This property of superconvergence at the collocation points 
depends critically, as we shall see, on the collocation points being chosen at the 
midpoints of the respective sub-intervals. 
We now prove that yn has the fast convergence property expressed by Theo- 
rem 2, and that in fact /j y - yn I/ is 0(1/n”). First, we note that if x E C[O, I], 
then from (6.6) and (6.4) it follows that 
ilx-r,x(1= sup sup I X(4 - &)I < w(x, l/n), 
l(i<n te[(i-l)ln,iln] 
where 
w(x, 6) = sup ] X(S) - x(t)] 
1t--s1<_6 
is the modulus of continuity, which converges to zero as 6 - 0 because 
x E CIO, 11. Thus 11 x - r,x Ij -+ 0 if x E CIO, 11. Since the range of K is con- 
tained in the closed space C[O, 11, it then follows from Theorem 3 that 
]/ K - J’,K II--+ 0. Since B = K, A = I and I/ r, 11 = 1, it follows in turn that 
II@ - Br,,) ABr,A II = II K(K - r,K) I’, Ii 
<(lKll~IK-rJ+o as n --f co, 
and also 
II BrnA II = II Km /I < II Kll . 
Thus the first two parts of the condition (ii’) in Theorem 2 are satisfied. Since 
the condition (i) is certainly satisfied, it remains only to establish the last part of 
condition (ii’). 
To this end, let us first examine ll(K - KT’,) y I/ = ll(K - K,) y (( . It follows 
from (6.6) and (6.9) that 
&y(t) = gl s,;:,,. W,4dsy(ti), t E Lo, 11, (6.12) 
which it is natural to regard as a simple product-integration rule for approxi- 
mating the integral 
Ky(t) = f’ R(t, s) y(s) ds. 
JO 
On subtracting (6.12) from (6.13) we obtain 
KY(t) - Knr(t) = It j-c;zj!n W, s) [Y(S) - rW ds. (6.14) 
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The two factors in the integrand in (6.14) can be written as 
qt, s) = k(4 h) + [k(t, s) - w, 4.)1, 
y(s) - y(G) = y’(G) (s - b) + [YVi) - Y’(G)1 (s - h)l 
where ti is a number between s and ti . Then the contribution to (6.14) from the 
product of the respective leading terms vanishes, because 
s iln fi-l),n Cs - ti) ds = O* 
It is at this point that the choice of ti to be at the mid-point of the ith sub- 
interval is crucial. Because of the consequent elimination of the leading term, 
the product-integration rule (6.12) b ecomes of higher order than it would 
otherwise be, and in particular becomes of higher order than the interpolation 
formula (6.6). (The same property is of course seen in the mid-point integration 
rule for ordinary numerical quadrature.) 
Specifically, it follows from (6.14) with the aid of the bounds (6.2) and (6.3), 
that 
where 
Since t is an arbitrary point in [0, 1] we have 
(6.15) 
To establish the last part of condition (ii’), it is now necessary to show that 
sup ll(K - K,) x j/ + 0 as n-+ 00, 
GE”(r),llzll=l 
where E,,(y) is the space spanned by y and U,, . If y is a constant function, then 
(K - K,) x = 0 for all x E E,(y), and the condition is trivially satisfied. On 
the other hand, ify is not a constant function, then the general element x E E,(y), 
with II x I/ = 1, can be written (except for the trivial case x E U,, , which implies 
(K - K,) x = 0) as 
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where , 01 / = 1. A lower bound on the denominator is given by 
where 
II Y - % II > 49/(24, %E u, 7 
d(Y) = )$fj r(t) - gy] y(t). 
(6.16) 
(The bound (6.16) f o 11 ows from the observation that there is at least one sub- 
interval [(i - 1)/n, i/n], 1 < i < rz, over which the maximum and minimum 
values of the continuous function y differ by at least d(y)/n. Since x, E Lrn is 
constant over the open sub-interval, the least upper bound of /y(t) - zn(t)l 
over such a sub-interval is at least one half of d( y)/n.) 
It then follows from (6.15) and (6.16), if y is not a constant function, that 
d IIW - KJ Y II 2@(Y) 
< WY) + MD(Y) 
\ 
~WY) ’ 
which converges to zero as n + 00. Thus the last part of condition (ii’) is 
satisfied, and the fast convergence property Theorem 2 holds. Moreover, the 
quantity pn (given by Eq. (2.6)) is 0( I in), h ence it follows from Theorem 2 that 
II Y - Yn II = Wln2). 
As a numerical example, we consider the integral equation 
r(t) = t2 + J1 k(t, S)Y(S) ds, o<t<1, (6.17) 
0 
with 
k(t, s) = 4t(2 - s), O<t<s<l, 
= 4s(2 - t), O<s<t<l. 
The exact solution is readily obtainable from the equivalent boundary value 
problem y”(t) + 8y(t) = 2, with y(0) = 0, y(l) + y’(l) = 3. 
The norm of the integral operator in (6.17) (in the space Z[O, 11) is 
/! KIi = Max 
s 
’ I k(t, s)I ds = 2.25, 
E[O,l] 0 
thus jj K // is not at all small in this example. 
The results for 1z = 3 are shown in Figure 1. The piecewise constant curve 
is the collocation approximation z, , for the basis functions (6.4) and the colloca- 
tion points (6.5). The other approximate curve is yn , the approximate solution 
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FIG. 1. Approximate solutions for the case n = 3. The piecewise constant curve is 
the collocation solution z, . The other approximate curve is yn, the solution by the 
projection method described in this section, which involves the same coefficients as z,, . 
(See Eqs. (6.7), (6.8) and (6.10).) 
TABLE I 
Error Norms 
11 i/Y - &llm IIY - Ynlb 
2 .59 .12 
3 .45 .043 
4 .35 .023 
8 .17 .0057 
16 .089 .0014 
developed in the present section. Obviously yn is much the better approximation. 
Most striking, perhaps, is its overall qualitative superiority: yn is qualitatively 
correct, whereas the piecewise constant curve considered on its own conveys 
little idea of the nature of the exact solution. 
The behaviour of the error norms (in the supremum sense) as a function of 12 
is shown in Table I. It is apparent that yn is more accurate than z, even for 
n = 2, and that yn converges much faster than z, as n increases; indeed, to a 
good approximation // y - yn 11 is proportional to l/n2 (except for the smallest 
values of n), and /I y - z, I/ proportional to l/n. This behaviour is of course 
consistent with the theoretical bounds established above. 
Since the approximate solution yn in this section is simply the first iteration 
of the collocation approximation z, , i.e. yn = f + Kz, , the question arises as to 
whether collocation methods based on functions other than the piecewise constant 
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functions are also improved by iteration. That the question is a complex one is 
apparent from the following negative result: the collocation method based on 
continuous, piecewise-linear functions, with equally spaced knots, and with the 
collocation points at the knots (as in example (A) in [2]), is not in general impro- 
ved by iteration, since a simple example can be constructed with the property 
that 11~ - yn Ii 3 i:y - z, 11 > 0 for all n. Thus the results for interpolatory 
projections are less clearcut than those for orthogonal projections (see Section 
5(a)). In compensation, however, the methods based on interpolatory projections 
are easier to use in practice. 
The practical value of the particular interpolatory projection method deve- 
loped in this section, based on piecewise constant functions, is likely to be felt 
mainly when the method is extended to integral equations in two or more 
variables. For in such cases the collocation method with piecewise constant basis 
functions is on the one hand inviting in its simplicity, and often used in practice 
(see [7]), yet on the other hand is likely to be unacceptably slow in its conver- 
gence. 
In the case of two-dimensional integral equations, the collocation method with 
piecewise constant basis functions requires that the two-dimensional region be 
divided into sub-regions, often with complicated geometry, over each of which 
the collocation solution z, is taken to be constant. In order to retain the property 
of fast convergence of y,, compared to z, (or what is equivalent, the property of 
superconvergence at the collocation points), one should choose the sub-regions 
so that the diameter of the largest sub-region tends to zero, and also so that the 
centroid of each sub-region (in the parameter space) lies in its interior. The 
collocation point for each sub-region should then be chosen at the centroid. 
(This result was obtained by I. G. Graham.) 
Finally, we remark that the particular projection method studied in this 
section, and also its O(l/n2) rate of convergence, could have been obtained in a 
different way, through the product-integration generalization of the Nystrijm 
method. The product-integration method, and its relation to the collocation 
method, are discussed in [I, pp. 123-1251, and illustrated there with an example 
based on piecewise fourth-degree polynomials. 
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