Equational problems anddisunification  by Comon, Hubert & Lescanne, Pierre
J. Symbolic Computation (1989) 7, 371-425 
Equational Problems and 
Disunification 
HUBERT COMON 
LIFIA, INPG, 46 avenue F~lix Viallet 
38031 Grenoble Cedez, France 
AND 
PIERRE LESCANNE 
CRIN, CNRS and INRIA-Lorraine, Campus Scientifique 
BP 239, 54506 Vandoeuvre-les-Nancy, France 
Roughly speaking, an equational problem is a first order formula whose only predicate 
symbol is =. We propose some rules for the transformation f equational problems and 
study their correctness in various models. Then, we give completeness results with respect 
to some "simple" problems called solved forms. Such completeness results till hold when 
adding some control which moreover ensures termination. The termination proofs are 
given for a "weak" control and thus hold for the (large) class of algorithms obtained by 
restricting the scope of the rules. Finally, it must be noted that a by-product of our 
method is a decision procedure for the validity in the Herbrand Universe of any first 
order formula with the only predicate symbol =. 
1. In t roduct ion  
I.I CONTENTS OF  THE PAPER 
I t  is well known that  (first order) unification can be expressed as a 
t ransformat ion  of equations systems (e.g. Kirchner 1985, Kirchner 1986, 
Co lmerauer  1984, Lassez, Maher  & Marr iott  1986, Gall ier & Snyder 1987). 
This presentat ion i deed clearly separates inference and control. Then,  de- 
pend ing  on the problems we are faced to, it is possible to choose the most  
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efficient control. 
A first extension of equations ystems has been investigated for the se- 
mantic definition of PI~OLOG II (Golmerauer 1984). Indeed, A. Colmer- 
auer introduced "disequations" which are expressions t ~ tq He shows in 
(Colmerauer 198r that some transformations may be performed on equa- 
tions and disequations ystems in such a way that ~irreducible" systems 
(called solved forms in this paper) have at least one solution in the algebra 
of rational trees. Such an approach is also developed in (Lassez, Maher & 
Marriott 1986) where the fundamental mechanisms are demonstrated. 
On the other hand, some systems of disequations, called complement 
problems, are used (often in an implicit way) in many situations. For in- 
stance in learning from counter-examples (Lassez & Marriott 1987), in pat- 
tern matching for functional languages (Laville 1987, Schnoebelen 1988). Fi- 
nally, such problems are used for solving a classical problem of term rewrit- 
ing system theory, namely the sufficient completeness (Gut tag& Homing 
1978) (or, more generally, the inductive reducibility property (Jouannaud 
& Kounalis 1986)), a natural statement of which is by a set of disequations 
(Lazrek, Lescanne & Thiel 1986, Comon 1986, Thiel 1984, Comon I988b, 
Kucherov 1988). Complement problems are systems of disequations, but 
they have the particularity that some of the variables are universally quan- 
tified. 
The first aim of this paper is to unify all these previous works into a 
same framework: equational problems. Therefore, equational problems will 
contain equations, disequations, conjunctions and disjunctions, as wei1 as 
quantified variables 1. A similar approach was already used in Kirchner & 
Lescanne (1987). Also, such systems with quantified variables are studied 
in Lassez, Maher & Marriott (1986) and Maher (1988). 
Fiaally, unification in equational theories has been studied in many pa- 
pers (see Siekmann 1984), and disequations ystems in equational theories 
have been recently studied by Bfirckert (1988b). That is the reason why 
our definitions and rules (section 2 and 3) consider solutions in equational 
theories or in the algebra of rational trees. 
1Of course, unification problems are equational problems (no quantified variables, no 
disequations and no disjunctions) but, similarly, word problems are equational problems 
(all the variables are universally quantified). 
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The second aim of this paper is to provide transformation rules which 
preserve the set of solutions of an equational problem. Therefore, we pro- 
pose in section 3 a set of rules and study their correctness in the general 
framework of equational theories. This set of rules (which completes the 
set given in Kirchner & Lescanne (1987)) is the basis of all further trans- 
formations. It will be used together with different controls, depending on 
the solved forms we are interested in. In this section, we don't care about 
termination issues since this will be done separately in section 5. 
In section 4, the notion of solved form is introduced. Such a concept 
was already used by C. Kirchner in the framework of unification problems 
(Kirchner 1985). In the unification case, for example, solved forms may 
either define a most general unifier (replacements have been performed) or 
insure the existence of a solution without giving it explicitly. This distinc- 
tion is very important, for example in logic programming, since effective 
full replacements may be very expensive w.r.t, both space and time while 
there is generally no need to provide the explicit solutions until the stack of 
goals is empty. Completeness results of the set of rules given in section 3 are 
then provided, with respect o various solved forms (the case of equational 
theories is no longer considered). 
In section 5, we are interested in termination issues. Thus, we study 
the rules of section 3, with some additional control and prove termination 
results, for solutions in the "Herbrand Universe" T(F). This is the main 
(new) result of the paper. The control we give is "as free as possible": it 
is possible to obtain, for example, Robinson's unification algorithm (Robin- 
son 1965), Martelli and Montanari's algorithm (Mart elli & Montanari 1982), 
Colmerauer's algorithm (Colmerauer 1984) by refining our control. In this 
sense, our termination proof is "generic". Indeed, any specialization of the 
control cannot fail to terminate. A given class of solved forms, called deft- 
nitions with constraint8 insure the existence of a solution in the Herbrand 
Universe. Similar results are given in the case of infinite trees. As a corol- 
lary, it can be derived that the validity in the Herbrand Universe, of a first 
order formula containing only the "=" predicate symbol is decidable. This 
result has been proved (independently) by M.J. Maher (Maher 1988). 
1.2 COMPARISON WITH RELATED WORK 
Problems containing equalities and disequallties with parameters have 
already been studied. Kirchner and Lescanae (1987) were already cited. 
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They introduced equational problems but no completeness result was given. 
Also, a particular case of equational problem was studied in Lassez, Maher 
& Marriott (1986). In the latter paper, it is shown that some equational 
problems cannot be reduced to unification problems. This is given as a 
consequence of the results in Lassez & Marriott (1987). Actually, two very 
recent works tackle similar problems (systems of equations and disequa- 
tions), but use a quite different approach. H.J. Biirckert (Biirckert 1988b) 
addresses the problem of solving equations and disequations in equational 
theories. Roughly speaking, he shows that in any theory in which it is 
possible to represent the solutions of a set of equations by a finite set of 
substitutions, it is also possible to represent the set of solutions of a sys- 
tem containing equations and disequations by a finite set of "substitutions 
with exceptions". This approach is very different from ours, since, although 
the more general framework of equational theories is considered, systems of 
equations and disequations are not as general as equational problems. More- 
over, the method is quite different. Indeed, turning a unification algorithm 
into a "disunification" algorithm leads to other solved forms. These solved 
forms are used by H.J. BSrckert for improving AC-unification, but proba- 
bly cannot be used for solving the above mentioned sufficient completeness 
problem. 
Finally, MJ. Maher in his paper (Maher 1988) studies first order formu- 
lae containing the only predicate symbol =. Essentially, he solves the same 
probIem we study in this paper. His motivations (and therefore his point 
of view) are different. Indeed, we try in this paper to give a generaliza- 
tion of well-known unification algorithms. Thus, we don't use unification 
algorithms but rather generalize them. Also, as discussed above, we try 
to minimize the control in order to cover most of the known (and future) 
algorithms. On the other hand, many similarities can be found. The reader 
is referred to Maher (1988) for more details. 
As outlined above, section 2 will be devoted to the framework, section 3 
to the transformation rules, section 4 to solved forms and section 5 contains 
the main results of the paper: the termination of the transformations. 
2. Equat iona l  Prob lems:  Syntax  and Semant ics  
In this section, we describe what an equational problem is. Roughly 
speaking, this is a problem that contains equations and disequations be- 
tween two terms. Let us recall first some basic notations. 
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2.1 BAS IC  NOTATIONS 
S - {~, . . .}  will denote a finite set of symbols called sorts. F = 
{f, g . . .}  is a set 2 of functions symbols together with an arity function z 
which maps F into S +, the non empty words constructed on the vocabulary 
S. We write f : ~ x ... x ~ --~ s_ instead of ~-(f) = s_l.., s_,~8. 
An (S,F)-algebra (or simply an F-algebra) A is a familly of sets -A~_, 
for each 8_ E S and e~ familly of mappings fx for each f E F such that, if 
f : / i  • ... s_~ ---, s, then fx  is a mapping from A~t • ...  • A n into .A m. The 
set .As_ is called the carrier of s_ in -A. 
Given a set of sorted variables X, T(F, X) is the flee F-algebra over the 
sets of generators X. (See e.g. Huet & Oppen 1980 for more details). The 
elements of T(F,X) are c~lied terms. T(F,O) is also denoted T(F). We 
assume in the following that T(F) contains at least one term of each sort. 
Its elements are called ground terms. 
The sort of a term t is noted sort(t). When the carrier of 8oft(t) in 
T(F) is infinite (resp. finite) we say that t is sort-unrestricted (resp. sort- 
restricted). 
Classically, terms can also be viewed as finite trees. We don't  recall the 
complete definition of a tree. Let us just note that a (finite, labeled) tree 
t is a (finite) prefix-closed set of sequences of integers called posit ions (or 
occurrences) and denoted by Pos(t) together with a mapping f rom this set 
of positions into F U X (the set of labels). Some more conditions, related 
to the arity of the symbols in F U X are required in order to get a "well 
formed" tree. In particular, a node labeled by a variable cannot have any 
sons. The symbol at position p in a tree t is classically denoted by t(p) 
whereas the subterm at position p is denoted by t/p. I fp  E Pos(t) and u is 
a term t[p e-- u] is the tree obtained by replacing t/p by u in t. The  size of 
a position is its length as a sequence. The empty sequence is denoted by e. 
In order to avoid confusions, we use the symbol = to denote the syn- 
tactic equality between terms. Finally, given any expression e, Var(e) will 
denote the set of variables occurring in e. 
Let A be an F-algebra. An -A-substitution a is a F -morph ism from 
T(F,  X0) into A, where X0 is a finite subset of X called the domain of c~ and 
2F will be assumed to be finite throughout this paper. The case where F is infinite is 
studied in Lassez, Maher & Marriott (1986) and Maher (1988). it seems to be simpler. 
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denoted by Dora(or) 3. The value of c~ on t is written to. An .A-substitution 
is uniquely defined by its domain and the values it takes on its domain. 
When A = T(F,  X) ,  a T(ff, X)-subst i tut ion cr is canonically extended to 
T(F, X )  by adding the relations xcr -- x for every x E X - Dora(or). A 
subst i tut ion a is away from X0 C X if both Dom(cr) and or(Dora(or)) do 
not share any variable with X0. When .4 = T(F) ,  a T(F)-substi~utlon ~s 
called a ground substitution (or, more simply, a substitution, if there is no 
ambiguity).  
In order to meaningfully compose A-substitutions when A does not 
contain X ,  we have to give some more definitions. Let r and ~ be two 
.A-substitutions. Then a0, whlch is not the composition of substitutions a
and 8, denotes the .A-substitution defined by: 
,, Dom(crO) = Dom(~) 0 Dora(O) 
9 If x e Dorn(cr), then x(o-O) -----~t x~r 
9 If x e Dorn(e) and x • Dom(~),  then x(crO) =.,t xO 
It must be noted that this operation is associative, that is cr(6p) -- (~r0)p 
(which will be also denoted, as usually, by aOp). 
When ~r and 0 are two T(F,X)-substitutions and if cr is away from 
Dom(t~), then ~ = Ooa (the usual composition of applications). In practice, 
we will always make such an assumption. Thus, there will be no confusion 
and we may use the notations (xcr)O or even xe0 instead of x(a0) 4. 
The  A-substitut ion ~r whose domain is Dom(cr) = {x l , . . . ,  z~} and such 
that  xia =A tl will be denoted by (xl *-- t l , . . .  ,x~ ~-- t~). Substitutions 
will either be (explicitly) denoted in this way or denoted by Greek letters 
or, O, p, . . . .  
We shall also make use of rational trees (see e.g. Huet  1976). The  
definition of an infinite tree is the same as for a finite one except that the 
set of positions may be infinite. Then, a rational tree is an infinite tree 
whose set of subtrees is finite. (Note that finite trees are rational too). 
The algebra of rational trees over F will be denoted by RT(F) .  - will 
also denote syntactic equality between rational trees. We shall use the well 
known characteristic property of rational trees (see e.g. Courcelle 1981). 
3This is not the standard efinition (as e.g. in Huet & Oppen 1980), but this allows 
substitutions inany F-algebra A, including the cases where .4 does not contain X 
4Note that xet0 is then defined even when ~r and 0 are A-substitutions and A does 
not contain X. 
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Theorem 1 (Huet  1976) 
Given a system xi = ti A . . .  A x~ = t~ , where x l , . . . , xn  E X are distinct 
variables and t l , . . . , tn  E T(F,  {xl, . . . ,x~}) are not variables, there exists 
a unique n-uple of rational trees r l , . . .  ,rn such that the RT(F)-subst i tut ion 
z = (xi *- r i , . . . ,  x~ +-- r~) satisfies Vi, xia ~ tier. 
2.2 EQUATIONAL PROBLEMS 
Def in i t ion  1 
An equation is an expression of the form s = t where s and t are terms of  
a same sort, or the symbol T.  A disequation is an expression of the form 
s =A t, or the symbol 2 .  
A trivial equation is either T or an equation of the form s = s. A trivial 
disequation is either _L or has the form s :~ s. s and t are called the members 
of the equation s = t (resp. the members of the disequation s # t). 
Def in i t ion 2 
A system is an equation, a disequation or an expression of the form Pi A 
. . .  A P,~ where P i , . . . ,  P,~ are systems or an expression P1 V ...  V P,~ where 
P i , .  . . ,  P~ are systems. I f  the system is reduced to 2 ,  it is said empty, i f  it 
is reduced to T ,  it is said full. 
Actually, we are not working on the strict syntactical structure of definitions 
1 and 2. Indeed, V, A are associative, commutative and idempotent, T is 
the identity of A and an absorbing element of V, 2 is is the identity of V 
and an absorbing element of A, V and A are distributive one with respect 
to the other and = and # are commutative, ... We are working modulo 
these properties that we often use in what follows without making any 
mention. However, in section 5 we shall use conjunctive normal forms, which 
are representatives of these classes uch that the only remaining relations 
between them are the associative and commutative axioms. 
Def in i t ion 3 
An equational problem is an expression of the form 
3Wl~. .  9 ~Wra,Vyl~.. .~yn : P 
where P is a system and wi,.. .~w,~,yi, . . .~y~ are distinct variables. 
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An equational problem is given together with a finite set 2" which contains 
the free var iables of the problem. 
Thus, the variables occurring in an equational problem may be divided 
into three (disjoint) sets: 
9 In the previous definition the variables y l , . . . ,  Y~ are called the pa- 
rameters of the problem. 
9 Wl,. . .w,~ are called the auxiliary unknowns of the problem. 
9 The variables of 27 are called the principal unknowns of the problem 
They are denoted by x~,. . . ,  xk and intuitively a solution assigns values 
to them. 
The parameters (resp. the auxiliary unknowns) are grouped in a set, which 
means we make no difference between Vy, y' and Yy', y, although sometimes 
we use V~'instead of Vyi, ..., y~. 
The parameters range over a domain of terms, which means that the 
set of equalities and disequalities will be satisfied by a solution whatever 
values are taken by the parameters. Given this viewpoint, one can see 
that a problem without parameter has no constraint on the solution. In 
what follows, we are going to adopt the following conventions, x, x', x~,... 
are principal unknowns, y, y', y~,.., are parameters and z, z', z~,.., are any 
variables. 
Let us give three examples. The first one is a natural exe~mple arising in 
sufficient completeness, the second shows a problem in an equational theory 
and the last one is built in order to exhibit in the following all the possible 
transformations. In these three examples, there are no auxiliary unknowns 
since such variables only arise naturally "during" the transformations. 
Example  1 
There are two sorts: bool (booleans) and nat (positive integers), F1 contains 
the ustlal boolean operators, the constructors 0,s for the sort nat and the 
equality eq which takes two positive integers and returns a boolean. The 
problem 
vy:  q(0, 4y)) # eq(  ,x2) ^ q(s(vt,0) # A eq(v, y) # eq(x ,x2). 
has no solution if and only if the following axioms completely define 5 eq. 
eq(O,s(y)) == false eq(s(y),O)== false eq(y,y)== true 
5The precise meaning of "complete definition" can be found in e.g. (Comon 1986). 
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Example  2 
Assume that there is only one sort and that F2 contains a constant 1 and 
an associative commutat ive operator + (which is used in infixed notation).  
The following problem: 
Yy: x+y~x'+l  
is an equational problem with parameter y and (principal) unknowns x, xq 
Example  3 
We use this example in the following in order to il lustrate the definitions 
and algorithms given in the paper. We assume that there is only one sort s_ 
and that 
F3-- f:s • 
Then P is defined as: 
In what follows (sections 2 and 3) .4 is supposed to be either the algebra 
of rat ional  trees RT(F)  s or a quotient algebra of T(F, X )  by a congruence 
=E 7. In all cases, A is an F-algebra. In order to avoid confusions, =A 
denotes the equality in -4. In many examples =s  will be either the syn- 
tact ic  equality, denoted - ,  which is the equality base4 on an empty set of 
equational  axioms or the congruence generated by the equational axioms of 
associativity and commutat iv i ty  and denoted =AV. In sections 4 and 5, .,4 
is assumed to be T(F) .  
We are now defining what we mean by a solution of a problem 7 ~. First, 
we have to say when a substitution a validates a system P. 
Def in i t ion  4 
An o4-substitution cr A-validates a system _P if 
* P is an equation t = u and tcr =A'uo" 
or  9 P is a disequation t ~ u and ta ~ ua 
6Actually, even RT(F) can be viewed as a quoLient algebra of T(F, RT(F)). There- 
fore, RT(F) can be viewed as a quotient algebra of some T(F, X 0. 
vWe write =E, having in mind that the congruence may be defined by a finite set of 
equational xioms E, but the finiteness hypothesis i  not necessary, until we use explicitly 
the axioms of E 
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or  ,, P~T 
or 9 P is of the form P1 A ... A P~ and ~r validates each P~ 
or 9 P is of the form P1 V ... v P~ and a validates one of the Pi 
Now we say what we mean by a solution of an equational problem. 
Def in i t ion  5 
Let ~ =_ 3wl , . . . ,wk ,  Yy l , . . . ,y~ : P be an equational problem and Z be a 
finite set of principal unknowns which contains the free variables of P. We 
say that a substitution a is a A-solution of the problem T ~ if 
1. ~ is an A-substitution away from {wl , . . . ,w~,y l , . . . , y~} whose do- 
main is :r 
2. there exists an A-substitution p away from Z U {Yl, . . . ,Yn} whose 
domain is {wl , . . .  ,wk} such that, for all A-substitution 0 away from 
:Z't2 {wz,. . . ,  Wk} whose domain is {y~,...,y,~}, Opa A-validates P. 
this corresponds to the intuitive notion: a solution assigns values to free 
variables of the problem in such a way that there exists an assignment to 
existentially quantified variables uch that the system is validated whatever 
values are taken by the parameters. The "away conditions" on the substitu- 
tions in this definition are obviously not necessary when A does not contain 
variables of X. 
If, in addition, the co-domain of ~r is required to be included in a seL 
of terms /3 C A, cr is called a solution in B. In the following, B is always 
assumed to contain at least one element of each sort. Notice that conditions 
on or, p and 0 make crpO = Opcr = .... When A can be easily inferred from 
the context, it will be omitted. 
Example  4 
Example 1 continued. 
A is T (F )  and 1" is the set of free variables {Xl ,  X2}. 
cr ~ (xl +'- 0, x2 ~ O) is not a solution of the equational problem since, 
for 0 --= (y ~-- 0), c~0 does not validate P. The substitution al =- (xz *-- 
s(s(0)), x2 ~ s(0)) is a solution of the problem since, for every substitution 
0 on y, each disequality is validated by c~0. 
Example  5 
Example 2 continued. 
,4 is the quotient algebra T(F) /  :AO. iT is the set of free variables {x, x'}. 
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(x ~ 1 + 1 + 1, x' ~ 1) is a solution of the problem, but (x ~ 1, x' ~ 1) 
is not a solution since, for (y ~-- 1) the two members become equal (modulo 
AC). 
Example  6 
Example 3 continued. 
(xl r  a, x2 ~ g(a), xa +-- a, x4 *-- g(a)) is a solution of 5 ~ 
In the following, we don't make any mention of the set Z which is always 
assumed to contain the free variables of the problem at hand. Z is indeed 
not relevant in the results given in this paper. 
3. T rans format ions  of Equat iona l  P rob lems 
Once equational problems have been introduced and once we have given 
a precise definition of what is a solution of such problems, a natural question 
that arises is how to compute these solutions. In this paper, we propose 
a method based on rules that transform a problem in another one with 
the same set of solutions, with the intention that the transformed problem 
be simpler. One may expect that the last problem eventually provides a 
straightforward expression of the solution. 
3.1 A SET OF RULES 
As equational problems form a (quotient) algebra, transformation rules 
may be viewed as (schemata of) sets of rewrite rules in this algebra. It 
would be boring to give more details. Simply note that the rules can be 
applied at an occurrence in a problem and that the rewriting is done modulo 
the boolean properties, ht practice, we will use boolean normal forms, but 
it is not yet necessary to precise them. 
When an equational problem :P can be transformed into a problem P '  
using the rule 7Z, we write P ---~n T ~'. 
In a first presentation, one is not concerned about termination issues. 
In other words, the set of rules which is provided may lead to infinite com- 
putations in some cases. To prevent such non termination some kind of 
control is usually required, which may make the rules harder to read and 
which is sometimes difficult to express. In this section, we only keep the 
control which is necessary for the soundness and the completeness of the 
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rules. Thus a rule will have three parts, a left-hand side, a right-hand side 
and a control part. In addition, to avoid complexity, we will use abbrevia- 
tions expecting that the reader will easily understand them. For instance, 
z stands for any variable, i.e., parameter or unknown and s, t, u, v, stand 
for any term. There are two sorts of rules, those that fully preserve the set 
of solutions, we use the symbol ~-* for them, and call them preserving and 
those that return an equational problem whose solutions are only a subset 
of the given problem, we use the symbol --  for them and call them globally 
preserving when instances of the same rule can be combined to preserve the 
set of solutions. For instance, a rule of the form 
is trivially sound, but should have a specific form, for instance this presented 
in figure 4, to be globally preserving. The rules are divided in three classes. 
In figure 1, we put rules that are soured and preserving for any A. They 
are called "non .A-sensitive rules", figure 2 contains ".A-sensitive" rules 
that are not sound in all ,4. figure 4 contains rules that are only globally 
preserving. Merging rules could be avoided, in general, by using replacement 
rules. But as in Martelli-Montanari algorithm (Martelli &: Montanari 1982) 
they decrease considerably the complexity of the algorithms. Similarly, 
trivial equations or disequations that are not reduced to variables are not 
absolutely necessary, since they could be implied by decompositions. 
The rules U and U'  as well as E are not standard in the unification 
community. (U1), (U=) allow to eliminate the parameters in disequations 
whereas (U3), (U4)eliminate the parameters in equations. In addition, the 
rule (Us) is devoted to the finite-sort case: when a parameter ranges over 
a finite domain, it is sufficient o replace it by all the possible values it 
can take. The rule (RT) is only available in rational trees; it is required 
since, in this case, it would be impossible to eliminate disequations such 
as x # f(x) using the rule (U2). Finally, the explosion rule is, roughly 
speaking, a "decomposition by case", where we mal~e an assumption on the 
top symbol of 8. In practice, it will only be used when s is a variable. Such 
a rule is also given in Maher (1988). 
3,2 SOUNDNESS 
The rules are sound, which means they do not introduce unexpected 
solutions. The preserving property means that no solution are lost by ap- 
plication of the rule. 
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El iminat ion of tr ivial equations and disequations: T 
(T1) t= t ~-+ T 
(g~) t # t ~ _L 
Replacement:  R 
(R1) z=thP  
(R2) zCtVP  
El iminat ion of Parameters:  EP 
z = tAP(z  ~ t) 
zCtVP(z  ~-t) 
(EP) Vy .y :P  H V~':P ifyf_Var(P) 
Merging: M 
(M1) s=tAs=u ~ s=tAt=u 
(M2) sCtVsCu H sCtVtCu  
(M3) s=ths#u ~ s=tAt r  
(M4) ~=tv~r  ~ t=~v~r  
Universal i ty of Parameters:  U
(u~) W:P^v#t  ~ J_ 
ify 6 
(u~) Vy :PA(y#tvR)  ~ Vy :PAR(y~- t )  
ify 6 ~7 
Cleaning :CR 
(CR1) ~w : P ~ P 
If w ~ Vat(P) 
(CR2) 3~,w:w=tAP  ~ 3~:P  
If w ~ Vat(P, ~) 
Figure 1: Preserving and non .A-sensitive rules for solving equational prob- 
lems 
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Clash :  C 
(CJ f (h , . . . , t , J=g(u l , . . . ,u~)  ~ 2. i f f#g  
(c j  f(t~,...,t,,) # 9(~, . . . ,~)  ~ T ifS r g 
Decompos i t ion :  D 
(D1) f (h , . . . , tm)  = f (u~, . . . ,u ,  0 
(D2) f (h , . . . , tm)  ~ f (u l , . . . ,u rn )  
Occur  Check :  0 
tl : Ul A . .. A tm "- um 
(O1) z - -  t ~ • i f zEVar ( t )  andz~ 
(O j  z#t  ~-+ T i f zeVar ( t )  andz~ 
Un iversa l i ty  o f  Parameters :  U '  
(tq) v f :P^z=t  ~ • 
If z ~ t and there exists y 6 Var(z : t) m ~" such that [T(F)~o,t(y)I ~ 2. 
If 
(U4) V~' ,PA(z t=u lV . . .Vz ,~=u,~VR)  ~-~ V~' ,PAR 
1. for each index i, zi is a variable and zl ~ ui, 
2. for each index i, zi "- ui contains at least one occurrence of a parameter, 
3, for each index i and any parameter y E Var(zi, ui), y is sort-unrestricted~ 
4. /~ does not contain any parameter. 
(Us) V~7 : P A Q ~ V~': P A Q(y ~- t l )  A . . .  A Q(y ~- t,~) 
If y is a parameter, of sort ~ y E Vat(Q) and A~---- {tz, . . . ,  ~n} 
Clean ing  Ru les  : CR '  
(CR3) ~:  (diVz1r Vz~y~u~)AP ~-e 3~:  _P 
If each d~ is a disjunction of equations and disequations, each z~ is a variable, each 
z~ :/: u~ is a non trivial disequation and there exists a variable w 6 ~fhVar(zl, ul)f ~ 
 9  N Var(zn, un) which does not occur in P and which is sort-unrestricted. 
F igure  2: Preserving and ,A-sensitive rules for solving equat ional  problems 
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E l iminat ion  of parameters  in the algebra of rat iona l  trees : RT  
(_aT) Vg: P A (yl r tl V . . .  V y~ # t~ v y~+l = t~+~ V ...  
Vy~+~=t~+~vd)  ,-, Yg: PAd  
If 
1. d is a disjunction of equations and disequations and d does not contain any 
parameter, 
2. yl, 9 9 yn are distinct parameters, 
3. Yn+l,...Yn+m are parameters ,  
4. every (Yi), n + 1 < i < n + m, in RT(F) is sort-unrestr icted,  
5. The sets {Yl...yn}, {Yn+l,...,Yn+m,~n+l,...,tn+m}, {tl,...tm} are dis- 
joint. 
Figure 3: Parameter elimination in Rational Trees 
Explos ion:  E 
(E )  V~7:P  ~ 3wz , . . .wv ,  Vg :PAs= f (w l , . . . ,wp)  
if {w l , . . . ,  Wp} r3 (Vat(P) U #'U I) -- 0, f fi F and s is a member  of an equat ion 
or a disequat ion of P and no parameter  occurs in s. 
E l iminat ion  of d is junct ions:  ED 
(ED) Vf:PA(PlVb)-  v :PaP1 
if Vat(P1) N ff = ~ ol. Vat(P2) Cl ~= 0 
Figure 4: Globally preserving rules for solving equational problems 
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In these definitions, a set 2" of principal unknowns is assumed. Theft the 
free variables of the problems which are considered are supposed to belong 
to Z. 
For every problem T ~ and every F-algebra ,4, S(T', ,4) is the set of `4- 
solutions of 9.  
Def in i t ion  6 
Let ,4 be an F-algebra (either RT(F) or a quotient algebra T(F ,X) /  =E). 
A rule ~ is "4-sound if, 
A rule T~ is ,4-preserving if, for every problems P and ~', 
7, - ,= g 
Def in i t ion  7 
A rule 7-~ is "4-globally preserving if given any problem 7), 
U 
"73i,7~...~.y.~"p i 
There are actually three kinds of results related to the rules and the 
definitions. 
P ropos i t ion  1 
The rules of figure 1 are A-sound and A-preserving for any algebra `4. 
The proof of this proposition can be found in appendix A. 
Soundness and preservation of the rules in figure 2 depend on which 
algebra A is considered. 
P ropos i t ion  2 
The rules of figure 2 (except for the RT rule) are A-sound and A-preserving 
in any subalgebra `4 of T(F, X). 
The rules of figure 2 (except for the 0 rules) are RT(F)-sound and RT(F)-  
preserving. 
Note that equational theories are not in the scope of proposition 2. 
The proof of the preserving property of the rule (U4) uses an interesting 
lamina that we stage here: 
Equational Problems and Disunification 387 
LernlVm 1 
Let P be a conjunction of non trivial disequations. Let A be a subset of 
T(F)  (rasp. A = RT(F))  that contains infinitely many ground terms (rasp. 
infinitely many rational trees) for each sort of a variable of t v. Then P has 
at least a solution in A. 
Both proofs of the lernma and the proposition are given in appendix B. 
P ropos i t ion  3 
The explosion rule E is A-sound and A-globally preserving when A is either 
T(F) ,  RT(F) or any quotient ofT(F). 
ED is A-sound and A-globally preserving for any A, 
The proof of this proposition is given in appendix C. 
3.3 WORKING ON BOOLEAN NORMAL FORMS 
The previous rules do not make assumptions on the form of the boolean 
expressions one works on. However, in actual situations, one does not ap- 
ply the rules modulo the boolean relations but rather uses boolean normal 
forms, applying a boolean normalization step before any other rule. In this 
paper, we choose to take conjunctive normal forms, in other words, each 
equational problem is reduced to a conjunction of disjunctions of normal 
forms before applying& rule. Our aim indeed is to get rid of disequa- 
tions first and rules with disjunctions are better suited for this purpose, 
and among them the elimination of parameters rules U play a central role, 
especially because universal quantifiers that are implicitly associated with 
parameters go better through conjunctions. On another hand, the ED rule 
eliminates internal disjunctions and so eventually the problems boil down 
to a disjunction of equations and disequations. The normalization of an ex- 
pression can disable a rule that was applicable before normalization. This 
problem is well known from people working on rewriting systems and the 
purpose of completion procedures is precisely to add new rules in order to 
avoid this. For instance, consider the rule 
(M3) s=tAs#u ~ s=tAt r  
It can be applied on (s = t A v :~ u) V (s = t A Q) but not on its conjunctive 
normal form s = t A (s # u V Q). This naturally suggests to introduce two 
new rules of the form 
 =tA(t= vQ) 
s=tA(s# ,vQ)   =tA(t# vQ) 
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Similarly, one may introduce a rule 
(R~) ( s=tVQ)  A(PVQ)  ~ (s=tVQ)  A(P (se - t )vQ) .  
In some sense, the relations between the rules (Ui) and (5/-2) on one h~nd 
and the rules (U3) and (U4) on the other hand are of the same vein. The 
difference is that they apply on the full equational problem. (U1) and (Us) 
apply on a problem without disjunction. 
We don't try to give a complete set of rules obtained in this way. And 
we don't need such a complete set of rules. Only some of them will be added 
and given in the figures 6,7,8, 9 and 10. They will be sufficient for proving 
the results of section 5. 
Of course, boolean rules are sound and preserving. Therefore, soundness 
and preservation of the rules obtained by interaction with boolean rules 
follow from propositions 1,2 and 3. 
4. Completeness  and Solved Forms 
A "good" set of rules is supposed to transform a problem in a new 
equivalent presentation, called a solved form because it is such that the 
solutions may be straightforwardly extracted from it. An interesting case, 
for instance, is when the problem is equivalent to a unification problem: 
in this case a good solved form, called here unification solved form is Xl = 
ti A . . .  Axm = tm where all the unknowns xl, . .  9 xm are distinct and do not 
occur in the ti's. Obviously, completeness results that prove that a solution 
is always reachable by the rules will depend on the kind of solved forms one 
considers. In this paper, we consider in addition to the unification solved 
forms, the parameterless olved forms and the definitions with constraints. 
In the following definition, an algebra A must be understood: we avoid the 
prefix r every time it does not matter. 
Def in i t ion  8 
A set S of rules for solving equational problems is complete w,r,t, a kind 
of solved forms E (which may be seen as a (syntactically.) given subset o] 
equational problems) if for each equational problem P there exists a family 
of problems Qi in E-solved forms such that the Qi's are obtained from 7 ) by 
applications of the rules in S and the union of the solutions of the ~ ~s is 
the set of the solutions of 7 ), 
Equational Problems and Disunifization 389 
One problem with the rules we have presented is that some of them can 
loop. This is the case for rules (R1), (R2) and (E), for example, that increase 
the size of the expressions. It is then necessary to restrict he application of 
the rules to prevent such bad situations. Actually we will see later that we 
can get more than completeness. Indeed it is possible, by adding control, to 
produce an algorithm which actually stops in any situation and associates 
with any equational problem a family of solved forms with the same set of 
solutions. So, in this section, we give no proof since stronger esults will be 
given later on. 
4.1 PARAMETERLESS SOLVED FORMS 
Def in i t ion  9 
A problem P is in parameterless olved form if it contains no V. 
One can show that some of the rules can be used to transform any equational 
problem in an equivalent family of problems that have globally the same 
set of solutions and that do not contain parameters. Before stating the 
theorem, let us look at an easy example. 
Example  7 
Consider the equational problem in T(F1), 
vy:  s(x) # ~(s(v)) 
By decomposition (D2) one gets 
vy :x  # ~(y). 
Then by explosion (E), one gets two problems 
vy :~ # s(y) A x = 0 (1) 
3z, v~:~ # s(y) A ~: = s(z) (2) 
(1) is equivalent to Vy: 0 # s(y) Ax =0 by (R1) and to x = 0 by (C~) and 
(EP) .  Similarly (2) reduces to the empty problem 2_. In both cases, the 
quantifier V has been eliminated. 
Proposi t ion 4 
When A = T(F), the rules T, M, EP, C, D, O, U, U '  
for parameterless olved forms. 
, E are complete 
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vy~, v=, ~,~: (v~ = =~ v .f(,~, =4, z.0 = 7(=1, =~., g(==))) 
~,  v~,  v=, ys : 7(=~, ~4, =4) = f(=~, ==, ~(~)) 
^ f(yl, yl, g(y2)) r f(g(y2), $1, $2) A ~1 # f(Yl, y2, Y3) 
~9~ v~,~=,u~: f(=~,=4,=4)=f(=~,==,~(=~)) 
^ (y~ 5s g(y2) v y~ ~ ~ v g(y2) 5 ~ x2) A =~ y~ f(y~, y2, y3) 
~v~ v~,  ~,  ~ : f(=~, =~, =4) = ~(~,  ==, ~(=,)) ^  (g(~=) # =~ v ~(~=) r ==) 
^ ~ # ~(~, ~,  ~)  (1) 
~--+B :lx~, Vyl., y.~, y3 : f (x l ,  x4, x4) --- f (x l ,  xu, g(x3)) A (g(y~) ~ =1 v g(y~) ~ x~) 
~.~,  ~,  vy~, y=, y3: .f(=~, =4, =~) = .f(=~, ==, a(=~)) ^  (a(~=) r =~ v ~(~,=) r =~) 
^ (.q(y2) r =~ v g(y~) # =~) ^  =~ = 9(=~) 
~M" 3=,,Vy~, y=, Y3 : f(=~, =~, =~) = .f(=~, =2, g(=~)) ^  (g(Y=) # g(=,) V g(v=) r =2) 
^ =1 = g(=5) 
~= ~=5, vy~, y2, y~ : .f(=~, =4, =4) = .f(=~, ==, g(=3)) 
^ (u~ # =5 v ~(y~) # =:) ^  =~ = g(=~) 
~v~ ~=~, vy~, y=, y~: .f(=~, =4, ~'~) = f ( ,~ ,  ==, g(=3)) ^  g(=5) r == ^  =~ = g(=5) 
~p 3=5 : f (=~,  =4, =,0 = f(=~, =~, 9'(=3)) ^  9(=~) r =2 ^  =~ = g(=5) 
Figure 5: A sequence of reductions for reaching parameterless solved forms 
The proof of this proposition will follow from theorem 3. It can be extended 
to the case A = RT(F). However, some more rules are then needed (for 
example RT)  and the occur clleck has to be removed. See appendix G for 
more details. 
Example  8 
We show in this example how the problem 7 p of Example 3 can be reduced 
using the rules quoted in proposition 4. (It is assumed that ~4 = T(F)). 
Actually, we  use the algorithm given in section 5 and produce a finite set 
of parameterless solved forn~g which is equivalent to ~. Figure 5 gives a 
sequence of reduction of the problems. 
Equational Problems and Disunification 391 
Since E is only globally preserving we have to look at the two other ways 
for transforming (1) by E. This gives the two solved forms: 
9 f (X l ,  X4, X4) = f (x l ,  z2 ,  g (x3) )  A X l  = a (corresponding to the case x l  = a) 
9 .1_ (corresponding to the case Xl = f(w, x6, x7)) 
These three problems have the same set of solutions than ~ and are in 
pararneterless solved form. 
4.2 DEFINIT IONS WITH CONSTRAINTS 
An acceptable solved form for equational problems containing disequa- 
tions is a presentation of the problem like 
xl =t l  A . . .Axm =tmAx 1 ~ ul A . . .AXp  5~ up 
with the restrictions given in the next definition. We call it a definition with 
constraints because the first part, made of equalities, describes or defines 
a generic substitution and the set of disequalities tells the constraints a
substitution has to satisfy in order to be accepted as a solution. Of course, 
the definition of such solved forms depends on whether we are working in a 
rational trees algebra or not. Indeed an equation x = f (x )  is a solved form 
in RT(F )  although it can be reduced to _l_ by the rules 0 in the case of 
finite trees. 
4.2.1 F IN ITB TREES 
We assume throughout this subsection that .4 is contained in T(F, X) .  
Def in i t ion  10 
A problem is a definition with constraints if it is either T, J_ or a conjunc- 
tion of equalities and disequalities 
I , , t  3wl, w~ : xl t~ A A xm tm A x 1 ~ ul A A 5~ up . , .~  ~" . . ,  = . . .  Xp 
wh i te  
1. all the unknowns Xl , . . . ,  Xm occur only once in the problem 
2. for every index i = 1,. . .  ,p, x~ is a sort-unrestricted variable distinct 
f rom u i . 
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Theorem 2 
Let^ C_ T (F ,X) .  Then, the rules T, M, EP,  C, D, O, U,  E, ED 
complete for the solved forms definitions with constraints. 
o;re 
This follows from theorem 4. 
Example  9 
We start from the solved form of figure 5 and get an equivalent problem 
which is & definition with constraints. 
3w:  f (x l ,a :4 ,  x4) -=- f(azl ,x~,g(X3)) A g(w) • z2 A ~1 = g(w) 
J. D1 
~T1 
~:  ~ = ~2 ^  ~ = g(~3)  ^  g (~)  # ~ n ~ = g(~)  
. [Ma  
D2 
4.2.2 RATIONAL TREES 
In this subsection, we will assume that .It = RT(F) .  A cycle of variables 
is a system xl - x2 A . . .  A x~-i  -- x~ Axn -- xl where n >_ 1 and x l , . . . , x~ 
are dist inct variables. 
Def in i t ion 11 
When .4 -- RT(F) ,  an equational problem is a definition with constraints 
if it is either T, _L or has the form 
! ! 
~wz, . . . ,wk  : x l  : t l  A . . .  A Xm -- tm Ax  1 ~ u l  A . . .A  x n ~ un 
where :  
1. the unknowns x l , . . . ,x ,~ are distinct 
2. there is no cycle of variables 
' is a sort-unrestricted variable distinct 3. for every index i = 1, . . . ,p ,  xi
I from ui. 
' . .  Un)~-O 4. {x~,. ,xm}n{x l ,  ,x~,ul, , 
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In the case of rational trees, a proposition similar to proposition 4 holds. 
However we only focus our attention on finite trees. See appendix G for an 
idea of the extension to this case. 
4.3 UNIF ICAT ION SOLVED FORMS 
Definit ion 12 
A Unification solved form is a definition with constraints which does not 
contain any disequation. 
Def in i t ion 13 
An equational problem :P is said to be equivalent to a unification prob- 
lem (we write EUP for short) if there is a finite set of equational problems 
Pl,. . . ,P,~ whose solutions (restricted to Var(P)) are those of P and which 
do not contain any disequations nor parameters. 
In order to reach unification problems, the CR rules are needed. (Note 
we have not yet used them). They "clean up" the problems, removing 
useless equations and disequations. 
Def in i t ion 14 
An ELD-problem is an equational problem whose conjunctive normal form 
is 3~, Y~': di A ... A d~ where each di is either an equation~ a disequation 
or a disjunction of disequations. 
This is of course a restricted class of equational problems but it still 
contains complement problems as in Lassez & Mariott (1987). The following 
result is not proved in this paper (it would need a full paper by itself): 
Starting from problems having both the properties EUP and ELD, the 
rules of figures 1,2,4 (except for the RT rule) are complete for unification 
solved forms in T(F). 
Actually, a more general result holds, since we still have completeness 
with a restricted control which insures termination. It proves that, when 
it is possible to turn the disequations into equations, the algorithm does 
it. This is a generalization of the result of Lassez & Marriott (1986). The 
proof will be given in a forthcoming paper. A French version can already 
be found in Comon (1988a). 
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4.4 OTHER SOLVED FOAMS 
Other solved forms cart be considered, depending on the application at 
hand. For example, it is possible to impose that "there are no cycles in 
the disequations". This means that x r f(y) A y r f(x) would not be 
in solved form. Also, the rules given above are complete for such solved 
forms. Again, the termination requires a control which is not given in this 
paper. The reader is referred to Comon (1988a) for more details arxd/or 
other solved forms. 
Finally, note that, for other purposes (improving AC-unification), HJ. 
Btirckert in Bi:trckert (1988b) uses another kind of solved forms called "sub- 
stitutions with exceptions". We don't study such solved forms in this paper. 
5. A lgor i thms for Solving Equat iona l  P rob lems 
According to a certain usage we distinguish between an algorithm and 
a procedure. An algorithm is a procedure which always terminates and 
returns a result. In this section, we prove that there exists an algorithm 
that returns a set of solutions for ~ny equational problem. This algorithm 
is described by adding more control to the rules, trying to keep as liberal 
as possible. Actually the control can be either strengthened to improve the 
efficiency or weakened to allow more freedom. This has to be done carefully 
to avoid loosing completeness on one side and termination on the other 
side. In order to be clearer, we first eliminate the parameters and then 
try to reach definitions with constraints. Actually, such a strict control is 
not necessary (Comon 1988a). However, mixing the two steps would lead 
to some confusion, without giving much more results. Moreover, we only 
consider the case A = T(F) in this section. 
Before starting to give the termination results, we need to recall some 
basic definitions on multisets which are used in the termination~s proofs. 
Such results can be found e.g. in Dershowitz & Manna (1979). 
5.1 MULT ISET  ORDERINGS 
We assume that s is a set, together with an ordering _>. A (finite) 
multiset M of elements of g is an application from g in N, the set of non- 
negative integers uch that there is onty a finite number of dements x in g 
satisfying M(z) ~ O. Usually, a multiset is denoted by repeating x n times 
when ~(x)  = n. In this way, {a, a, a, b, a, b} denotes the multiset 3/_[ such 
that M(a) = 4, M(b) = 2 and M(x) = 0 for every z distinct from a and b. 
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The ordering on $ is extended to the multisets of elements in s by the 
following (recursive) definition: 
X = {Xl, . . . ,Xn} ~ {Yl,...,Yn}-~- Y 
iff one of the following holds 
1X=Y 
2 3 ie{1 , . . . ,m},~jE{1 , . . . ,n} ,x i=y j  and X -{x i}  ~- Y-{y j}  
3 3ZCY,  3xcX,  VyEZ,  z>y and X-{z}~-Y-Z  
An ordering is well founded if there exists no infinite decreasing sequence. 
The following result is well-known (see e.g Dershowitz & Manna (1979) 
where a more general version is given). 
The ordering k on $ is well-founded iff its multiset extension ~ is well 
founded. 
5.2 ELIMINATION OF PARAMETERS FROM EQUATIONAL PROBLEMS 
In figures 6, 7 and 8 we give the rules used in the algorithm, together 
with a control which insures termination. Some of the rules given there are 
obtained from interaction with boolean rules. The rule Da is nothing but 
the combination of D1 and the boolean normalization. Thus, it could be 
avoided. However it is given here in order to simplify the expression of the 
control. 
In order to express this control, we use the notion of solved parameter. 
A parameter y is a solved parameter in a disjunction of equations and 
disequations d if there exists a disequation y ~ u in d and y occurs only 
once in d. 
Moreover we use the function size-parameter(t) which denotes the sum 
of the sizes of the parameter's positions in t. For example, 
size-parameter(f(yl, g(yl), g(g(y2)))) = 6 
if both yl and y2 are parameters. 
Theorem 3 
Let .,4 = T(F) . The non deterministic application of the rules given in 
figure 6, 7 and 8 always terminates. Moreover, irreducible problems for 
these rules are in parameterless olved form. 
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E l iminat ion  o f  Parameters :  EP  
(EP) Vy',y : P 
Universa l i ty  o f  Parameters :  U 
H Vff : P if y f[ Var(P) 
(U1)  Vff': P A y # t ~ A_ 
if y r Var(t) & y E ~7 
(u~) v~: P A (~ # t v R) ~ v j :  P A R(y ~ t) 
i fy  q~ Vat(t) & y e ff 
(u~) v f :pA~=t  ~ • 
The rule (Uz) is only used if z ~ t and there exists y E Var(z = t) n ~ such that 
T(F),or,(v)) contains at least two terms. 
If 
([;4) Vff:  PA(z ,=u,V . . .Vz~=u~VR)  H Vy~, PAR 
1. for each index i, zi is a variable and zi ~ ul, 
2. for each index i, zi = ui contains at least one occurrence of a parameter, 
3. for each index i and any parameter y E Var(zi, ul), y is sort unrestricted, 
4. R does not contain any parameter. 
(u~) VgPAQ ~ Vf :PAQ(y+- t~)A . . .AQ(~- - t~)  
If y is a parameter, of sort s, y e War(Q) and {t l , . . . , t ,}  "-- T(F)~_. 
F igure  6: Eljm~natiq,,n of  parameters  in free theor ies 
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Merg ing :  M 
For these 
(M1) z=tAz=u ~ z=tAt=u 
(M3) z=tAz#u ~ z=tAt#u 
(MI) z=t^(z=~vq)  ~ z=~A(~=~vQ) 
(M;) z=t^(zr  ~ z=tA( t#~vQ)  
rules one supposes that 
1. z is an unknown and t is not a variable, 
2. t does not contain any parameter, 
3. u does contain parameters and is not a variable. 
(M2) z#tV~#, . ,  ~ z#tVt#,~ 
(M4) ~#tVz=, . ,  ~ zr  
For these rules, one supposes that 
1. z is a variable and t is not a variable, 
2. u does contain a parameter 
3. Either size-param(t) < size-param(u) or u is a solved parameter. 
E l iminat ion  o f  t r i v ia l  equat ions  and  d isequat ions :  T 
(T1) t= t ~ T 
(r~) to t  H _L 
F igure  7: E l iminat ion  of  parameters  (cont; inued) 
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Clash: C 
(C,) f ( t l , . . . , tm)=g(u l , . . . ,u~)  ~-+ _L i f f~kg  
(C2) f ( t , , . . . , t ,O#g(u l , . . . ,un  ) ~ T i f f#g  
Decomposition: D 
(D1) 
(D3) 
f ( t , , . . . , t , , )=  f (u l , . . . ,u , , )  H t l=u l  A . . .A t ,~=u,~ 
f ( t l , . . . , t ,  O~f (u~, . . . ,u .~)  ~-~ t l~u lV . . .V t ,~u,~ 
P A (f(t l , . . . , tn)- -  f (u l , . . . ,un)  V Q) 
.-+ PA( t l  =u l  VQ) A...A(t~=unVQ) 
The decomposit ion rules are only used when f ( t l , . . . tn)  or f (u l , . . ,  un) con~ain~ 
at least one occurrence of a parameter .  
Occur  Check :  0 
(o~) 
(o~) 
Explosion: E 
(E) V~:P  
If 
z = t H .L if z E Vat(t) & z ~ t 
z~t  F-~ T i f zEVar ( t )&z~t  
3wl,. . . ,wp, Vff : P fx= f (z l , . . . , zv )  
1. x is an unknown and v3N (Var(P)w f lu  I )  = 0 and f E F ,  
2. there exist an equat ion z = u (or a d isequat ion x r u) in P 
such that u is not a variable and contains at [east one parameter, 
3. U ,M,D,C ,  O, EP, T do not apply. 
Figure 8: E l iminat ion of parameters  (end) 
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Proof. We only sketch the proof of termination. The full proofs of both 
termination and completeness are given in appendix D. 
We construct some "interpretation" functions which are intended to de- 
crease by applications of the rules: 
9 Given a disjunction of equations and disequations d, 41 (d) is the num- 
ber of distinct parameters in d. 
9 Given a disjunction of equations and disequations d = el v . . .  v en, 
~b2(d) is the multiset {MSP(e l ) , . . . ,MSP(e~)} where MSP(e) is de- 
fined by: 
- MSP(e)  = 0 if a member of e is a solved parameter 
- Otherwise, MSP(s  = t) = MSP(s  r t )=  max(size-param(s),size- 
param(t)). 
For example, 
02(yl r f(g(g(g(ya))),a) V ya ~ g(y2) V g(Y4) = g(g(Y~))) = {0,2, 3} 
if the yi's are assumed to be parameters. 
Let d be again a disjunction of equations and disequations, @a(d) is 
the number of equations and disequations in d having (at least) one 
variable as a member. 
9 If 7) = 3~, Vg : dl A.. .  A dn is a problem in conjunctive normal form, 
r )) is the multiset 
{(4l(,h), (41(,&), 
9 If 7 ) is again an equational problem, then r is the total size of 7 ) 
(i.e. the number of operators and variable symbols in 7)). 
We first prove that the function 0 = (~bl, ~b2) is strictly decreasing by 
application of any rule, except for the explosion rule. Since the domain of 
r is obtained by lexicographic and multiset extensions of the set of natural 
numbers, this proves the termination of the rules when E is not considered. 
Then, we prove that, whenever 7) ~-~E pt using the explosion rule, for 
every P" such that P' H P", 0(7)") < r This completes the proof, 
since, assuming that there is an infinite transformation chain, we could ex- 
tract an infinite sequence of problems for which 0 is strictly decreasing, 
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which is absurd. 
Note that proposition 4 is nothing but a consequence of theorem 3 since 
theorem 3 proves the completeness for a particular control. 
The termination proof holds in other algebras ,4. In particular, remov- 
ing the O rules, we get a correct and terminating set of rules in RT(F) .  
However, in this case, irreducible problems may still contain parameters. 
Actually, some more rules are needed for a completeness result in RT(F) .  
(In particular the RT  rule). The reader is referred to appendix G for more 
details on rational trees. 
5.3  DEF IN IT IONS WITH CONSTRAINTS 
Now (because of theorem 3), we may assume that the problems we are 
working on do not contain any parameter. The rules given in figures 9 
and 10 provide algorithms for the simplification of parameterless problems 
into definitions with constraints. We try here to keep as much freedom as 
possible. In particular, replacements may be postponed, as well as elimi- 
nation of disjunctions. These two features (among others) allow deriving 
algorithms for infinite trees and for finite trees as well. They also delay 
splitting the problem which is particularly useful for the unification solved 
forms. 
Theorem 4 
Let .A C_ T(F ,X) .  The non deterministic application of the rules of fig- 
ure 9 and 10 to any parameterless problem terTninates. Moreover, irreducible 
problems for these rules are definitions with constraints. 
Proof'. Like above, we only give the ordering for the proof of termination. 
The complete proofs of both termination and completeness can be found in 
appendix E. We give a function r which is decreasing by any application 
of the rules and whose co-domaln is a well-founded ordered set. Let us 
introduce concepts which are necessary for the expression of this function. 
:P ~ dx A ... A d~ is a problem in conjunctive normal form: the d~'s are 
disjunctions of one or more equations and disequations. If di -- z = t where 
z is a variable and z ~ t, then z is called an almost solved variable of ~. 
A solved variable of 7 ) is an almost solved variable of P which occurs only 
once in :P. 
Let r = (Ca, r r r where: 
r (~o) is the number of variables of 7 ) which are not almost solved, 
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E l iminat ion  o f  t r i v ia l  equat ions  and  d isequat ions :  T 
(T1) t = t ~ T 
(T~) t#t  ~ _L 
Replacement: R 
(Rt) z - - tAP  ~ z=tAP(z+- - - t )  
If z q[ Vat ( t ) ,  z occurs in P,  t does not contain any parameter and either t is not  
a variable or t occurs in P 
Merg ing :  M 
(M1) z=tAz=u H z=tAt=u 
(M2) z#tVz#u ~ z#tVt : / :u  
(M3) z=tAz#u ~ z=tAt#u 
(M~) ~=tv~#~ ~* t=~v~#~ 
(M~) z=th(z=uVQ)  ~ z=tA( t=uVQ)  
(M~) z=tA(z#uVQ)  ~ z=tA( t#uVQ)  
Where z is a variable, t is not a variable and either size(t) < size(u) or u is a 
solved variable (Recall that the size of a term is the number of its nodes). 
C lash :  C 
(C1) f ( t l , . . . , t ,~)=g(u l , . . . ,u~)  ~ I i f /~g  
(C2) f ( t l , . . . , t~)#g(u l , . . . ,u~)  ~ q- i f f~g  
F igure  9: Rules for the transformat ion i to definitions with constra ints  
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Decompos i t ion :  D 
(D1) 
(D~) 
(Da) 
f (h , . . . , t=)= f (u l , . . . ,u~)  ~-+ t l - - - -u lA . . .A t ,~=u~,  
f ( t~ , . . . , t ,~)#f (u l , . . . ,um)  ~ t lT~UlV . . .V tmr  
P A ( f ( t l , . . . , tn )  = f (u l , . . . ,u~)  V Q) 
Occur  Check :  O 
Explosion: E 
If 
(O1) Z =t  ~-~ / i fzE Var( t )&z~ 
(02) z 7~t F-+ T i f zeVar ( t )&z f~t  
(E) P ~ PAx=u 
1. P contains a disequation x # t such that Aso~t(~) is finite and u E Aso~t(,O. 
2. M, O, I~, C, D do not apply 
Elimination of disjunctions: ED 
(ED) W: ea(P~ vP,) ~ vg: PA& 
If Vat(&) n g = r or Var(P~) n f = 0 
Figure 10: Rules for the transformation i to definitions with constraints 
(end) 
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42(79) is the number of unsolved variables of P, 
r A . . .  A dn) where dl,.. . ,d,~ are disjunctions of (one or more) equa- 
tions and disequations, is the multiset {M(dl),...,M(d~)} where 
M(d) is the multiset of numbers MS(e), for each equation and each 
disequation in d. MS(e) is equal to 0 if e contains a solved variable; 
otherwise it is equal to the maximal size of its two members. 
r is the total number of variable occurrences as a member of all equa- 
tion or a disequation. 
It must be noted that, since we allow as much freedom as possible, it is 
possible to deduce easily theorem 2 from theorem 4. Also, it is possible to 
delay the application of ED. This is necessary if we want to reach unification 
solved forms (when they do exist). 
Now, we have to show that definitions with constraints are suitable 
solved forms. In other words, we show that every problem which is in 
"definition with constraints" solved form has at least one ground solution. 
5.4 SOLVABLE PROBLEMS 
The following result is similar to those given in Colmerauer (1984) and 
Lassez, Mailer & Mariott (1986). Indeed, it shows that, provided they are 
not empty, problems we have obtained always have a solution. 
P ropos i t ion  5 Let .4 be either T(F) or RT(F). A problem in definition 
with constraints olved form has at least one solution if and only if it is 
syntactically different from 2_. 
This result is a consequerlce of lemma 1. Its complete proof is given in 
appendix F. 
6. Extensions 
6.1 EXTENSION TO AN ARBITRARY NUMBER OF QUANTIFIERS 
Let .4 = T(F). Because of the results of theorem 3, for any equational 
problem 7 ~, it is possible to find a finite set of parameterless problems whose 
set of solutions is equal to the set of solutions of 7 ). This may be viewed as a 
transformation of 7 ~ into a formula ~o 1V.. .  v ~Pn where the ~Oi's are parame- 
terless problems. This transformation "eliminates the innermost quantifier" 
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in the formula 7 ~, when it is a universal one. This transformation is still 
available if P is surrounded by other quantifiers. Moreover, assuming that a 
problem 7 ~ has the form QV...  ~ . . .  P where Q is a sequence of quantifiers, 
then its set of solutions is equal to the complement of the set of solutions of 
not(7 ~) = not(Q)3...Y...not(P). Now, if we forget about not(Q), we get 
an equational problem which can be turned into a disjunction of parame- 
terless problems. Taking again the complement, we obtain a problem which 
is equivalent to P and where the innermost quantifier is eliminated. By re- 
peating such a transformation, a problem with any number of quantifier is 
turned into a problem with at most one quantifier. Finally, since the prenex 
normal forms of a first order formula (with the only predicate symbol =) are 
precisely equational problems (or their negation) surrounded by a sequence 
of quantifiers, it is possible to transform any such formula into a formula 
with only one quantifier and which has the same set of solutions. Now, if 
this quantifier is an existential one, theorems 4 and 5 provide a decision 
procedure for the existence of a solution (in T(F)). If this is a univer- 
sal one, applying again the transformation of section 5.1, we get a formula 
containing only existential quantifiers, and we are back to the previous case. 
Essentially, the same method is used by M.J. Maher in Maher (1988). 
He eliminates the existential quantifiers whereas we eliminate the universal 
ones. 
6.2 EXTENSIONS TO EQUATIONAL THEORIES  
Let us recall that the results of sections 4 and 5 do not hold in equational 
theories (i.e. when .4 = T(F)/=E where =~ is a non trivial congruence). 
Actually, some extensions to equational theories are investigated in Comon 
(1988a). It is shown that the method presented in this paper can be ex- 
tended in the case of quasi-free theories, which include the commutativity 
case .  
However, we cannot expect to extend our results to any finitary equa- 
tional theories as in Biirckert (1988b). Indeed, word problems are equational 
problems and there exists equational theories in which the word problems 
are decidable whereas unification is not (Bfirckert 1988a). 
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A. P roo f  of Propos i t ion 1 
Let us recall the statement of proposition 1: 
P ropos i t ion  1 
The  rules of f igure 1 are A-sound and A-preserving for any  a lgebra 
A. 
The sets of solutions are "monotonic" in the following sense. 
If 8(7)~, 4) _C S(T~2, .A), then, for any equational problem Q and any finite 
sets y, tg of variables, 
s(~,l v Q,A) c_ s(~'2 v Q,A) 
s(;~l A Q,A) _c S(?2 A Q,A) 
s(W:~',,A) g S(Vf,~,~,A) 
S(3~:~,,,A) _c S(?~,~,~,.4) 
In the case of the soundness + preservation proof of a rule/; ~ R, it is 
therefore sufficient o show that $(L, A) = 3(R,.,4). 
In these proofs, we sometimes omit the ,4 prefix, which is not relevant. 
Moreover, we will make use of the "away-properties" of definition 5 without 
any mention. 
We only give the proof for the (U2) rule (universality of parameters) 
which is not obvious and for the rule (M2). (The others are in Comon 
1988a). Let us recall these rules: 
(M~)  ~r162 ~ ~#tvt r  
(U~) W: .P^(yCtv .R)  ~ V~':PA.R(y~t) 
ify E~ 
The  rule (M2) is sound and preserving. Let P_= s Ct  V s ~ u and 
Q-  s r t v t r u. We have to show that the set of solutions of P 
and the set of solutions of Q are equal. Notice that, if "P ~ ~2 by 
(M2), then Q H p by (M2). Thus, it is sufficient o prove that the 
solutions of P are solutions of Q. Actually, it is sufficient o prove 
that the substitutions that validate P validate Q . 
Let ~ be a substitution that validates P. Then, either scr 5r ta and 
a obviously validates Q or scr =~ tcr and scr 7~a ucr. In this last case, 
we have ta #~ ua which means that a validates Q. 
408 H. Comon and P. Lescanne 
The rule (U2) is sound. We have to prove that the solutions of the right 
hand side of the rule are solutions of the left hand side of the rule. Note 
that the solutions of a problem V~7 : P A Q is equal to the intersection 
of the sets of solutions of Vg": P and V~7 : Q respectively. It is thus 
sufficient o prove that any solution v, of ~'~' : R(y +--- t) is also a 
solution of 'v'~7: y -r t V R. 
Let (r be a A-solution of V~ : R(y +-- t) and r any A-substitution with 
domain ~, we have to prove that r validates y ~ t V R. 
9 First case: Yr tr then Ca - ( r  +- t))~r. 
On the other hand, Ca validates R(y +- t) by hypothesis. There- 
fore (r o (y ~ t))~ validates R. 
From these two statements we deduce that r val idates/~ and 
thus validates y 7~ t V R. 
9 Second case: yr r re, then ~bo- validates y 7~ t. 
The rule (U2) is preserving. Let ~r be a solution of k/~': y _# t V/~. We 
have to prove that ~, is also a solution of V~7: R(y +-- t). 
Let r be any substitution whose domain is ~'. (y +- tcr)r is an A- 
substitution with the same domain. Then, since cr is an ,4-solution of 
V~*: y ~ t V R, ~r(y +-- ta)~b validates y # t V R and since a(y +- ta)r  
cannot validate y r t, it validates _R. Hence, since cr(y +-- ta)r  - 
(y +- t)zr ar  validates R(y +-- t). 
B. P roo f  of P ropos i t ion  2 
Let us recall the statements of proposition 2 and lemma 1: 
Proposit ion 2 
The rules of figure 2, except the rule RT,  are .A-sound and  .A- 
preserving in any subalgebra ,4 of T(F, X).  
The rules of figure 2, except the O rules are RT(F) -sound and 
RT( F)-preserving. 
Lemma 1 
Let :P be a conjunction of non-trivial disequations. Let A be a 
subset of T(F) (resp. A = RT(F)) such that the carrier in A of any 
variable occurring in :P is infinite. Then • has at least a solution 
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in A . .  
We first prove lemma 1 which is necessary for proving the other results. 
Actually, the case of rational trees does not need a special proof, provided 
that T(F) contains infinitely many trees of sort s whenever RT(F)  does. 
This is stated by the following lemmas: 
Lemma 2 
It t e RT(F) and t', a strict subtree oft (i.e. t' = t/p with t # e), have the 
same sort, then t is sort-unrestricted. 
Lernma 3 
If RT(F)  contains infinitely many elements of sort._s, then the same property 
holds for T(F).  
B.1  PROOF OF LEMMA 9. 
Assume that p e Pos(t), p #e and 8ort(t/p) = ~ = sort(t). Let to be 
the term obtained by replacing all the subtrees of depth [p[ in t by distinct 
variables (with corresponding sorts). Let finally cr be a ground substitution 
whose domain is Vat(to). (Such a substitution does exist since T(F) is 
supposed to contain at least one term of each sort). Then, we construct 
by induction the following sequence t,~ of ground terms: t,~+l = (t0[p 
t,~])o'. Terms t,~ belong to T(F) and have the sort s_. Moreover, they are 
distinct since they have distinct depths. Therefore the carrier of s_. in T(F) 
is infinite.[::] 
B.2 PROOF OF LEMMA 3 
We are going to prove that all t e RT(F) - T(F) are sort-unrestricted. 
Obviously, this will prove the lemma. 
Let t E RT(F)  - T(F). Let i,~, m _> 1 be an infinite sequence of integers 
such that, for every m, p,~ = i l - i2. . . . ,  im is a position of t. Since S is finite, 
there exists two indices ml and m2 such that sort(t/p,~ 1) = sort(t/p~2 ).
This proves (by lemma 2) that s_ = sort(t/pml) has an infinite carrier in 
T(F). Now, let to be the term obtained by replacing in t every subtree 
of depth 1 + IPml I by a variable (with an appropriate sort). Let finally o- 
be a ground substitution whose domain is Vat(to). we get infinitely many 
ground terms having sort sort(t) by replacing in too- the subterm at position 
p,~l by a term of sort s. [] 
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B.3 PROOF OF  LEMMA 1 
Note that lemma 1 refers to a problem 79 without parameter. Actually, 
the lemma is a consequence of the fact that an equation which contains only 
one variable has only finitely many solutions,  Of course, such a property 
does hold in the case of T(F, X), RT(F) and T(F), 
The case of rational trees follows from the finite tree case, because of 
lemma 3. Indeed, it is sufficient o take A = T(F). Then a solution in A 
will be a solution in RT(F). 
Now, we prove the result by induction on the number of distinct variables 
in 79. 
Assume that P does not contain any variable. Then every A-substitution 
is a solution since P does not contain trivial disequations. 
Assume now that the property holds for problems with less than rn - 
1 variables (m >__ 1). Let P be a conjunction of disequations and 
IVar('P)l = m. Let x e Var(7)). For each disequation s :fi t in 7 ~, the 
equation s = t has at most one solution when the variables distinct 
from x are considered as constants 9. Let ,~ be the set of solutions of 
these equations. Since there are infinitely many terms in A which have 
the same sort than x, there exists a term a E A such that (x ~-- a) ~ S. 
Now, we can use the induction hypothesis on 79(x +-- a). Indeed, for 
each disequation z =fi t in  7 9, s(x ,-- a) ~ t(x ~ a) by construction. If 
a is a solution in A of 79cr, then rr(x e-- a) is a solution in A of 7 ~. 
[] 
Let RT(F, X) be the algebra of rational trees obtained by substituting 
trees of RT(F) to some variables (possibly none) of a term in T(F, X). In 
other words, RT(F,X) is the set of infinite trees, obtained by replacing 
finitely many occurrences of constants by variables in a tree of RT(F). 
Lemma 1 can be extended in order to handle disequations in RT(F, X). 
This will be useful in the following proofs. (Although we don't want to give 
any results concerning equational problems built on RT(F, X)). We shall 
refer to lemlIla 1 again for this result. As noted above, the generalization 
SThis is the basis of the extension of the results to equational theories (see Comon 
1988a). 
9Here, a solution is a substitution (x *--- t) where ~ is in T(F, Vat(7 9) - {x]). For 
example, the equation f(z, x) -- f(0, z) has no solution 
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follows from the fact that an equation in RT(F,  {z}) has at most one so- 
lut ion in RT(F) .  This can be proved as follows: given an equation u = v 
in RT(F ,  {z}) where u ~ v, we simplify (by decomposition) the equation 
unt i l  either a clash is found or a non trivial equation x - w is derived. This 
simplification steps always terminates since u and v are distinct. Then, the 
equat ion x - w has at most one solution. (This is a consequence of theo- 
rem 1 ) property of rational trees recalled in section 2). Finally, u = v has 
one or no solution in RT(F) .  
B.4  SOUNDNESS AND PRESERVATION OF (U4) 
Let us recall the rule (U4). 
(U,) V~' ,PA(z l=u lV . . .Vz~=u~VR)  ~-+ Vy, PAR 
If 
1. for each index i, zi is a variable and zl ~ ul. 
2. for each index i, zi = ui contains at least one occurrence of a parameter. 
3. for each index i and any parameter y E Var(z~, ui), there is infinitely many terms 
in T(F) which have the same sort than y. 
4. R does not contain any parameter. 
The soundness of the rule is straightforward. We only prove the preser- 
vat ion property. 
The  solutions of V~' : P A Q are the solutions of both problems V~': P 
and Vg: Q. Thus, it is sufficient o prove that the set of solutions of V~7 : Q 
equals the set of solutions ofV~7:_Rif Q - zl =u l  V . . .Vz~ - -unVR.  
Moreover, since R does not contain any parameter, it is sufficient o prove 
that  V~': Q has no solution (see the correctness and global preservation of 
ED rule for example). Finally, note that T (F )  is contained in any sub&l- 
gebr& of T(F ,X)  as well as in RT(F) .  Thus, it is sufficient o prove that, 
for any A-substitution a which is away from ff and whose domain contains 
the  non-parameter variables of Q, there exists a ground substitution 0 such 
that  c~0 does not validate Q. 
Let a be such an A-substitution . zicr # uia is a non-trivial equation 
since either zl is a parameter and zia - zi or zla does not contain variables 
of Vat (Q)  whereas uia does contain such variables. By hypothesis on yi 
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we may then apply lemma 1 to z la  r ulcr A . . .  A y~cr # u,cr. 1~ Let 0 be 
a ground solution of this system. Then a0 does not val idate any equation 
of Q by construction. This means that  cr is not a solut ion of Q. Since ~ is 
any subst i tut ion,  this means that Q has no solution.rn 
B.5  SOUNDNESS AND PRESERVATION OF  THE RULE (RT)  
If 
(RT) Vf: P A (de/=1 ..... n yi 7 ~ tiVi=l ..... ,~ yi+,~ = t;+,~) ~ 'v'y: P A d 
1. d is a disjunction of equations and disequations and d does not contain 
any parameter, 
2. yl, 9 9 Y,~ are distinct parameters, 
3. Yn+l , . . .Yn+m are parameters, 
4. for any yl, n + 1 < i < n -t- rn, Yi is sort-unrestricted, 
5. the sets {Yl...Ym}, {Yn+l,...,Yn+m,t,~+l,...,$n+m}, {t l , . . . tm) are disjoint. 
This rule is a general ization of (U4) in the sense that  we consider disjunc- 
tions of both equations and disequations. We need such a rule, otherwise 
disequations such as y ~ f(y) cannot be removed in the algebra of rational 
trees. Indeed, the rule (U2) cannot be appl ied in this case (nor the rule 
(us)) 11 
Like in the previous proofs, we only need to prove the completeness of
V~7 : yl ~ tl V . . .  v y~ # t~ v y~+~ = t~+~ V . . .  V y~+,~ r t~+,~ ~ • 
In other words, we have to prove that  the left hand side does not  have any 
solution in RT(F). Let ~r be a solution of the left hand side. We shall 
derive a contradict ion by exhibit ing a subst i tut ion on the parameters  which 
validates 
The equational part  of Q has at least one solution O0 in RT(F ) .  (This is a 
consequence of theorem 1 and of our assuming condit ions 2 and 3 for the  
appl icat ion of the rule). Now, applying 00 to the disequat ional  par t  of Q, 
we get a problem ~20 =" y,~+l ~ t~+lcr00 A . . .  A y,~+,~ # t~+,~o'O0 on which 
lamina 1 can be applied: there is at least a solution 01 to this problem. 
Now, 0 = 0o01 validates ~2. [] 
1~ variables of this problem which do not belong to Var(Q) are considered as 
constants. This happens when A is a subalgebra ofT(F, X) which contains ome variables 
of X. 
11We forgot this rule in a previous version of the paper. We are grateful to the referee 
who noticed the lack of completeness 
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2.6 SOUNDNESS AND PRESERVATION OF THE OTHER Pt.ULES 
The complete proofs for the other rules are not given here. The sound- 
ness and the preservation of rules (U3) and (CRa) .2 follow from the prop- 
erties of ((-74). More precisely, (Ua)is obtained by taking R--_L in (U4) and 
noticing that two terms in T(F) are sufficient when we only look at one 
equation. In order to prove the correctness of (CRa), we first note that it 
is sufficient o prove that 3w, wl # ul A...w~ # u,~ ~-+ T is correct (under 
the same restrictions). Then notice that the set of solutions of this problem 
is the complement of the set of solutions of its negation, on which the rule 
(U4) can be applied. Clashes, decompositions and occur-checks are classical. 
C. P roof  of Propos i t ion 3
Proposit ion 3 
The explos ion rule E is A-sound and A-globally preserving when 
A is e i ther  T(F) ,  RT(F)  or any quot ient of T(F).  
ED is A -sound and A-global ly preserving for any A. 
About rule E: 
(z) wT:P- -  
If {wl,..., wp} n (Var(P) u ~Tu I) = 0 & f E F and s is a member of an equation or a 
disequation ofP and no parameter occurs in s 
It is sufficient o prove the global preservation of
T-~ : : lw l , . . .wp ,  Vff:  s = f(w,,...,Wp) 
since the variables Wl, . . .  , Wp do not occur in P. (Recall that the solutions 
of V~7 : P A Q are the solutions of both V~ : P and V/7: Q.) Moreover~ 
we assumed that ~ does not contain any parameter, it is thus possible to 
remove the "g~' in the right hand side. 
Now, the global preservation is a consequence of the assumptions on 
A. Indeed, let a be any A-solution of T. Then sr C A can be written 
f ( s l , . . . , sp )  for some f E F and Sl,.. .s~ e A la. Then, applying the rule 
with that f on the right, we get a problem 3wl , . . .wp : s = f (w l , . . . ,wp) .  
And there exists a substitution r = (wl ~ Sl,...wp +--- sp) such that ~r 
12The rule (C/g3) is not used in this paper. 
ins denotes both the operator on T(F, X) and the operator on A 
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validates a = f (w l , . . . ,wp) .  This means that cr is a solution of the right 
hand side. 
About rule ED: 
(ED) V~7:PA(P~ VP~) -~ V~:PAP~ 
if Vat(P1) r3 ~ = 0 or Vat(P2) n ~ = O 
P1 and P2 play symmetric roles. Indeed, V is commutative, therefore 
P A (Pl vp2) p A 
is an instance of ED. Without loss of generality, we may assume that f c] 
Vat(P1)  = l~ and that P --_ T. We have now to prove that every solution 
of V~: P~ V P2 is either a solution of/'1 or a solution of V~7 : P2. Let ~ be 
a solution of Vg : P1 v P2 and let 0 be any substitution whose domain is 
contained in ~'. By definition, or0 validates P1 V P2. Then either there exists 
a substitution 0 such that cr0 validates P1 and, in this case, cr validates P1 
since Vat(P1) n ~" = • or, for every substitution 0, c~0 validates P2. In the 
first case, a is a solution of Pa. In the second case, a is a solution of Y~7 : P=. 
[] 
D. P roo f  of Theorem 3 
Let us recall the statement of theorem 3: 
Theorem 3 
Let ,4 -- T(F )  . The non determin is t i c  app l icat ion  of the  rules 
g iven in f igure 6, 7 and 8 to any equat iona l  p rob lem terminates .  
Moreover ,  i r reduc ib le  p rob lems for these  rules are in parameter -  
less so lved form. 
D.I PROOF OF TERMINATION 
Let us recall the definitions of the "interpretation functions": 
9 Given a disjunction of equations and disequations d, r is the num- 
ber of distinct parameters in d. 
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r Ca r 
(M1),(M3),(MI),(M~) <(1)=(1) =(1) <0) 
(M2), (M4) < = -(~) < 
U < < 
D < = <(a) 
C, T, O,(EP) < _< < <: < 
Figure 11: Monotonicity of the int?.erpretation functions 
9 Given a disjunction of equations and disequations d = el V .. .  V e~, 
r is the multiset {MSP(el ) , . . . ,MSP(e~)} where MSP(e) is de- 
fined by: 
- MSP(e) = 0 if a member of e is a solved parameter 
- Otherwise, MSP(s  = t) = MSP(s 5r t )= max(size-param(s),size- 
param(t)). 
9 If d is again a disjunction of equations and disequations, Ca(d) is the 
number of equations and disequations whose member is a variabIe. 
9 If P -- ~t~, V~7' dl A.../~ d~ is a problem in conjunctive normal form, 
r is the multiset 
{(r r 43(dl)),.. . ,(r162 r 
9 I f  7:' is again an equational problem, then r )) is the total size of 7 ) 
(i.e. the number of operators and variable symbols in T'). 
D. I .1  TERMINATION OF THE SET OF RULES WHEN lP, IS NOT CONSIDER.ED 
The array of figure 11 summa.rizes the variations of r162 ,r r r 
by applications of the rules; at the intersection of row/~ and column r 
appears one of the symbols =, <, < corresponding to the variations of r 
by application of the rule. For every non-obvious result, a note refers to a 
more detailed explanation. 
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(1) (MI),(M3),(tl/I~), (M;) strictly decrease r
This is a consequence of the control: t does not contain any parame- 
ter. Therefore, the functions r and r do not change by application 
of these rules. On the other hand, z is a variable and u is not a vari- 
able. Thus r strictly decreases for some disjunction of equations and 
disequations. 
(2) (M2),(M4) do not  mod i fy  r 
This is a consequence of both control and definition of MSP(e) .  In- 
deed, the only thing which is modified by application of (M~) or (M4) 
is the equation z = u (resp. the disequation z 56 u) which is turned 
into t = u (resp t 76 u). In both cases, z cannot be a solved param- 
eter since it has at least two occurrences. Then either size-param(t) 
___ size-param(u) and MSP(z  = u) = size-param(u) = MSP(~ -- u) 
(resp. MSP(z  r u) = MSP( t  =fi u)) or u is is a solved variable. 
And, in the latter case, MSP(z  = u) = MSP( t  = u) = 0 (resp. 
MSP(z  76 u) = MSP( t  76 u) = 0). 
(3) The  decompos i t ion  ru les s t r i c t ly  decrease  r
9 Assume that P ~---+D1 ~l  We may write : 
r = {(al,bl,Cl), . . . ,(an, bn, cn),(a,b,c)} 
where 
a = r  = f (u l , . . . ,u ,~)) ,  
b = {max(s ize-param(f( t l , . . . ,  tm)),size-param(f(ul, . . . ,  urn))} 
and c does not matter. We may write : 
t) --- {(al,  bl,C.1),.. . ,(an, bn, cn), a t ( bl, 4),. . . ,  ( , ' ,  r  
where a~ = max(size-param(ti),size-param(ui)). Now, for each 
index i, a~ ~ a and b~ < b, since, as precised in the control, 
f(tl,... ,tin) "- f(ul,... Um) contains at least one occurrence of a 
parameter. This means {(a,b,c)} > {(a~,b~,c~)...,(a'm,b~m,c~)). 
Therefore ~bl is strictly decreasing. 
9 Assume that T' ~-+29~ ~'.  We can write: 
r = {dl, . . . ,d~,(a,  {b l , . . . ,bk ,MSP[ f (h , . . . , t r~)  7 ~f(u~, . . . ,u , , ) ]} ,e)} 
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and 
r = {dl,...,d~,(a, {bl,...,bk, MSP(h r ul), . . . ,MSP(tm 7 ~ Um)},C')} 
Then each MSP(t~ # u~) is strictly smaller than 
r 
since either f(tl,...,t,~) or f(ul,...,u,~) has to contain an oc- 
currence of a parameter (because of the control). This proves 
that r is again strictly decreasing. 
9 Assume that ~ ~+D3 ~"  We can write: 
r  = {dl,...,d~,(a, {b~,... ,bk,MSP[f(h,.. . ,t,  0 = f(u l , . . . ,u ,O]},c)} 
and 
r = {dl,...,dn,(al, {bl, .... ,bk, MSP(tl --Ul)},c'),..., 
{h, . . . ,bk ,  MSP(t  = 
Moreover, for each index i, a; _< a and 
MSP(ti = u,) < MSP[f(t~,...,t~) = f(ul, . . . ,  u,~)] 
because of the control. This proves again that r strictly de- 
creases. 
D.I .2 HANDLING THE I~ULE E 
Assume that P ~--~ P'  and that r  {dl, . . .d ,}.  Then 
= 
We want  to prove that, if 7 )t ~-~ 7~i, then ~(7)I) < ~(7)). 
Because of the control, the rules C, T, O, D, U, (EP) do not apply 
on P.  Thus, they cannot be applied to :Pt. On the other hand, E cannot 
be applied on ~01 since merging are applied before E and x is supposed to 
occur as a member of an equation x = u or a dlsequation x # u of 7 ), 
where u contains at least one occurrence of a parameter. Moreover x is not 
a parameter. Therefore, every transformation W' ~-~ W1 uses a merging rule 
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between x = f (w , , , . .  ,w~) aud x = v (or x # v) where v does contain at 
least one occurrence of a parameter. (See the control on the merging rules). 
This means that  
r = {dt,...,dr,_~,d',(O,{O},l)} 
where dn --- (al,  a2, a3), d' ---- (el,  a2, a3 - 1) and al > 1. Now, d~ > d' and 
d~ > (0, {0}, 1), therefore, r  > ~b1(7~1). 
Now, suppose that there exists an infinite transformation chain 7 ) H 
. . .  ~-+ "P~ ~-+ ... .  Then, we could extract an infinite chain on which 9 is 
strictly decreasing. This is absurd. D 
D.2 PROOF OF COMPLETENESS 
We have to prove that any problem which is irreducible for the rules of 
figures 6, 7 and 8 is in parameterless olved form, or, equivalently, that any 
problem which contains an occurrence of a parameter is reducible by one of 
these rules. Thus, we investigate all the possible cases of an occurrence of 
a parameter.  
A parameter  occurs  in an  equat ion  or  a d i sequat ion  between two 
non-var iab le  te rms 
In this case, a decomposition rule, a clash rule or a T rule can be 
applied. 
A parameter  occurs  in all equat ion  or  a d i sequat ion  between a noI 
var iab le  te rm and an unknown 
If no other rule can be applied, then the E rule applies. 
A parameter  y occurs  as a member  of a d i sequat lon  
Then one rule among (U1), (U2), (T2), (02) applies 
Other  cases o f  an  occur rence  of a parameter  in an  equat ion  
The parameter has to be a member of an equation, otherwise we are 
in one of the first two cases above. Then, either one among the rules 
(T1), (01), (Us), (U3) can be applied or, assuming that no other rule 
applies, we fall into the scope of (U,). 
A parameter  occurs  in the  head of  the  prob lem.  
Because of the four previous cases, it is possible to assume that there 
is no equation nor disequation in 5 v containing a parameter. Thus 
EP  may apply.D 
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Some comments  
The merging rules are not used in the completeness proof. Thus the 
completeness till holds when these rules are not considered. However, 
since the termination still holds when dealing with such rules, they 
may also be considered for improving the efficiency. 
Occur checks are used in the completeness proof. Therefore, the proof 
do not apply to rational trees. However, it is then possible to use 
mergings. Together with the RT  rule this provides a completeness 
result in rational trees, at least when the starting problems do not 
contain equations in the disjunctions. (The proof is left to the reader). 
E. P roo f  of Theorem 4 
Theorem 4 
Let .,4 C_ T(F, X).  The non determinist ic  appl icat ion of the rules of 
figure 9 and f igure 10 to any parameter less prob lem terminates .  
Moreover ,  i r reducib le  problems for these rules are definit ions with 
constra ints .  
E. I  PROOF oF  TERMINAT ION 
Let ~ be a function decreasing for any application of the rules and whose 
codomain is a well ordered set. Let us introduce some concepts which are 
necessary for the expression of this function. ;o = dl A...Ad,~ is a problem in 
conjunctive normal form: the di's are disjunctions of one or more equations 
and disequations. If dl is z = t where x is a variable and x 7~ t, x is called 
an almost solved variable of P 14. A solved variable of 7 ~ is an almost solved 
variable of T' which occurs only once in P. 
Let ~ = (r r r r where: 
r is the number of variables of P which are not almost solved, 
r is re,he number of unsolved variables of P 
14This must not be confused with the notion of "almost solved parameter" introduced 
in the previous proof. 
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r A . . .A  d,~) where dl,...,d,~ are disjunctions of (one or more) equa- 
tions and disequations i  the multiset {M(d l ) , . . . ,  M(d~)} where M(d) 
is the multiset of numbers MS(e), for each equation and each disequa- 
t ion in d. MS(e) is equal to 0 if e contains a solved variable; otherwise 
it is equal to the maximal size of its two members, 
r is the number of occurrences of a variable as a member of an equation 
or a disequation. 
Now, we summarize the variations of the functions r in an array. 
r r r 
R =(1) <(2) 
M =(1) <(3) <_(4) < 
T ,C ,O ,  ED <(1) <(s) <(s) 
D -<(1) _<(6) <(r) 
E <(s) 
(1) r is never  s t r i c t ly  increas ing.  Let x = t be an equation of 7 9 which 
is not inside a disjunction and such that x ~ t. Removing or impairing 
this equation can only be done by (M1) or (R1) or as a side effect of 
(T2) or (O1) resulting in the problem _l_ and, obviously, r decreases. 
It remains to look at three cases: 
1. (R1) or (M1) transforms the equation x = t into an equation 
t = u. Such a transformation requires that there is in 7 9 another 
equation x = u. Thus, after the application of the rules, x is still 
almost solved. 
2. (R,) or (M1) transforms z = t in x = x. 
In this case, there must be another occurrence of x = t. Thus, x 
remains almost solved. 
3. (R1) or (M:) transforms the equation x = t in  an equation x = u 
which is already in 7'. 
Either t is not a variable or t occurs as a member of another equa- 
tion of 7 9 . In both cases, the number of almost solved variables 
is not changed. 
In ai1 other cases, r is trivially decreasing. 
(2) r is s t r i c t ly  decreased  by app l i ca t ion  of R. Because of the con- 
trol imposed to the rule (R1), z is not a solved variable of the problem 
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to which the rule is applied (since z must occur in P). On the other 
hand it is a solved variable after application of (R1) since t does not 
contain any occurrence of z. 
(3) Merg ing  rules do not  increase r These rutes do not introduce new 
variables nor duplicate a wriable which <lid occur only once. Indeed, 
t cannot be a variable. 
(4) Merg ings  do not  increase Ca. This is a consequence of the control: 
9 either size(t) <_ size(u) and, by definition, Ca is unchanged by 
application of the rule 
9 or u is a solved variable. In this last case, 
MS(z  = u) = MS( t  = u) = MS(z  r u) = MS(t  r u) = O. 
r is thus unchanged. 
(5) T,  C, O, ED decrease r This is obvious since ;o is supposed to be 
in conjunctive normal form. 
(6) Decompos i t ions  do not  increase r Indeed, the rule (D3) only du- 
plicates unsolved variables. 
(7) Ca is s t r ic t ly  decreased by appl ication of a rule in D. Let n = 
MS(e) where e is the equation (or disequation) to which the decom- 
position is applied. Of course, n > 0. 
9 If P ~+D1 P', then 
r  "- {{ f t} ,  a l ,  . . . , ~2k } 
and 
= ak} 
where ni < n. Thus, r < r 
9 If P ~D2 P', then 
r  {{n, b~,..., b,},a~,... ,a~} 
and 
q)3(~' )  = ({nl,"', rtm,bl,''''bl}'al'''''ak} 
where < n. Th s, < r  
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* If 79 ~+D3 79t,  then 
r  = 
and 
I) = {{lZl,bl,...,bl},..., {nrn, bl,...,bl},al,...,ak} 
 here < Th s, r  < r  
(8) r is s t r i c t ly  decreas ing  by  app l i ca t ion  of  the  exp los ion .  Indeed: 
if it is possible to explode x, x is a member of a disequation x # u. 
Moreover, R and C c~nnot be appfied. Thus, x is not a member of 
an equation of the problem. Therefore x is not almost solved. Since 
the  explosion rule adds an equation x = u where u does not contahl 
any variable, it implies decreasing r 
Since the lexicographic omposition and the multiset extensions of well 
founded orderings are also well-founded, there does not exist an infinite 
sequence of problems 7~ such that ~(T'i) is strictly decreasing. Therefore, 
the non deterministic application of the rules of figures 9 and 10 terminates. 
D 
E.2 COMPLETENESS PROOF 
We show that every parameterless problem which is not a definition with 
constraints can be reduced by the rules of figures 9 and 10. Let 79 be such 
a problem. 
I f  79 conta ins  d i s junct ions .  Then we may apply ED.  
I f  7 9 conta ins  an equat ion  or  a d i sequat ion  whose  members  are 
not  var iab les .  Then it is possible to apply one of the rules D, C, T. 
I f  a var iab le  x of an equat ion  x = t of 7 9 occurs  tw ice  in 79, assume 
moreover that, if t is a variable, then t occurs also twice in 7 ~. Then 
either x E Vat(t )  and it is possible to apply (01) or x ~ Vat(t)  and 
it is possible to apply (R1). 
I f  a var iab le  x of a d i sequat ion  x # t is sor t - res t r i c ted  
Then, if no other rule can apply, the explosion rule may be used. iS 
1SAcruM]y, such a case does not occur when ,4 = T(F, X) since we assumed that X 
contains infinitely many variables of each sort. 
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I f  there  is a d isequat ion x ~ x, then rule (T2) can apply. [::] 
F. P roo f  of Propos i t ion 5 
P ropos i t ion  5 
Let  A be e i ther  T(F) or RT(F). A problem in definition with con- 
straints has at least one solution if' and only if it is syntact ica l ly  
dif ferent f rom _1_. 
! Let 7 ) -  3z l , . . . , zk  : xl = tl A.. .  A x~ -- t~ A x~ ~ ul A. . .  A x m ~ u,~ 
be a problem in definition with constraints. 
It is sufficient o prove that the problem obtained by binding every fl-ee 
variable in T' with an existential quantifier can be reduced to T. Therefore, 
we may assume, without loosing generality that 7 ) does not contain free 
variables. 
Again, it is sufficient o prove that the problem obtained by taking the 
negation of ~ can be reduced to _k. In the following, ~o~ will denote the 
problem obtained in this way : 
t 7)'------ Vz l , . . . , zk :  xl ~t lV . . .xm~t ,~Vx ' l - -u lV . . .Vxn=u~ 
Each variable in :P~ is assumed to be a parameter. 
F.1 THE CASE OF FINITE TREES 
Because of the first property of definition with constraints (definition 
10), it is possible to apply rule (U2) to 7)~. We then get a problem 
/ ! 
,~ l t  ~ VZ l ,  . . .Z  k : X 1 - -  U l  V . . .  V x n - -  ~n  
Because of property 2 in definition 10, it is now possible to apply rule (Us) 
which leads to 2_. 
F .2  THE CASE OF  INF IN ITE  TREES 
It is sufficient o see that is possible to apply the rule (RT) to T". Con- 
ditions 3 and 4 in the (RT) rule indeed correspond to point 3 in definition 
11. Condition 2 corresponds to point 1 in definition 11. Finally, properties 
2 and 4 in definition 11 insure condition 5. 
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G. Rational Trees 
The completeness and termination results (proposition 4 and theorems 
2, 3 and 4) can be extended to the case of rational trees. However, this 
needs some more rules. Here, we only sketch very briefly this extension. 
(This is not our aim in this paper). 
G. I  PARAMETERLESS SOLVED FORMS 
First, as noticed in appendix D, the rules of figures 6, 7, and 8 are still 
correct and terminating when .,4 = RT(F) ,  if we remove the O rule. More- 
over, adding the RT  rule does not impair the termination, since it obviously 
strictly decreases r Unfortunately, this is not sufficient for insuring the 
completeness w.r.t, parameterless olved forms. Indeed, a problem such as 
50 = Vy: y = f (y)  V y r I ( I (Y)) 
cannot be transformed. Indeed, the RT  rule requires that left hand sides 
of equations and disequations in a disjunction be disjoint and the (M4) rule 
requires the inequality size-param(~) _<size-param(u), which does net hold 
here. Moreover it is not possible to remove any of these two requirements. 
For example, allowing the merging (34"4) in the above problem, leads to a 
problem 
Yy : f ( f (y ) )  = f(y) V y r f ( f (y ) )  
which is transformed back into :P by decomposition. Thus, we would loose 
termination. 
If we only use the rules given in section 3, the completeness only holds 
when starting from ELD-problems. 
Nevertheless, it is possible to handle the general case, using a method 
similar to the one given in Colmerauer (1984). Let us give an outlook of 
this method: 
Assume that d - dl V d2 where dl is a disjunction of equations and d2 is a 
disjunction of disequations. Assume that no rule can be applied. Let y = t 
be an equation of dl and 
d~ = d2 V y • t - Yl 7 ~ tl V . . .  Vy,~ 7~ t~ V y r ~ 
Now, using D and M, we reduce da into an irreducible disjunction of 
disequations d4. Three cases are possible: 
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1, d4-- T. 
2. d4 =- yl ~ ul V ... V y,~ ~ u,~ 
3. d4 = Yl :~ ul V . . .  V y,~ -fi u,~ V Y,~+I ~ u,~+l V. . .  V y~+,~  un+~ where 
m>l .  
In the first case, S(d, RT(F)) = S(dl V d'2, RT(F)) where d~ is obtained 
by removing the equation y = t from d2 ). 
In the second case, S(d, RT(F)) = S(T, RT(F)).  
In the l;hird case, we can replace y = t in d by 
Yn+l  - -  Un+l V . . . V Yn+m = ~n+m 
without modifying the set of solutions in _RT(F). 
Each of these three cases leads to a transformation rule which is sound 
and preserving in RT(F). We don't prove the correctness of such trans- 
formations. Essentially, it is the same transformation as in Colmerauer's 
paper (see also Lassez, Maher ~: Marriott (1986) and Maher (1988)). It 
must be noted that such transformations do terminate since the parameters 
occurring as a member in a disequation of d do nol~ occur as a member of 
an equation in Y,~+I = u,+l V ... V y,+m = u,+m. Therefore, the number of 
parameters which occur both as a member of an equation and as a member 
of a disequation in d is strictly decreasing. When there is no such shared 
variables, then it is possible to apply the (RT) rule. Consequently, it is now 
possible to eliminate the parameters. 
G.2  DEFINITIONS WITH CONSTRAINTS 
Exactly the same problem occurs when we try to reach definition with 
constraints in r~tional trees. (Take the neg0~tion of the above example). 
Again a method similar to Colmerauer's algorithm does work. 
