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Resumo
O crescimento dos parques de ma´quinas pessoais le-
vanta considera´veis problemas de administrac¸a˜o, con-
trastando com o que o ocorre com recursos centrali-
zados. Nenhuma das soluc¸o˜es existentes para o efeito
apresenta um compromisso aceita´vel entre a liberda-
de de configurac¸a˜o que se espera de uma ma´quina
pessoal e o controlo eficiente dos recursos resultante
de uma gesta˜o centralizada. Neste contexto propo˜e-
se uma soluc¸a˜o deste dilema atrave´s da coordenac¸a˜o
de um sistema de boot remoto avanc¸ado com um con-
junto de servic¸os de rede. A aplicac¸a˜o deste sistema
a` gesta˜o e manutenc¸a˜o de laborato´rios pedago´gicos
demonstrou que se pode assim criar um ambiente de
ensino muito mais fia´vel e flex´ıvel do que o tradicio-
nal.
1 Introduc¸a˜o
Ao longo dos u´ltimos vinte anos decorreram va´rias
transformac¸o˜es radicais na organizac¸a˜o dos recursos
computacionais no seio das organizac¸o˜es. Uma das
mais expressivas consistiu no crescimento dos recur-
sos computacionais ao n´ıvel dos utilizadores ou gru-
pos de utilizadores, a qual foi acompanhada de algu-
ma erosa˜o nas competeˆncias dos servic¸os computa-
cionais centralizados.
Esta transformac¸a˜o foi sem du´vida importante pa-
ra a disseminac¸a˜o dos meios de computac¸a˜o e veio
conferir uma maior autonomia e dinamismo aos utili-
zadores. Nas fases pioneiras da instalac¸a˜o dos meios
informa´ticos pessoais, para um grupo considera´vel de
organizac¸o˜es, foi sendo negligenciada a necessidade
crescente de apoio a um parque computacional fisi-
camente distribu´ıdo. Esta falta de preocupac¸a˜o ocor-
reu sempre que a iniciativa de instalac¸a˜o de pequenas
plataformas ocorria por parte dos utilizadores, fican-
do estes com o o´nus da administrac¸a˜o das ma´quinas
assim introduzidas.
Actualmente, pore´m, a ubiquidade deste tipo de
configurac¸o˜es tem vindo a evidenciar a dificuldade
estrutural em gerir racionalmente um parque descen-
tralizado. Ale´m disso, os sistemas operativos comuns
para computadores pessoais sa˜o tradicionalmente vol-
tados para a administrac¸a˜o por parte dos utilizado-
res, heranc¸a da fase pioneira, na˜o oferecendo suporte
adequado a uma gesta˜o uniforme e centralizada. Es-
tes sistemas carecem tambe´m de protecc¸a˜o adequada
contra actos erro´neos de configurac¸a˜o, que possam
ser involuntariamente cometidos pelos utilizadores. A
t´ıtulo de exemplo veja-se como e´ comum a desconfigu-
rac¸a˜o, muitas vezes irrevers´ıvel, de sistemas Windows
por parte de utilizadores.
No caso particular das instituic¸o˜es de ensino em
que a formac¸a˜o em informa´tica e´ um dos seus objec-
tivos prima´rios, a gesta˜o de laborato´rios pedago´gicos
e´ muitas vezes um campo de batalha no que respei-
ta a` manutenc¸a˜o da operacionalidade dos sistemas.
Ate´ porque para aprender e´ necessa´rio experimentar
e ao experimentar e´ inevita´vel desconfigurar quando
tal na˜o e´ expressamente protegido pelo sistema de
explorac¸a˜o em uso.
Reside aqui a motivac¸a˜o para a procura de um
sistema de gesta˜o de parques computacionais des-
centralizados que permita um uso eficiente dos re-
cursos humanos (em termos de te´cnicos de admi-
nistrac¸a˜o de sistemas) por forma a minimizar a
sua alocac¸a˜o a tarefas repetitivas do tipo “configu-
rar/testar/reconfigurar”. Tarefas estas que se multi-
plicam pelos va´rios postos de trabalho onde ciclica-
mente va˜o surgindo os mesmos problemas.
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A soluc¸a˜o aqui proposta passa pela adaptac¸a˜o das
plataformas compat´ıveis por forma a tratar o disco
local como uma co´pia potencialmente vola´til de uma
imagem que e´ gerida centralizadamente e que se adap-
ta ao hardware espec´ıfico de cada ma´quina. A soluc¸a˜o
de gesta˜o ira´ tambe´m conduzir os utilizadores a` ma-
nutenc¸a˜o dos seus dados num sistema remoto sobre
controlo centralizado o que vem enderec¸ar o problema
da manutenc¸a˜o de uma disciplina de backups eficien-
te.
Tendo sido avanc¸ados apenas alguns dos to´picos
da soluc¸a˜o explorada, dar-se-a´ curso a` sua apresen-
tac¸a˜o na secc¸a˜o 3, precedida por uma panorama ge-
ral das propostas existentes. Na secc¸a˜o 4 e´ descrita
a aplicac¸a˜o desta soluc¸a˜o a` gesta˜o do parque com-
putacional do Departamento de Informa´tica da Uni-
versidade do Minho (DI/UM) e a sua integrac¸a˜o na
infra-estrutura de rede com protecc¸a˜o de domı´nios
por firewalls. A secc¸a˜o 5 conclui esta exposic¸a˜o.
2 Panorama dos Sistemas Exis-
tentes
2.1 Sistemas “Chave na Ma˜o”
A gesta˜o de parques computacionais depende em pri-
meiro lugar do tipo de utilizadores para o qual e´ dis-
ponibilizado, pelo que e´ necessa´rio averiguar quais os
requisitos em cada caso, avaliando seguidamente, em
que medida cada uma das soluc¸o˜es existentes satisfaz
ou na˜o esses requisitos.
Em primeiro lugar consideram-se equipamentos
tais como terminais de ponto-de-venda, quiosques in-
formativos ou quiosques Internet em que a capacidade
de configurac¸a˜o dos recursos por parte dos utilizado-
res finais deve ser extremamente reduzida, ou mesmo
nula.
Neste caso, pretende-se assegurar o bom funciona-
mento do sistema, mesmo na presenc¸a de utilizado-
res potencialmente hostis, proporcionar uma actuali-
zac¸a˜o centralizada do software e assegurar uma fa´cil
substituic¸a˜o de postos danificados, por exemplo, por
clonagem.
As ma´quinas utilizadas em infra-estruturas de re-
de, desempenhando diversos servic¸os, como proxy e
firewalls, sa˜o um exemplo semelhante, em que uma
configurac¸a˜o pode ser clonada para rapidamente ac-
tualizar toda a infra-estrutura.
2.2 Sistemas de Acesso Pu´blico
Em segundo lugar temos os recursos computacionais
disponibilizados em locais pu´blicos tais como insti-
tuic¸o˜es de ensino ou cibercafe´s em que:
• e´ disponibilizado um conjunto de recursos ho-
moge´neos, tanto de hardware como de software,
num nu´mero relativamente elevado de postos de
trabalho;
• deve ser permitido que cada utilizador possa ins-
talar recursos particulares de software e de infor-
mac¸a˜o durante uma sessa˜o de trabalho, sem que
isso degrade o desempenho e seguranc¸a do siste-
ma para outros utilizadores, ou se traduza numa
violac¸a˜o da sua privacidade ou um encorajamen-
to a` pirataria de software;
• as consequeˆncias de acc¸o˜es maliciosas, intencio-
nais ou na˜o, como e´ o caso da introduc¸a˜o de
v´ırus, bem como os danos resultantes da falta de
preparac¸a˜o dos utilizadores ou de erros no soft-
ware utilizado, devem limitar-se a` sessa˜o e ao
utilizador correspondente.
No caso de utilizac¸a˜o em locais como escolas, sobre-
tudo em ambiente de salas de aula, e´ ainda necessa´rio
assegurar uma a´rea de trabalho a cada indiv´ıduo, res-
peitando a sua privacidade e a integridade dos dados.
O acesso a essa a´rea deve tambe´m ser independente
do posto de trabalho que o indiv´ıduo tem ao seu dis-
por numa dada altura.
Cada aula necessita ainda recursos de software es-
pec´ıficos, administrados autonomamente em relac¸a˜o
ao resto do sistema, o que deve ser poss´ıvel sem que
isso implique a reserva de recursos para ale´m do tem-
po em que sa˜o de facto utilizados ou comprometa a
seguranc¸a do sistema.
2.3 Sistemas Personalizados
Em ambientes com necessidades informa´ticas mais di-
ferenciadas, como em sectores de investigac¸a˜o, desen-
volvimento e criatividade o padra˜o de utilizac¸a˜o e´ di-
ferente, pois:
• a existeˆncia de um posto de trabalho fixo torna
irrelevante a capacidade dos diversos utilizadores
migrarem entre diferentes postos de trabalho;
• existe responsabilizac¸a˜o dos indiv´ıduos pelos re-
cursos a` sua disposic¸a˜o, o que torna improva´vel a
danificac¸a˜o volunta´ria dos recursos de software;
• torna-se mais importante que cada posto de tra-
balho possa ter uma configurac¸a˜o diferenciada,
por exemplo para evitar pagar mu´ltiplas licenc¸as
para um produto que apenas um utilizador ne-
cessita.
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Se por um lado se torna menos necessa´ria a gesta˜o
centralizada como uma medida para impedir que se-
jam causados danos aos recursos, esta torna-se mais
dif´ıcil como consequeˆncia da maior diversidade de
ambientes de trabalho. Ha´ que considerar que em-
bora haja menos hipo´teses de se danificar software,
quando isso acontece como consequeˆncia de erros, en-
ganos ou v´ırus, os custos do tempo de baixa sa˜o su-
periores uma vez que os postos de trabalho na˜o sa˜o
indiferenciados.
Embora tambe´m seja dif´ıcil efectuar uma gesta˜o
centralizada dos recursos de software, esta e´ mais im-
portante para tarefas como actualizac¸a˜o de verso˜es,
tanto para assegurar a interoperabilidade dos fichei-
ros produzidos por va´rios utilizadores como tambe´m
para superar falhas conhecidas que compromentam a
seguranc¸a ou a confiabilidade.
2.4 Cena´rios Unix
Em termos de sistemas Unix, existem dois cena´rios
poss´ıveis de administrac¸a˜o de sistemas: servidores
com clientes leves e grupos de estac¸o˜es de trabalho.
Estes dois cena´rios na˜o sa˜o mutuamente exclusivos,
sendo inclusive´ bastante comum a sua coexisteˆncia
nas organizac¸o˜es.
A utilizac¸a˜o de um servidor com um conjunto de
clientes leves (i.e. terminais X-Windows) e´ a soluc¸a˜o
prefer´ıvel em termos de administrac¸a˜o, permitindo
aparentemente satisfazer a totalidade dos requisitos
acima apresentados. No entanto, a experieˆncia de-
monstra que:
• se trata de uma soluc¸a˜o na˜o comporta´vel em ter-
mos te´cnicos nem econo´micos para grupos nume-
rosos de postos de trabalho;
• a instalac¸a˜o de variados pacotes de software ge-
ridos autonomamente (e.g. por um docente para
um curso espec´ıfico) incorre frequentemente em
compromisso da seguranc¸a e coliso˜es entre paco-
tes incompat´ıveis;
• a necessidade de proporcionar acesso remoto a
utilizadores no servidor permite explorar mais
facilmente eventuais brechas na seguranc¸a;
• a liberdade de cada utilizador esta´ demasiada-
mente restrita pelas escolhas dos administrado-
res de sistema.
Na pra´tica, esta soluc¸a˜o tende a degenerar para
uma situac¸a˜o em que existem va´rios servidores pa-
ra distribuir a carga e permitir algum autonomia na
administrac¸a˜o.
Por outro lado, a utilizac¸a˜o de estac¸o˜es de traba-
lho coordenadas utilizando servidores de contas, a´reas
de trabalho e software instalado resolvem em gran-
de parte os problemas da soluc¸a˜o centralizada. Com
efeito, a utilizac¸a˜o do processador de cada estac¸a˜o
alivia o servidor central, que pode inclusive´ ser des-
dobrado por tarefa. Ale´m disso, ao correr localmente,
o X-Windows remove da rede o tra´fego corresponden-
te, o que pode significar mais de 90% da carga de uma
rede local t´ıpica.
No entanto, este modelo tem ainda algumas limi-
tac¸o˜es. Por exemplo, a gesta˜o de verso˜es de software
instalado e´ ainda problema´tica, uma vez que a actua-
lizac¸a˜o do software de base das estac¸o˜es de trabalho
tem que ser sincronizada.
A liberdade dos utilizadores tem tambe´m que ser
ta˜o restringida quanto em sistemas centralizados, de
modo a garantir que qualquer utilizador tenha acesso
a qualquer estac¸a˜o de trabalho.
Repare-se que no caso contra´rio, em que se admi-
te que os utilizadores possam modificar o sistema de
base da sua estac¸a˜o, rapidamente se perde a capaci-
dade de diferentes utilizadores comutarem livremente
entre postos de trabalho.
2.5 Cena´rios Windows
Em termos de sistemas Windows existem tambe´m
dois cena´rios distintos:
• postos completamente auto´nomos ou agregados
em redes relativamente ad hoc, como resultado
da sua histo´ria como sistema para computadores
pessoais;
• redes de estac¸o˜es de trabalho organizadas de um
modo muito semelhante a`s ja´ descritas em am-
bientes Unix.
No primeiro caso, cada utilizador tem plena liber-
dade para instalar software e modificar a configurac¸a˜o
do seu posto de trabalho. Este facto impossibilita
uma gesta˜o centralizada dos produtos instalados. Em
ambientes escolares, esta organizac¸a˜o incorre necessa-
riamente em custos bastante elevados em manutenc¸a˜o
e na frequente indisponibilidade de postos de traba-
lho.
No segundo caso, embora se consigam vantagens
substanciais em termos de administrac¸a˜o centraliza-
da, subsistem algumas dificuldades, tal como o dif´ıcil
compromisso entre liberdade do utilizador e gesta˜o
centralizada. Neste caso, a decisa˜o deve pender para
o lado da liberdade uma vez que a tradic¸a˜o dos siste-
mas Windows como sistemas de uso pessoal faz com
que os utilizadores oferec¸ammuito maior resistencia a
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uma evoluc¸a˜o para menos liberdade de configurac¸a˜o,
por exemplo atrave´s da utilizac¸a˜o do Zero Adminis-
tration Kit.
Isto leva a que seja mais dif´ıcil tornar os utilizado-
res independentes das ma´quinas. Tecnicamente e´ ate´
imposs´ıvel qualquer tipo de restric¸a˜o de utilizac¸a˜o da
ma´quina porque o sistema operativo na˜o o permite
ou porque o software de aplicac¸a˜o na˜o o tolera.
No entanto ha´ claras vantagens em ter um sistema
que permita a re-instalac¸a˜o personalizada e ra´pida de
estac¸o˜es de trabalho mas que possibilite a retenc¸a˜o de
estado entre re-instalac¸o˜es, inclusive´ com personali-
zac¸o˜es diversas e em locais diferentes.
3 Concretizac¸a˜o
3.1 Caracterizac¸a˜o do Sistema
O sistema de boot remoto que serviu de base a este
estudo foi desenvolvido numa universidade suic¸a [3],
tendo como objectivo principal resolver os problemas
de administrac¸a˜o dos laborato´rios pedago´gicos des-
sa instituic¸a˜o. De facto, um caso particularmente
dif´ıcil de tratar e´ o dos computadores utilizados por
alunos, que normalmente na˜o se encaixam no perfil
de utilizadores cuidadosos, exacerbando os problemas
anteriormente citados.
Os objectivos mı´nimos que se prentende alcanc¸ar
sa˜o os seguintes:
• reduzir ao mı´nimo o trabalho de administrac¸a˜o
das ma´quinas;
• impedir que os utilizadores possam, acidental
ou intencionalmente, alterar a configurac¸a˜o da
ma´quina de um modo que prejudique os utiliza-
dores seguintes;
• permitir que cada ma´quina possa servir para
va´rios sistemas operativos, podendo cada utili-
zador comutar livremente entre eles;
• criar um ambiente em que os dados de cada
utilizador residam num servidor centralizado, e
na˜o em cada ma´quina, permitindo que lhe este-
jam sempre acess´ıveis qualquer que seja o labo-
rato´rio, posto de trabalho, ou sistema operativo
em que esteja de momento a trabalhar;
• autenticar os utilizadores antes ate´ de carregar
o sistema operativo, de modo a que so´ as pes-
soas autorizadas possam fazer seja o que for nes-
sa ma´quina.
O aspecto mais inovador deste sistema e´ a relac¸a˜o
entre o boot remoto e o disco local das ma´quinas clien-
tes. De facto os sistemas baseados em bootproms sa˜o
muitas vezes desprovidos de disco. Isto garante que
os computadores sa˜o sempre re-iniciados num estado
conhecido, uma vez que na˜o teˆm estado local persis-
tente. Essas soluc¸o˜es tem no entanto problemas a
n´ıvel de eficieˆncia uma vez que sobrecarregam a re-
de, principalmente se se tratar de sistemas operativos
com memo´ria virtual, que neste caso precisam de fa-
zer swap remoto.
Na soluc¸a˜o aqui estudada, os clientes teˆm disco,
mas este e´ tratado como se fosse uma a´rea de arma-
zenamento vola´til. Assim o programa de boot pode
re-particionar e formatar o disco de cada vez que a
ma´quina e´ ligada, adaptando-o a diferentes configu-
rac¸o˜es e sistemas operativos. Deste modo, resolve-se
o problema de ineficieˆncia, uma vez que se usa o disco
local, por exemplo no caso do swap, sem se perder as
vantagens de ter um sistema inicial sempre em bom
estado, ja´ que todas as alterac¸o˜es que se fac¸am aos
dados presentes no disco so´ persistem ate´ ao pro´ximo
reboot.
As principais caracter´ısticas deste sistema sa˜o as
seguintes:
• cada posto de trabalho tem uma bootprom que
inicia uma sequeˆncia de arranque permitindo ao
utilizador a escolha do sistema operativo que pre-
tende;
• quando cada posto de trabalho arranca, aparece
completamente “limpo”, como se tivesse acaba-
do se ser instalado, perfeitamente configurado e
livre de v´ırus;
• cada computador tem um disco, mas este fun-
ciona apenas como armazenamento tempora´rio,
uma vez que todos os dados dos utilizadores re-
sidem num servidor remoto;
• cada utilizador pode usar qualquer dos postos de
trabalho, independentemente do sistema opera-
tivo escolhido, e ter sempre acesso a` sua a´rea de
trabalho residente num servidor;
• so´ podem utilizar os postos de trabalho os utili-
zadores que tenham conta no servidor.
Atingem-se portanto todos os objectivos anterior-
mente enunciados.
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3.2 Instalac¸a˜o do Software nos Clien-
tes.
A instalac¸a˜o do software, incluindo o sistema opera-
tivo que ira´ ser usado nos clientes, faz-se uma so´ vez
para cada conjunto de ma´quinas semelhantes. Num
dos clientes instala-se o sistema e o software preten-
dido, tendo o cuidado de instalar as partes mais volu-
mosas em armazenamento remoto, onde podera˜o ser
partilhadas por todos os clientes. Estando tudo devi-
damente instalado e configurado, comprime-se todo
o conteu´do do disco, criando uma imagem desse sis-
tema. Esse ficheiro e´ enta˜o copiado para o servidor
de boot e sera´ fornecido a todas as ma´quinas cujos
utilizadores pretendam utilizar esse sistema. Isto sig-
nifica que para todas as outras ma´quinas na˜o chega
sequer a haver instalac¸a˜o convencional de sistema ou
outro software, uma vez que recebem a` partida uma
co´pia exacta da instalac¸a˜o padra˜o. Obviamente que
o nu´mero de licenc¸as devera´ ser compat´ıvel com o
nu´mero de ma´quinas onde o software e´ replicado.
Torna-se evidente que o tamanho da imagem cria-
da vai reflectir-se na eficieˆncia global do sistema, uma
vez que tera´ muitas vezes que ser transmitida pela re-
de e descomprimida pelos clientes. Convira´, portan-
to, que esta seja o mais pequena poss´ıvel. No caso
do sistema Linux isto e´ fa´cil de conseguir, dado que
as suas grandes possibilidades de configurac¸a˜o permi-
tem fazer um sistema em que quase tudo e´ importado
de rede. No caso de sistemas Windows, a situac¸a˜o e´
diferente. Apesar de quase todas as aplicac¸o˜es terem
opc¸o˜es de instalac¸a˜o em rede, verifica-se que insis-
tem em instalar dezenas de megabytes nas directorias
ba´sicas do sistema, fazendo assim aumentar o tama-
nho da imagem.
3.3 Mecanismo de Boot
Numa primeira fase a bootprom faz um pedido de
servic¸o DHCP/BOOTP a que responde o servidor de
boot. Nessa resposta e´ indicado qual o programa que
servira´ de ambiente pre-boot. Esse programa e´ enta˜o
carregado por TFTP e executado. As suas capacida-
des incluem uma linguagem interpretada que permi-
te a realizac¸a˜o de scripts simples, a possibilidade de
criar e manusear partic¸o˜es e ficheiros em disco, intera-
gir com o utilizador e o uso da API da bootprom para
operac¸o˜es de carregamento de ficheiros adicionais.
Nesta fase, o utilizador depara-se com um menu
que lhe permite escolher entre va´rias opc¸o˜es de bo-
ot. Tipicamente tratar-se-a´ de escolher entre siste-
mas operativos diferentes, ou optar entre um sistema
“novo” ou “usado”. No primeiro caso trata-se de um
sistema virgem, como se acabado de instalar, e pres-
supo˜e a necessidade de carregar pela rede a respectiva
imagem e descomprimi-la antes do boot propriamen-
te dito. O segundo caso so´ funciona se numa sessa˜o
anterior se tiver instalado o sistema pretendido, bas-
tando agora voltar a utiliza´-lo, sem se voltar ao es-
tado inicial. Esta hipo´tese e´ perigosa excepto se o
utilizador actual for a mesma pessoa que o utilizou
anteriormente, pelo que deve ser desencorajada em
todos os outros casos.
No que diz respeito a` necessidade de carregar a
imagem pela rede, ha´ uma optimizac¸a˜o importante a
considerar. Este sistema precisa de um espac¸o tem-
pora´rio no disco onde vai guardando a imagem com-
primida que lhe chega atrave´s da rede. So´ quando
estiver completa e´ que esta e´ descomprimida para a
partic¸a˜o adequada. A optimizac¸a˜o referida consiste
simplesmente em manter no disco a imagem compri-
mida. Assim, em cada boot desse sistema operativo
so´ sera´ necessera´rio carregar uma nova co´pia da ima-
gem se a co´pia actual tiver sido corrompida, ou se a
original no servidor tiver sido alterada. Deste modo
a u´nica operac¸a˜o que normalmente e´ necessa´rio efec-
tuar para obter um sistema “novo” e´ a descompressa˜o
da imagem que ja´ existe no disco. A a´rea do disco
onde sa˜o guardadas estas imagens comprimidas e´ sim-
plesmente o espac¸o que sobra das partic¸o˜es definidas
pelo utilizador, que por isso devera˜o ser menores do
que o tamanho total do disco.
3.4 Adaptac¸a˜o das Imagens a`s
Ma´quinas
Recordando que os sistemas sa˜o instalados nas diver-
sas ma´quinas a partir da descompressa˜o de uma ima-
gem comum, torna-se fa´cil perceber que podera˜o sur-
gir problemas se as ma´quinas em causa forem muito
diferentes umas das outras. Na realidade estes pro-
blemas na˜o sa˜o ta˜o generalizados quanto poderiam
parecer, uma vez que questo˜es como o processador e
as dimenso˜es da memo´ria e do disco na˜o interferem
com as imagens, excepto no caso de serem insuficien-
tes para o sistema que se pretende usar. Os com-
ponentes que podem dar problemas sa˜o os perife´ricos
que exigem controladores espec´ıficos. Incluem-se nes-
te caso as placas de rede, v´ıdeo e de som.
Do acima exposto resulta que este me´todo se apli-
ca melhor a conjuntos homoge´neos de ma´quinas. Isto
e´ fa´cil de conseguir quando se trata de comprar um
conjunto de ma´quinas novas. No caso de ma´quinas
ja´ existentes sera´ boa ideia adquirir pelo menos pla-
cas de v´ıdeo e de rede iguais para todas. Apesar
dos problemas apontados, este me´todo pode conviver
com conjuntos heteroge´neos de ma´quinas em certas
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condic¸o˜es, por exemplo, quando o sistema a usar e´ o
Linux. De facto, este sistema por ser flex´ıvel permi-
te que uma u´nica imagem se adapte a uma enorme
variedade de ma´quinas. Com o Windows 95, o caso
e´ diferente uma vez que o sistema Plug & Play ten-
ta reconfigurar a ma´quina toda sempre que detecta
uma pequena alterac¸a˜o de hardware, pedindo acesso
ao CD de instalac¸a˜o mesmo para componentes que ja´
esta˜o instalados e exigindo va´rios reboots. Mesmo as-
sim consegue-se controlar parte deste comportamento
atrave´s de manipulac¸o˜es do registry.
Resumindo, em ma´quinas homoge´neas qualquer
dos sistemas arranca sem problemas, por seu turno
ma´quinas heteroge´neas causam frequentemente pro-
blemas aos sistemas operativos Microsoft. Mesmo
no caso de ma´quinas heteroge´neas existiria sempre
a hipo´tese extrema de ter uma imagem diferente pa-
ra cada cliente, ou de isolar os ficheiros que precisam
de ser diferentes. A soluc¸a˜o mais realista e´ conseguir
agrupar as ma´quinas em subconjuntos homoge´neos
tendo uma imagem para cada um.
3.5 Variac¸o˜es do Me´todo
O me´todo descrito e´ bastante extremo, uma vez que
se destina principalmente a laborato´rios pedago´gicos,
onde temos realisticamente que admitir que um com-
putador, depois de ser usado, podera´ estar comple-
tamente impro´prio para uso por outra pessoa. Basta
pensar em v´ırus e em todas as armadilhas que se po-
dem deixar num sistema sobre o qual se teve controlo
completo. Por isso o me´todo referido acentua a pos-
sibilidade de se descomprimir uma imagem nova em
cada reboot.
Em ambientes mais benignos, podem-se propoˆr so-
luc¸o˜es mais moderadas. Um destes casos e´ o de uma
estac¸a˜o de trabalho de um investigador ou funciona´rio
de uma empresa. Uma vez que esse posto e´ sempre
usado pela mesma pessoa, a sua re-instalac¸a˜o com-
pleta so´ sera´ necessa´ria se algo correr muito mal.
Pode-se tambe´m reservar uma partic¸a˜o no disco que
se deixa intacta mesmo quando se volta a instalar o
sistema. Neste caso o utilizador pode perfeitamen-
te administrar a sua ma´quina como quiser, saben-
do que se por acaso a puser num estado pouco re-
comenda´vel, pode num instante restaurar o estado
inicial, preservando os dados que tenha guardado na
partic¸a˜o persistente. Este cena´rio e´ tambe´m mais to-
lerante aos problemas levantados por ma´quinas hete-
roge´neas, pois se a re-instalac¸a˜o for rara, sera´ mais
tolera´vel fazer uns reboots para o Windows se auto-
configurar.
Este me´todo pode tambe´m ser usado para clona-
gem ra´pida de ma´quinas iguais, mesmo que nunca
mais sejam re-instaladas.
4 O Caso DI/UM
4.1 Situac¸a˜o Anterior
Na Universidade do Minho existe uma entidade cen-
tralizada, o Centro de Informa´tica (CI), que disponi-
biliza contas para os alunos, com direito a enderec¸o
de correio electro´nico e a pa´ginas WWW pessoais.
Dispo˜e ainda de diversas salas equipadas com termi-
nais X-Windows ou com computadores pessoais.
Ale´m disso, o DI possui os seus pro´prios labo-
rato´rios pedago´gicos, embora anteriormente fossem
a` partida classificados ou como laborato´rios Unix ou
como laborato´rios Windows. Estes laborato´rios esta-
vam apenas acess´ıveis durante as aulas. Mesmo as-
sim, no caso dos laborato´rios Windows, a liberdade
oferecida a cada utilizador permitia alterac¸o˜es na con-
figurac¸a˜o do posto de trabalho, o que por vezes afec-
tava a aula seguinte. Estas alterac¸o˜es introduziam
elevados custos de manutenc¸a˜o, obrigando mesmo a
re-instalac¸o˜es frequentes de todo o software existente.
Mesmo no caso de aulas dadas em terminais X-
Windows ligados directamente a ma´quinas do CI, sur-
giam problemas, nomeadamente devidos ao facto do
servidor estar a ser usado simultaneamente por ou-
tros utilizadores que nada tinham a ver com a aula
em curso. A colocac¸a˜o de servidores nos laborato´rios
e o isolamento da rede por uma firewall beneficiou a
qualidade das aulas mas originou um custo adicional
na administrac¸a˜o dos servidors, face a` existeˆncia de
contas em va´rias ma´quinas.
4.2 Arquitectura da Rede de Labo-
rato´rios do DI
Actualmente quase todos os laborato´rios do DI po-
dem funcionar como sistemas de acesso pu´blico,
organizando-se da forma que se pode observar na Fi-
gura 1, onde se destacam:
• o servidor de boot ;
• os servidores de software;
• o servidor de a´reas de trabalho;
• os proxies de HTTP/FTP.
4.2.1 Servidores de Boot
Cada um dos grupos disciplinares do DI tem requisi-
tos diferentes quanto ao software necessa´rio a` prosse-
cuc¸a˜o dos seus objectivos pedago´gicos, o que levanta
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Figura 1: Arquitectura da rede de laborato´rios de ensino do DI/UM. (a) Acesso ao exterior; (b) servidor de
contas e a´reas de trabalho; (c) servidores de boot, funcionando tambe´m como firewalls e proxies HTTP/FTP;
(d) sala de aula, com o servidor a` disposic¸a˜o do docente, para controlo de recursos; (e) sala aberta, com o
servidor protegido; (f) servidores de software atribu´ıdos aos grupos disciplinares.
problemas no controlo de verso˜es e na gesta˜o do ser-
vidor de boot que passaria a ser administrado por
diversas de pessoas.
De forma a satisfazer os requisitos de um sistema
de acesso pu´blico e evitar um potencial problema de
administrac¸a˜o, distribuiu-se a cada grupo disciplinar
um servidor. E´ neste que deve ser instalado o soft-
ware necessa´rio para assegurar o correcto funciona-
mento das aulas desse grupo disciplinar e que sera´
posteriormente disponibilizado para qualquer dos la-
borato´rios. Desta forma reduz-se o tamanho das ima-
gens que o servidor de boot deve enviar para cada um
dos clientes.
Cada utilizador pode durante a sua permaneˆncia
num determinado posto de trabalho instalar e de-
sinstalar os recursos de software que pretender, na˜o
compromentendo a configurac¸a˜o do sistema para o
pro´ximo utilizador dessa ma´quina.
A minimizac¸a˜o das consequeˆncias de acc¸o˜es mali-
ciosas e´ conseguida limitando a possibilidade de esta-
belecimento de ligac¸o˜es com outras ma´quinas atrave´s
da internet. Cada laborato´rio esta´ isolado numa in-
tranet, cujas ligac¸o˜es poss´ıveis sa˜o efectuadas atrave´s
de uma firewall que so´ permite acesso aos servidores
de software, a´reas de trabalho e proxy HTTP/FTP
do DI.
4.2.2 Servidor de A´reas de Trabalho
Um componente importante da rede de laborato´rios
do DI e´ o servidor de a´reas de trabalho e respectivo
backup. Este servidor alberga as a´reas de cada um
dos utilizadores dos laborato´rios do DI.
A criac¸a˜o das a´reas de trabalho e´ efectuada de uma
forma automa´tica, utilizando os carto˜es magne´ticos
de estudante e uma base de dados com o nome e
nu´mero de cada um dos alunos da universidade. Nes-
te processo ale´m da criac¸a˜o de um perfil de utiliza-
dor e´ gerado um termo de responsabilidade em que o
aluno se compromete a utilizar correctamente os re-
cursos disponibilizados e uma password que apesar de
gerada aleatoriamente e´ probabilisticamente parecida
com uma palavra portuguesa, para ser mais fa´cil de
memorizar.
O protocolo utilizado pelo servidor para disponibi-
lizar as a´reas de trabalho para os diversos clientes e´ o
SMB. Com este protocolo a importac¸a˜o de uma a´rea
de trabalho e´ validada com um utilizador e respec-
tiva password restringindo o acesso, contrariamente
ao que seria poss´ıvel obter com NFS que na˜o permite
restringir o acesso a um determinado utilizador mas
apenas a um conjunto de ma´quinas.
4.3 Tecnologia Usada para os Servido-
res
Todos os servidores referidos esta˜o a correr o sistema
operativo Linux. Este sistema tem todas as vanta-
gens comuns ao sistemas Unix e algumas que lhe sa˜o
espec´ıficas. No primeiro caso podem-se destacar a sua
eficieˆncia, fiabilidade e flexibilidade, em particular no
que diz respeito a` administrac¸a˜o remota.
No que diz respeito a`s vantagens espec´ıficas do sis-
tema Linux, a maior e´ a sua natureza Open Sour-
ce [1], que adve´m do facto de o sistema operativo,
bem como todos os utilita´rios e sistema de desen-
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volvimento serem constru´ıdos num ambiente aberto
a` colaborac¸a˜o de todos os interessados, sempre com
divulgac¸a˜o pu´blica do co´digo fonte usado na sua pro-
gramac¸a˜o. Este modelo de desenvolvimento livre e
distribu´ıdo teˆm-se tornado especialmente importante
nos u´ltimos anos, tendo-se demonstrado que e´ uma
forma particularmente eficaz de conjugar os esforc¸os
de grandes equipas de pessoas, de modo a produzir
produtos de software de grande qualidade [2]. Nos
u´ltimos meses, a relevaˆncia deste modelo tem chega-
do a`s grandes empresas de informa´tica que comec¸am
a usar os seus resultados, bem como a contribuir pa-
ra o seu progresso. Destas podem-se citar algumas:
Netscape, Corel, Sun Microsystems, Compaq, Intel
e IBM. Mesmo os principais afectados por este mo-
delo de desenvolvimento ja´ se aperceberam da sua
importaˆncia [4].
Outra vantagem do sistema Linux e´ a de ser gra-
tuito. Assim o custo total do software usado nos
servidores de a´reas de trabalho, servidores de boot
e firewalls e´ nulo. Por sua vez o equipamento usado
consiste em computadores pessoais, de me´dia gama e
marca branca, o que constitui tambe´m uma grande
economia.
Um exemplo da fiabilidade dos servidores e´ bem
evidenciado na sua disposic¸a˜o f´ısica. Encontram-se
numa sala fechada, desprovidos de monitor, e toda
a sua administrac¸a˜o e´ feita remotamente. O u´ltimo
reboot ocorreu quando se levaram as ma´quinas para o
seu lugar definitivo, e desde a´ı na˜o foi necessa´rio que
ningue´m voltasse a entrar nessa sala. Nesse per´ıodo,
o servidor de boot serviu milhares de sesso˜es, e o ser-
vidor de a´reas armazenou a informac¸a˜o de va´rias cen-
tenas de alunos, sem que tivessem surgido quaisquer
situac¸o˜es ano´malas.
5 Concluso˜es
A experieˆncia recolhida com a aplicac¸a˜o desta tecno-
logia a um ambiente de ensino permite ja´ uma visa˜o
minimamente so´lida sobre as potencialidades deste
sistema de administrac¸a˜o. Constituindo os laborato´r-
ios de ensino um ambiente razoavelmente homoge´neo
em termos de hardware, torna-se aqui particularmen-
te fa´cil e ra´pido proceder a adaptac¸o˜es da instalac¸a˜o,
sobre todo o parque de ma´quinas. De facto, uma vez
assimilada a nova abordagem a` administrac¸a˜o torna-
se rapidamente impensa´vel o recuo para outros mo-
delos.
A nossa experieˆncia pessoal apontou tambe´m a
existeˆncia de vantagens considera´veis na adopc¸a˜o de
servidores Linux como parte da infra-estrutura de
apoio ao sistema, o que para ale´m de outros facto-
res propic´ıa claras vantagens econo´micas.
Para ale´m do caso testado, e´ fa´cil antever uma mui-
to promissora aplicabilidade a outros ambientes, co-
mo seja na gesta˜o de cibercafe´s, na configurac¸a˜o de
sistemas de apoio a` produc¸a˜o, onde e´ particularmen-
te cr´ıtico o tempo de paragem para reconfigurac¸a˜o,
e de um modo geral na administrac¸a˜o de parques
de ma´quinas significativos. Contudo, importa realc¸ar
que a eficieˆncia do sistema como um todo, na˜o advem
da simples adopc¸a˜o de um mecanismo de boot remoto
mas sim da sua integrac¸a˜o numa arquitectura de rede
e servic¸os, correctamente delineada. Assim, cada um
dos casos sera´ sempre um caso e acima de tudo uma
interessante tarefa de engenharia.
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