In this paper, a temperature control in real time control process was presented using several control algorithms. A quantitative comparison based on the real power consumption and (the precision and the robustness) of these controllers during the same control process and under the same conditions will be done. The proposed Adaptive and Self Organizing Fuzzy policy has been able to prove its superiority against the remaining controllers. The new Adaptive and Self Organizing Fuzzy Logic Controller starts the control with a very limited information about the controlled process (delay and the monotonicity sign) and without any kind of offline pre-training, the adaptive controller acts online to collect the necessary background to adapt their rules consequents and to self organize their membership functions from the real behavior of the controlled process. During 200 minutes and under the same conditions all the performed controllers have been used to control the room temperature, each simulation has been repeated five times with two different sets of set points. These amounts of results was used as a set of sampling for the statistical tool ANOVA (Analysis of Variance) that can prove and illustrate the validity and the extrapolability of the conclusions extracted from several stages of this work.
Introduction
In * the last decade, the area of intelligent control underwent significant progress by developing new control techniques [1, 2] or by modifying the methods previously used [3] . Fuzzy logic controllers have been considered as part of the most used control strategies that attract the attention of researchers in this field. Since, from its first appearance in 1974 by Mamdani [4] , several models of fuzzy controllers which adopt different methodologies and utilize wide range of intelligent techniques that can ensure robust and reliable control have been developed. In the last ten years, Adaptive and Self-Organizing Fuzzy Controllers have been well documented and great improvements regarding the error reduction have been achieved [5] . In fact, this contribution is not limited only in the error reduction but it offers novel prospects for the control process. In other words, this paper presents a new intelligent control methodology based on fuzzy logic control able to adapt and to self-organize their internal parameters in real time; this methodology can guarantee significant improvements in control performance that exceeds the traditional performance of conventional controllers (more precision and low power consumption).
The first model of a Self-Organizing Fuzzy Logic Controller (SOFLC) was developed in 1979 [6] , the essential idea of this latter was based on the identification of the responsible rule of the poor state of the plant and substitute it with an appropriate value that can minimize the committed error. The SOFLC oftentimes uses only the monotonicity sign to express this reliance (the Jacobian matrix is not always available). Generally, SOFLC systems have demonstrated their usefulness in applications that do not present high level of complexity, since it does not require more than tuning the consequents of the rules. On the other hand, more complex systems require designing more sophisticated controllers, that's because, SOFLCs are only capable of a coarse tuning of the controller parameters [7] [8] [9] [10] [11] .
Unlike most control systems that appear in the bibliography, the objective of our Adaptive and SelfOrganizing Fuzzy Controller presented in this paper is not limited only in reducing the error committed during the control process, but the proposed methodology can simultaneously ensure a very precise control with a very moderate power consumption. In the area of control process, the power consumption has not been well discussed, since, in the last ten years a limited number of works have been addressed to this issue [12] [13] [14] [15] [16] . The control systems able to ensure some level of saving power that appear in the bibliography propose two control methods to ensure the reduction of energy consumption. In the first one, the controller is used as a manager of the system that optimizes the use of the energy sources and control the time of use of the actuators to avoid the over-spending [15] , while in the second method, the controller optimizes the necessary energy used to feed the actuator of the system via a very moderate control signal [14] . In [16] a comparative study between a static Fuzzy Controller and a set of PID controllers was presented. The fuzzy controller feeds the actuator directly; the obtained results demonstrate his capability of carrying out the control process consuming less energy than the remaining controllers.
In this piece of work, a quantitative comparison of the obtained results using the adaptive controller and a set of conventional controllers under the same conditions will be presented to emphasize the great contribution that can bring the new fuzzy control methodology proposed regarding the reduction of both: the committed error and the electrical cost.
The experimental environment
The behavior of the controllers designed in this paper will be tested using the same control process and under the same conditions. To do this, a scale model of a room who can imitate the control of temperature of a room has been used (Fig.1) . The aim of the control process is to fix the room temperature to predefined values. The temperature control is done by controlling a fan that cools the environment inside the room, while the source of the temperature located in the center of the room tries to heat up the environment. 
Implementation of the used controllers
In this section we design the controllers used in this paper. The structure of the controllers used consists of two inputs and one output (MISO). The inputs are the temperature error and its derivative ( ǡ ሶ ). Since the error is expressed as: ൌ െ . The controller output is the supply voltage of the fan which is responsible of cooling the room.
Design of a PID controllers
The heuristic method of Ziegler-Nichols in closed loop offers a suitable tool to easily tune a PID controller [17] . It is performed by setting the I (Integral) and D (Derivative) gains to zero. The P (Proportional) gain is then increased (from zero) until it reaches the ultimate gain Ku, at which the output of the control loop oscillates with a constant amplitude. Ku and the oscillation period Pu are used to set the P, I, and D gains depending on the type of the desired controller. Table 1 gave us the predefined formulas to tune the PID controllers.
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Design of a classical Fuzzy Logic Controller
Due to its simplicity and ease of implementation the zero-order Takagi-Sugeno-Kang Fuzzy Controller (TSK-0) has been chosen for this simulation. A set of triangular membership function have been assigned to the inputs (seven for the first input and five for the second one) to cover the whole range of variation.
Since the controller is a TSK-0, then the output is a set of scalar values. The Fig.2 summarizes the global structure of the classical Fuzzy Logic Controller implemented. 
Design of Adaptive and Self-Organize Fuzzy Logic Controller
Basically the mathematical equation of the plant to be controlled can be expressed in terms of its differential equations and/or its difference equations by using a short enough sampling period to obtain that [18] :
where d is the delay of the plant and f is an unknown continuous and differentiable function, u is the plant output and the plant order is determined by the constants p and q. The aim of each control policy is to translate the output to the desired value (within the operation range). The challenge faced with this type of plants is for each input value we must obtain a well known output. Furthermore, the partial derivative of the plant output with respect to the control input must be different from zero for any input within the operation range. As plants are continuous, this means that the mentioned derivative must have a constant sign [10, 19] . Using the same structure of the classical FLC before designed (TSK-0 and the same distribution of MFs) we proceed to approximate such function. The complete set of rules of the controller could be presented as:
where
n v is the number of MFs for that input variable and ୧ భ ୧ మ ǥ୧ ొ is a numerical value representing the rules consequent. For the inference method, we will use the product as T-norm, while the "centre of gravity" with sum-product is chosen as defuzzification strategy. Hence, the fuzzy controller's output may be expressed as:
where ሬԦ ୩ is the N-dimensional input vector at instant k.
The objective of the proposed new methodology is to design an adaptive control algorithm able to adapt and to self-organize their internal parameters in real time using only some qualitative information about the plant. At the first stage of the algorithm we proceed to adapt the consequents of the rules as a reward/penalty, this process can guarantee a significant reduction of the error committed during the control process. In the second stage, the process of optimizing the membership functions begins with the aim to balance the inputs space regarding to the contribution of the accumulated error registered during the previous training period. This fine tuning can contribute in improving the control performance. Since, the new antecedents of rules will be more appropriate for the current state of the plant. Fig.3 (A) presents the closed-loop control system with the proposed control algorithm.
͵Ǥ͵ǤͳǤ Ǧǣ
The mean goal of our approach is to ensure a high level of accuracy and stability of the control process in real time. So for that, we should equip our fuzzy controller with a suitable skill that can make the control algorithm able to "learn" which actions lead to the desired set point. At this stage, the learning process is used to correct the consequents of the fuzzy rules and these latter will be used to provide the new "improved" results.
However, the modification of the controller's parameters is considered as a difficult task due to the ignorance of the real internal behavior of the used plant. The use of the gradient-descent algorithm can solve this problem but we would need to handle the partial derivative of the plant output with respect to the control input (y/u). Therefore, it makes us face two serious difficulties: Firstly, the main objective of our approach is to control a plant that we don't know their differential equation; hence, their derivative will be unknown too. Secondly, the approximation of the aforementioned derivative by ǻy/ǻu is strongly depending to the sampling period i.e., in cases where these sampling periods are relatively large, the approximation cannot be made. However, we are aware that the plant must be under control, if that, its derivative will have a definite constant sign. Therefore, the use of the information of how the monotonicity of the plant change regarding to the control input can indicate us in which direction we have to move the rule consequents to get the required improvement [5, 10] . In the proposed methodology, the adaptation mechanism evaluates the plant's state periodically and suggests a suitable correction (either a reward or a penalty) for the rules responsible of reaching such state. In the cases where the monotonicity is positive (i.e., the plant output increases as the control input increases) and, at the instant k+1, the output obtained is bigger than required (y(k+1) > r(k)), it means that the control signal used at the instant k should have been lower; similarly, if the obtained output is lower than desired (y(k+1) < r(k)), then the control input should have been bigger. Using the same analogy for the case of negative monotonicity, only the direction of the movements needs to be exchanged. It's important to note here that in such state, only some rules will be activated, so the reward/penalty correction must be applied just on the rules responsible of the current state of the plant. Likewise, the proposed correction must be proportional to the degree of activation of the involved rules. Consequently, in our approach we proceed to modify the consequents of the i-th rule of the fuzzy system using the following expression:
where d is the time delay,
is the required set point of the plant output at that time and y(k) is the plant output. The C value represents a normalization constant with the same sign as the monotonicity of the plant with respect to u and whose absolute value can be set offline as |C| = ǻu/ǻr, where ǻu is the range of the controller's actuator, and ǻr is the range in which the reference signal varies. These two values are set according to the human expert knowledge. We must note here that in (4) the use of r(kd) instead r(k) is justified, because the rules that are activated at instant k-d serve to achieve the desired value r(k-d) and not r(k).
Simultaneously with these steps, we have to be careful when we run our algorithm in real time, that's because the majority of the real time controllers face some limitations on their operation, which adversely affects the performance of the control process. A simple example of these kinds of limitations is the actuator range, in the cases where this range is limited on [u min , u max ] and the suitable control input needed to reach the reference value is outside of this range, the controller will provide the extreme limit of the actuator range as optimal value. Hence, at the next instant, the desired set point will not be achieved. However, in similar cases, the rules are optimized and the adequate output is generated. For that, it will be unfair re-proceed to modify these rules. The solution of this undesired state resides in accomplishing the following two conditions before applying the suggested corrections:
At the end of this section, we have to clarify that the proposed adaptation process is running in real time, from the startup of control until the end. Since, the adaptation involves (in real time) important improvements to the control performances.
͵Ǥ͵ǤʹǤ Ǧǣ
In the adaptation stage, the rule consequents were adopted to accomplish the best control performance. Based on the knowledge about the system to be controlled, the fuzzy controller uses a fix predefined structure (i.e., number of inputs, number of MFs and their parameters, etc.). Fixing such structure may not be always easy, since, it requires a deep knowledge about the system to be controlled [5, 19] . Therefore, in order to start the control of the plant using very limited information, we need to use advanced adaptive skills that exceed the aforementioned adaptive process, i.e., more internal parameters of the used controller need to be adapted and optimized. Nevertheless, important number of works that appear in the literature present adaptive controllers with prefixed structure [20, 21, 22] , hence, there are some risks that the plant may not be adequately represented [19] . The methodology suggested in this work is based on the use of large amount of data provided from the real behavior of the control process; the Input/output data extracted in real time can reflect important information about the real inverse function of the controlled plant. Thus, in the case where the control input is u(k) at instant k, and response of the plant was y(k+d), we can have more important information than just the error of the plant. If in the same state, we get the reference value r(k') = y(k+d) then the optimal control input will be u(k) independently of y(k+1) is the desired output or not. The aforementioned statement is valid for static systems while in systems where the dynamics change rapidly in time this statement do not hold, since; the previewed data obtained and stored are no longer valid, because the I/O relationships keep changing with the time. In our approach we use this information to set the self
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Copyright: the authors 587 Fig.3(B) presents the general flowchart of the methodology proposed in this paper. The controller can start the control process with no initial parameters or by using an arbitrary set of rules. Moreover, our adaptive controller operates in real time and the proposed process never finishes. The re-organization process is based in the idea that each area in the inputs space must have a balanced contribution to the Integral of the Square Error (ISE) registered during the control process. Since, the region that has a big contribution to the ISE is the region more frequently activated. The equation for the ISE is:
where c j presents the position of the j-th membership function, x i is the input and ɐ ୷ is the variance of the centre of the plant output, is used as a normalization factor. The first integral calculates the error, if the input is between the (j-1) center and the j center. The second integral calculates the error, if the input is between the j center and the (j+1) center. This equation can be simplified for two reasons firstly, the system is discrete which implies that the integral can be written as a sum and secondly, our input is the error of the temperature, so this error does not have to be calculated. The sign of the estimated ISE determines the displacement direction of the centers of the MFs, since a positive ISE means that the error in the left region is larger than the right one; therefore, the center of the membership function has to be moved to the left and vice-versa. This displacement should not affect the order of the MFs, using the following equation we can guarantee this criterion:
the parameter ୨ precise the degree of displacement of the centers. An important ୨ leads to an important displacement of the center and a small ୨ produces a small displacement. In this case, the controller starts with high values of R (e.g., 100) and it will be decreased exponentially every T time. T has the size of one learning run. During the first T the consequences would be tuned and the sum will be calculated simultaneously without estimate the ISE. At the second T, the ISE will be calculated and the new configuration of the membership functions would be generated after the last iteration of the second T. This new configuration will be used in the next run (in the third run the controller does not calculate the ISE) to re-tune the consequents output and generate a full optimized output. In fact this process is endless; while the controller operates this task will be repeated periodically but using a smaller value of R.
Results Analysis and Conclusion
This study aims to illustrate the superiority of the proposed methodology and approve its validity by a statistical analysis of the results obtained from a set of real time simulations. For this, each simulation (200 minutes of control with several set-points) will be repeated five times and with two different sets of setpoints under the same conditions to form a set of sampling, this latter will be used by the statistical tool ANOVA to realize the expected analysis. The criterion of comparison between the different methodologies used are the committed error (MSE) and the Electrical Consumption (EC) during the control process. Table 2 (A) presents the results of all simulations performed during this study giving the MSE and the EC obtained of each algorithm using two sets of set-points.
¾ Analysis of variance (ANOVA)
To analyze the variance of the MSE we proceed to construct the ANOVA table that decomposes the MSE and EC variability in contributions due to several factors. We note here that the sum of squares type III has been chosen (by default); the contribution of each factor is measured by avoiding the effects of the remaining factors. The P-value test the statistical significance of each factor, a P-value less than 0.05 implies that this factor has a statistically significant effect on the MSE/EC with a 95% confidence level, so from the data presented in the ANOVA table we can determine if the effects have a statistically significant effect on the MSE/EC.
¾ Multiple Range Test
In the Multiples Range Test a multiples comparison procedure is done to determine which means are
Co-published by Atlantis Press and Taylor & Francis
Copyright: the authorssignificantly different from others, the method used to discriminate between the means is the method of Least Significant Difference (LSD) of Fisher. The asterisk adjacent to the pairs indicates that these pairs show statistically significant differences with a 95% confidence level.
Analysis of the MSE ¾ Multiple Range Test for MSE of B:CONTROL
The factor A: SET POINTS presents the effect of using two different sets of set-points on the variables studied (MSE and EC) during the control process. The factor B: CONTROL presents the effect of the control algorithms used on the variables studied (MSE and EC) during the control process. All the F-ratios are based on the residual mean square error Tables 3 (A and B) we can deduce that the factor A: SET POINTS does not has a statistically significant effect on the MSE and on the EC registered (P-value > 0.05), i.e., the quality of the obtained results in these simulations does not depend on the set-points used. If we change the set-points we will obtain results of the same quality. For the factor B: CONTROL it has a statistically significant effect on the MSE and on the EC registered with a 95% confidence level (P-value < 0.05), i.e. if we repeat the simulations there is a 95% risk of having similar MSE and EC during the control process. On the other hand, from the Tables 4 (A), 5 (A) and Tables 4 (B), 5 (B) of Multiples Range test of the MSE and the EC we can deduce that there are significant differences (in MSE and in EC) between our adaptive algorithm and the remaining algorithms with a 95% level of confidence, i.e. if we repeat the simulations several times there is a 95% risk of having similar differences of MSE and EC between our algorithm and the others. Also from the same tables, we can observe that when we change the set of set points, the obtained results does not suffer any qualitative changes, i.e., the proposed methodology preserves its superiority against the remaining controllers even when we use different set of set points. The figures 4 and 5 show clearly the differences between all the used algorithms. In Fig.4 we can note that the adaptive controller presents the best MSE and in the Fig.5 it's clear that the best EC is registered by the adaptive controller too. However, trough this statistical analysis we have demonstrated that the new Online Adaptive Fuzzy methodology presented in this paper can guarantee several improvements to the control processes that exceed the performance of classical controllers. The extrapolability of the obtained results is clearly emphasized by the use of different set of set-points and by the amount of the simulations performed during this work [1] .
The perturbation effects on the control performance
Fig .6 depicts the behavior of the algorithms (static FLC and Adaptive FLC) after a disturbance of 25% at minute 20. The disturbance used here is a simulation of a temperature decrease caused by a secondary fan and at the 65 minute, we have caused a disturbance of 20% but this time we simulate a temperature increase caused by another source of temperature. The response of the plant after the disturbances for each algorithm can clearly explain the differences between every one of them. Top of Fig.6 shows the behavior of static FLC in perturbation cases. We can notice how these disturbances can affect the control precision; the static FLC keeps the plant under control but with large error without over passing the perturbation effects.
In the second graph, the adaptive FLC presents a very good performance against these disturbances. It can be clearly noticed that the control precision does not suffer big changes and that the adaptive algorithm can overcome the perturbation effects in few moments later; it can correct the new error and return it within the allowable range. Thus, Table 6 presents a numerical comparison between the error committed in 10 minutes before causing the disturbances and the error committed in 10 minutes with disturbance for each algorithm. This comparison is correct while the 10 minutes used in the calculation of the MSE before and after the perturbation are always from the same set temperature. 
ͶǤʹǤͳǤ
After the realization of several test of the behavior of our proposed controller under different types of disturbances, we proceed to approve the validity and the extrapolability of the obtained results using the same analytical tools as in the previous section. To do that (in the case of disturbance) we will use the same types of perturbations (additional Fun and/or source of temperature) but this time with various levels (+30%, +15% and -30%, -15%) and we will repeat each simulation (80 minutes of control) five times using two different sets of set points to form a set of sampling for the statistical tool ANOVA. All the F-ratios are based on the residual mean square error 
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The criterion of comparison between the conventional FLC and the proposed Adaptive and Self-organize FLC is the committed error (MSE) during the control process. Table 7 presents the results of all simulations performed during this study giving the MSE obtained of each algorithm using two sets of set-points. In these cases of perturbations, we note that from the ANOVA Table 8 that the effects C: NOISE and B: CONTROL have a statistically significant effect on the MSE registered with a 95% confidence level (both Pvalue < 0.05), i.e. if we repeat the simulations with the same degree of perturbations there is a 95% risk of having the MSE in the same range, On the other hand, Table 9 (A and B) of multiple range test of the MSE for CONTROL prove that there is a statistically significant difference (between the MSE registered by our adaptive algorithm and the other algorithms in cases of disturbances) of 95% level of confidence, i.e. if we repeat the simulations several times, there is a 95% risk of having the same difference of error between our algorithm and the FLC.
Conclusion
This contribution presents a new adaptive fuzzy control policy that can guarantee a quite interesting reduction of the power consumed during a control process, the precision and the robustness of this control process has been widely represented and proved too. Our new policy has been able to carry out the control process with a very high performance against several conventional controllers in the same control process and under the same conditions. Noting that the adaptive controller designed and implemented in this paper can start the control of a quasi unknown plant, the only information needed is the delay and the monotonicity of the plant, also, the adaptive controller doesn't need any offline pre-training and can act without assigning any rule base and can learn from the real behavior of the plant in order to collect the required information to adapt the rules consequents (in real time) and to reorganize the membership functions. The validity and the extrapolability of the conclusions extracted from all obtained results were verified by a statistical analysis of variance (ANOVA).
