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Introduction
To understand how markets work, one needs an intimate knowledge of how firms set prices and compete. The "big data" revolution has made micro-level data on the economic decisions of consumers and firms available at an unprecedented scale. The world's general capacity to store information digitally has grown with an average rate of 23% per capita per year in the years between 1986 and 2007 (Hilbert et al., 2011) . Next to having a higher volume of recorded data, data nowadays arrive at a much higher frequency than ten to twenty years ago and cover activities previously unobserved.
One prime market for which the nature of the available data has changed tremendously is the retail gasoline market. Data sets used in empirical work published before the year 2000 all contain at most 10,000 price quotes, with the interval between observations in the majority of cases being a fortnight or longer. Studies published after 2010 instead use data sets with more than 10,000 observations in over 90 percent of cases and in the majority of studies, the frequency of recording price quotes is once every two days or higher (daily or even hourly). In numerous countries private parties have taken initiatives to publicize price information on the Internet, 1 in others price comparison websites have been established by law. 2 This high public interest in information on retail gasoline prices is explained by the significant budget share of fuel in the expenditures of households in most countries. 3 The purpose of this paper is twofold. First, we survey how data availability of retail gasoline prices has changed and how this in turn has influenced the type of questions addressed in empirical research.
Traditionally, price information has been relatively easier to obtain for retail gasoline markets than for most other markets because firms post them on large advertising signs next to the station. For this reason, an established body of empirical research of pricing studies is available that together span several decades and cover various countries. As a result, developments in data collection and analysis have left their traces in the form of shifts in research focus of published studies in this field, such as shifts in the methods used and the type of questions addressed.
Second, based on own data, we will show the possibilities offered by a long panel with detailed price quotes to identify trends and causality between trends. Although the volume-characteristic is the aspect of big data usually picked up by the media, we believe that the changes in the frequency will have at least as large an impact on empirical research. Importantly, the high frequency characteristic allows for the application of event study analysis (Brown and Warner, 1985; MacKinlay, 1997) . The application of this technique has so far been limited to the field of finance, where it has been used to measure e.g. the impact of earning announcements on a firm's stock price by estimating abnormal ex post returns in the stock's performance. In the field of industrial economics, this event study analysis has been applied to estimate the impact of EU merger control decisions on consumer surplus (Duso et al., 2007) , but again by considering the stock market prices of the firms involved in the decision. 4 The second part of this paper extends the use of event study analysis to non-financial price data using detailed data on the Dutch retail gasoline market. The central event in our analysis is the move in recent years of a high number of gasoline stations to unmanned retailing, i.e. stations without an attendant where customers pay by debit or credit card. This development is not limited to the Netherlands, but exemplary of a trend observed throughout Europe. 5 We explore to which extent the direct and competitive effects of this trend towards unmanned stations can explain the increasing highway/off-highway price differential we observe and to which extent other changes such as re-brandings, entries and exits have had an impact. Not surprisingly because of their lower cost structure, a regression based on within-station variation reveals that stations that convert from manned to unmanned reduce prices with 4.5 and 3.1 eurocent per liter (cpl) onand off-highways, respectively. Moreover, for off-highway sites we find that these conversions lead to significant competitive spillovers: A doubling of the number of unmanned stations in one's direct neighborhood leads to a price decrease of 0.22 cpl. Together, the direct and competitive effects of the increase in the number of unmanned stations explain 22% of the increase in the highway/off-highway price gap, another 13% can be explained by major-to-non-major re-brandings.
The event study analysis considers more in detail how prices responded in the time period immediately before and after the events of a manned/unmanned conversion or a major/non-major re-branding.
Consistent with the regression estimates, we find price drops at the event day for both events. However, these effects are asymmetric in the sense that changes in the opposite direction do not have a long-term price impact. Notably, the price adjustment patterns of the two events are very different, with the adaptation to the lower price level being almost immediate in case of manned-to-unmanned conversions but taking one to two months in case of major-to-non-major re-brandings.
We are not the first to consider the question how the availability of larger and more complex data sets will influence empirical research in economics. In a thoughtful piece, Einav and Levin (forthcoming) describe the key aspects of the transformation, the need for novel ways to summarize and analyze the information in these data and the possible application in economics of tools developed in statistics and computer science. 6 The purpose of the current paper is to illustrate these developments for the particular field of applied economics that studies retail gasoline prices.
Although the empirical focus in this paper is on the retail gasoline market, the outcomes have a wider relevance as the research techniques employed will be applicable to other markets as well. In particular, we have in mind other retail markets that are characterized by frequent price changes and consumer search, such as the markets for groceries, financial products and online markets. Section 2 will describe how the availability of more and more detailed data has influenced empirical research on gasoline retailing. Section 3 introduces the data on the Dutch retail gasoline market that is the basis for the analysis in the subsequent sections. In particular, we will pinpoint changes in the market structure that have taken place since the start of this data collection effort in 2005, such as re-brandings, entry and exits and the conversions to unmanned retailing mentioned above. Section 4 looks at trends in the price data and identifies a steadily increasing differential between highway and off-highway prices. This trend is linked to the underlying trends in market structure, which culminates in a number of research hypotheses that are tested in Sections 5 and 6.
The number and frequency of price quotes enables us to use a regression approach with a very rich set of station-level and day fixed effects in Section 5. The impact of the changes in market structure on price is identified using within station variation only. This illustrates how detailed data assist in establishing causality. Counterfactual analysis allows us to quantify the effect of the number of unmanned sites on the highway/off-highway price differential. Section 6 studies with an event study approach in detail what happens to prices at stations (close to stations) experiencing a re-branding or conversion to unmanned retailing in the final days prior to the event and the first days after the event. Section 7 concludes.
Empirical studies on retail gasoline pricing
The empirical literature on retail gasoline markets is vast. In his survey, Eckert (2013) counts more than 100 empirical studies. Whereas Eckert (2013) reviews and summarizes the main findings of this 6 Varian (2014) describes new statistical and econometric techniques needed to manipulate and analyze these data that can be used to obtain good out-of-sample predictions when conventional techniques do not suffice.
The Economist (2013) paints a picture on how big data induce a revolution in infographics, the way we present information.
http://www.economist.com/news/books-and-arts/ 21580446-revolution-taking-place-how-visualise-information-winds-change.
stream of research and briefly mentions the main data sources that researchers have used, our paper will focus on the the way different data characteristics have shaped the literature on retail gasoline, thereby complementing his survey. We refer the reader to Eckert (2013) for an extensive overview of the research questions analyzed and the main insights that have resulted.
This section broadly describes how greater data availability and the digital revolution has shaped the nature of empirical studies on retail gasoline pricing. Section 2.1 discusses which research questions typically have been addressed in the last two decades and what data have been employed to answer them. Section 2.2 zooms in on how the three aspects usually associated with big data -high volume, high frequency and high variety -have impacted the research orientation. Our assessment is based on a selection of empirical studies listed in Table 1 . The selection procedure can be briefly described as follows. First, we searched JSTOR for keywords "retail gasoline". Then we selected empirical studies which use retail-price data. Finally, to keep the table compact we shortlisted the papers published in journals ranked 3 and 4 according to the Keele list. 7 At various points, we will refer to this table which also succinctly summarizes the main characteristics of the individual studies relevant for our purposes. Table 1 shows that the majority of studies uses price quotes from the US or Canada. The share of high quality economic research being done in these countries has undoubtedly influenced this observation. However, readily-available station-level price data sources in North America, such as Oil Price Information Service (OPIS), have also played a major role in making these studies possible. Retail gasoline price data on North American markets are available from OPIS since 1999. 8 13 out of 62 data sets in Table 1 are obtained from OPIS. The Energy Information Administration (EIA) and MJ Ervin & Associates Inc., providing gasoline price data for the US and Canadian markets respectively, have served as the source for a significant number of data sets too. Remarkably, 11 out of 19 daily-price data sets in Table 1 were provided by OPIS. All of these 11 data sets covered US markets. Evidently, accessibility and quality of gasoline price data in the US and Canada have significantly contributed to the literature on retail gasoline pricing.
Scope
In terms of topics, the studies can be roughly categorized into four research areas as Eckert (2013) suggests. The first and by far the largest group studies the asymmetry of retail price responses to increases and decreases in wholesale prices. The first two econometric analyses of this problem were 7 Accessible at: http://www.uncp.edu/home/ashraf/JournalRankings/KeeleEconJournalRanks.pdf. 8 Source: http://www.opisnet.com/about/opis.aspx.
those by Karrenbrock (1991) and Bacon (1991) . The former reflects a large interest in this topic from politicians, industry specialists, and the media. The latter is inspired by the Monopolies and Mergers Commission inquiries in the UK. 9 The common finding is that retail prices adapt faster to increases in wholesale gasoline price than to decreases. The explanations for this phenomenon vary from consumer search (Tappata, 2009 ) to tacit collusion (Borenstein et al., 1997) . In a large cross-market comparison, Peltzman (2000) finds that more than two thirds of the roughly 200 investigated product prices respond to positive input price shocks faster than to negative ones. The great public interest in the issue, the occurrence of the same phenomenon in a wide array of other markets combined with easily accessible price information explain why studying response-asymmetry using retail gasoline price data has been a popular and worthwhile research topic. The second group analyzes whether and why the data exhibit Edgeworth cycles, the asymmetric cycles where prices fall till profit margins become very small or even negative, at which point prices jump back to the original price in a sudden and sharp movement (see Maskin and Tirole, 1988; Noel, 2007a ,b, or Atkinson, 2009 .
One third of all papers in Table 1 (21 articles) analyze either the asymmetric passthrough of upstream cost shocks or Edgeworth cycles. A few papers try to establish a connection between both phenomena although there is not much consensus in the findings (see Section 2.2.2). Edgeworth cycle theory assigns an important role to firm's best responses to their competitors prices. The availability of high frequency price data has played a major role in the development of the empirical literature on Edgeworth cycles by enabling researchers to observe these price responses in great detail. Of the papers using higher-than-daily frequency data, two-thirds focus on analyzing asymmetric price cycles.
The third research area concentrates on the impact of vertical relations and regulation on retail gasoline prices (see Barron and Umbeck, 1984; Hastings, 2004; Taylor and Hosken, 2007) . Hastings (2004) for example shows that the presence of independent retailers helps to decrease local retail prices; Barron and Umbeck (1984) provide empirical evidence indicating that prices rise when a refiner-controlled station changes to a franchise operation. As also noted by Eckert (2013) , some studies contribute to multiple categories whereas some others do not fit into any of the four main research areas.
The final category of articles analyzes station-level price dispersion and examines to which extent price differences can be explained by differences in station characteristics or by differences in the level of local competition (see Barron et al., 2004, or Clemenz and Gugler, 2006) . By their nature, the completeness and variety of data (individual characteristics, location etc.) is more important for studies in this category than the number and frequency of price quotes. For example, besides retail price of gasoline, Barron et al. (2004) use an extensive set of controls (such as the stations' brand, location, number of pumps, availability of additional services, hours of operation, etc.) in their investigation of the relation between station density and price dispersion. Data on individual station characteristics are nowadays relatively easy to obtain because various market research companies routinely collect them and offer them for sale. In the following section, we discuss the impact that the main characteristics of big data have had on the retail gasoline literature.
Impact of better data availability
Research on gasoline retailing is largely driven by data availability. A greater level of detail in the data often allows new topics to be studied empirically. For example, the advent of weekly and daily price quotes has enabled researchers to study whether the competitive strategies firms apply in empirical practice fit the theoretical mechanism Maskin and Tirole (1988) have put forward to explain the occurrence of Edgeworth price cycles. Without price data arriving at a frequency exceeding or at least matching the frequency with which firms update their prices, we would not be able to tell the adequacy of the dynamic reaction functions that feature prominently in Maskin and Tirole's theory.
Indeed, there are no empirical studies on Edgeworth cycles using bi-weekly or monthly data. In this subsection we discuss the trends in the characteristics of data used in studies on retail gasoline pricing as well as the implications of these trends.
Volume
The term "big data" is most often associated with the volume of the data. However, the empirical literature on retail gasoline cannot be solely characterized by the use of massive data sets counting millions or billions of observations. Despite a few recent studies which actually use very large data sets (see Chandra and Tappata, 2011; Hosken et al., 2011; Lewis, 2012) , the majority of recent papers does not rely on the volume but instead on the level of detail of the data. Nevertheless, Figure 1a shows that data sets used in research on retail gasoline are getting larger. There are several reasons underlying this trend. For example, the frequency of price quotes is also increasing over time as Figure 1b shows.
Hence the data sets of the same length are larger than in the past. The volume of data sets has also increased due to changes in data collection techniques. The Internet had played a vital role in this development. Whereas in the past, aggregate price indices were constructed by statistical agencies or branch organizations, price quotes of individual stations are nowadays mostly available on firms'
websites. Moreover, some companies also collect credit card data with fuel price records which are then sold to oil companies, distributors, traders, government, and academia. Many large data sets listed in Table 1 have been obtained from OPIS which provides the data on North American gasoline markets. These trends illustrate that research on retail gasoline and microeconomics in general are moving towards more intensive use of "big data". Note: Number of papers per period from earliest to latest: 14; 12; 25; 11. Table 1 shows that before the 21 st century, only two empirical studies using daily price quotes were published (see Slade, 1992 Slade, , 1998 . But even Slade's (1992 Slade's ( , 1998 ) data set has a sample of only 14 stations in Vancouver which can represent a small sub-market at best. After 1994, cross-section data were used only once by Barron et al. (2004) . These trends towards using less cross-section (more longitudinal) and more daily and hourly data are evident in Figure 1b .
Frequency
Researchers use the high frequency property in different ways to answer specific questions. For example, Doyle and Samphantharak (2008) use daily prices to determine short-term pass-through of taxes by comparing two days before and two days after the tax change. Atkinson et al. (2009) use bi-hourly prices to study timing of responses to price increases and decreases. In both cases, the high frequency characteristic is crucial for identification. Atkinson (2008) actually shows that while (twice-) daily price data are suitable to identify the Edgeworth cycles, they are not sufficient to identify which stations initiate the cycles and which ones drive them down.
We find that six out of seven most recent studies on asymmetric price patterns used price data with daily to hourly frequencies. 10 Using daily data, Lewis and Marvel (2011) provide evidence that consumer search can explain asymmetric responses to cost shocks. 11 Daily price data have also been used to relate asymmetric response and Edgeworth cycles (see Noel, 2009; Lewis and Noel, 2011) .
While Noel (2009) argues that Edgeworth cycles might be a cause of or amplify asymmetric-response pricing, Lewis and Noel (2011) find that cost changes are passed on two to three times faster in markets exhibiting Edgeworth cycles. Lewis (2012) uses daily and tri-hourly price data to examine the price leadership and coordination mechanism in markets with Edgeworth cycles. He finds that the market leader signals the beginning of the cycle by raising a price to the same level at all its stations. The competitors then follow within 24 hours. These studies demonstrate how our knowledge about price asymmetries and price cycles has been informed by high frequency data. 12
High variety and increased coverage
The availability of station-level price quotes has greatly enhanced the possibilities to study the impact of station characteristics and market structure on pricing. To accomplish the former, price data are merged with information on site characteristics including details about vertical contracts, brands, service hours, or other services that are available on-site (e.g. a grocery shop, a car wash, automotive services, etc). For the later, price data have been frequently merged with demographic information to construct proxies for station-specific demand which is usually unobservable to researchers (Doyle and Samphantharak, 2008; Verlinda, 2008) . Advances in geocoding have given researchers more accurate information about the location of sites. By calculating distances between individual gasoline stations, most researchers nowadays have very precise measures of the intensity of local competition at their disposal. The approaches of gathering these data have differed substantially: Some use street addresses or postal codes, e.g. Barron et al. (2000) , others use exact geographical coordinates using Google Earth or manually using a GPS unit (Verlinda, 2008) . Given the developments in geocoding technology, we expect a strong growth of market power studies that use geocoded information. 13
The exact market coverage of each data set listed in Table 1 is known only if the authors mention this explicitly. For example, Manuszak and Moul (2009), Wang (2009) , and Chandra and Tappata (2011) note that their data cover (almost) 100% of the markets they study. This is exemplary of the trend to use less aggregated and more complete data: Note that in Table 1 the use of city-or state-averaged data is decreasing over time; also, until the year 2000, none of the papers had more than 100 stations in their sample (unless they used a cross section).
In this paper we exploit the fact that we have a sample of more than 85% of all gasoline stations in the Netherlands. This gives us detailed information about the structure of local markets and to identify changes in these markets. It also enables us to estimate various spillover effects consistently.
The completeness of our market coverage combined with the length of the panel allows us to distinguish a number of trends in the Dutch retail gasoline market and to study possible causal relations between these trends.
3 Data description
Data collection
In August 2005, Athlon Car Lease (Athlon, hereafter), the leading car leasing company in the Netherlands with a fleet of over 125,000 cars, launched an online website where it has published the gasoline prices paid by its fleet-card owners ever since. Immediately after the launch, we have started a procedure to download these data on a daily basis and by the end of September 2005, this procedure was fully automated. We collected price data for all grades of gasoline, diesel, and liquefied petroleum gas (LPG), but in this paper we limit attention to the prices for regular unleaded 95 octane gasoline (known as Euro 95) which is the most commonly used type of fuel in the Netherlands. 14 The price at a particular station at a given day is recorded if and only if at least one fleetcard owner frequented the site that day. This may bias our sample of observed prices towards the lower-end of the price distribution when drivers structurally avoid visiting the higher-priced stations.
Fortunately, because Athlon's customers are employees of large companies or institutions who do not pay for the fuel themselves, they are likely to be price-insensitive. 15 Another bias would arise when site characteristics unobserved by the researcher would lead lessees to structurally avoid visiting some outlets. This however does not seem to be an issue given that our data contains more than 80% of all sites. The price data is appended with other explanatory variables such as the exact geographic coordinates and the (Euclidean) distances between all pairs of stations. 16 We also know the brand of station and whether it is an unmanned site. Together with all the individual station characteristics and other appended data, our data set is one of the largest and most detailed samples used in the literature on retail gasoline pricing.
Within-station differences and changes in local market structure
Due to the long period of observation, our panel contains a large number of changes at the station level. Part A of Table 2 reports these changes. The table shows that the most pronounced trend has been the conversion of manned to unmanned sites, with many more such conversions off-highway (291) than on-highway (7). We also observe a drop in the number of off-highway sites carrying one of the six largest brands. In total, there are 247 off-highway (12 highway 19 This definition of "major" is also used by the Netherlands Competition Authority (Nederlandse Mededingingsautoriteit, NMa).
20 As in Soetevent et al. (2014) we define the relevant market for off-highway (highway) sites as all other sites within a 2 km (5 km) radius.
21 Table 2 also shows the corresponding numbers for changes in neighboring highway stations. These numbers are much smaller and for this reason not discussed in the text.
22 Note that both sets are not mutually exclusive. 
Market description and trends
Whereas the previous section reported for a number of variables the total number of observed changes, this section discusses whether the Dutch retail gasoline market shows any structural trends in market concentration, the conversion to unmanned stations and in pricing. Figure 4 shows the development of the market shares of the seven most important firms in the Dutch retail gasoline market: the four traditional majors plus Total, Q8 and Gulf. Due to the absence of revenue data, the market share of a firm is defined as the percentage of all gasoline stations operating under one of its brand names. 24,25 For any given day, we calculate the number of active sites on that day by counting the number of stations for which the first price quote is recorded before, and the final price quote after that particular day. In this way, the calculated market shares are insensitive to fluctuations caused by some sites not being sampled on a particular day. 26
Prices

Market concentration
With a market share over 14 percent, Shell is the market leader in 2011 despite having lost 3 percentage points of its market share since January 2006. Gulf increased its market share significantly during the sample period. Together, these firms own more than two thirds of all stations. Total has experienced the largest decrease in market share with a fall of nearly 4 percentage points.
As Figure 5 attests, the development at highways is different. The four major brands plus Total and Q8 capture almost the entire market. Whereas the off-highway market has a significant share of 23 NMa has also mentioned differences in regulations and policies on approval for highway and off-highway stations (NMa, 2004) .
24 For Texaco, the market share is calculated including the sites it operations under the Firezone-brand; for Q8 including the sites it operates under the Tango-brand (automated stations); for Gulf including the sites it operates under the TinQbrand (automated stations).
25 Table A .1 in Appendix A compares the market shares as calculated from our data with the statistics from Catalist. Our data is accurate in terms of sampled stations and covers more than 80 percent of almost all six major-branded sites (the exception is Q8 with 69 percent). Figure A. 1 shows that the number of sampled stations is growing over time, improving the representativeness of our sample. 26 We drop the first and the last month of observation (October 2005 and April 2011) from our analysis to avoid that stations entering and exiting the database in these months, respectively, are misclassified as entering or exiting the market. other players, these six companies still own 88 percent of all highway sites at the end of the sample period. Including off-highway stations, the total market share of the six major firms decreased with 10 percentage points to 56 percent during the sample period; a decrease of 11%. This trend has possibly affected the highway/off-highway price differential because major brands are usually able to sell gasoline at a premium.
Trend 2 The market concentration of the six major brands has decreased by 11% in the off-highway market in the time period October 2005 to April 2011 while their total market share in the highwaymarket has been stable around 90 percent.
The emergence of unmanned stations
Recent years have seen a significant increase in the number of unmanned fuel stations. Figure 6 shows a very steady growth in the number of unmanned sites off-highways where the market share of unmanned stations has more than doubled from 13.1% to 26.5%. The relative growth has been even larger at highways, but starting from a much lower base: The market share of unmanned stations along highways has increased from 2.1% to 5.9%.
Although the aggregate increase has been very gradual, there is considerable variation in the pace with which individual firms convert stations into unmanned stations. 
Research hypotheses
The introduction of unmanned stations is an obvious route to cut cost. 27 On the surface this supports the view propagated by oil companies 28 that competition off-highway has become stronger because of the steeply increasing market share of unmanned sites. However, because of the cost-structure of unmanned stations, one cannot immediately conclude which part of the increased highway/off-highway price differential is due to the increased efficiency of off-highway sites (a direct effect) and which part to more intense competition (a spillover effect). Therefore, we dedicate the next section to examine in more detail the relation between the increased number of unmanned stations and competitive spillovers. The hypotheses that we will test are based on the trends identified in the previous subsections.
In particular, we aim to test the extent to which the observed divergence in the highway/off-highway price differential (Trend 1) is caused by the decreased share of major-brand stations (Trend 2) and/or the increased share of unmanned stations in the highway and the off-highway market (Trend 3).
To formulate our hypotheses, we make the following two assumptions. First, we assume that the retail gasoline market can be characterized as a differentiated Bertrand market, meaning that stations compete in prices and that their products are viewed as imperfect substitutes. Location is probably the most important dimension of differentiation but gasoline produced by different oil companies also slightly differs in the additives used. Moreover, the majority of stations offers additional services such as a shop or a car wash. For these reasons, consumers may not be indifferent between different stations.
Second, we assume that unmanned sites will operate at lower costs. Neither of these assumptions is controversial. Given these assumptions, we expect the conversion from manned to unmanned to have two effects on prices.
First, we expect a site that converts to an unmanned site lowers its price, because of lower operating cost. This is the direct effect. Second, due to prices being strategic complements, we expect an indirect/competitive effect as well: The lower price charged by their unmanned neighbors will put a downward pressure on the prices of nearby sites. This competitive effect will typically be much smaller in magnitude than the direct effect. In March 2011, a typical off-highway site faced an average number of 0.89 unmanned off-highway competitors within 2-kilometer distance, up from 0.46 in November 2005.
For the typical highway site, the corresponding numbers are 0.32 and 0.16 (within a 5 km radius). The sheer number of sites that has converted in recent years may render the competitive effect statistically and economically significant.
Of course, other developments than the increased number of unmanned stations may also have contributed to the widening price gap in the period considered. These include (unobserved) asymmetric changes in the cost structure of highway and off-highway stations and changes that have led to increased competition off-highway (or, decreased competition among highway sites) such as the entry of new firms/brands and the opening of new locations. In our empirical analysis, we will therefore contrast the direct and competitive effects of manned to unmanned conversions with the effects of entry, exit and re-branding (see Trend 2).
In sum, we arrive at the following research hypotheses:
Hypothesis 1 (Direct effects) Sites that convert from a manned to an unmanned site will lower their prices.
Hypothesis 2 (Competitive spillovers)
The price level at a station is decreasing in the number of unmanned stations in its neighborhood.
Hypothesis 3 (The highway/off-highway price differential) The rapid growth in the market share of unmanned stations in the off-highway market explains part of the increased gap between average highway and off-highway prices.
We can test Hypothesis 1 because the size of our data set gives us sufficient observations of gasoline outlets that converted from manned to unmanned (a small number experienced a conversion in the opposite direction, see Table 2 ); because of the high velocity with which new price quotes arrive, we also have for each outlet sufficient price quotes before and after the conversion. Using geocoded information on the exact location of the sites, we can identify an outlet's local competitors and track on a daily basis changes in the number of unmanned outlets in a site's neigbhorhood. Together, this allows us to test Hypothesis 2. Hypothesis 3 is evaluated by means of a counterfactual analysis. Using the parameter estimates of reduced-form-regression model and fixing the values of the right-handside variables at the initial level we can determine the extent to which changes in the level of local competition have affected the gap between highway and off-highway prices.
Analysis
The large N large T panel data set we employ (N = 3, 820, T = 1, 977) allows for a statistical model that includes both day-specific fixed effects (because of the high volume of observations at a given day), and station-specific fixed effects (because of the high number of observations per station).
The time fixed effects capture the time-varying price components common to all highway and offhighway firms. The station-specific fixed effects absorb all unobserved variables at the station level that may be correlated with the other regressors. Including such a rich set of fixed effects implies that in a reduced-form regression of prices on a number of explanatory variables, only the coefficients of the time-varying regressors will be identified. Fortunately, as we saw in Section 3.2, a considerable number of such changes have taken place. Next to site-level characteristics such as brand name and an "unmanned" dummy variable, we include local market characteristics as explanatory variables, such as, for off-highway (highway) stations, the log of the number of highway and off-highway sites within 2 km (5 km), the log of the number of sites of a major brand within 2 km (5 km) and the log of the number of unmanned sites within 2 km (5 km). 29 We estimate the following two-way fixed effect model:
where H i is a dummy variable equal to 1 if station i is located on a highway. The dependent variable is the price p it at station i at day t (measured in euros per liter). On the right-hand side, c i and
denote station-level and time fixed effects, respectively. The time fixed effects capture the time-varying price components common to all stations, such as variation in the price of crude oil and 29 We use the natural logarithm of the number of neighbors (plus 1) because the price effects of the 1 st and the 10 th neighbor will in general not be the same. The implicit assumption in this specification is that new competitors will have a larger impact on prices the lower the initial number of local competitors.
taxes (excise duty and VAT) and we expect this effect to differ for highway (c H 1 t ) and off-highway (c
it , x 2 it , . . . , x K it ) includes the time varying variables. We allow these to have a different effect on highway (β H 1 ) and off-highway (β H 0 ) price levels. Throughout, we cluster the errors ε it at the location level to account for the fact that, despite the inclusion of station-level and daily time fixed effects, price observations at a given station may be characterized by serial correlation or heteroskedasticity. 30 Statistical tests clearly favor the above specification with station-and time-fixed effects over a model with random station-specific effects. A Sargan-Hansen test for overidentifying restrictions in the random effects specification indicates that our specification with fixed effects is strongly preferred (χ 2 (41) = 208.45, p < 0.001). 31 We also test for the time fixed effects and conclude that we should include them (F (64, 3819) = 1.7 · 10 5 , p < 0.001). 32 Table 3 presents the estimates. We find that both on-and off-highway stations are cheaper when unmanned. The size of the effect is 4.5 cpl and 3.1 cpl, respectively, both significant at the 5% and 1%
Estimates
level. This supports Hypothesis 1 that stations will lower their price after they have converted into an unmanned station (with less service and a lower cost-base). We cannot reject the null hypothesis that the direct effect is the same for highway and off-highway sites. 33
Off-highway sites Second, for off-highway sites we find support for Hypothesis 2 that an increased number of unmanned competitors in station's local environment will lead the station to set lower prices on average. Off-highway stations decrease their prices with on average 0.22 cpl (significant at the 5% level) when the number of off-highway unmanned stations within a 2 km radius doubles because of the conversion of existing stations. 34 When these unmanned stations open at new locations, the average off-highway station decreases price with on average 1.1 cpl. 35 We also see that the density 30 A Wooldridge test (Wooldridge, 2002, 282-283) on the residuals from the first-differenced regression indeed finds significant (p < 0.001) serial correlation in the the disturbances warranting the use of clustering. We emphasize 'location' because there are different firms that may operate the same site at different points in time. Therefore, it is reasonable to assume that price observations are correlated not only at each station (firm), but at the location level as well. 31 We use the user-written Stata command xtoverid. 32 The null of no time fixed effects is also firmly rejected in a joint test for common and highway-specific (monthly) time fixed effects (F (128, 3819) = 1.4 · 10 5 , p < 0.001). The F-statistics are very large because the average daily price level has varied widely over the sample period.
33 F (1, 3819) = 0.65, p = 0.420 34 The number of off-highway unmanned stations within a 2 km radius doubles in 42.2% (735 cases) of all increases for this variable.
35 This total effect of entry by an unmanned station is calculated as 0.88 + 0.22 = 1.1 cpl, implicitly assuming that the impact of entry is similar for manned and unmanned stations. of highway stations or changes in the brand name or operation mode of highway sites does not affect off-highway prices. This fact supports the view that the highway and off-highway market can be considered separate markets. Regarding the brand-name effects we find that all six major brands (Shell, Texaco, BP, and Esso including Total and Q8) off-highway are on average 1.7-2.7 cpl more expensive than their competitors. For off-highway sites, we do not identify significant spillovers of (major) brand effects.
Highway sites At highway stations, fuel prices are 1.4 cpl higher when they serve one of the major brands and 1.6 cpl when their brand is Q8. 36 Other than off-highway sites, prices at highway sites do not seem to experience any impact from changes in the number of local unmanned stations, neither on-highway nor off-highway. So, where we identified significant competitive spillover effects of the conversion of off-highway sites to prices of other off-highway sites, prices of nearby highway outlets seem unaffected. A formal test of equality of the indirect effects for highway and off-highway stations also supports this finding by rejecting the null (F (1, 3819) = 7.89, p = 0.005). 37 The fact that prices at highway stations seem rather immune to the significant increase in the number of unmanned off-36 Note however that Table 2 shows that identification in the latter case rests on two stations that were re-branded from Q8 to another brand, with no station experiencing a change in the opposite direction.
37 Note that if we also consider the indirect effects of unmanned highway sites, the joint test is significant only at the 5% level (F (2, 3819) = 3.96, p = 0.019).
highway stations is consistent with Hypothesis 3 stating that this off-highway development may be responsible for part of the increased highway/off-highway price differential.
Entries and exits in the off-highway market however do impact highway prices: Sites that experience a doubling of their number of off-highway rivals within 5 km distance, decrease their price with on average 0.9 cpl. 38 This suggests that highway sites do compete with off-highway sites conditional on being located sufficiently close to the smaller roads. 39 If the entering or exiting station is one of the six major brands, this competitive effect is less (−0.9 + 0.6 = −0.3 cpl). Note that prices at highway sites increase with the number of highway competitors within 5 km distance. We believe that this is a result of the fact that entry in the highway market is very regulated and almost exclusively permitted at highways that expand. For this reason, the estimate is likely to pick up underlying increases in local highway traffic, allowing stations to increase their highway premium.
We have tested the robustness of our estimates by using different sub-samples for estimation. For example, we dropped days if we observe less than one half of the maximum number of daily price quotes ( 1 2 max(N t )), because highly-frequented stations may be over-represented on these days. In another test, we also excluded the bottom 10% of stations in terms of the number of price quotes. Finally, because of our data collection method, we observe less price quotes on Wednesdays and Thursdays in the first two years of our sample. 40 The data set is sufficiently long to allow us to drop the first years of observations without losing precision. None of these modifications changed our results either quantitatively or qualitatively. The most significant change in the estimates is that for highway sites, the number of highway competitors within 5 km distance remains barely significant at the 10% level.
In sum, the evidence presented in Tables 2 and 3 shows that, compared to highway sites, considerably more off-highway sites have converted to unmanned stations thereby not only significantly reducing the prices at the converted sites but also at sites in their direct competitive environment.
Counterfactual analysis
The previous section estimated at the station-level the price effect of changes in selected site and local market characteristics. Our broader objective however is to find out to which extent these changes can explain the increased highway/off-highway price differential shown in Figure 3 . How large is the effect of the manned/unmanned conversion on prices compared to the effects of entry/exit and major/non-38 For the highway sites that experience local entry (exit) off-highway, the median number of off-highway sites within 5 km is 9 (13) prior to entry (exit). 39 We have noticed that some off-highway sites have placed big signs on roofs of farms next to a highway-exit to direct drivers to their premises. 40 The reason is that until February 2007, we were not collecting the data during weekends. When we started to do so, the average number of price quotes per day jumped from roughly 1,400 to more than 2,000. major conversions? In this section, we use the estimates in Table 3 to calculate the aggregate effect of these changes on the highway and off-highway price level by means of a counterfactual analysis.
Our approach is as follows. To assess the aggregate price effect of changes in a time-varying variable x k it , we first construct counterfactual prices by fixing the value of this variable at the initial (January 2006) level to predict for each station the pricesp k it that would have been observed under this counterfactual market constellation. 41 That is, we calculatep k it as:
with x k i0 the value of variable k fixed at t = 0 and x
it , x K it ) the vector of remaining time-varying variables (with corresponding coefficientsβ ·,k andβ ·,−k , respectively).
In the second step, we compare, for highway and off-highway sites, the average of the observed prices at the final date T (March 2011) of the sample period (
The difference between the two shows the net effect fixing the k th variable at its initial values has on prices at time T . 42 Table 4 presents the results of this exercise. With regard to the number of unmanned stations, the estimates show that off-highway prices in March 2011 are on average 0.39 cpl lower than under the counterfactual. Nearly 90 percent of this difference can be attributed to the direct effect of converting to an unmanned station, the remainder is due to competitive spillovers. The table indicates that manned-to-unmanned conversions did not have any substantial effect on the average highway price level. The net effect of major to non-major re-branding (and vice versa) is -0.26 cpl for off-highway stations and again negligible for highway stations. This is no surprise because Table 2 shows that in the period considered, most action has been off-highway and most changes involved the conversion from a major, Total or Q8 to a non-major brand station. Table 2 also shows that the number of market entries and exits has been modest, hence the effects of entry and exit on average prices have been small. In total, we find that the level of off-highway prices decreased by 0.66 cpl relative to highway prices due to observable fluctuations in the market. We calculated highway/off-highway price differential increased by 1.9 cpl in the sample period. Changes in the share of unmanned stations on-and offhighway are responsible for 22% of this increase. In total, changes in the observed time-varying factors 41 We choose January 2006 as the initial period because this month is by far the most representative in terms of average number of daily observations until February 2007.
42 Figure A .2 plots the development of the subtotal effects of unmanned, major (including Total and Q8) brand, and entry/exit variables for off-highway sites. Notes: n/a -not applicable; The variable "major" includes the four traditional majors plus Total and Q8.
Subtotals and totals do not add up due to rounding errors.
explain about 35% of the increased price differential. The remaining 65% cannot be accounted for by changes in any of the time-varying regressors in our data.
6 Event study approach
Motivation
The regression analysis in the previous section primarily considered the average direct and competitive price effects of a change in one of the station characteristics. Also, because of the small number of observed changes for some of the variables (see Table 2 ), we implicitly assumed the impact of a change to be the same independent of the direction of the change. For example, the price effect of a nearby exit was assumed to be exactly the negative of the effect of a nearby entry. The aim of this section is to look more in detail what happens to prices in the time period surrounding a change in local market constellation. The high frequency characteristic of our data allows us to apply event study analysis to this end.
Next to shedding light on possible asymmetries in the effects of manned/unmanned conversions, re-branding from and to a major, and entry and exits, event study analysis enables one to see how quickly prices react to the change and whether prices show any change prior to the event. The latter is a real possibility. For example, competitors may anticipate the entry by a new competitor by lowering their prices in advance. Also, the decision to convert a manned station into an unmanned one may be related to particular negative price developments in the local market of that station. In these cases, a simple comparison of price levels before and after the change would underestimate the direct effect of converting into an unmanned station and the competitive effect of entry, respectively.
Analytical setup
In this section we explain the empirical setup of the event study framework we are using. Our setup is almost entirely based on the framework described by MacKinlay (1997).
Retail gasoline prices are almost perfectly correlated with highly volatile crude oil prices. For any event study, we have to isolate the influence of all factors except the event itself. Hence, we consider price deviations from the average highway or off-highway market price, whichever is relevant:
As before, this transformation accounts for all possible time fixed effects such as taxes, seasonal trends, or weekday-specific effects specific to the set of highway or off-highway stations. In event studies on financial data, the interest is in detecting abnormal returns in stock prices. Given our context, we redefine returns as follows. The first difference ofp it is taken as the 'return' of station i on day t.
That is,
where ζ it is a disturbance term with a mean zero and variance σ 2 ζ i
. Following the terminology in MacKinlay (1997) , this specification has the form of a market model with the imposed constraint that prices at individual stations will move with the general market and therefore show the same volatility. 43 Other than in a financial market context where µ i measures a stock's excess return (as compensation for the risk borne), we have reason not to expect individual µ's to significantly differ from zero. 44 There are a couple of reasons for using this specification. 45 Firstly, the time series of prices at individual outlets reveal that for most stations, the difference between the station's price and the national average price is very stable over time. Due to inflation, this difference will automatically grow somewhat in time, but this effect is negligible in our case because the periods considered are relatively short (up to a couple of months) and inflation has been benign in the period 2005-2011. Secondly, even though we observe a considerable number of changes in local markets, individual stations are not very often exposed to an event with subsequent events in most cases sufficiently separated in time 46
43 The specification is identical to MacKinlay (1997, p. 18) equation (3) with βi = 1 for all stations i. 44 We indeed do not find any stations with a µi significantly different from zero at p = 0.10. 45 The common alternative is the market model which assumes a stable linear relation between, in our case, national price changes and station-level price changes. For details, see MacKinlay (1997, pp. 18, 20-21) .
46 Apart from case were they happen simultaneously, e.g. a brand name change going together with a conversion into for their effects on price returns not to interfere. 47
Our interest is in estimating abnormal price changes in the periods surrounding the event. To that end, we define an 80-days event window as the time period [−10, 70) , containing the price observations from 10 days before to 70 days after the event. In order to identify whether an observed price change in the event window is "abnormal", we have to specify what price changes we would normally expect.
To do this, we employ the period [−90, −10) prior to the event as an estimation window. In this configuration, the estimation window is of the same length as the event window and long enough to obtain consistent estimates of normal returns; the event window is sufficiently wide to see the full adjustment of prices after the event day.
Having defined returns, the estimation and event window, abnormal returns at dates τ within the event window are calculated as a difference between the actual and predicted return:
The variance of AR iτ is simply equal the variance σ 2
. For a period [τ 1 , τ 2 ] within the event window, we can calculate the cumulative abnormal return (CAR) for station i by aggregating abnormal returns from τ 1 to τ 2 :
Since in our setup the return is a price change, CAR i can be interpreted as the abnormal price level of station i.
To estimate the price effect of a particular event-type (e.g. manned-to-unmanned conversion), we need to aggregate for this event all abnormal return observations for the event window and across observations of the event. In doing this, we assume that the different events are independent. In other words, we rule out overlap between the different event windows at a given station and higher order competitive spillovers. The first assumption is not stringent. 47 The second assumption is somewhat stronger because it imposes that, for example, a station that sees one of its competitors convert into an unmanned site, only responds to that event and not to the possible price response of the converted station's other competitors.
Given N events of a given type, e.g. manned-to-unmanned or non-major-to-major, we compute an unmanned station. 47 The maximum number of different events per station is 2 (at 5 sites only). Those events are at least 7 months (217 days) apart hence the estimation and the event windows do not overlap.
the sample aggregated abnormal returns at day τ as:
Note that in aggregating abnormal returns, we assume that the events are independent. This assumption is not unreasonable if events of a given type are sufficiently separated in time or space. 48 The variance of average abnormal return depends on the length of the estimation period (MacKinlay, 1997).
Since we have a reasonably wide estimation window, we can use the asymptotic variance estimate:
Using equations (4) and (5) the cumulative (average) abnormal return and its variance for any interval in the event window can be calculated as follows:
In aggregating abnormal returns, we assume that the abnormal returns of the included events in a given region do not overlap in calendar time such that the covariances across events can be reasonably assumed to be zero. 49 Finally, to test the significance of CAR(τ 1 , τ 2 ) against the null hypothesis CAR(τ 1 , τ 2 ) = 0, MacKinlay (1997) derives the following test statistic
with the asymptotic distribution being the limiting distribution with respect to the number of gasoline stations experiencing a certain event and the length of the estimation window.
Results
We calculate the cumulative abnormal return CAR(τ 1 , τ 2 ) with τ 1 = −10 and τ 2 ∈ [−10, 70). Setting τ 1 equal to the beginning of the event window yields wide confidence intervals and thus a conservative test of the significance of the cumulative abnormal returns. 50
48 None of the sites in our data set experience multiple events of a given type. 49 Taking the 80-day event window [−10, 70) we have 24 instances (12.5% of the total) of overlap within a 5 km distance for the event manned-to-unmanned; 6 (4.8%) for major-to-non-major, and 0 for non-major-to-major. 50 Recall from equation (7) that variance is accumulated day-by-day. Therefore, if any results are significant for this choice of τ1, we can be sure that they will remain significant in different specifications of CAR(τ * 1 , τ2) with τ * 1 ∈ (τ1, τ2].
Our main interest is in the events of manned/unmanned conversions and re-brandings from a major to non-major station (or vice versa). 51 To disentangle the effects of different event-types, we exclude in our analysis all 99 (out of 457 in total) cases where these two events coincide at a site (e.g. sites that experience a manned-unmanned conversion combined with a re-branding). Another 60 sites are excluded because they have extremely few (≤ 5) observations in the estimation window. Finally we exclude all highway stations from our analysis because of a lack of events. Consequently, the number of events included in the sample is 151 for manned-to-unmanned, 1 for unmanned-to-manned, 37 for non-major-to-major, and 109 for major-to-non-major conversions. The standard error (s.e.) of this one day abnormal return is 0.096 and the θ 1 = 27.71, such that the null hypothesis of no impact is strongly rejected. After the event date, prices consistently stay at this lower level, despite an upward jump at event day 7 (0.6 cpl, s.e.=0.113), possibly because of the ending of first-week discounts. In contrast, panel (b) of Figure 8 shows that site that converts into manned does not experience any significant price change. 53 The impact of a major to non-major brand change is approximately 1.4 cpl at the event date. there is a significant drop of 0.6 cpl at the event day (s.e.=0.106), but this drop is only temporary.
In other words, where both the conversion into an unmanned station and the change to serving a non-major brand lead to a significant decrease in a station's price level, the price adjustment patterns of the two events are very different, with the new price level being reached much more gradually in case of a re-branding. Moreover, whereas the magnitude of the cumulative effects of both events are in line with the fixed effects estimates of Table 3, Figure 8 reveals that the impact is very asymmetric with prices responding to changes from manned to unmanned or major to non-major but no measurable 51 Again, in this section the variable "major" includes Total and Q8 besides the four traditional majors. 52 Table A .2 in the Appendix shows for the different events the abnormal returns per event date. 53 The confidence intervals are wide because only 1 station qualifies for the event-study analysis. Other sites experience other events at the same time or lack observations in the estimation window. 54 At the 5% significance level. These days are event day 8, 11, 22, and 40, and 9, respectively. Finally, we analyze local spillover effects of the manned/unmanned conversions and major/nonmajor re-brandings. We do so by considering the events that the number of unmanned (or major) sites within a 2 km radius of a site changes from 0 to 1, from 1 to 2, or vice versa. None of the spillover effects are significant at the 5-percent level (see Figures A.3(a) -(d) in Appendix A).
Summary and conclusions
Data availability plays a significant role in empirical research and the "big data" revolution has made micro-level data available at an unprecedented scale. For the retail gasoline market, we have pictured the tremendous increase in the volume and frequency of price data since the 2000s and the shift in research orientation triggered by this. The increase in frequency has contributed most to redirecting research in this field. The availability of daily and even hourly price data has allowed researchers to answer new questions as well as to provide the new insights on old problems.
The second part of the paper illustrated some of the opportunities offered by detailed data. An extensive panel data set of almost daily price quotes for more than 85 percent of all gasoline stations in the Netherlands revealed that the highway/off-highway price differential has increased by roughly 50 percent to 6 cpl in the period 2005-2011. We formulated a number hypotheses relating this price trend to underlying trends in market structure, especially the sharp increase in unmanned retailing.
Using a rich set of day and station fixed effects, we found that stations that convert from manned to unmanned reduce prices with 4.5 and 3.1 cpl on-and off-highways, respectively. For off-highway sites we find that these conversions lead to significant competitive spillovers: For off-highway sites, a doubling of the number of off-highway unmanned stations lead to a price decrease of 0.22 cpl. The direct and competitive effects of the increase in the number of unmanned stations together explain 22% of the increase in the highway/off-highway price gap. Another 13% is explained by the re-branding of stations from a major to a non-major brand, a development that has been more prominent in the off-highway market.
We subsequently applied event study analysis to consider more in detail how prices responded in the time period immediately before and after the events of a manned/unmanned conversion or a major/non-major re-branding. Consistent with the regression estimates, we found price drops at the event day when a station converts to an unmanned station or is re-branded as a non-major. However, in both cases, these effects are asymmetric: Changes in the opposite direction do not have a long-term price impact. Whereas the adaptation to the lower price level is almost immediate in case of mannedto-unmanned conversions, it is much more gradual in case of major-to-non-major re-brandings, taking one to two months.
While the event study approach is widely used in finance to measure for example the effect of financial statement announcements on a firm's stock market price, this is the first application of event study analysis to non-financial retail price data. Our results show the added value of this approach in increasing our understanding of pricing. We envision that this, combined with the increased availability of detailed price data, will lead to an increased use of this tool. We hope that this study will stimulate the use of similar research approaches in empirical work on other retail markets that are characterized by frequent price changes and consumer search, such as the markets for groceries, financial products and online markets. 
