Abstract-The same high dimensionality of hyperspectral imagery that facilitates detection of subtle differences in spectral response due to differing chemical composition also hinders the deployment of traditional statistical pattern-classification procedures, particularly when relatively few training samples are available. Traditional approaches to addressing this issue, which typically employ dimensionality reduction based on either projection or feature selection, are at best suboptimal for hyperspectral classification tasks. A divide-and-conquer algorithm is proposed to exploit the high correlation between successive spectral bands and the resulting block-diagonal correlation structure to partition the hyperspectral space into approximately independent subspaces. Subsequently, dimensionality reduction based on a graph-theoretic localitypreserving discriminant analysis is combined with classification driven by Gaussian mixture models independently in each subspace. The locality-preserving discriminant analysis preserves the potentially multimodal statistical structure of the data, which the Gaussian mixture model classifier learns in the reduced-dimensional subspace. Experimental results demonstrate that the proposed system significantly outperforms traditional classification approaches, even when few training samples are employed.
I. Introduction
T HE evolution of optical remote sensing over the past few decades has enabled the availability of rich spatial, spectral, and temporal information to remote-sensing analysis. Although this has opened the doors to immense possibilities for the analysis of optical remotely sensed imagery, it has also necessitated advancements in signal processing and exploitation algorithms to keep up with advances in the quality and quantity of available data. As an example, the transition from multispectral to hyperspectral imagery (HSI) requires conventional statistical pattern-classification algorithms to be modified to effectively extract useful information from the high-dimensional hyperspectral feature space. By providing a dense sampling of the electromagnetic spectrum in the visible and infrared regions, HSI is expected to provide a highly detailed spectral response per pixel; yet, conventional classification algorithms developed and perfected for multispectral data would often be suboptimal for HSI.
The current state-of-the-art HSI analysis invariably employs some form of dimensionality reduction prior to classification. Popular approaches include feature/band selection using simple (e.g., stepwise forward selection and backward rejection) or advanced (e.g., genetic algorithms) search algorithms, projection-based approaches, such as principal component analysis (PCA), linear discriminant analysis (LDA), or variants of these methods. Popular supervised classifiers include the quadratic Gaussian maximum-likelihood (ML) classifier and the support-vector-machine (SVM) classifier. In [1] , we studied a new approach for HSI classification based on a locality-preserving dimensionality-reduction step-local Fisher's discriminant analysis (LFDA)-as well as a Gaussianmixture-model (GMM) classifier. It was shown that LFDAbased dimensionality reduction was effective at preserving the manifold (as well as multimodal statistical distributions) in the dimensionality-reduction projection, and a GMM classifier in this reduced-dimension subspace was hence accurately able to learn class-conditional statistics. We demonstrated that LFDA-GMM is a powerful strategy for hyperspectral classification, outperforming popular algorithms, such as a recursive feature-elimination strategy followed by an SVM classifier [2] . Although LFDA provided effective dimensionality reduction for GMM classification, it still does not exploit the statistical structure of hyperspectral data to the fullest. In particular, owing to the dense spectral sampling of HSI, successive bands are expected to be highly correlated, and the resulting correlation/mutual-information matrix is expected to be strongly block-diagonal. In this letter, we exploit this structure to partition the hyperspectral feature space into approximately independent subspaces, employing the LFDA-GMM classifier in each subspace. Local classification decisions from across all subspaces are then merged using an appropriate decision-fusion strategy. Further, to capture any remnant information in the off-diagonal of the mutual information matrix, we add additional classifiers in the bank that extract and exploit this information. Experimental results demonstrate the efficacy of this segmented classification strategy-particularly as it relates to robust classification using very few training samples (i.e., the small-sample-size scenario).
The remainder of this letter is as follows. In Section II, we review LFDA-GMM and describe the proposed segmented classification strategy. In Section III, we present the proposed segmented classifier system, followed by experimental results quantifying and comparing the efficacy of the proposed approach with current state-of-the-art techniques in Section IV. Finally, we provide concluding remarks in Section V.
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II. Traditional Single-Classifier Systems
A. Dimensionality Reduction
Dimensionality reduction is a critical preprocessing step for HSI analysis. Owing to the dense spectral sampling of HSI data, the associated spectral information in the hyperspectral bands is typically highly correlated and of high dimension. Hence, dimensionality reduction is commonly applied as a preprocessing step to reduce the dimensionality of the data to ensure a well-conditioned representation of the class-conditional statistics. Common projection based dimensionality-reduction methods include PCA, LDA, and their many variants. However, these methods are suboptimal at best for hyperspectral images. For example, PCA can potentially discard useful information pertinent to the classification task at hand if such information is aligned along directions of low energy; LDA implicitly assumes that class-conditional probability distributions are homoscedastic Gaussian, etc. A detailed analysis of PCA, LDA, and their variants, and their impacts on classification performance can be found in the literature [3] , [4] .
LFDA [5] has been recently proposed as an extension to LDA that, by not restricting the class distributions to be unimodal Gaussian, is expected to outperform LDA significantly for many practical classification situations. LFDA combines LDA and locality-preserving projection (LPP) [6] -unlike LDA or PCA, LPP is a linear manifold learning technique that seeks a linear map preserving the local structure of neighboring samples in the input space. In other words, after an LPP mapping, neighborhood points in the original input space remain neighbors in the LPP-embedded space, and viceversa. By invoking a strategy similar to that in LPP, LFDA obtains good between-class separation in the projection while preserving the within-class local structure at the same time. It is hence expected that LFDA will surpass LDA and LPP as a dimensionality-reduction projection when the data is significantly non-Gaussian, or even severely multimodal. LFDA invokes an affinity matrix that describes the inter-sample relationships and describes the neighborhood relationships of the data in the feature space.
Motivated by traditional LDA, LFDA seeks to find a projection W that optimizes a modified form of Fisher's ratio:
. Here, S lw and S lb are the local within and between class scatter matrices, respectively, similar to traditional within and between class scatter matrices [3] with an important exception-they are scaled appropriately by an affinity matrix [1] and [5] in a manner that imparts the useful locality-preserving property to the projection. This weight assignment provides an important benefit to the traditional LDA formulation-if a class-conditional probability distribution is multimodal, different modes will contribute to the scatter independently, thereby, resulting in a more accurate representation of multimodal data. This important neighborhoodpreserving property ensures that neighbors stay neighbors, and non-neighbors (e.g., points in different modes) stay nonneighbors under the projection. This approach, hence, results in the scatter matrix estimates that are accurate even when the data violates the homoscedastic Gaussian assumption. The reader is referred to [1] and [5] for more details on LFDA.
B. Gaussian Mixture Models (GMMs)
A GMM [7] [8] [9] can be viewed as a combination of two or more normal Gaussian distributions. In a typical GMM representation, the probability density function of the data
where N (x, μ k , k ) represents the kth Gaussian component of the mixture; K is the number of mixture components; and α k , μ k , and k are the mixing weight, mean, and covariance matrix of the kth component, respectively. These latter three quantities are expressed by the parameter vector = {α k , μ k , k }. Once the optimal number of components K per GMM have been determined, the parameters for the mixture model can be estimated by the expectation-maximization (EM) algorithm [10] , [11] -an iterative optimization strategy. Here, we employ the Bayes information criterion (BIC), [12] which is commonly used for estimating an optimal value of K in GMMs; BIC( ) = −2L( , X) + K log(n), where L( , X) is the training-data log-likelihood for the GMM model and n is the total number of training samples. The preferred model is the one with the minimum BIC( ) value-hence, the smallest value of K that minimizes this metric is chosen. In [1] , we demonstrated that although the accuracies when using GMMs with both AIC and BIC are similar (and better than other methods), AIC overestimates the number of Gaussians, and hence leads to a higher dimensional feature space. BIC on the other hand provides similar classification performance while providing a lower number of needed mixtures. AIC and BIC are also commonly used when employing GMMs for a variety of other classification tasks [13] - [15] .
III. Segmented Mixture-of-Gaussian Analysis
Although the LFDA-GMM combination was effective in [1] for capturing and parameterizing higher-order classconditional statistical information for classification tasks, it still suffers from one limitation, particularly, insofar as hyperspectral classification is concerned-the projection from 200 or more spectral bands down to a subspace of dimension an order of magnitude smaller 1 can still potentially discard useful information. Further, it has been observed that the correlation/mutual-information structure of HSI is often strongly block-diagonal (e.g., due to the dense spectral sampling) [16] - [18] . It is, hence, possible to segment the hyperspectral space into disjoint subspaces, upon which a single LFDA-GMM classifier is applied. In [16] , Prasad et al. proposed a multiclassifier and decision fusion (MCDF) algorithm, where such a block-diagonal structure was exploited to partition the spectral space into several contiguous subspaces, following which traditional feature extraction (e.g., LDA) and classification was performed in each subspace. Decision fusion was then invoked to estimate a single class membership function per pixel for classification. In this letter, we extend and enhance this MCDF algorithm by adding functionality to exploit locality preserving projections and GMM classifiers at the subspace level and, in doing so, propose and study four key additions: 1) an implementation and optimization of LFDA-GMM in the ensemble-classifier framework; 2) a spectral partitioning metric suitable for LFDA-GMM; 3) a strategy to exploit any residual correlation between subspaces; and 4) an adaptive weight assignment strategy for improved decision fusion. Fig. 1 describes the proposed segmented mixture-ofGaussian (SMoG) algorithm. First, a bottom-up band-grouping technique is invoked to partition the spectral space into several contiguous subspaces using an approach developed in [16] . To optimize for an LFDA-GMM backend, the metric we propose, in this letter, for this spectral partitioning is the product of the local Fisher's ratio and the average mutual information between all features in each subspace. Although for some hyperspectral imagery datasets, the correlation and mutual information matrices are strongly block-diagonal (facilitating such a spectral partitioning), we have observed for certain datasets, there is a small amount of off-diagonal information. In the traditional spectral partitioning approach, this is discarded. To account for any cross-subspace information, we add additional subspaces to our ensemble that are formed by the union of all pairwise subspaces identified by the spectral partitioning above. An LFDA projection is then applied on all subspaces in the ensemble, efficiently capturing the most pertinent discrimination information. Unlike traditional LDA, the dimensionality of an LFDA-projected subspace is typically not bound by C−1, but rather rank(S m lb ), which may be greater than C − 1 [1] . To account for any potential correlation (and hence loss of performance) between the subspaces formed by the pairwise union of the original subspaces forming the spectral partition, we assign weights to all subspaces {X are assigned a lower weight, resulting in reducing their power to influence the decision fusion process and vice-versa. This additional step promotes diversity in the ensemble of classifiers. Following this, a GMM classifier is employed in each subspace. A weighted logarithmic opinion pool (LOGP) decision fusion process [16] is then employed to merge the posterior probabilities from this ensemble into a single class membership function per test sample. Among three popular decision fusion approaches (majority voting, linear and logarithmic opinion pools), we have found that LOGP outperformed all other approaches when the base-classifier in the ensemble is a GMM. This is expected, since LOGP typically results in a unimodal distribution and is less dispersive compared to alternatives [20] .
IV. Experimental Results
The efficacy of the proposed SMoG algorithm is studied with three experimental hyperspectral datasets. The first experimental HSI dataset employed was acquired using NASA's AVIRIS sensor and was collected over northwest Indiana's Indian Pine test site in June 1992. The other two datasets used in this letter were collected by the Reflective Optics System Imaging Spectrometer (ROSIS) sensor [21] . The image, covering the city of Pavia, Italy, was collected under the HySens project managed by DLR (the German Aerospace Agency). The images have 115 spectral bands with a spectral coverage from 0.43 to 0.86 μm, and a spatial resolution of 1.3 m. Two scenes are used in our experiment. The first one of these is the university area that has 103 spectral bands with a spatial coverage of 610 × 340 pixels. The second one is the Pavia city center that has 102 spectral bands with 1, 096 × 715 pixels formed by combining two separate images representing different areas of the Pavia city. The numbers of training and testing samples used for University of Pavia dataset are 1476 and 7380, respectively. The numbers of training and testing samples used for Pavia Center dataset are 1477 and 8862, respectively.
Performance of SMoG is compared with traditional single and multiclassifier systems commonly employed for hyperspectral classification. These include: 1) A multiclassifier system with LFDA-based dimensionality reduction and GMM as the backend bank of classifiers (MCDF-LFDA); 2) Multiclassifier system with LDA as dimensionality reduction and quadratic Gaussian ML as the back-end bank of classifiers (MCDF) (Unlike SMoG, these two multiclassifier systems do not take into account the influence of the pairwise subspaces); 3) LFDA-based dimensionality reduction followed by a single GMM classifier (LFDA-GMM) [1]; 4) An SVM classifier with an optimized RBF kernel [2] ; 5) Dimensionality reduction using regularized Fisher's linear discriminant analysis, followed by a quadratic Gaussian ML classifier (RLDA) [22] . In this experiment, we used the heat kernel for estimating the affinity matrix in LFDA, which we found to work well for hyperspectral datasets. All the free parameters used in these baseline algorithms, such as σ of the radial basis function (RBF) kernel used in SVM and the regularization parameter in RLDA are estimated by maximizing the classification accuracy with training data via a grid search over the free parameter space. Performance of SMoG and the baseline systems listed above is measured in two experiments representing challenging realworld scenarios. In the first experiment, we study the classification accuracy as a function of severity of pixel mixing. This experiment captures situations wherein the spatial resolution of the sensor is insufficient to encapsulate objects (classes) entirely within each pixel, and inadvertent pixel mixing occurs. The smaller the object relative to the pixel size, the more mixing would there be with its background. For example, 70% target abundance indicates the 70% of the target class is linearly mixed with 30% of all other classes in the scene at all spectral wavelengths. It is expected that class-conditional distributions under such conditions would be severely nonGaussian (possibly strongly multimodal), and hence the SMoG classifier would be very effective under such conditions. In the second experiment, we vary the number of training samples employed for training the system from a very small number to a reasonably high number. This experiment represents an important restriction when building HSI analysis systemslimited ground-reference (in situ) data. It is expected that the proposed divide-and-conquer component, as well as the LFDA-GMM component in SMoG will effectively account for these two important situations that occur often in many applications involving hyperspectral image analysis.
Tables I and II depict the performance as measured by the overall classification accuracy for the proposed SMoG system, as well as that of the baseline systems listed as a function of the severity of pixel mixing as represented by the target class abundance percentage, and the number of training pixels employed for a vegetation dataset (Indian Pines) and an urban classification task (University of Pavia and Pavia Center). For each experiment, the training samples were selected at random from the datasets multiple times, while the test samples were fixed each time to all the samples in the dataset except the samples that were inducted for training. The mean overall classification accuracies and the standard deviations in the accuracy estimates over these multiple runs are reported. It is evident from these results that SMoG outperforms established hyperspectral classification systems. Not only does SMoG need very few training samples (e.g., 20 to 40 samples per class) to learn an appropriate model for each class, it also is superior to traditional methods, including SVMs, when the pixel purity in the scene is poor (e.g., when only 40%-60% target is present in the pixels). Fig. 2 shows the ground-truth for the Pavia-Center dataset, and compares ground-cover classification maps obtained using RLDA, SVM, and SMoG. We would also like to note that we performed additional experiments not reported here due to page limitations, where we compared various spectral partitioning metrics, μ (= J local I; J local ; and I)-we found J local I works well for SMoG. By simultaneously exploiting the divide-and-conquer paradigm and the strengths of the LFDA-GMM classifier, one obtains robustness to pixel mixing, and the resulting classification system is effective even when very little training data is employed. To provide an estimate of the computational complexity, we compare execution times (training and testing) on an Intel quad-core workstation using Matlab R2012a-SMoG:127s, MCDF-LFDA:114s, MCDF:155s, LFDA-GMM:17s, RLDA:43s, and SVM:298s.
V. Conclusion
In this letter, we proposed a classification algorithm that couples spectral segmentation and mixture-of-Gaussian classification for hyperspectral image analysis-by exploiting the statistical structure of hyperspectral data to invoke a divide-and-conquer classification paradigm, and by employing LFDA-GMM as the base classifier to accurately model nonGaussian class-conditional statistics, this system proves to be robust for ground-cover classification. It outperformed traditional feature extraction and classification approaches, as well as the previously developed MCDF algorithm, and resulted in a system that needs few training samples for very effective classification.
