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Abstract Given a two-dimensional correlated diffusion process, we determine the joint density of the first
passage times of the process to some constant boundaries. This quantity depends on the joint density of
the first passage time of the first crossing component and of the position of the second crossing component
before its crossing time. First we show that these densities are solutions of a system of Volterra-Fredholm
first kind integral equations. Then we propose a numerical algorithm to solve it and we describe how to use
the algorithm to approximate the joint density of the first passage times. The convergence of the method
is theoretically proved for bivariate diffusion processes. We derive explicit expressions for these and other
quantities of interest in the case of a bivariate Wiener process, correcting previous misprints appearing in
the literature. Finally we illustrate the application of the method through a set of examples.
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1 Introduction and motivation
The first passage time (FPT) problem of univariate stochastic processes through boundaries is relevant
in different fields, e.g. economics [31], engineering [5], finance [20, 24], neuroscience [37, 40], physics [32],
psychology [28] and reliability theory [16, 29]. For one-dimensional processes, the FPT problem has been
widely analytically investigated both for constant and time dependent boundaries [2, 19, 37], yielding explicit
expressions for the FPT density of the Wiener process [10], of a special case of the Ornstein Uhlenbeck (OU)
process [34], of the Cox-Ingersoll-Ross (also known as Feller or square-root) process [8, 36] and of some
processes which can be obtained through suitable measure or space-time transformations of the previous
processes [2, 8, 33]. For most of the processes arising from applications, closed form expressions are not
available but it was proved that the FPT distribution function is solution of integral equations. This has
determined the development of ad hoc numerical methods for the solution of Volterra integral equations of
the first and second types arising from both the direct and the inverse FPT problem [7, 17, 27, 35, 42, 45].
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Results for the FPT problem of bivariate processes are still scarce and fragmentary. Analytic results are
available for bivariate FPTs through specific surfaces [12, 21], for the FPTs of a Wiener and of an integrated
process [14, 15, 22, 23] and for the FPTs of two correlated Wiener processes with zero [6, 18, 39] or positive
drift [13] in presence of absorbing boundaries.
The main goal of this paper is to investigate the bivariate joint distribution of the hitting times of a
bivariate diffusion process. A new difficulty arises with respect to the univariate case: the dynamics of the
process after the first crossing depend on the type of considered boundaries. Indeed the first component
attaining its boundary can stop its evolution, be absorbed there or pursue its evolution depending on
whether the boundaries are killing, absorbing or crossing, respectively. In all cases, the slowest component
evolves till its passage time. The different boundary conditions are defined in Section 2 together with some
further mathematical background. The different scenarios are studied in Section 3, where we also derive
the joint FPT densities in the three cases. Conscious of the important role of Volterra Integral equations
in the univariate FPT problem, here we extend the approach used in the one dimensional case [7] or in the
FPT problem of a component of a Gauss Markov process [4]. These quantities depend on the joint densities
of the second crossing component before its FPT and the FPT of the first crossing component, which we
show to be the solutions of a system of Volterra-Fredholm first kind integral equations [1]. In Section 4
we propose a numerical method to solve the system and we describe how to obtain the joint FPT density
using our algorithm. Since the dynamics of the process before the first crossing time are the same for all
types of boundaries, the proposed method can always be used. In Section 5 we prove the convergence of
the algorithm and we study its order of convergence. A useful feature of the proposed algorithm is that it
allows to avoid the prohibitive computational effort required for simulating the joint density of the FPTs
[44]. Indeed it allows to switch from a Monte Carlo simulation method [26] to a deterministic numerical
method.
To numerically illustrate the convergence of the method, we consider two correlated Wiener processes
and compare the theoretical and the numerical results. The desired joint density of the second crossing
component before its FPT and the FPT of the first crossing component can be obtained starting from
the joint density of the process constrained to be below the boundaries, which is available in [13, 18, 26].
The formulas for the driftless case presented in [18] contain misprints, which have been independently
corrected in [13] and [26]. In [18] the case with drift is also considered, but unfortunately some expressions
present further misprints. Since we have not been able to locate correct results elsewhere in the literature,
in Section 6 we correct these formulas and determine other quantities of interest. In particular we calculate
the joint density of the position of the process constrained to be below the boundaries, of the FPTs both
with and without drift and of the second crossing component before its FPT and the FPT of the first
crossing component. A comparison of this last density with its numerical approximation obtained using the
algorithm is presented in Section 7. There we also illustrate the application of our method to approximate
the joint FPT density of a bivariate OU process with correlated components. This is particularly relevant
in neuroscience, where FPTs are used to describe neural action potentials (spikes) and multivariate OU
processes can be used to model neural networks, as recently discussed in [41].
2 Mathematical background
Consider a two-dimensional time homogeneous diffusion process X =
{
(X1, X2)
′(t); t > t0
}
, solution of the
stochastic differential equation
dX(t) = µ(X(t))dt+Σ (X(t)) dW(t), X(t0) = x0 = (x01,x02)
′
, t > t0, (1)
where ′ indicates vector transpose. Here W (t) is a two-dimensional standard Wiener process, the R2-valued
function µ and the R2×R2 matrix-valued function Σ are assumed to be defined and measurable on R2 and
all the conditions on existence and uniqueness of the solution are satisfied [3].
Define the random variable
Ti = inf{t > t0 : Xi (t) > Bi} i = 1, 2,
i.e. the FPT of Xi through the constant boundary Bi > x0i. We denote by T = min(T1, T2) the random
variable corresponding to the first exit time of X from the strip (−∞, B1) × (−∞, B2). Our goal is to
determine the joint probability density function (pdf) of (T1, T2) for a process X originated in y = (y1, y2)
at time s, defined by
f(T1,T2)(t1, t2|y, s) :=
∂2
∂t1∂t2
P(T1 < t1, T2 < t2|X(s) = y).
Throughout the paper we consider the following densities for i, j = 1, 2, i 6= j and s < t:
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• joint pdf of the components of the process X up to time T , defined by
faX(x, t|y, s) :=
∂2
∂x1∂x2
P (X(t) < x, T > t|X(s) = y) ;
• conditional pdf of Xi given Xj up to time T , defined by
faXi|Xj (xi, t|xj , t; y, s) :=
∂
∂xi
P(Xi(t) < xi, Ti > t|Xj(t) = xj , Tj > t,X(s) = y);
• conditional pdf of Xi up to time Ti given Tj , defined by
faXi|Tj (xi|t; y, s) :=
∂
∂xi
P (Xi(t) < xi, Ti > t|Tj = t,X(s) = y) ;
• joint pdf of Xi up to time Ti and of Tj , defined by
fa(Xi,Tj) (xi, t|y, s) :=
∂2
∂xi∂t
P (Xi(Tj) < xi, Ti > t, Tj < t|X(s) = y, T > s) ;
• joint pdf of Xi and Tj , defined by
f(Xi,Tj) (xi, t|y, s) :=
∂2
∂xi∂t
P (Xi (Tj) < xi, Tj < t|X (s) = y) ;
• marginal pdf of Ti, defined by
fTi(t|y, s) :=
∂
∂t
P(Ti < t|X(s) = y).
Finally we denote the survival cumulative distribution function of X by F¯X(x, t|y, s) = P(X(t) > x|X(s) = y)
and its transition pdf by fX(x, t|y, s) for s < t,x,y ∈ R2. To simplify the notation, we omit to write the
starting position when y = x0, and the starting time when s = t0. All the above densities are assumed to
exist, to be well defined and either known in closed form or numerically evaluable.
2.1 Behavior of the process in presence of different types of boundaries
The behavior of the subthreshold process X up to time T does not depend on the type of boundaries, while
the dynamics of the process after time T do. Denote by Xf and Xs the first (and thus the fastest) and second
(and thus the slowest) components to hit their boundaries Bf and Bs at time T = Tf and Ts, respectively.
Throughout the paper we consider the next three possible scenarios, as illustrated in Fig. 1:
1. Killing boundaries. At time Tf the fastest component Xf is killed while the slowest component Xs pursues
its evolution till time Ts. Thus after Tf the process becomes univariate and Xs does not depend on Xf
anymore.
2. Absorbing boundaries. At time Tf the fastest component Xf is absorbed in Bf while the slowest component
Xs pursues its evolution till time Ts. After T , the process is still bivariate but the component Xf is
constant, i.e. Xf (u) = Bf for u ∈ [Tf , Ts].
3. Crossing boundaries. Both components continue to evolve according to (1) also after time T .
3 Joint distribution of (T1, T2)
Since the dynamics of X are the same up to Tf but depend on the considered boundaries in (Tf , Ts), the
joint FPT density f(T1,T2) has three different expressions as shown by the following
Theorem 1 When T1 6= T2, the joint density of (T1, T2) is
f(T1,T2)(t1, t2) =
∫ B2
−∞
fT2 (t2|x2, t1)fa(X2,T1)(x2, t1)dx21{t1<t2} +
∫ B1
−∞
fT1 (t1|x1, t2)fa(X1,T2)(x1, t2)dx11{t2<t1}, (2)
if the boundaries are killing,
f(T1,T2)(t1, t2) =
∫ B2
−∞
fT2 (t2|(B1, x2), t1)fa(X2,T1)(x2, t1)dx21{t1<t2}+
∫ B1
−∞
fT1 (t1|(x1, B2), t2)fa(X1,T2)(x1, t2)dx11{t2<t1}
(3)
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Fig. 1 Schematic representation of the dynamic of the bivariate diffusion process X in presence of killing (left figure),
absorbing (central figure) or crossing constant boundaries (right figure) B1 = B2 = B. Xf denotes the first (and thus the
fastest) component hitting its boundary at time Tf , Xs the second (and thus the slowest) to hit the boundary at time Ts.
In presence of killing boundaries (left figure), only the slowest component Xs evolves after time Tf and the process becomes
univariate. In presence of absorbing boundary (central figure), the fastest component Xf is absorbed on its boundary Bf ,
while Xs pursues its evolution until its FPT. Hence the process is still bivariate with a constant component Xf (u) = Bf
for u ∈ [Tf , Ts]. In presence of crossing boundaries (right figure), both components evolve until the time when both have
reached their levels.
if the boundaries are absorbing and
f(T1,T2)(t1, t2) =
∫ B2
−∞
(∫ ∞
−∞
f(X1,T2)((x1, B2), t2|(B1, x2), t1)dx1
)
fa(X2,T1)(x2, t1)dx21{t1<t2}
+
∫ B1
−∞
(∫ ∞
−∞
f(X2,T1)((B1, x2), t1|(x1, B2), t2)dx2
)
fa(X1,T2)(x1, t2)dx11{t2<t1} (4)
if the boundaries are crossing. Here 1A denotes the indicator function of the set A.
The proof of Theorem 1 is given in Appendix A.
Remark 1 Note that (2) is a particular case of (3) when Xi does not depend on Xj after time Tj > Ti.
Remark 2 Since the behavior of X does not depend on the boundaries up to time T , all the pdfs of f(T1,T2)
in (2)-(4) are functions of f(Xa2 ,T1) and f
a
(X1,T2)
. These densities can be obtained as solutions of systems of
Volterra-Fredholm integral equations.
Theorem 2 In presence of crossing boundaries the densities fa(X1,T2) and f
a
(X2,T1)
are solutions of the following
system of Volterra-Fredholm first kind integral equations
F¯X((x1, B2), t) =
∫ t
t0
∫ B2
−∞
F¯X((x1, B2), t|(B1, y), τ)fa(X2,T1) (y, τ) dydτ +
∫ t
t0
∫ B1
−∞
F¯X((x1, B2), t|(y,B2), τ)fa(X1,T2) (y, τ) dydτ ;
(5a)
F¯X((B1, x2), t) =
∫ t
t0
∫ B2
−∞
F¯X((B1, x2), t|(B1, y), τ)fa(X2,T1) (y, τ) dydτ +
∫ t
t0
∫ B1
−∞
F¯X((B1, x2), t|(y,B2), τ)fa(X1,T2) (y, τ) dydτ,
(5b)
where x1 > B1 and x2 > B2. Moreover, it holds
fX(x, t) =
∫ t
t0
∫ B2
−∞
fX (x, t|(B1, y), τ) fa(X2,T1) (y, τ) dydτ+
∫ t
t0
∫ B1
−∞
fX (x, t|(y,B2), τ) fa(X1,T2) (y, τ) dydτ, (6)
which yields another system of Volterra-Fredholm first kind integral equations.
The proof of Theorem 2 is given in Appendix B.
Remark 3 Even if the system is written with respect to crossing boundaries, the solutions fa(Xi,Tj) are the
same for all scenarios and can be then plugged in (2)-(4) to obtain the joint pdf of (T1, T2) for killing,
absorbing and crossing boundaries, respectively. Different systems can be written depending on the type
of boundaries, obviously yielding the same solution. For this reason, we do not write them here. Note also
that the difficulties of the solutions do not change when different equations are considered.
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4 Numerical method
When X is a multivariate Gaussian process, an explicit expression for F¯X is available [3]. Analytical and
numerical expressions of fX can be found in [30]. In general, an analytic solution of the system (5) is
untenable for most of the diffusion processes. For this reason, we develop a suitable numerical method for
its solution. Consider a two-dimensional time interval [0, Θ1]×[0, Θ2], with Θ1, Θ2 ∈ R+. For each component
i = 1, 2, let hi and ri be the time and space discretization steps, respectively. On {(−∞, B1)× (−∞, B2)×
[0, Θ1] × [0, Θ2]} we introduce the partition {(yu1 , yu2); tk1 , tk2} where tki = kihi is the time discretization
and yui = Bi − uiri is the space discretization for ki = 0, . . . , Ni, Nihi = Θi, ui ∈ N, and i = 1, 2. To simplify
the notation, we consider h1 = h2 = h and Θ1 = Θ2 = Θ, implying N1 = N2 = N , k1 = k2 = k and thus
tk1 = tk2 = tk, for k = 0, . . . , N .
We use the Euler method [25] to approximate the time integrals in (5), obtaining a system of integral
equations for fˆa(Xi,Tj)(y, t), which denotes the approximation of f
a
(Xi,Tj)
(y, t) due to time discretization. For
x1 > B1 and x2 > B2, we get
F¯X((x1, B2), tk) = h
k∑
ρ=0
[∫ B2
−∞
F¯X((x1, B2), tk|(B1, y), tρ)fˆa(X2,T1) (y, tρ) dy +
∫ B1
−∞
F¯X((x1, B2), tk|(y,B2), tρ)fˆa(X1,T2) (y, tρ) dy
]
;
(7a)
F¯X ((B1, x2), tk) = h
k∑
ρ=0
[∫ B2
−∞
F¯X ((B1, x2) , tk|(B1, y), tρ)fˆa(X2,T1) (y, tρ) dy +
∫ B1
−∞
F¯X((B1, x2), tk|(y,B2), tρ)fˆa(X1,T2)(y, tρ)dy
]
.
(7b)
Note that
F¯X((B1, x2), tk|(B1, y), tk) = 1{y>x2}; F¯X((x1, B2), tk|(y,B2), tk) = 1{y>x1};
(8)
F¯X((B1, x2), tk|(y,B2), tk) = 0; F¯X((x1, B2), tk|(B1, y), tk) = 0.
Plugging (8) into (7) and differentiating with respect to xj , j = 1, 2, we get the system
∂F¯X((x1, B2), tk)
∂x1
= −hfˆa(X1,T2) (x1, tk) + h
k−1∑
ρ=0
∫ B2
−∞
∂F¯X((x1, B2), tk|(B1, y), tρ)
∂x1
fˆa(X2,T1) (y, tρ) dy
+ h
k−1∑
ρ=0
∫ B1
−∞
∂F¯X((x1, B2), tk|(y,B2), tρ)
∂x1
fˆa(X1,T2) (y, tρ) dy; (9a)
∂F¯X ((B1, x2), tk)
∂x2
= −hfˆa(X2,T1) (x2, tk) + h
k−1∑
ρ=0
∫ B2
−∞
∂F¯X ((B1, x2) , tk|(B1, y), tρ)
∂x2
fˆa(X2,T1) (y, tρ) dy
+ h
k−1∑
ρ=0
∫ B1
−∞
∂F¯X((B1, x2), tk|(y,B2), tρ)
∂x2
fˆa(X1,T2)(y, tρ)dy. (9b)
For multivariate Gaussian processes, the derivatives ∂F¯X/∂xi are known while analytical or numerical
computations can be performed for other processes. If we discretize the spatial integral and we truncate the
corresponding series with a finite sum, we obtain
∂F¯X((x1, B2), tk)
∂x1
= −hf˜a(X1,T2) (x1, tk) + hr2
k−1∑
ρ=0
m2∑
u2=0
∂F¯X((x1, B2), tk|(B1, yu2 ), tρ)
∂x1
f˜a(X2,T1) (yu2 , tρ)
+ hr1
k−1∑
ρ=0
m1∑
u1=0
∂F¯X((x1, B2), tk|(yu1 , B2), tρ)
∂x1
f˜a(X1,T2) (yu1 , tρ) ; (10a)
∂F¯X((B1, x2), tk)
∂x2
= −hf˜a(X2,T1) (x2, tk) + hr2
k−1∑
ρ=0
m2∑
u2=0
∂F¯X((B1, x2), tk|(B1, yu2 ), tρ)
∂x2
f˜a(X2,T1) (yu2 , tρ)
+ hr1
k−1∑
ρ=0
m1∑
u1=0
∂F¯X((B1, x2), tk|(yu1 , B2), tρ)
∂x2
f˜a(X1,T2)(yu1 , tρ), (10b)
with m1,m2 ∈ N. Here f˜a(Xi,Tj) (y, t) denotes the approximation of fa(Xi,Tj) (y, t) determined by the time
and space discretization and by the truncation of the infinite sums of the space discretization.
Since fa(Xi,Tj)(yui , t0) = 0, we set f˜
a
(Xi,Tj)
(yui , t0) = 0. Moving the term f˜
a
(Xi,Tj)
(xi, tk) on the left hand
side in (10), we obtain the following algorithm to approximate fa(Xi,Tj) in the knots {(yu1 , yu2); tk}:
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Step 1
f˜a(X1,T2) (yu1 , t1) = −
1
h
∂
∂x1
F¯X((x1, B2), t1)
∣∣∣∣
x1=yu1
;
f˜(Xa2 ,T1)
(yu2 , t1) = −
1
h
∂
∂x2
F¯X((B1, x2), t1)
∣∣∣∣
x2=yu2
.
Step k ≥ 2
f˜a(X1,T2) (yu1 , tk) = −
1
h
∂F¯X((x1, B2), tk)
∂x1
∣∣∣∣
x1=yu1
+ r2
k−1∑
ρ=0
m2∑
v2=1
f˜a(X2,T1) (yv2 , tρ)
∂F¯X((x1, B2), tk|(B1, yv2 ), tρ)
∂x1
∣∣∣∣
x1=yu1
+ r1
k−1∑
ρ=0
m1∑
v1=1
f˜a(X1,T2) (yv1 , tρ)
∂F¯X((x1, B2), tk|(yv1 , B2), tρ)
∂x1
∣∣∣∣
x1=yu1
;
f˜a(X2,T1) (yu2 , tk) = −
1
h
∂F¯X((B1, x2), tk)
∂x2
∣∣∣∣
x2=yu2
+ r2
k−1∑
ρ=0
m2∑
v2=1
f˜a(X2,T1) (yv2 , tρ)
∂F¯X((B1, x2), tk|(B1, yv2 ), tρ)
∂x2
∣∣∣∣
x2=yu2
+ r1
k−1∑
ρ=0
m1∑
v1=1
f˜a(X1,T2) (yv1 , tρ)
∂F¯X((B1, x2), tk|(yv1 , B2), tρ)
∂x2
∣∣∣∣
x2=yu2
.
At time t1, fˆ
a
(Xi,Tj)
(yui , t1) = f˜
a
(Xi,Tj)
(yui , t1) in each knot yui .
Remark 4 We choose to use the Euler method because it simplifies the notation and it is easy to implement.
More efficient schemes, e.g. trapezoidal formula or Gaussian quadrature formulas for infinite integration
intervals, can be similarly applied improving the rate of convergence of the error of the algorithm.
Remark 5 The proposed algorithm can be used to approximate the unknown densities fa(Xi,Tj) for all types of
boundaries. To evaluate the joint density of (T1, T2) using (2)-(4), further steps are needed. First, discretize
the integrals in (2)-(4) by means of trapezoidal or Gaussian quadrature formulas. Second, replace fa(Xi,Tj)
by f˜a(Xi,Tj). Finally, since fTi and f(Xi,Tj) in (2)-(4) are typically unknown, approximate them using the
numerical algorithms proposed in [37] and [4], respectively.
5 Convergence of the numerical method for fa(Xi,Tj)
The error of the algorithm to approximate fa(Xi,Tj), evaluated in the mesh points (yui , tk), is
E(i)(yui , tk) := f
a
(Xi,Tj) (yui , tk)− f˜a(Xi,Tj) (yui , tk) , (11)
for k = 0, . . . , N, ui = 1, . . . ,mi, i = 1, 2. Mimicking the analysis of the error in [9], we rewrite (11) as a sum
of two errors. The first is given by e
(i)
k (yui) := f
a
(Xi,Tj)
(yui , tk) − fˆa(Xi,Tj) (yui , tk) and it is due to the time
discretization. The second is given by E
(i)
k,ui
:= fˆa(Xi,Tj) (yui , tk) − f˜a(Xi,Tj) (yui , tk) and it is determined by
the spatial discretization and by the truncation introduced at steps k ≥ 2.
Lemma 1 It holds
E
(1)
k,u1
=
k−1∑
ρ=0
[
−
∫ B1
−∞
K1,k,ρ((yu1 , B2), (y,B2))fˆ
a
(X1,T2)
(y, tρ)dy −
∫ B2
−∞
K1,k,ρ((yu1 , B2), (B1, y))fˆ
a
(X2,T1)
(y, tρ) dy
+ r1
m1∑
v1=1
K1,k,ρ((yu1 , B2), (yv1 , B2))f˜
a
(X1,T2)
(yv1 , tρ) +r2
m2∑
v2=1
K1,k,ρ((yu1 , B2), (B1, yv2 ))f˜
a
(X2,T1)
(yv2 , tρ)
 ;
(12a)
E
(2)
k,u2
=
k−1∑
ρ=0
[
−
∫ B1
−∞
K2,k,ρ((B1, yu2 ), (y,B2))fˆ
a
(X1,T2)
(y, tρ)dy −
∫ B2
−∞
K2,k,ρ((B1, yu2 ), (B1, y))fˆ
a
(X2,T1)
(y, tρ) dy
+ r1
m1∑
v1=1
K2,k,ρ((B1, yu2 ), (yv1 , B2))f˜
a
(X1,T2)
(yv1 , tρ) +r2
m2∑
v2=1
K2,k,ρ((B1, yu2 ), (B1, yv2 ))f˜
a
(X2,T1)
(yv2 , tρ)
 ,
(12b)
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where the kernels are
K1,k,t((yu1 , b), (c, d)) =
∂
∂x1
[
F¯X((x1, b), tk|(c, d), t)− F¯X((x1, b), tk−1|(c, d), t)
]∣∣∣∣
x1=yu1
;
(13)
K2,k,t((a, yu2 ), (c, d)) =
∂
∂x2
[
F¯X((a, x2), tk|(c, d), t)− F¯X((a, x2), tk−1|(c, d), t)
]∣∣∣∣
x2=yu2
.
To simplify the notation we write Ki,k,ρ instead of Ki,k,tρ when t = tρ. Here a, c ∈ (−∞, B1) and b, d ∈ (−∞, B2).
The proof of Lemma 1 is given in Appendix C. To prove the convergence of the proposed algorithm, we
need the following
Regularity conditions For i, j = 1, 2, i 6= j, k = 1, . . . , N, ρ = 0, . . . , k − 1, ui = 1, . . . ,mi:
(i) Ki,k,ρ((a, b), (c, y))fˆ
a
(Xj ,Ti)
(y, tρ) and Ki,k,ρ((a, b), (y, d))fˆ
a
(Xi,Tj)
(y, tρ) are ultimately monotonic (Page 208
in [11]) in y;
(ii) fa(Xi,Tj) (y, tρ) is bounded, it belongs to L
1 in y and there exist positive functions Ci,1(y) ∈ L1, Ci,2(y) ∈ L1,
with y ∈ (−∞, B1) and y ∈ (−∞, B2), respectively, such that∣∣Ki,k,ρ((a, b), (y, d))∣∣ ≤ hCi,1(y); ∣∣Ki,k,ρ((a, b), (c, y))∣∣ ≤ hCi,2(y),
and Ci,1(0) and Ci,2(0) are bounded;
(iii) for l = 1, 2 ∫Bi−mi(ri)ri
−∞ Cl,i(y)
∣∣∣fˆa(Xi,Tj) (y, tρ)∣∣∣ dy ≤ ψl,iri,
as ri → 0 and mi(ri)ri →∞, where ψl,i are positive constants;
(iv) for l = 1, 2, there exist constants Ql,i such that∣∣∣∣∫ Bi−∞ ∂∂t
[
Cl,i(y)f
a
(Xi,Tj)
(y, t)
]
dy
∣∣∣∣ ≤ Ql,i;
(v) for l = 1, 2, z1 = (yu1 , B2) and z2 = (B1, yu2),
∂
∂t
[
F¯X(zl, tρ|(B1, y), t)fa(X2,T1)(y, t)
]
|t=τ ∈ L1 in y ∈ (−∞, B2);
∂
∂t
[
F¯X(zl, tρ|(y,B2), t)fa(X1,T2)(y, t)
]
|t=τ ∈ L1 in y ∈ (−∞, B1);
∂
∂yul
∂
∂t
[
F¯X(zl, tρ|(B1, y), t)fa(X2,T1)(y, t)
]
|t=τ ∈ L1 in y ∈ (−∞, B2);
∂
∂yul
∂
∂t
[
F¯X(zl, tρ|(y,B2), t)fa(X1,T2)(y, t)
]
|t=τ ∈ L1 in y ∈ (−∞, B1).
The following theorem gives the convergence of the proposed algorithm.
Theorem 3 Denote r = max(r1, r2). If regularity conditions (i)–(v) are satisfied, then
max
{
|E(i)(yui , tk)|, yui = Bi − uiri, tk = hk, ui ∈ N, k = 0, . . . , N
}
= O(h) +O(r).
The proof of Theorem 3 is given in Appendix D.
Remark 6 The numerical approximation fˆa(Xj ,Ti)(y, tρ) can be rewritten as a function of f
a
(Xj ,Ti)
(y, tρ) and
Ki,k,ρ((a, b), (c, d)), as shown in Remark 2 in [9]. Therefore, assumptions (i) and (iii) are in fact assumptions
on fa(Xj ,Ti) and Ki,k,ρ((a, b), (c, d)).
Remark 7 Theorem 3 holds for any system of integral equations satisfying regularity conditions (i)-(v). We
explicitly list them to simplify the proof of the theorem but some of them are always fulfilled by bivariate
diffusion processes. In particular we easily note that:
(ii) – The function f(Xai ,Tj) (y, t) is the pdf of a diffusion process and thus it is bounded and it belongs to
L1 in both y and t.
– The function Ki,k,ρ((a, b), (y, d)) is the difference between two bivariate functions. Each function is
a probability distribution with respect to one variable and a probability density with respect to the
other. Furthermore the functions in the difference are the same but computed at different times.
Since the process is a diffusion, this difference is bounded.
8 Sacerdote, Tamborrino, Zucca
(iii) This condition is not restrictive: since limmi(ri)ri→∞
∫ Bi−mi(ri)ri
−∞ Cl,i(y)
∣∣∣fˆa(Xi,Tj) (y, tρ)∣∣∣ dy = 0 ∀l, i, tρ, y,
it is always possible to choose mi(ri)ri large enough to have condition (iii).
(iv) Cl,i(y) does not depend upon t and thus∣∣∣∣∣
∫ Bi
−∞
∂
∂t
[
Cl,i(y)f
a
(Xi,Tj) (y, tρ)
]
dy
∣∣∣∣∣ =
∣∣∣∣∣
∫ Bi
−∞
Cl,i(y)
∂
∂t
[
fa(Xi,Tj) (y, tρ)
]
dy
∣∣∣∣∣ ≤ supy | ∂∂tfa(Xi,Tj)|
∫ Bi
−∞
∣∣Cl,i(y)∣∣ dy ≤ Ql,i,
since ∂∂tf
a
(Xi,Tj)
is bounded being the derivative of a density of a diffusion process.
(v) If we differentiate (5) with respect to t or with respect to both t and xi, than the left hand side of (5a)
would be finite, since the function F¯X(x, t) is a bivariate probability distribution of a diffusion process
satisfying Kolmogorov equation. Then the corresponding right hand side should also be finite and thus
assumption (v) is fulfilled.
Assumption (i) does not have an immediate interpretation.However it is verified by many important diffusion
processes such as the Wiener and the Ornstein Uhlenbeck processes. Moreover, it holds for stationary
processes for large values of t since their distribution does not depend upon the initial condition..
6 Special case: bivariate Wiener process
Consider a bivariate process X solving (1) with t0 = 0, constant drift µ(X(t)) = (µ1, µ2) ∈ R2 and positive-
definite diffusion matrix
Σ (X(t)) =
(
σ1 0
ρσ2 σ2
√
1− ρ2
)
,
for σ1, σ2 > 0, ρ ∈ (−1, 1). Then X is a bivariate Wiener process with drift (µ1, µ2) and covariance matrix
Σ˜ =
(
σ21 ρσ1σ2
ρσ1σ2 σ
2
2
)
,
and the densities fX, f
a
Xi and fTi are available [10] in closed form. The unknown density f
a
X is a solution of
the two-dimensional Kolmogorov forward equation
∂faX(x, t)
∂t
=
σ21
2
∂2faX(x, t)
∂x21
+
σ22
2
∂2faX(x, t)
∂x22
+ σ1σ2ρ
∂2faX(x, t)
∂x1∂x2
− µ1 ∂f
a
X(x, t)
∂x1
− µ2 ∂f
a
X(x, t)
∂x2
,
with initial, boundary and absorbing conditions given by
lim
t→0 f
a
X (x, t) = δ (x1 − x01) δ (x2 − x02) ; (14)
lim
x1→−∞
faX (x, t) = lim
x2→−∞
faX (x, t) = 0; (15)
faX (x, t)
∣∣
x1=B1
= faX (x, t)
∣∣
x2=B2
= 0, (16)
respectively. The solution provided in [13] does not fulfil (14) when (µ1, µ2) 6= (0, 0). Mimicking their proof,
we noted that the normalizing factor
exp
(
−
(
µ2ρσ1σ2 − µ1σ22
)
B1 +
(
µ1ρσ1σ2 − µ2σ21
)
B2
(1− ρ2)σ21σ22
)
(17)
is missing. Since it equals 0 when (µ1, µ2) = (0, 0), the results in [13] are correct for the driftless case and
correspond to those provided in [26]. Summarizing these observations, in presence of drift we have
Lemma 2 The joint pdf of X up to time T is
faX(x, t) =
2
αK3t
exp
(
K1(B1 − x01) +K2(B2 − x02)− σ
2
1µ
2
2 − 2µ1µ2σ1σ2ρ+ σ22µ21
2K23
t− r¯
2 + r¯20
2K23 t
)
H(r¯, r¯0, φ, φ0, t), (18)
where r¯ := r¯(x) ∈ (0,∞), φ := φ(x) ∈ (0, α) and
r¯ =
√
σ21(B2 − x2)2 + σ22(B1 − x1)2 − 2σ1σ2ρ(B1 − x1)(B2 − x2); r¯0 = r¯|x=x0 ;
r¯ cos(φ) = σ2(B1 − x1)− σ1ρ(B2 − x2), r¯ sin(φ) = σ1
√
1− ρ2(B2 − x2); φ0 = φ|x=x0 ;
K1 =
σ2µ1 − σ1µ2ρ
σ21σ2(1− ρ2)
, K2 =
σ1µ2 − σ2µ1ρ
σ1σ22(1− ρ2)
, K3 = σ1σ2
√
1− ρ2;
α = arctan
(
−
√
1− ρ2
ρ
)
∈ (0, pi);
H(r¯, r¯0, φ, φ0, t) =
∞∑
n=1
sin
(
npiφ0
α
)
sin
(
npiφ
α
)
Inpi/α
(
r¯r¯0
K23 t
)
.
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Here Iρ(x) denotes the modified Bessel function of the first kind [43] and r¯ and φ are functions of x obtained
through a suitable change of variables [13]. We use them instead of x to simplify the notation.
From the definition of conditional density faX2|X1 , (18) and f
a
X1 given in [37], it follows
Corollary 1 The conditional density faXi|Xj (xi, t|xj , t), for i, j = 1, 2; i 6= j is
faXi|Xj (xi, t|xj , t) =
2σj
√
2pit
αK3t
exp
(
−Ki
[
σi
σj
(xj − x0j)ρ− (xi − x0i) +Njt
]
− r¯
2+r¯20−(xj−x0j)2σ2i (1−ρ2)
2K23 t
)
[
1− exp
(
2(Bj−x0j)(xj−Bj)
σ2j t
)] H(r¯, r¯0, φ, φ0, t),
(19)
with
N1 =
σ1µ2 − σ2µ1ρ
2σ1
, N2 =
σ2µ1 − σ1µ2ρ
2σ2
.
Lemma 3 The conditional density faXi|Tj (xi|t) is
faXi|Tj (xi|t) =
σjpi
√
2pit
α2(Bi − xi)(Bj − x0j)
exp
(
−Ki
[
σi
σj
(Bj − x0j)ρ− (xi − x0i) +Njt
])
(20)
× exp
(
−
[ρσi(Bj − x0j)− σj(Bi − x0i)]2 + σ2j (Bi − xi)2
2K23 t
)
Gij(r¯0, φ0, xi, t),
where
Gij(r¯0, φ0, xi, t) =
∞∑
n=1
δin sin
(
npiφ0
α
)
Inpi
α
(
σj(Bi − xi)r¯0
K23 t
)
,
with δ1 = 1 and δ2 = (−1)n+1 for i, j = 1, 2, i 6= j.
The proof of Lemma 3 is given in Appendix E. From Lemma 3 and fTj , it follows
Corollary 2 The joint density f(Xai ,Tj) is given by
fa(Xi,Tj)(xi, t) =
1
α2(Bi − xi)t
exp
(
−Ki
[
σi
σj
(Bj − x0j)ρ− (xi − x0i) +Njt
]
− (Bj − x0j − µjt)
2
2σ2j t
)
(21)
× exp
(
−
[ρσi(Bj − x0j)− σj(Bi − x0i)]2 + σ2j (Bi − xi)2
2K23 t
)
Gij(r¯0, φ0, xi, t).
The same result can be obtained by solving the system (5) (calculations not shown). Since the dependence
between X1 and X2 is only determined by the diffusion matrix and not by the drift term, the slowest
component becomes independent on the fastest one after time T in presence of absorbing boundaries. That
is fTi(ti|(Bj , xi), tj) = fTi(ti|xi, tj). Thus the joint pdf of (T1, T2) for absorbing or killing boundaries is the
same. In particular, it holds
Theorem 4 In presence of either absorbing or killing boundaries, the joint density of (T1, T2) is
f(T1,T2)(t1, t2) =
2∑
i,j=1;i 6=j
√
2pi
2α2σjti
√
(tj − ti)3
exp
(
Ki(Bi − x0i)−Kjx0j + µjBj
σ2j
−KiNjti −
µ2j tj
2σ2j
)
(22)
×
∫ Bj
−∞
exp
(
−Kiρ σi
σj
xj
)
exp
(
− r¯
2
0 + σ
2
i (Bj − xj)2
2tiK23
− (Bj − xj)
2
2σ2j (tj − ti)
)
Gji(r¯0, φ0, xj , ti)dxj .
Proof It follows by plugging fTi , given in [10], and (21) into (3). uunionsq
Remark 8 If (µ1, µ2) = (0, 0), mimicking the proof in [13, 26], the joint density (22) becomes
f(T1,T2)(t1, t2) =
2∑
i,j=1;i 6=j
pi
√
1− ρ2 exp
(
− r¯
2
0 [tj+ti(1−2ρ2)]
4K23 ti(tj−tiρ2)
)
2α2
√
ti(tj − tiρ2)(tj − ti)
∞∑
n=1
δjn sin
(
npiφ0
α
)
Inpi
2α
(
r¯20(tj − ti)
4K23 ti(tj − tiρ2)
)
; (23)
f(T1,T2)(t, t) =

0 if ρ ∈ (−1, 0)
∞ if ρ ∈ (0, 1)
(B1−x01)(B2−x02)
2piσ1σ2t3
exp
{
−σ
2
2(B1−x01)2+σ21(B2−x02)2
2σ21σ
2
2t
}
if ρ = 0
.
When ρ = 0, the processes are not correlated and thus f(T1,T2) = fT1fT2 , as expected. For the same reason,
faX = f
a
X1f
a
X2 , f
a
Xj |Xi = f
a
Xj and f
a
Xj |Ti = f
a
Xj (calculations not reported).
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Remark 9 To compare (23) with the corresponding expression in [18], we set s = t1 < t = t2 and r˜0 = r¯0/K3,
because different transformations are used. Since√
1− ρ2 = sin(α), ρ2 = cos2(α), 2(t− sρ2) = (t− s) + (t− s cos(2α)),
we obtain
f(T1,T2)(s, t) =
pi sin(α) exp
(
− r˜
2
0(t−s cos(2α))
2s[(t−s)+(t−s cos(2α))]
)
2α2
√
s(t− s cos2(α))(t− s)
∞∑
n=1
(−1)n+1n sin
(
npiφ0
α
)
Inpi
2α
(
r˜20(t− s)
2s[(t− s) + (t− s cos(2α))]
)
,
for s < t. The result differs from that in [18], as already discussed in [13], and agrees with that in [13, 26].
Since the error disappears when t1 → t2, the expression f(T1,T2)(t, t) in [18] is correct.
In Fig. 2 we report the theoretical joint density and contour plots of (T1, T2) for two correlated Wiener
processes in presence of either absorbing or killing boundaries when σ1 = σ2 = 1 and ρ = 0.5. We consider
a symmetric and a non symmetric process by choosing null drifts and B1 = B2 = 1 (upper panels), and
µ1 = 1, µ2 = 1.5 and B1 = B2 = 10 (lower panels), respectively. Note that f(T1,T2) is given by (23) and
(22), respectively. For symmetric processes with relatively small variances, the probability mass of f(T1,T2)
is concentrated in the area close to the diagonal t1 = t2. For non symmetric processes, the probability
mass is concentrated around the means of the FPTs, i.e. E[T1] = 10 and E[T2] = 6.67, and it is spread out
according to their variances, i.e. Var(T1) = 12.5 and Var(T2) = 3.70 for the considered parameter choice.
In presence of crossing boundaries, a closed expression for f(T1,T2) using (4) cannot be derived since an
analytical expression for f(Xj ,Ti) is not available. However f(T1,T2) can be numerically approximated as
described in Remark 5.
7 Examples
Here we discuss some examples to illustrate the proposed numerical algorithm. First we compare theoretical
results of the previous Section on the bivariate Wiener process with those obtained by means of our numerical
approach. Then we describe a modeling problem in the neuroscience framework and we use the proposed
algorithm to determine quantities of interest for such models.
7.1 Bivariate Wiener process
We numerically illustrate the convergence of the algorithm and discuss its performance in the case of a
bivariate, correlated and symmetric Wiener process with µ1 = µ2 = 0, σ1 = σ2 = 1 and ρ = 0.5 in
presence of either killing or absorbing boundaries B1 = B2 = 1. We consider discretization steps given
by h, r = 0.01, 0.05, 0.1 and 0.2. We compare the values of fa(Xi,Tj) and f˜
a
(Xi,Tj)
by considering both the
maximum of the absolute value of the error |E(i)(yui , tk)| and its mean squared error MSE(fa(Xi,Tj)), defined
by
MSE(fa(Xi,Tj)) =
∑
yui ,tk
(
fa(Xi,Tj)(yui , tk)− f˜a(Xi,Tj)(yui , tk)
)2
(mi + 1)N
.
Since the process X is symmetric, the errors E(1)(yu1 , tk) and E
(2)(yu1 , tk) are similar and thus we only
discuss the first. The maximum absolute error of the algorithm and its mean squared error for r = 1 are
reported in Table 1. As expected from Theorem 3, max |E(i)(yui , tk)| is no larger than O(h) +O(r).
Remark 10 The maximum error of the proposed approximation appears in correspondence of knots proximal
to the boundary. Excessively small space integration steps are discouraged by this fact. We suggest to choose
a smaller adaptive step for values far from the boundary and a larger one for values near the boundary.
7.2 Bivariate Ornstein-Uhlenbeck as model for neural spiking activity
The membrane of a neuron is characterized by a difference of potential between its internal and external
part. This difference changes in time due to the arrival of excitatory and inhibitory inputs from other
surrounding neurons. When the membrane depolarization attains a specific value, called threshold value,
an electrical output, called spike, is released. After a spike the membrane potential spontaneously resets to
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Fig. 2 Theoretical joint densities and contour plots of (T1, T2) for two-dimensional correlated Wiener processes in presence
of either absorbing or killing boundaries when σ1 = σ2 = 1 and ρ = 0.5. Top panels: µ1 = µ2 = 0, B1 = B2 = 1. Bottom
panels: µ1 = 1, µ2 = 1.5, B1 = B2 = 10 . Panel (a): f(T1,T2). Panel (b): contour plots of (T1, T2).
h max |E(1)(yu1 , t2)| MSE(fa(X1,T2))
0.01 0.0335 0.0028
0.05 0.1779 0.0188
0.1 0.2505 0.0338
0.2 0.3135 0.0517
Table 1 Maximum absolute error max |E(1)(fa
(X1,T2)
)| and mean squared error of the algorithm for a bivariate, correlated
and symmetric Wiener process for µ1 = µ2 = 0, σ1 = σ2 = 1 and ρ = 0.5. Different values of the time discretization step
h when the space discretization step r is 0.1. Since the process is symmetric, the performance of the error with respect to
fa
(X2,T1)
is similar and thus not reported.
a resting value and the membrane potential evolution restarts. Popular models for the neuronal dynamics
are the so called Leaky-Integrate and Fire (LIF) models (see [37] for a review), which identify firing times
with FPTs of the process through a boundary. The OU process is probably the most commonly used LIF
model. This is because it combines good levels of mathematical tractability, experimental fit and biological
motivations. An extension to a LIF model describing the joint behavior of a set of interacting neurons has
been recently formalized in [41]. There multivariate OU processes and their FPTs are obtained as diffusion
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Fig. 3 Approximated joint densities and contour plots of (T1, T2) for two-dimensional correlated OU processes in presence
of absorbing boundaries, when σ11 = σ22 = 2, σ12 = 1 and B1 = B2 = 10. Top panels: µ1 = µ2 = 1.5. Bottom panels:
µ1 = 0.95, µ2 = 1.5. Panel (a): fˆ(T1,T2). Panel (b): contour plots of (T1, T2).
limits of multivariate jump processes and their FPTs. The parameters of the limiting processes are a mixture
of terms due to inputs which are specific for each neuron and other which are common to a group of neurons.
In the bivariate case, the resulting OU process satisfies (1) with
µ(X(t)) =
(
µ1 − X1(t)θ
µ2 − X2(t)θ
)
, Σ (X(t)) = Σ =
(
σ11 σ12
σ12 σ22
)
,
for µi ∈ R, σij > 0, i, j = 1, 2, σ12 ∈ R and Σ positive-definite matrix. The interesting quantity is the joint
FPT distribution which allows to study the behavior of the two dependent neurons.
Combining the proposed algorithm and that of fTj , as described in Remark 5, we are able to approximate
the joint density of the spike times, i.e. the joint FPT density of the OU process. In Fig. 3 we report
the approximated joint density and the contour plots of (T1, T2) for two symmetric correlated OU with
µ1 = µ2 = 1.5 (top panels) and for two non symmetric correlated OU with µ1 = 0.95 and µ2 = 1.5 (bottom
panels). In both cases θ = 10, σ12 = 1, σii = 2 and Bi = 10, for i = 1, 2. The parameter values are chosen
according to biologically acceptable ranges. We omit to report the units to simplify the reading. Looking at
the figure we recognize some neuronal features caught by the model. In the first case both the asymptotic
membrane potential means µiθ are above the boundaries Bi, i = 1, 2. Not surprisingly the probability mass
of f(T1,T2) for the symmetric OU is concentrated around the diagonal t1 = t2, suggesting that the epochs of
the passage times are similar. Hence these parameter values can be used to model instances characterized
by almost synchronous spikes. For the asymmetric OU, the first component has asymptotic mean µ1θ below
B1, and thus its FPT is determined by the noise. As a consequence, the probabilistic mass of f(T1,T2) is
concentrated in the region t1 > t2 and the firing rates of two neurons differ. Thanks to the algorithm to
approximate the joint firing time distribution, further analyses can be done, but we postpone them to a
future paper. Extensions of our method to higher dimensions could allow to describe the firing activity of
groups of neurons in a network, as modeled in [41].
8 Conclusion
For general bivariate diffusion processes, explicit expressions of the joint FPT density are not available. For
killing, absorbing or crossing boundaries, we show how f(T1,T2) depends on the unknown density f
a
(Xi,Tj)
. To
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avoid the prohibitive computational efforts required to approximate fa(Xi,Tj) via Monte Carlo simulations
[44], we suggest to use our ad hoc numerical method, whose linear convergence in time and space has been
proved.
The choice of considering constant boundaries is not a shortcoming. Indeed both the theoretical results
in Section 3 and the numerical algorithm can be easily extended to the case of time dependent boundaries.
In presence of either absorbing or killing boundaries, the joint FPT density can be numerically obtained
combining our algorithm for fa(Xi,Tj) with that for fTj [37]. Theoretical expressions for f(T1,T2) and other
quantities of interest, such as fa(Xi,Tj) and f
a
X, i.e. the transition density of the process constrained to be
below the boundaries, are available for a bivariate correlated Wiener process with drift. Here we derive them,
correcting the formulas in [13]. In presence of crossing boundaries, the joint FPT density can be numerically
evaluated combining our algorithm with that proposed for f(Xi,Tj) for bivariate Gaussian diffusion processes
[4].
Our approach can be extended to other first passage problems. Consider for example a bivariate process
whose component is reset whenever it attains its boundary, and then both components evolve until the first
crossing of the slowest component. Also in this scenario, which is commonly used for modeling neural spikes
activity in neuroscience [38], the joint FPT density depends on both fa(Xi,Tj) and f(Xj ,Ti).
Finally we emphasize that our approach and results can be extended to the k-dimensional case. The
joint FPT density can be obtained mimicking Theorem 1, where the k-dimensional extension of fa(Xi,Tj)
can be obtained as solution of a system of k Volterra-Fredholm first kind integral equations. An alternative
approach would be to obtain it by first solving a k-dimensional Kolmogorov forward equation in presence
of absorbing boundaries, generalizing Lemma 2, and then doing the limit for Xj → Bj . Since analytical
solutions will be difficult to obtain, one could approximate them by extending our algorithm, starting from
the extended Theorem 2 and mimicking Section 4. New numerical issues may arise and we postpone this
study to a future work.
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Appendix A: Proof of Theorem 1
In presence of absorbing boundary B, we have
P(T1 < t1, T2 < t2)
=
∫ t1
t0
P(T1 < t1, T2 < t2|T1 = s1, T1 < T2)fT1 (s1)ds1 +
∫ t2
t0
P(T1 < t1, T2 < t2|T2 = s2, T2 < T1)fT2 (s2)ds2
=
∫ t1
t0
∫ B2
−∞
P(T2 < t2|T1 = s1, Xa2 (s1) = x2)faX2|T1 (x2, s1)fT1 (s1)dx2ds1
+
∫ t2
t0
∫ B1
−∞
P(T1 < t1|T2 = s2, Xa1 (s2) = x1)faX1|T2 (x1, s2)fT2 (s2)dx1ds2
=
∫ t1
t0
∫ B2
−∞
P(T2 < t2|(B1, x2), s1)fa(X2,T1)(x2, s1)dx2ds1 +
∫ t2
t0
∫ B1
−∞
P(T1 < t1|(x1, B2), s2)fa(X1,T2)(x1, s2)dx1ds2,
(24)
where in the second equality we condition on the value of the component which has not yet reached its level at the time
when the other component crosses its boundary, and in the last equality we use the Markov property, which holds because
X and thus Xa are Markov processes. Finally, (3) follows by differentiating (24) with respect to t1 and t2.
In presence of crossing boundary B, we assume that X1 crosses B1 at time T1 = s1 < T2 and X(s1) = (B1, x2). Then
both components evolve and X2 crosses B2 at time T2. Therefore
P(T2 < t2|(B1, x2), s1) =
∫ t2
s1
fT2 (s2|(B1, x2), s1) ds2 =
∫ t2
s1
∫ ∞
−∞
f(X1,T2) ((x1, B2), s2|(B1, x2), s1) dx1ds2. (25)
A similar expression holds when T2 = s2 < T1. Since (24) is still valid when B is absorbing, (4) follows by plugging (25)
and P(T1 < t1|(x1, B2), s2) into (24), and differentiating (24) with respect to t1 and t2.
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Appendix B: Proof of Theorem 2
Consider the exit times of the process X. The survival distribution of X, for x1 > B1 and x2 > B2, is given by
F¯X(x, t) = P (X(t) ≥ x, T1 < T2) + P (X(t) ≥ x, T1 > T2)
=
∫ t
t0
∫ B2
−∞
P (X(t) ≥ x|T1 = τ,X2(T1) = y) fa(X2,T1) (y, τ) dydτ
+
∫ t
t0
∫ B1
−∞
P (X(t) ≥ x, |T2 = τ,X1(T2) = y) fa(X1,T2) (y, τ) dydτ
=
∫ t
t0
∫ B2
−∞
P (X(t) ≥ x| (B1, y)) fa(X2,T1) (y, τ) dydτ +
∫ t
t0
∫ B1
−∞
P (X(t) ≥ x|(y,B2)) fa(X1,T2) (y, τ) dydτ,
(26)
where the last equality follows by the strong Markov property. Then (5) follows by choosing x = (x1, B2) and x = (B1, x2),
respectively, and (6) follows by differentiating (26) with respect to x.
Appendix C: Proof of Lemma 1
Let us focus on E
(1)
k,u1
in (12a). Subtracting (10) from (9), we obtain
fˆa(X1,T2) (x1, tk)− f˜
a
(X1,T2)
(x1, tk) =
k−1∑
ρ=0
[
−
∫ B1
−∞
∂F¯X((x1, B2), tk|(y,B2), tρ)
∂x1
fˆa(X1,T2) (y, tρ) dy
−
∫ B2
−∞
∂F¯X((x1, B2), tk|(B1, y), tρ)
∂x1
fˆa(X2,T1) (y, tρ) dy + r1
m1∑
u1=1
∂F¯X((x1, B2), tk|(yu1 , B2), tρ)
∂x1
f˜a(X1,T2) (yu1 , tρ)
+r2
m2∑
u2=1
∂F¯X((x1, B2), tk|(B1, yu2 ), tρ)
∂x1
f˜a(X2,T1) (yu2 , tρ)
 . (27a)
Note that the term on the left hand side of (27a) is equal to the term on the right hand side for ρ = k, due to conditions
(8). Rewriting it with respect to tk−1, we obtain
k−1∑
ρ=0
[
−
∫ B1
−∞
∂F¯X((x1, B2), tk−1|(y,B2), tρ)
∂x1
fˆa(X1,T2) (y, tρ) dy −
∫ B2
−∞
∂F¯X((x1, B2), tk−1|(B1, y), tρ)
∂x1
fˆa(X2,T1) (y, tρ) dy
+ r1
m1∑
u1=1
∂F¯X((x1, B2), tk−1|(yu1 , B2), tρ)
∂x1
f˜a(X1,T2) (yu1 , tρ) +r2
m2∑
u2=1
∂F¯X((x1, B2), tk−1|(B1, yu2 ), tρ)
∂x1
f˜a(X2,T1) (yu2 , tρ)
 = 0.
(28a)
Then Lemma 1 follows by subtracting (28a) from (27a) and setting xi = yui , for i = 1, 2. The error E
(2)
k,u1
in (12b) is
obtained in analogous way. uunionsq
Appendix D: Proof of Theorem 3
At first we study the error E
(i)
k,ui
due to the spatial discretization. It can be decomposed as
E
(i)
k,ui
= A
(i)
k,ui
−B(i)k,ui , k = 1, . . . , N. (29)
Here, A
(i)
k,ui
has the same expression as E
(i)
k,ui
in (12), replacing f˜a
(Xi,Tj)
(y, tj) with fˆ
a
(Xi,Tj)
(y, tj). Moreover, B
(i)
k,ui
is
defined by
B
(1)
k,u1
=
k−1∑
ρ=0
r1 m1∑
v1=1
K1,k,ρ((yu1 , B2), (yv1 , B2))E
(1)
ρ,v1 + r2
m2∑
v2=1
K1,k,ρ((yu1 , B2), (B1, yv2 ))E
(2)
ρ,v2
 , (30a)
B
(2)
k,u2
=
k−1∑
ρ=0
r1 m1∑
v1=1
K2,k,ρ((B1, yu2 ), (yv1 , B2))E
(1)
ρ,v1 + r2
m2∑
v2=1
K2,k,ρ((B1, yu2 ), (B1, yv2 ))E
(2)
ρ,v2
 . (30b)
The term A
(i)
k,ui
accounts for the approximation of the spatial integrals with finite sums. Hence we can split it into two
terms: the first, denoted by A
(i,a)
k,ui
, accounts for the discretization procedure; the second, denoted by A
(i,b)
k,ui
, accounts for
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the truncation of the series. Let us focus on A
(1,a)
k,u1
. By definition, we have
|A(1,a)k,u1 | =
∣∣∣∣∣∣
k−1∑
ρ=0
{[∫ B1
−∞
K1,k,ρ((yu1 , B2), (y,B2))fˆ
a
(X1,T2)
(y, tρ)dy − r1
∞∑
v1=1
K1,k,ρ((yu1 , B2), (yv1 , B2))fˆ
a
(X1,T2)
(yv1 , tρ)

+
∫ B2
−∞
K1,k,ρ((yu1 , B2), (B1, y))fˆ
a
(X2,T1)
(y, tρ) dy −r2
∞∑
v2=1
K1,k,ρ((yu1 , B2), (B1, yv2 ))fˆ
a
(X2,T1)
(yv2 , tρ)

∣∣∣∣∣∣ .
(31a)
Considering the terms in the first square brackets in (31a), we have∣∣∣∣∣∣
∫ B1
−∞
K1,k,ρ((yu1 , B2), (y,B2))fˆ
a
(X1,T2)
(y, tρ)dy − r1
∞∑
v1=1
K1,k,ρ((yu1 , B2), (yv1 , B2))fˆ
a
(X1,T2)
(yv1 , tρ)
∣∣∣∣∣∣
≤
∣∣∣∣∫ B1
B1−r1
K1,k,ρ((yu1 , B2), (y,B2))fˆ
a
(X1,T2)
(y, tρ)dy
∣∣∣∣ ≤ h∫ B1
B1−r1
C1,1(y)
∣∣∣fˆa(X1,T2)(y, tρ)∣∣∣ dy ≤ hr1η1,1, (32)
where we used assumption (i) and eq. (3.4.5) in [11] in the first inequality and assumption (ii) in the second. Then, thanks to
regularity condition (ii), it follows that fˆa
(Xj ,Ti)
(y, tρ) is bounded. Moreover, the integrable function C1,1(y) on the compact
interval [B1 − r1, B1] is bounded. Thus C1,1(y)|fˆa(X1,T2)(y, tρ)| ≤ η1,1 for a positive constant η1,1, yielding (32). A similar
procedure can be done for the terms in the second square brackets in (31a) and for |A(2,a)k,u2 |, obtaining:
|A(i,a)k,ui | ≤ (r1ηi,1 + r2ηi,2)
k−1∑
ρ=0
h = (r1ηi,1 + r2ηi,2)tk, i = 1, 2, (33)
where ηl,i are suitable positive constants given by Cl,i|fa(Xi,Tj)(y, tρ)| ≤ ηl,i, for i, l, j = 1, 2, i 6= j and tk = hk.
Consider the error A
(i,b)
k,ui
. Using assumption (i), eq. (3.4.5) in [11] and then assumptions (ii), (iii) in sequence, we get
|A(1,b)k,u1 | =
∣∣∣∣∣∣
k−1∑
ρ=0
r1 ∞∑
v1=m1+1
K1,k,ρ((yu1 , B2), (yv1 , B2))fˆ
a
(X1,T2)
(yv1 , tρ) +r2
∞∑
v2=m2+1
K1,k,ρ((yu1 , B2), (B1, yv2 ))fˆ
a
(X2,T1)
(yv2 , tρ)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
k−1∑
ρ=0
h
[∫ B1−m1r1
−∞
C1,1(y)fˆ
a
(X1,T2)
(y, tρ)dy +
∫ B2−m2r2
−∞
C1,2(y)fˆ
a
(X2,T1)
(y, tρ) dy
]∣∣∣∣∣∣ ≤ (ψ1,1r1 + ψ1,2r2)tk,
(34a)
|A(2,b)k,u2 | ≤ (ψ2,1r1 + ψ2,2r2)tk. (34b)
From (33), (34) and r = max(r1, r2), we get |A(i)k,ui | ≤ rGitk, where Gi, i = 1, 2 are suitable positive constants. Using this
bound in (29) and observing that B
(i)
k,ui
in (30) involves the errors E
(i)
ρ,vi for 0 ≤ ρ ≤ k− 1, we get a system of inequalities
|E(1)k,u1 | ≤ G1rtk + r
k−1∑
ρ=0
 m1∑
v1=1
|K1,k,ρ((yu1 , B2), (yv1 , B2))||E(1)ρ,v1 |+
m2∑
v2=1
|K1,k,ρ((yu1 , B2), (B1, yv2 ))||E(2)ρ,v2 |
 , (35a)
|E(2)k,u2 | ≤ G2rtk + r
k−1∑
ρ=0
 m1∑
v1=1
|K2,k,ρ((B1, yu2 ), (yv1 , B2))||E(1)ρ,v1 |+
m2∑
v2=1
|K2,k,ρ((B1, yu2 ), (B1, yv2 ))||E(2)ρ,v2 |
 . (35b)
We extend the method proposed in [9] to the system (35), that we iteratively solve:
|E(i)0,ui | = 0 := rp
(i)
0 ;
|E(i)1,ui | ≤ G1rt1 =: rp
(i)
1 ;
|E(1)2,u1 | ≤ G1rt2 + r
rp(1)1 m1∑
v1=1
|K1,k,ρ((yu1 , B2), (yv1 , B2))|+ rp(2)1
m2∑
v2=1
|K1,k,ρ((yu1 , B2), (B1, yv2 ))|

≤ r
[
G1t2 + rβ1,1p
(1)
1 + rβ1,2p
(2)
1
]
=: rp
(1)
2 , (36)
|E(2)2,u2 | ≤ r
[
G2t2 + rβ2,1p
(1)
1 + rβ2,2p
(2)
1
]
:= rp
(2)
2 ,
where (36) holds due to assumption (ii) and eq. (3.4.5) in [11]. Here βi,l, i, l = 1, 2 are suitable positive constants, which
depend neither on r nor on h. Iterating this procedure, (35) becomes
|E(i)k,ui | ≤ r
Gitk + r k−1∑
ρ=0
(
βi,1p
(1)
ρ + βi,2p
(2)
ρ
) := rp(i)k , i = 1, 2. (37)
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Since tk ≤ Θ, from (37) it follows
p
(i)
k ≤ GiΘ + r
k−1∑
ρ=0
(
βi,1p
(1)
ρ + βi,2p
(2)
ρ
)
, i = 1, 2.
Then, by eq. (7.18) in [25], we get p
(i)
k ≤ GiΘ exp[(βi,1 + βi,2)rtk]. Therefore
|E(i)k,ui | ≤ rGiΘ exp [(βi,1 + βi,2)rtk] , i = 1, 2 (38)
implying |E(i)k,ui | = O(r).
Consider now the time discretization error e
(i)
k (yui ), focusing on e
(1)
k (yu1 ). The error formulas for the Euler method are
δ1,1,k(h) =
htk
2
∫B1
−∞
∂
∂t
F¯X((yu1 , B2), tk|(y,B2), t)fa(X1,T2) (y, t) dy
∣∣∣
t=τ
; (39)
δ1,2,k(h) =
htk
2
∫B2
−∞
∂
∂t
F¯X((yu1 , B2), tk|(B1, y), t)fa(X2,T1) (y, t) dy
∣∣∣
t=τ
;
δ2,1,k(h) =
htk
2
∫B1
−∞
∂
∂t
F¯X((B1, yu2 ), tk|(y,B2), t)fa(X1,T2) (y, t) dy
∣∣∣
t=τ
;
δ2,2,k(h) =
htk
2
∫B2
−∞
∂
∂t
F¯X((B1, yu2 ), tk|(B1, y), t)fa(X2,T1) (y, t) dy
∣∣∣
t=τ
,
where τ ∈ (0, Θ) and tk = hk. Rewriting (7a) with the corresponding residuals, and evaluating it in x1 = yu1 , we get
F¯X((yu1 , B2), tk) = h
k∑
ρ=0
∫ B1
−∞
F¯X((yu1 , B2), tk|(y,B2), tρ)fa(X1,T2) (y, tρ) dy
+ h
k∑
ρ=0
∫ B2
−∞
F¯X((yu1 , B2), tk|(B1, y), tρ)fa(X2,T1) (y, tρ) dy + δ1,1,k(h) + δ1,2,k(h). (40a)
Subtracting (7a) from (40a) and differentiating with respect to yu1 , we get the integral equation for e
(1)
ρ (y)
− ∂
∂yu1
[
δ1,1,k(h) + δ1,2,k(h)
]
= h
k∑
ρ=0
[
∂
∂yu1
∫ B1
−∞
F¯X((yu1 , B2), tk|(y,B2), tρ)e(1)ρ (y)dy +
∂
∂yu1
∫ B2
−∞
F¯X((yu1 , B2), tk|(B1, y), tρ)e(2)ρ (y)dy
]
.
(41a)
Rewriting (41a) with respect to k − 1, subtracting it from (41a) and using (8), we obtain
e
(1)
k (yu1 )−
k−1∑
ρ=0
[∫ B1
−∞
K1,k,ρ((yu1 , B2), (y,B2))e
(1)
ρ (y)dy +
∫ B2
−∞
K1,k,ρ((yu1 , B2), (B1, y))e
(2)
ρ (y)dy
]
=
∂
∂yu1
[
(δ1,1,k(h)− δ1,1,k−1(h)) + (δ1,2,k(h)− δ1,2,k−1(h))
h
]
. (42a)
Using (13), (39) and assumption (v), and since tk−1 = tk − h, we have
∂
∂yu1
∣∣δ1,1,k(h)− δ1,1,k−1(h)∣∣ ≤ htk
2
∫ B1
−∞
∂
∂t
[
|K1,k,t((yu1 , B2), (y,B2))||fa(X1,T2) (y, t) |dy
]∣∣∣∣
t=τ
+
h2
2
∣∣∣∣∣ ∂∂yu1
∫ B1
−∞
∂
∂t
[
F¯X((yu1 , B2), tk−1|(y,B2), t)fa(X1,T2) (y, t) dy
]∣∣∣∣
t=τ
∣∣∣∣∣
≤ h
2
2
[tkQ1,1 + S1,1] :=
h2
2
α1,1.
The last inequality holds applying assumptions (ii) and (iv) on the first term, and assumption (v) on the second term, for
a suitable positive constant S1,1. Then (42) becomes
|e(1)k (yu1 )| ≤
(α1,1 + α1,2)htk
2
+
k−1∑
ρ=0
[∫ B1
−∞
∣∣∣K1,k,ρ((yu1 , B2), (y,B2))e(1)ρ (y)∣∣∣ dy + ∫ B2
−∞
∣∣∣K1,k,ρ((yu1 , B2), (B1, y))e(2)ρ (y)∣∣∣ dy] ,
(43a)
|e(2)k (yu2 )| ≤
(α2,1 + α2,2)htk
2
+
k−1∑
ρ=0
[∫ B1
−∞
∣∣∣K2,k,ρ((B1, yu2 ), (y,B2))e(1)ρ (y)∣∣∣ dy + ∫ B2
−∞
∣∣∣K2,k,ρ((B1, yu2 ), (B1, y))e(2)ρ (y)∣∣∣ dy] ,
(43b)
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where (43b) is obtained as (43a). Setting γl = max{αl,1, αl,2}, l = 1, 2, we can iteratively solve (43) for k ≥ 0:
|e(i)0 | = 0 := hq(i)0 ;
|e(i)1 | ≤ γiht1 := hq(i)1 ;
|e(1)2 | ≤ γ1ht2 + hq(1)1
∫ B1
−∞
|K1,k,ρ((yu1 , B2), (y,B2))|dy + hq(2)1
∫ B2
−∞
|K1,k,ρ((yu1 , B2), (B1, y))|dy
≤ h
(
γ1t2 + hξ1,1q
(1)
1 + hξ1,2q
(2)
1
)
:= hq
(1)
2 ,
|e(2)2 | ≤ h
(
γ2t2 + hξ2,1q
(1)
1 + hξ2,2q
(2)
1
)
:= hq
(2)
2 ,
where we used assumption (ii) to bound e
(i)
2 . Here ξi,l, i, l = 1, 2 are suitable positive constants independent on h and r. In
general
|e(i)k (yui )| ≤ h
γitk + h
ξi,1 k−1∑
ρ=0
q
(1)
ρ + ξi,2
k−1∑
ρ=0
q
(2)
ρ
 := hq(i)k , i = 1, 2. (44)
Since tk ≤ Θ, from (44) it follows
q
(i)
k ≤ γiΘ + h
ξi,1 k−1∑
ρ=0
q
(1)
ρ + ξi,2
k−1∑
ρ=0
q
(2)
ρ
 , i = 1, 2,
and applying eq. (7.18) in [25], we get q
(i)
k ≤ γiΘ exp[(ξi,1 + ξi,2)tk], i = 1, 2 and thus
|e(i)k (yui )| ≤ hγiΘ exp [(ξi,1 + ξi,2)tk] , i = 1, 2. (45a)
The theorem follows by noting that |e(i)k (yui )| = O(h).
Appendix E: Proof of Lemma 3
Consider j = 1, i = 2. When x1 → B1, both faX1 and faX go to zero, due to the boundary condition (16). Therefore faX2|X1 is
indefinite. From the definition of φ, we have that φ→ α when x1 → B1, and thus sin(npiφ/α)→ 0 and H(r¯, r¯0, φ, φ0, t)→ 0.
Moreover, [
1− exp
(
2(B1 − x01)(x1 −B1)
σ21t
)]
→ 0,
when x1 → B1. Hence, the last two terms in (19) produce an indefinite form. Applying l’Ho´pital’s rule, we obtain
lim
x1→B1
sin
(
npiφ
α
)
1− exp
(
2(B1−x01)(x1−B1)
σ21t
) = σ1σ2pi√1− ρ2t
2α(B2 − x2)(B1 − x01)
nδ2.
The result follows by plugging this ratio into (19). The density fa
X1|T2 is derived in the same way, noting that φ→ 0 when
x2 → B2, and the coefficient δ1 = 1 instead of δ2 is obtained applying l’Ho´pital’s rule.
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