I. INTRODUCTION
A binary Gray code of length n is an ordered sequence (list) of all 2 n n-bit strings (codewords) such that successive codewords differ in exactly one bit position. The best known example of such an ordered code is the binary reflected Gray code (cf., e.g., [8] , [10] and also Section II), sometimes called standard binary Gray code. A question of theoretical as well as of practical relevance is the following. If two codewords in a Gray code, or in any ordered code, differ in m positions, how far are they separated from each other in the list of codewords? The larger this list distance of the code, the smaller the number of bit errors will be when transmitting codewords by means of analog signals (cf. [10] ). Stated more precisely, when we index the codewords in the list from 0 until 2 n 0 1, and if two codewords gi and g j have Hamming distance d H (g i ; g j ) = m, can we find a bounding function b such that the list distance satisfies d L (g i ; g j ) b(m), for 1 m n? Of course, the most interesting bounding function is a function giving sharp lower bounds for all values of m, i.e., such that for every m-value there exists at least one pair of codewords with list distance b(m). The question of finding this uniquely determined function is called the separability problem (cf. [9] , [10] ). We shall use the term separability function for a function b-occasionally denoted as b(m)-yielding sharp lower bounds for 1 m n. In [9] , Yuen solves the separability problem for the binary standard Gray code. The separability function in this case appears to be d 2 3 e. The derivation of this expression is accomplished by making use of the index system of the standard Gray code, i.e., the relationship between a codeword g i and its index i, 0 i 2 n 01 (cf.
e.g. [8] list, which implies that d L (g i ; g j ) is defined as ji 0 j j. Now, it is well known that the standard Gray code is a cyclic Gray code, i.e., also the last codeword differs from the first one in precisely one bit position. Therefore, it is natural to introduce the cyclic list distance defined as D g i ; g j = minfji 0 j j; 2 n 0 ji 0 j jg (1) (cf. also [7] We call this implication the separability property of the standard binary Gray code. Next we will derive a more general separability property which holds for the standard N -ary Gray code when N is even. Although an index system for this code is known (cf. [4] ), it will appear that such a system is not needed to prove the result. Throughout this correspondence, the terms list and Gray code (which is represented by that list) are interchangeable. The columns of this list are numbered from right to left by 1; 2; . . . ; n.
II. PRELIMINARIES AND DEFINITIONS
As is well known, an N -ary Gray code N > 0 of length n is an ordered list of all N n codewords of length n over the set of integers S = f0; 1; . . . ; N 0 1g, such that each codeword differs from the previous one in exactly one position. The natural number N is called the radix of the code (cf. [3] ). The notion of N -ary Gray code is, of course, a generalization of a binary Gray code whose radix is equal to two. If also the last codeword of the list differs in one position from the first codeword, one speaks of a cyclic N -ary Gray code. In this case, the Hamming distance of any codeword to its two immediate neighbors in the list is equal to one, where the list is considered to be a cyclic . . .
where G(n 01; N ) R denotes the list G(n 01; N ) in reversed ordered. The symbol 3 stands for R only when N is even, otherwise it should be deleted. It will be obvious that G(n; N ) is a cyclic N -ary Gray code if N is even and a noncyclic N -ary Gray code if N is odd and larger than 1 (cf. [3] ). The code G(n; N ) will be called the standard N -ary Gray code. In the remaining part of this correspondence, we only consider even values of N .
0018-9448/03$17.00 © 2003 IEEE III. EQUIVALENCE OF ORDERED CODES Let V n; N denote the set of all cyclic minimal-change N -ary Gray codes of length n. Let G be some code in V n; N . We shall introduce a number of transformations mapping G to some other (possibly the same) element of V n; N : i) if p is a permutation of the integers 1; 2; . . . ; n; then pG is the code of length n obtained by permuting the columns of G according to p;
ii) if a is the cyclic permutation (0; 1; 2; . . . ; N 0 1), then a i G is the code of length n obtained by permuting the integers in the ith column according to a, for some i 2 f1; 2; . . . ; ng; iii) if b is the permutation then biG is the code of length n obtained by permuting the integers in the ith column according to b, for some i 2 f1; 2; . . . ; ng (cf. [5] and also [2, Ch. 2]).
It will be clear that all these transformations define mappings of V n; N onto itself, and also that these transformations generate a group of order n!(2N ) n . (Observe that the permutations a and b generate the dihedral group D N of order 2N .) We remark that the subgroup generated by the transformations ii) is isomorphic to the translation group G ! G + a; a 2S
n . Furthermore, applying transformation iii) to column n in case of G(n; N ), yields the reversed code G(n; N ) R .
Definition 3.1:
Codes which can be transformed into each other by applying one or more of the transformations i)-iii) are called equivalent codes.
The relevance of this definition will become clear from the following proposition. 
IV. CONTRACTIONS OF ORDERED CODES
Let G be some code in Vn; N . Take two k-strings a := a1 a2 111 a k 2 S k and i := i1 i2 111 i k with 1 i 1 < i 2 < 1 11 < i k n, for some fixed k-value, 1 k n.
The string a will be called a bit pattern and i a position vector. We now consider the sublist of G consisting of all codewords which have aj on position i j , for 1 j k. Leaving out the common bit pattern a from these codewords provides us with an ordered code of codeword length n 0 k. We call this code the contraction of G with respect to the pair (a; i), and we write G(a; i). In particular, we can contract the standard N -ary Gray code G(n; N ) with respect to some pair (a; i). The resulting code will be denoted by G(n; N ; a; i).
Proposition 4.1:
Let G(n; N ) be the standard N -ary Gray code, n > 1, and let N be even. Then for any pair (a; i), the contraction G(n; N ; a; i) is a cyclic Gray code equivalent to the standard Gray code G(n 0 k; N ).
Proof: Since N is even, G(n; N ) is cyclic. We shall prove the proposition by applying mathematical induction to n.
a) The statement is true for n = 2, as can be verified by inspection. Again, by the induction assumption G(n 01; N ; a; i) is equivalent to the standard code G(n 010k; N ). Applying Definition 3.1 shows that G(n; N ; a; i) is equivalent to G(n 0 k; N ).
V. SEPARABILITY OF THE STANDARD N -ARY GRAY CODE
We are ready now to prove our main result. Proof: We prove the theorem in two steps. A) First we take m = n. In addition to the statement of the theorem, we shall also prove that there is a pair of codewords at minimum distance, such that the shortest path connecting them in the list G(n; N ) contains the first codeword as well as the last codeword of the list (3). For n = 1 and n = 2, all above statements are trivial. Assume all these statements are true for all values less than n > 2. Let g and h be two codewords with dH (g; h) = n. If we write g = gngn01v and h = hn hn01w, it follows that g n 6 = h n ; g n01 6 = h n01 and d H (v; w) = n 02. R . It will be obvious that D(g; h) is minimal if both contributions can be minimized simultaneously. This is indeed possible by taking p = 1 and by selecting codewords v and w, which are both in a block G(n 02; N ) or both in a block G(n 0 2; N ) R for odd p-values, as described in the beginning of this proof. Due to the induction assumptions D(g; h) is minimal for this choice of v and w and its value is equal to The corresponding values of the coordinates will be given by a = a 1 ; a 2 ; . . . ; a k . Now, we consider the contraction G(n; N ; a; i). Let v and w be the codewords in this contraction which correspond to g and h, respectively. So, we we have a fortiori the same inequality for D(g; h), since in G(n; N ) the codewords corresponding to codewords of G(n; N ; a; i) will, in general, be interlaced by codewords which have no counterpart in G(n; N ; a; i). Finally, one can easily prove that this bound is sharp by applying mathematical induction to n m, and using part A for the case n = m.
Corollary 5.2 (Yuen, Cavior):
The separability function of the standard binary Gray code is equal to d 2 3 e.
Disproof of a Conjecture on the Existence of Balanced Optimal Covering Codes
Patric R. J. Östergård, Senior Member, IEEE Abstract-The minimum number of codewords in a binary code with length and covering radius is denoted by ( ), and corresponding codes are called optimal. A code with words is said to be balanced in a given coordinate if the number of 0's and 1's in this coordinate are at least 2 . A code is balanced if it is balanced in all coordinates. It has been conjectured that among optimal covering codes with given parameters there is at least one balanced code. By using a computational method for classifying covering codes, it is shown that there is no balanced code attaining (9 1) = 62. 
I. INTRODUCTION
We consider binary codes, C F n where F = f0; 1g, and denote such a code of length n, cardinality M , and covering radius R by (n; M )R. Given n and R, we denote the least integer M such that an (n; M )R code exists by K (n; R), and call (n; K (n; R))R codes optimal. A complete survey of all aspects of covering codes can be found in [2] . The concept of balanced codes was introduced in [3] . A binary code of size M is said to be balanced in a given coordinate if the number of 0's and 1's in this coordinate are at least bM=2c. A code is balanced if it is balanced in all coordinates. The following conjecture is stated in [3] ; see also [2, p. 149] .
Conjecture. Among all optimal covering codes with given parameters, at least one is balanced.
If the Conjecture would turn out to be true, it could be utilized in the search for optimal covering codes. Clearly, there are optimal codes that are not balanced, for example, the optimal (2; 2)1 code f00; 01g.
The Conjecture, however, only claims that there exists a balanced code.
Indeed, there exists a balanced (2; 2)1 code: f00; 11g.
The size of optimal binary codes has been determined in the following cases [3] , [4] , [7] , [9] , [10] : for perfect codes, for codes with length at most 9, for codes with size at most 7, and for codes with covering radius 1 whose length exceeds that of Hamming codes by 1. Among these, balanced optimal codes are known for all other cases but (9; 62)1 codes (using the classification in [9] , [10] and direct combinatorial arguments).
A disproof must therefore be looked for among codes with length at least 9. Recently, the result K (9; 1) = 62 was obtained in a CPUextensive computational proof by showing nonexistence of (9; 61)1 codes [7] . Two inequivalent (9; 62)1 codes have been published in the literature: the codes in [8] and [12] are balanced in five and six coordinates, respectively, and in the rest of the coordinates the number of 0's and 1's is 30 and 32 (or vice versa). Consequently, this seemed to be a possible instance for disproof of the Conjecture. Indeed, as we shall see in Section II of this correspondence, there exists no balanced (9; 62)1 code.
II. THE DISPROOF
The computational method used in this work is from [7] , which, in turn, was developed from ideas in [1] , [5] , [11] . The basic idea of the method is to construct an n2M matrix with the codewords as columns, row by row. The search is pruned by using linear inequalities that follow from the sphere-covering bound, by carrying out equivalence tests on subcodes, and by assuming that no codeword occurs more than once in the final code. We do not go into details here but refer the reader to [7] .
In the search for balanced codes, we have the additional requirement that the number of 0's and 1's in each row (coordinate) be at least bM=2c. This is easily implemented in the existing algorithm from [7] .
Even if a classification of balanced codes is orders of magnitude faster than a complete classification, the computation took about one month of CPU time on 500-MHz PCs. The search was completed in a few days by distributing it over a local network using the distributed batch system autoson [6] . The number of inequivalent codes with It would still be interesting to know whether there exist counterexamples for R > 1.
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