We recommend methods of discrimination between some three-parameter distributions used in 2 hydro-meteorological frequency modeling. Discriminations are between model pairs belonging to 3 the group {generalized extreme value (GEV), Pearson Type III (P3), generalized logistic 4 (GLO)}. To assess the fit of these distributions to data, the Akaike information criterion (AIC),
it leads to problems such as the non-existence of estimates in some range of the parameters, large 159 variability, and convergence problems pointed out by many authors (e.g., Bobée and Ashkar 160 1991; Nagatsuka et al. 2014) . Moreover, in Monte Carlo simulations such as those to be 161 employed in the present study, when the generated and the fitted distributions are not of the same 162 type (for example, generated = GEV, fitted = GLO), the maximum likelihood method should be 163 eliminated altogether because it consistently leads to non-convergence. For these reasons, we will 164 not use maximum likelihood as the fitting method but will replace it by the method of probability 165 weighted moments, which we found not to suffer from the aforementioned drawbacks exhibited 166 by the maximum likelihood method.
The discrimination statistics to be tested 168 As mentioned earlier, the ratio of maximized likelihood (RML) statistic is widely used to choose 169 between a pair of competing models. In previous RML studies, which focused largely on 170 discriminations between two-parameter distributions, the RML method did not pose any 171 numerical problems. It also performed relatively well, although it was not necessarily the best 172 method compared to others; see, e.g., Ashkar and Aucoin (2012a, 2012b) , Ashkar and Ba (2017) . correlation R between the ordered observations ܺ () and the corresponding fitted quantiles
where ‫‬ is a plotting position of ܺ () . The plotting position formula used in the 206 present study was the Hazen formula: p i = (i -0.5)/n. The statistic R is given by:
where ܺ ത and ܹ ഥ are the means of and of = ሼܹ ሽ ݊ ݅ = 1 respectively. 
221
Based on the foregoing discussion, the three discrimination statistics that we will focus on in the 222 remainder of this study are TN.SW, PPCC, and TN.PPCC.
223

The distributions to consider
224
The discriminations that we will consider are between model pairs belonging to the group {GEV, 225 P3, GLO}. Numerical problems encountered with the LP3 distribution prohibited it from being 226 included in the analysis, as we will explain later in this section.
227
Hereafter, we present the probability density function, cumulative distribution function and 228 quantile function for the GEV, GLO and P3 distributions. Appendix A provides additional 229 information on these models, such as moment and probability-weighted-moments parameter
The cumulative distribution function, probability density function and quantile functions of the 232 GEV distribution are respectively given by:
where b, c, and k are scale, location, and shape parameters, respectively; and where:
For the GLO distribution, we have:
where b, c, and k are scale, location, and shape parameters, respectively. The support (or sample 239 space) of the GLO distribution is the same as that of the GEV distribution, given in Eq. (7).
240
For the P3 distribution, we have:
where . denotes the gamma function 3 and ( ) are calculated numerically 3
where α, m, and λ are scale, location, and shape parameters, respectively; and where:
As we mention in Appendix A, the lmom package of the computing language R was the one used 245 to estimate the P3 distribution parameters by probability weighted moments. Using this package 246 with the LP3 distribution produced some convergence problems, which led to the exclusion of the 247 LP3 distribution in this study. 
263
In selecting the sample sizes to include in the Monte Carlo experiment, it is useful to focus on 264 those commonly encountered in hydrological practice. In this study, we chose sample sizes n = 265 20 (20) 100, which we consider to be representative of those frequently encountered in 266 hydrology.
267
The PCS results to obtain from the Monte Carlo experiment depend on the parameter(s) of the 268 distributions being considered, especially the shape parameter(s) values of these distributions.
269
Since we are dealing with three-parameter distributions, we need to incorporate several 3- range from 0.17 to 2.62, with the first half having c s < 1.00 and the second half having c s > 1.00.
284
The table displays for each series, the mean, the standard deviation s, c v and c s . In choosing the 285 20 series, no consideration was given to any potential numerical difficulties to be encountered 286 later in the analysis. However, with the parameter estimation method used, convergence problems 287 were in fact later encountered with the last two stations in Table 1 , which are the ones with c s > 288 2.00. We therefore eliminated these two stations and limited consideration in our Monte Carlo experiment. We will refer to these as: θ ௨௧ Vectors #1, #2, …, #18. We will start by comparing the PPCC and TN.PPCC discrimination methods, where Table 2 296 presents some PCS results from the Monte Carlo experiment. To save space, we only present 297 results for three sample sizes (n = 20, 60, 100) and five θ ௨௧ vectors (#4, #7, #10, #13, #16). It is readily noted from Table 2 Additionally, the PCS absolute difference (Eq. 4): ‫.ܵܥܲ‬ ‫.ݏܾܽ‬ ݂݂݀݅ = |90% − 68%| = 22% is a 307 measure of discrimination absolute bias. Note that the bias in this case favors M1 = GEV over 308 M2 = GLO, because ‫ܵܥܲ‬ ெଵ = 90% > ‫ܵܥܲ‬ ெଶ = 68%.
309
From the information presented in Table 2 , the two measures of discrimination power and 310 discrimination absolute bias were calculated and are presented in Table 3. This table simplifies   311 the comparison between PPCC and TN.PPCC. It shows that the difference in performance 312 between these two discrimination statistics lies more in their discrimination absolute bias than in 313 their power. This is clearly seen by referring to the last two rows marked "Average" in Table 3 , Table 3 , the following conclusions may be drawn: Table 4 and Figure 3 present the Monte Carlo simulation results for (GEV, GLO) discrimination. same conclusion is arrived at by referring to the last two rows in Table 4 marked "Average". PCS.abs.diff value (a measure of discrimination absolute bias) should be less than 10% (i.e. a 346 PCS mean error less than ±5%), as can be seen from the last two rows marked "Average" in Table 4 . D r a f t Table 5 and Figure 4 present the results for (P3, GLO) discrimination. Figure 4 shows the 349 difference between TN.SW and TN.PPCC to lie more in their discrimination absolute bias 350 (Figure 4 (B) ) than in their discrimination power (Figure 4 (A) ). The same conclusion is arrived 351 at by referring to the last two rows marked "Average" in Table 5 
357
61% for 20 n = and ≈ 75% for ݊ = 100, as can be seen from the last two rows marked
358
"Average" in Table 5 . The expected PCS.abs.diff should be less than about 10% (PCS mean error 359 less than ±5%) for 20 n = and less than about 6% (PCS mean error less than ±3%) for ݊ ≥ 40. at by referring to the two rows marked "Average" in Table 6 . These two rows and Figure 5 ( As an application, we shall revisit the 18 stations considered in the previous sections. for these two stations requires revisiting our conclusions drawn from the simulation experiments.
379
For this purpose, we will focus on Figure 3 (B) to find which model to recommend for these two 380 stations. Since the sample size of station # 5 is equal to 42 and that of station # 12 is equal to 41,
381
we will refer in Figure 3 (B) to the case n = 40. In this case, it is seen that TN.PPCC exhibits 382 smaller discrimination bias as compared to TN.SW. Therefore, for these two stations, we will 383 choose GLO as a model, in accordance with the TN.PPCC method.
384
As a further comparison of the distributions being investigated, we estimated the 100-year event
385
by all three of them for the 18 stations by probability weighted moments. The GLO model 386 consistently gave the highest 100-year-event estimates in comparison to the other two models.
387
This may indicate a tendency of the GLO distribution to overestimate the 100-year event. The 388 absolute difference between the highest and the lowest 100-year-event estimates was also 389 calculated and is presented in the last column of use. In assessing the methods' performance, we paid attention to both discrimination power and 399 discrimination bias. While seeking high discrimination power is usually a key goal, seeking low 400 discrimination bias is also essential, because we need to avoid favoring one competing model 401 over the other in the discrimination. In our view, the assessment discrimination bias has not been 402 given the attention that it deserves in previous research.
403
To assess the fit of distributions to data, the Akaike information criterion (AIC), the Bayesian (61) 90 (68) 60 (60) 77 (64) 83 (68) 57 (40) 57 (44) (75) 74 (85) 50 (69) 62 (78) 68 (82) 59 (39) 56 (45) 55 (47) #7 PPCC 75 (45) 83 (59) 86 (66) 65 (58) 82 (62) 84 (66) 53 (45) 51 (49) 51(51) 
TN.PPCC
63 (56) 66 (74) 73 (84) 54 (68) 66 (77) 71 (82) 58 (40) 57 (46) 56 (47) #10 PPCC 74 (44) 79 (58) 83 (63) 72 (56) 81 (61) 86 (65) 51 (55) 49 (62) 49(66) 
63 (55) 65 (73) 72 (82) 60 (67) 68 (76) 74 (81) 60 (44) 61 (54) 62 (57) #13 PPCC 73 (43) 76 (57) 80 (61) 72 (54) 81 (60) 88 (64) 52 (59) 50 (69) (28) 73 (24) 79 (22) 60 (0) 70 (13) 76 (15) 48 (17) 50 (13) 50(12) TN.PPCC 60 (6) 70 (9) 80 (11) 60 (19) 70 (16) 75 (14) 49 (20) 50 (11) 51 (8) #7 PPCC 60 (30) 71 (24) 76 (20) 62 (7) 72 (20) 75 (18) 49 (8) 50 (2) 51(0) TN.PPCC 60 (7) 70 (8) 78 (11) 61 (14) 72 (11) 76 (11) 49 (18) 52 (11) 52 (9) #10 PPCC 59 (30) 68 (21) 73 (20) 64 (16) 71 (20) 76 (21) 53 (4) 56 (13) 58 (17) 
59 (8) 69 (8) 77 (10) 64 (7) 72 (8) 78 (7) 52 (16) 58 (7) 60 (5) #13 PPCC 58 (30) 66 (19) 70 (19) 63 (6) 72 (6) 77 (8) 56 (7) 60 (19) 64(25) TN.PPCC 59 (10) 68 (6) 74 (9) 63 (18) 70 (21) 76 (24) 56 (12) 61 (8) 66 (3) #16 PPCC 57 (30) 64 (20) 68 (18) 64 (24) 70 (23) 76 (23) 58 (15) 63 (24) 66(27) TN.PPCC 58 (13) 67 (2) 72 (5) 64 (0) 70 (11) 74 (17) 60 (7) 66 (10) 70 ( (25) 68 (12) 74 (7) 78 (4) 82(1) TN.PPCC 60 (5) 69 (6) 73 (10) 78 (11) 81 (12) #2 TN.SW 61 (26) 67 (14) 72 (7) 76 (5) 82(3) TN.PPCC 60 (4) 68 (6) 72 (9) 76 (12) 80 (12) #3 TN.SW 61 (26) 67 (14) 72 (7) 76 (5) 81(2) TN.PPCC 60 (5) 68 (5) 72 (9) 76 (11) 80 (12) #4 TN.SW 60 (27) 66 (15) 72 (7) 76 (5) 80(3) TN.PPCC 60 (6) 68 (5) 70 (9) 76 (11) 80 (11) #5 TN.SW 60 (26) 66 (14) 72 (8) 76 (7) 80(4) TN.PPCC 60 (6) 67 (4) 70 (9) 75 (10) 80 (11) #6 TN.SW 60 (27) 66 (15) 72 (8) 75 (6) 80(5) TN.PPCC 60 (7) 67 (4) 70 (9) 75 (10) 78 (11) #7 TN.SW 60 (27) 66 (16) 72 (7) 74 (7) 79(4) TN.PPCC 60 (7) 67 (4) 70 (8) 75 (10) 78 (11) #8 TN.SW 59 (28) 65 (16) 71 (8) 74 (7) 78(5) TN.PPCC 60 (7) 66 (3) 70 (9) 74 (10) 78 (12 (18) 70 (16) 73 (14) 75 (14) #5 TN.SW 62 (4) 66 (3) 71 (2) 74 (3) 76(3) TN.PPCC 60 (17) 66 (15) 70 (16) 73 (14) 76 (12) #6 TN.SW 61 (2) 68 (5) 72 (4) 75 (6) 76(5) TN.PPCC 60 (17) 66 (15) 71 (14) 74 (12) 76 (11) #7 TN.SW 61 (4) 66 (5) 72 (5) 74 (6) 76(3) TN.PPCC 61 (14) 67 (14) 72 (11) 74 (10) 76 (11) #8 TN.SW 62 (8) 68 (7) 72 (4) 75 (8) 76(5) TN.PPCC 62 (13) 68 (11) 70 (11) 74 (10) 78 (8 Here we give the moment and probability weighted moments estimators of the parameters of the GEV, P3 and GLO distributions.
A1 moments estimators
The estimators by the method of moments of the GEV distribution parameters have the following expressions: 
A2 probability weighted moments estimators
The probability weighted moments estimators of the GEV parameters are the solution of the 
