Abstract. We consider two-dimensional Schrödinger operators H with an Aharonov-Bohm magnetic field and an additional electric potential. We obtain an explicit leading term of the asymptotic expansion of the unitary group e −itH for t → ∞ in weighted L 2 −spaces. In particular, we show that the magnetic field improves the decay of e −itH with respect to the unitary group of non-magnetic Schrödinger operators, and that the decay rate in time is determined by the magnetic flux.
Introduction
Long time behavior of propagators of Schrödinger operators is known to be closely related to the spectral properties of their generator near the threshold of the continuous spectrum. For example, if zero is a regular point of a Schrödinger operator −∆ + V in L 2 (R n ) in the sense of [JK] , then in a suitable operator topology e −it(−∆+V ) P ac = O(t −n/2 ) t → ∞, (1.1) provided the electric potential V : R n → R decays fast enough. Here P ac denotes the projection onto the absolutely continuous spectral subspace of −∆ + V . For n = 3 such dispersive estimates were established in [Ra, Je, JK] in weighted L 2 −spaces. For corresponding L 1 → L ∞ bounds we refer to [JSS, GS, Wed1] in the case n = 1, 3, and to [Sch1] in the case n = 2. Situations in which zero is not a regular point of −∆ + V are studied in great generality in [JK] , see also [ES1, ES2, RS] . For a recent survey on the existing dispersive estimates for Schrödinger operators and a thorough bibliography, see [Sch2] .
On the other hand, very little is known about estimates of type (1.1) for magnetic Schrödinger operators, where −∆ + V is replaced by (i∇ + A) 2 + V with a vector potential A. Recently it was shown in [KK] that for n = 3 equation (1.1) can be extended to magnetic Schrödinger operators, in suitable weighted L 2 −spaces, under certain decay and regularity conditions on A and V . As for the case n = 2, it was proved, see [FFFP] , that (1.1) holds true when V = 0 and A = A ab is the vector potential generating the so-called Aharonov-Bohm magnetic field, see equation (2.1) below.
The aim of this paper is to point out the diamagnetic effect on the dispersive estimates (1.1) in the case n = 2. More precisely, we want to show that the magnetic field improves the decay rate of the propagator in dimension two. This is partially motivated by the following fact [Mu, Sch2, Go, EG, Wed2] : if a Schrödinger operator −∆ + V in L 2 (R n ) with n = 1, 2 does not have a resonance at zero energy, then the time decay of e −it(−∆+V ) , considered in suitable topology, is faster than the one predicted by (1.1). Since a magnetic field in R 2 generically removes the resonance at zero energy, see [LW, W] , it is natural to expect a faster time decay for propagators generated by magnetic Schrödinger operators with respect to the non-magnetic ones.
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We will prove this conjecture in the case of the Aharonov-Bohm magnetic field, that is for operators of the type (i∇ + A ab ) 2 + V . In particular, we will show, under suitable assumptions on V , that in certain weighted L 2 −spaces the associated propagator decays as
where α is the total flux of the Aharonov-Bohm field, see Theorem 3.6 for details. This is to be compared with the t −1 decay rate of non-magnetic Schrödinger propagators, see (1.1). In the special case V = 0 we obtain a stronger result which provides a point wise upper bound on the integral kernel of e −it(i∇+A ab ) 2 , see Theorem 3.1 and Corollary 3.3.
Note that the decay rate of the unitary group generated by (i∇ + A ab ) 2 + V is proportional to the distance between the magnetic flux and the set of integers, see (1.2). This is expected since an Aharonov-Bohm field with an integer flux can be gauged away and therefore does not affect the spectral properties of the corresponding generator. Our main results, Theorem 3.1 and Theorem 3.6 are presented in section 3. The proofs of the main results are given in section 6.
Although our paper deals only with the case of the Aharonov-Bohm field, we believe that a similar improved time decay should occur for a much wider class of magnetic fields, see Remark 3.9 for further discussion.
Preliminaries
The vector potential
generates the Aharonov-Bohm magnetic field which is fully characterized by its constant flux α. It is well-known, see e.g. [AT] , that the operator
is not essentially self-adjoint and has deficiency indices (2, 2). Consequently, it admits infinitely many self-adjoint extensions. In this paper we will work with the Friedrichs extension of (2.2) which we denote by H α . In order to define the latter we introduce a function space W 1,2 α (R 2 ) given by the closure of C ∞ 0 (R 2 \ {0}) with respect to the norm
The quadratic form
with the form domain W 1,2 α (R 2 ) is then closed and generates a unique non-negative self-adjoint operator H α in L 2 (R 2 ). Next we introduce an additional electric potential V : R 2 → R and consider the Schrödinger operator Remark 2.1. The operators H α + V and H m+α + V are unitarily equivalent for any m ∈ Z. Indeed, in view of equation (4.1) we have
where
is the unitary operator acting as U m u = e imθ u. We may therefore assume without loss of generality that 0 < |α| ≤ 1 2 , which implies min
where w(x) = (1 + |x| 2 ) 1/2 . For x = (x 1 , x 2 ) ∈ R 2 and y = (y 1 , y 2 ) ∈ R 2 we will often use the polar coordinates representation
Given R > 0 and a point x ∈ R 2 we denote by B(x, R) ⊂ R 2 the open ball with radius R centered in x. Let B(s, s ′ ) be the space of bounded linear operators from
we denote the norm of a bounded linear operator K in B(s, s ′ ). The scalar product in a Hilbert space H will be denoted by · , · H . Finally, we denote R + = (0, ∞) and C + = {z ∈ C : Im z > 0}.
Main results
3.1. Time decay for e −itHα . We say that e −itHα (x, y), x, y ∈ R 2 is an integral kernel of the operator e −itHα if
holds for any u ∈ L 2 (R 2 ) with compact support.
Theorem 3.1. Let |α| ≤ 1/2. There exists a kernel e −itHα (x, y) of e −itHα such that for all x, y ∈ R 2 it holds
Moreover, there is a constant C such that for all t > 0 and all x, y ∈ R
Remark 3.2. In [FFFP, Thm.1.3 & Cor.1.7] it was shown that
This obviously yields the first part of (3.4). Moreover, the decay rate t −1 in the above estimate is sharp. However, the second term on the right hand side of (3.4) shows that for fixed x and y the kernel e −i tHα (x, y) decays faster than t −1 .
Inequality (3.4) implies
Corollary 3.3. There exists C > 0 such that for all t > 0 we have
Remark 3.4. Improved time decay of semi-groups generated by two-dimensional magnetic Schrödinger operators was recently studied in [Ko, Kr] .
3.2. Time decay for e −it (Hα+V ) . In this case we will introduce another operator norm associated to the weight function ρ :
We denote by B(ρ, ρ −1 ) the space of bounded linear operators from
. Consequently, we will denote by K B(ρ,ρ −1 ) the norm of K ∈ B(ρ, ρ −1 ). Recall that we are assuming 0 < |α| ≤ 1/2 and let G 0 be the integral operator with the kernel
Note that the series on the right hand side of (3.5) converges for all x = y. Moreover, from equation (5.8) below it easily follows that G 0 ∈ B(ρ, ρ −1 ). As for the potential V , we suppose that it satisfies the following Assumption 3.5. The function V : R 2 → R is bounded and compactly supported. Moreover, for
Condition (3.6) is crucial as it excludes the possibility that 0 is a resonance of H.
The motivation for the assumption that V has compact support is twofold. On one hand, it guarantees that V ∈ B(ρ −1 , ρ) which is needed in (3.6). On the other hand, the compactness of the support of V will play an important role in the proof of absence of positive eigenvalues of the operator H α + V , see Proposition 5.12.
Note that since we don't have at our disposal a class of slowly decaying potentials for which H α + V has no eigenvalues, contrary to the non-magnetic situation, we cannot a priori follow the general procedure invented in [RS] in order to include potentials with power-like decay at infinity.
To proceed we note that since V is bounded, the operator H = H α + V is self-adjoint on the domain of H α , by Rellich's theorem. Let P c = P c (H) denote the projection onto the continuous spectral subspace of H. We have Theorem 3.6. Let 0 < |α| ≤ 1/2 and let V satisfy assumption 3.5. Denote by G j ∈ B(ρ, ρ −1 ), j = 1, 2, the operators with integral kernels
Remark 3.7. The reason why we work with the weighted spaces L 2 (R 2 , ρ) and not with L 2 s (R 2 ) is technical. Our goal is to keep track of the diamagnetic effect on e −i tH , i.e. of the improved time decay caused by the magnetic field, observed in the case V = 0. Therefore we employ the perturbation approach with H α as the free operator. This requires a precise knowledge of the behavior of the resolvent of H α near the threshold of the spectrum. Since we don't have a simple formula for its integral kernel, contrary to the situation without a magnetic field, we work with the power-series (5.5) below. To make sure that this series converges absolutely in B(ρ, ρ −1 ) we have to require a very fast growth of the weight function ρ. Note that super-polynomially growing weight functions were used to study decay estimates of non-magnetic Schrödinger operators already in [Ra] .
Nonetheless, we expect that the claim of Theorem 3.6 remains true also if
with s large enough.
Remark 3.8. Assumption 3.5 ensures that the operators 1 + G 0 V and 1 + V G 0 are invertible in B(ρ −1 , ρ −1 ) and B(ρ, ρ) respectively, see the proof of Lemma 5.3 and Remark 5.4 for details. Hence
are well defined and belong to B(ρ, ρ −1 ). Note also that in the case V = 0 equations (3.7) and (3.8) agree with the asymptotics (3.2) and (3.3).
Remark 3.9. Our method does not enable us to extend the above results to a more general class of magnetic fields. On the other hand, decay estimates on the magnetic heat semi-group obtained recently in [Ko, Kr] suggest that for a sufficiently smooth magnetic field B = rot A with a finite total flux α one should be able to observe, in a suitable operator topology, that as t → ∞
This question remains open.
Partial wave decomposition
The quadratic form associated to H α in polar coordinates (r, θ) reads as follows:
By expanding a given function u ∈ L 2 (R + × (0, 2π)) into a Fourier series with respect to the basis {e imθ } m∈Z of L 2 ((0, 2π)), we obtain a direct sum decomposition
where h m are operators generated by the closures, in L 2 (R + , rdr), of the quadratic forms
defined initially on C ∞ 0 (R + ), and Π m is the projector acting as
Resolvent estimates
In order to prove Theorem 3.6 we will follow the strategy developed in [JK] . This requires precise estimates on the resolvent of (H − z) −1 and its derivatives with respect to z. Such estimates are the main objects of our interest in this section.Let us denote by R 0 (α, z) = (H α − z) −1 , z ∈ C the resolvent of the free operator H α . From now on, in order to keep in mind that we work with the continuation of the resolvent form the upper-half plane, for any λ ∈ (0, ∞) we will adopt the following notation:
where according to [IT, Prop. 7 .3] the limit is attained locally uniformly in λ on (0, ∞) with respect to the norm of B(s, −s) for any s > 1/2. 5.1. Low energy behavior. Recall that we keep on assuming 0 < |α| ≤ 1/2. In order to study the behavior of R 0 (α, λ) for λ → 0, λ ∈ (0, ∞), we first consider the resolvent kernels of the onedimensional operators h m associated with quadratic form (4.3). We follow [Ko, Sect.5] and consider the operators
is a unitary mapping acting as (Wf )(r) = r 1/2 f (r). Note that H m is subject to Dirichlet boundary condition at zero. To find an expression for the resolvent of H m we have to solve the generalized eigenvalue equation
and in particular we have to find two solutions ψ(λ, r) and φ(λ, r) which satisfy the conditions ψ(λ, 0) = 0 and φ(λ + iε, · ) ∈ L 2 (1, ∞) for ε > 0. By a straightforward calculation, taking into account the asymptotic properties of Bessel functions, namely [AS, Eqs.9.1.3, 9.2 .3], we find that
where J ν and Y ν are the Bessel functions of the first and second kind respectively. Since the Wronskian of ψ and φ is equal to −2i/π, see [AS, Eq.9.1.16] , the Sturm-Liouville theory shows that for r < r
Hence in view of (5.2) it follows that for λ ∈ (0, ∞) and r < r
When r ′ ≤ r, then we switch r ′ and r in the above formula. In the sequel we will assume for definiteness that r < r ′ . By (4.2) and (2.5) we get
Using the identities
where ν ∈ Z, see [AS, Eqs. 9.1.2, 9.1.10], and the well-known properties of the Gamma function, namely
we can further rewrite (5.3) in the power-series in λ as follows:
where G 0 (x, y) is given by (3.5) and
Denote by G j , j = 1, 2 the respective integral operators generated by the kernels G j (x, y). The following technical Lemma will be needed later for the asymptotic expansion of R 0 (α, λ).
Lemma 5.1. Let a > 1. Then
Proof. With the substitution s 4 = t we obtain
where we have used the first part of (5.4).
Lemma 5.2. The series of integral operators (5.5) converges absolutely in B(ρ, ρ −1 ) and uniformly in λ on compacts of [0, ∞). In particular, we have
as λ → 0. Moreover, the operator R 0 (α, λ) generated by the integral kernel (5.5) can be differentiated in λ on (0, 1) any number of times in the norm of B(ρ, ρ −1 ) and it holds
where R ′ 0 (α, λ) and R ′′ 0 (α, λ) denote first and second derivative of R 0 (α, λ) with respect to λ in the norm of B(ρ, ρ −1 ).
Proof. From (5.3) we see that R 0 (α, λ, x, y) can be written in the form
where we can identify the R m 0 (α, λ, r, r ′ ) with the terms on the right hand side of (5.5). The above formula implies that
where we have used the Hilbert-Schmidt norm on L 2 (R + , rdr). It is now easily verified that the series of operators on the right hand side of (5.5) converges absolutely in B(ρ, ρ −1 ). Indeed, the square of the first double-series on the right hand side of (5.5) can be estimates by Cauchy-Schwarz inequality as follows
Hence using Lemma 5.1 we find that the Hilbert-Schmidt norm of the kernel on the left hand side of (5.9) is bounded from above by a constant times λ 2 e λ 2 . The remaining terms in (5.5) are treated in the same way. In view of (5.8) we thus conclude that (5.5) converges absolutely in B(ρ, ρ −1 ) for any λ ≥ 0 and that the convergence is uniform in λ on any compact interval of [0, ∞). The same argument applies to
This implies (5.7).
The perturbed resolvent. Next we consider the full resolvent R(α, z) = (H − z) −1 of the operator
Since the contribution to the second term of the expansion for R 0 (α, λ) is different when |α| < 1/2 and when |α| = 1/2, in order to simplify the notation in the following Lemmas we introduce the symbol
Lemma 5.3. Under Assumption 3.5 we have
Proof. The operators G 0 , G 1 V and G 2 V are Hilbert-Schmidt, and therefore compact, from
. Hence by (3.6) the operator 1 + G 0 V is invertible in B(ρ −1 , ρ −1 ). On the other hand, in view of (5.6) we have
Here we have used the fact that V ∈ B(ρ −1 , ρ). It follows that for λ small enough the operator 1 + R 0 (α, λ) V can be inverted and with the help of the Neumann series we arrive at (5.11).
Remark 5.4. The operator
Hence by equation (3.6) and duality 1 + V G 0 is invertible in B(ρ, ρ).
Lemma 5.5. Under Assumption 3.5 we have
as λ → 0 in B(ρ, ρ −1 ), where
(5.14)
Proof. Since 1 + R 0 (α, λ) V is invertible in B(ρ −1 , ρ −1 ) for λ small enough, the resolvent equation 15) which in combination with (5.6) and (5.11) gives equation (5.13) with
. To simplify the above expression for
holds on L 2 (R 2 , ρ), which implies that
Corollary 5.6. As λ → 0,
Proof. We use the identities 
Proof. First we show that for any s with s ≤ 1 and any z ∈ C with Im z = 0 we have
In the polar coordinates H α acts as
Hence when calculated on functions from
where r = |x|. Since s ≤ 1, the first term on the right hand side is bounded. Moreover, from (4.1) it follows that for for every f ∈ L 2 (R 2 )
This in combination with (5.21) and the fact that
Now, let λ, λ ′ ∈ R and let ε > 0. Then by the resolvent equation
Hence in view of (5.23), for ε small enough
Since the first two terms on the right hand side converge to zero as ε → 0 locally uniformly in λ respectively λ ′ , see (5.1), this proves the continuity of R 0 (α, λ) in λ ∈ (0, ∞) for s ∈ (1/2, 1]. By (5.20) the claim holds for all s > 1/2.
Lemma 5.8. For any ε > 0 there exists C ε such that for all s, s ′ ≥ 1/2 + ε it holds In order to obtain suitable estimates on the derivatives of R 0 (α, λ), we need the following technical result.
Lemma 5.9. Let T = (i∇ + A ab ) · x. Assume that s, s ′ > 5/2. Then for any ε > 0 we have
Proof. Without loss of generality we may assume that 0 < ε < 1/2. We introduce the notation
We observe that [D j , x j ] = −1. Thus by Lemma 5.8 in order to prove (5.26) it suffices to show that there exists a constant C such that for all λ large enough and any p > 1/2, and u ∈ L 2 p (R 2 ) we have
2 is a bounded function for j = 1, 2. Hence by the Cauchy-Schwarz inequality and (5.25) we get
. In the application of (5.25) we used the assumption s ′ − 2 > 1/2. Now from the identity
and equations (5.25) and (5.28) we obtain
Hence taking λ large enough so that C ε λ − 1 2 +ε ≤ 1/2 and at the same time λ > 1, we deduce from the last equation that
This implies (5.27). To prove that
) and write v j = x j u. From (5.27) applied to v j with p = s − 2 we deduce that
0 (α, λ) denote the k−th derivative of R 0 (α, λ) with respect to λ in B(s, −s ′ ). Then for any ε > 0 there exists C ε,k such that
Proof. Let T be the operator introduced in Lemma 5.9. Then the commutator [ iT,
This together with the first resolvent equation
On the other hand, from Lemma 5.9 it follows that [ iT, R 0 (α, λ)] ∈ B(s, −s ′ ) for λ ≥ 1. Equation (5.31), considered in B(s, −s ′ ), thus can be thus extended to z = λ ∈ R, λ ≥ 1. This shows that R ′ 0 (α, λ) is continuous in λ on (1, ∞) with respect to the norm of B(s, −s ′ ) and in view of Lemma
Hence equation (5.30) is proven for k = 1. To prove it for k = 2 we consider the double commutator
and use the identity
which follows by a direct calculation in the same way as equation (5.31). By using the fact that
we extend equation (5.33), considered in B(s, −s ′ ), to z = λ ∈ R, λ ≥ 1. From (5.30) for k = 1, (5.32), and (5.25) we thus arrive at
The claim now follows.
Corollary 5.11. For any ε > 0 and any k = 0, 1, 2 there exist constants C ε,k such that
Proof. Since for any s > 0 there exists C s such that
the claim follows from Lemmata 5.8, 5.10.
Proposition 5.12. Suppose that Assumption 3.5 is satisfied. Then, for any k = 0, 1, 2 we have R (k) (α, λ) ∈ B(ρ, ρ −1 ) and
Proof. Let us first show that the operator H = H α + V has no positive eigenvalues. To this end assume that there exists λ > 0 such that H u = λ u. Since V is compactly supported, there exists R > 0 such that V = 0 outside the ball B(0, R). We can thus use decomposition (4.2) to obtain 0,2π) and h m is the operator associated with quadratic form Q m given by (4.3). A direct calculation now shows that f m is a linear combination of the Bessel functions J |m+α| (r √ λ) and Y |m+α| (r √ λ). Since any non-trivial linear combination of these functions does not belong to L 2 ((R, ∞), rdr), see [AS, Eqs.9 .2.1-2], we conclude that f m = 0 on (R, ∞) and hence u = 0 outside B(0, R). By the unique continuation principle we then have u = 0. Hence λ is not an eigenvalue.
Next, since R 0 (α, λ) is Hilbert-Schmidt, and therefore compact, from
Moreover the fact that H has no positive eigenvalues implies that −1 is not an eigenvalue of V R 0 (α, λ) in B(ρ, ρ) for any λ ∈ (0, ∞). Hence the operator 1 + V R 0 (α, λ) is invertible in B(ρ, ρ) and its inverse is continuous with respect to λ in the norm of B(ρ, ρ). The latter follows from the continuity of V R 0 (α, λ) in B(ρ, ρ). Now equation (5.15) implies that R(α, λ) ∈ B(ρ, ρ −1 ) and that R(α, λ) is continuous in λ ∈ (0, ∞).
Finally, since V R 0 (α, λ) B(ρ,ρ) → 0 as λ → ∞, by Corollary 5.11, we conclude that (1 + V R 0 (α, λ)) −1 is uniformly bounded for λ → ∞ in the norm of B(ρ, ρ). In view of (5.15) and Corollary 5.11 we thus get
This proves (5.36) for k = 0. The proof for k = 1 and k = 2 now follows from (5.36) with k = 0, identities (5.18), (5.19) and Corollary 5.11.
Remark 5.13. The absence of positive eigenvalues, as a consequence of the limiting absorption principle, was studied in great generality in the seminal work [Ag] for non-magnetic Schrödinger operators.
6. Time decay 6.1. Proof of Theorem 3.6. For the sake of brevity we will prove the statements of Theorem 3.6 only for |α| < 1/2. The proof in the case |α| = 1/2 is completely analogous. By the spectral theorem and the Stone formula we have
Here the imaginary part is meant in the sense of quadratic forms. Let χ ∈ C ∞ (0, ∞) be such that χ(x) = 0 for all x large enough and χ(x) = 1 in a neighborhood of 0. Since ∞) ; B(ρ, ρ −1 )) for any δ > 0 in view of Proposition 5.12, we can apply [JK, Lemma 10 .1], see Lemma A.1 in Appendix A, to obtain
in B(ρ, ρ −1 ). On the other hand, for λ → 0 we have by (6.2) and Lemma 5.5
Moreover, by Corollary 5.6 we know that E ′′ 2 (α, λ) = o(λ |α|−2 ) as λ → 0. Hence from [JK, Lemma 10 .2], see Lemma A.1 in Appendix A, applied to χ(λ) E 2 (α, λ) it follows that
Finally, since χ(λ) = 1 in a vicinity of zero, the Erdelyi's lemma about asymptotic expansion of Fourier integrals, see [Erd2] or [Z, p. 639] , gives
Summing up, we have
. This completes the proof of (3.7). Equation (3.8) follows in the same way with E 1 replaced by 1
Estimate (3.9) is now immediate since e −i tH P c u ρ −1 ≤ u ρ for all t > 0.
Remark 6.1. In principle it would be possible to extend the above analysis and obtain higher order terms in the asymptotic expansion for e −itH P c as t → ∞.
6.2. Proof of Theorem 3.1. We first establish an explicit formula for e −i tHα (x, y). This has been done already in [FFFP] . For the sake of completeness we provide an alternative derivation. To start with we consider the one-dimensional operators h m in L 2 (R + , rdr) associated with the closure of the quadratic form Q m given by equation (4.3).
Lemma 6.2. Let f ∈ L 2 (R + , rdr) be compactly supported. Then for all t > 0 we have
where I |m+α| is the modified Bessel function of the first kind.
Proof. Recall the integral representation 5) see [AS, eq.9.6.18] . Consider now the operator
where U :
is the unitary mapping acting as (U f )(r) = r 1/2 f (r). Note that L m is subject to Dirichlet boundary condition at zero and that it coincides with the Friedrichs extension of the differential operator
where the mappings (6.8) and defined initially on C ∞ 0 (R + ) extend to unitary operators on L 2 (R + ). By [T, Thm.3 .1]
In view of (6.7) we thus get
where we have used [Erd1, Eq.4.14(39) ] to evaluate the p−integral. Moreover, from (6.5) it follows that for some constant C > 0. On the other hand, by assumptions on f we have (r ′ ) 1 2 +|m+α| g(r ′ ) = (r ′ ) 1+|m+α| f (r ′ ) ∈ L 1 (R + ). Hence using the Lebesgue dominated theorem and (6.11) we can interchange the limit with the integral in (6.10) and use (6.9) to get , see [AS, eq. 9.6 .10]. The proof for |α| = 1/2 follows the same line. To prove (3.4) we recall that by [FFFP, Corollary 1.7] there exists a constant C 0 such that sup x,y∈R 2 |e −i tHα (x, y)| ≤ C 0 t ∀ t > 0. (6.14)
Let us define Ω 1 := {(x, y) ∈ R 4 : |x| |y| < t}, Ω 2 := {(x, y) ∈ R 4 : |x| |y| ≥ t}, z := |x| |y| t .
Since |α| ≤ 1/2, from (6.14), (6.13) and (6.5) we deduce that where C 1 and C 2 are positive constants. This implies (3.4) and completes the proof of Theorem 3.1.
Remark 6.3. By using the relation I ν (z) = e − 1 2 iπz J ν (iz), see [AS, eq.9.6.3] , it is easily seen that equation (6.13) agrees with the expression for the Aharonov-Bohm propagator found in [FFFP, Thm. 1.3] .
Appendix A.
For reader's convenience we recall below the results obtained in [JK, Lemma 10 .1] and [JK, Lemma 10 .2] regarding a function F : R + → B, where B is an arbitrary Banach space.
Lemma A.1 (Jensen-Kato) . Suppose that F (λ) = 0 in a neighborhood of zero and that F ′′ ∈ L 1 (R + ; B). Then
Lemma A.2 (Jensen-Kato). Suppose that F (0) = 0, F (λ) = 0 for λ large enough and that F ′′ ∈ L 1 ((δ, ∞); B) for any δ > 0. Assume moreover that F ′′ (λ) = o(λ β−2 ) as λ → 0 for some β ∈ (0, 1) . Then Remark A.3. [JK] provides more general versions of the above results. Here we limit ourselves to particular situations which suit our purposes.
