It is reasonable to claim that almost all major questions related to radio broadcasting can be considered closed as far as static networks are considered: the network never changes during the entire protocol's execution. On the other hand, theoretical results on communication protocols in any scenario where the network topology may change during protocol's execution (i.e. a dynamic radio network) are very few. In this paper, we present a theoretical study of broadcasting in radio networks having dynamic unknown topology. The dynamic network is modeled by means of adversaries: we consider two of them. We first analyze an oblivious, memoryless random adversary that can be seen as the dynamic version of the average-case study presented by Elsässer and Gasieniec in JCSS, 2006. We then consider the deterministic worst-case adversary that, at each time slot, can make any network change (thus the strongest adversary). This is the dynamic version of the worst-case study provided by Bar-Yehuda, Goldreich and Itai in JCSS, 1992. In both cases we provide tight bounds on the completion time of randomized broadcast protocols.
algorithmic and networking areas [4, 6, 7, 19, 20] . The completion time of a broadcast protocol in a synchronous network is the number of time slots required by the protocol to inform all nodes. A node is informed if it has received the source message.
It is reasonable to claim that almost all major questions related to radio broadcasting can be considered closed as far as static networks are considered: the network never changes during the entire protocol's execution. A series of theoretical works establishes tight bounds on the completion time of broadcasting that strongly depend on what nodes know about the graph and on the kind of the protocol (see Section 1.2).
On the other hand, theoretical results on communication protocols in any scenario where the network topology may change during the protocol's execution (i.e. a dynamic radio network) are very few [21] (see Section 1.2). It is not even known whether a randomized broadcast protocol exists that has finite expected completion time in arbitrary dynamic radio networks.
Our contribution
We follow a high-level approach to investigate broadcasting in dynamic radio networks by considering general adversarial networks [1, 3, 21] . We study networks where edges change during each time slot according to some adversarial strategy. We investigate two somewhat extremal adversaries. A weak random adversary where dynamic changes are fully random and memoryless (thus oblivious), and a strong worst-case adversary where arbitrary dynamic changes are deterministically and adaptively chosen at each time slot. Such two extremal scenarios do not find immediate applications on real radio networks. However, a tight analysis of them allows us to draw the range spanned by broadcast completion time against any dynamic adversary strategy. Moreover, such extremal choices about the adversary aim to answer two fundamental questions: 1. Do dynamic scenarios always constitute a hurdle for radio communication? 2. How hard can radio communication be against worst-case adversaries?
We will consider general randomized protocols as well as non-spontaneous oblivious protocols. The latter are easy-toimplement and energy-efficient so they are very suitable for radio networks. In such protocols only informed nodes are active and any action of an informed node i, at time slot t, depends only on i and t. So, in oblivious protocols, the actions of an informed node do not depend on any information received during the execution of the protocol. An even more restricted class of protocols is that of homogeneous ones: A protocol is said to be homogeneous if it is non-spontaneous and the transmission probability of every informed node i at time slot t depends only on t. Observe that when decisions must be oblivious and the topology is unknown there seems to be no reason to a priori distinguish the strategy of two nodes.
The weak random adversary. The dynamic network is modeled by an oblivious random process defined as follows. At each time slot t of the execution of the protocol, a (new) graph G t is selected according to the well-known random graph model G n,p where n is the number of nodes and p is the edge probability [2, 5] . This adversarial strategy will be simply denoted as dynamic G n,p . This model can be considered as the dynamic version of random networks studied by Elsässer and Gasieniec in [11] (see also Section 1.2).
We first assume that protocols know p. For any probability p 1/n, we provide a randomized oblivious protocol that, with high probability (in short w.h.p.), completes radio broadcasting in a dynamic G n,p in O (log n) time slots (we say that an event occurs with high probability if it happens with probability at least 1 − n −Θ (1) ). This bound is tight: we indeed prove that, for any p < 1 − (where < 1 is any positive constant), any randomized protocol completes radio broadcasting in a dynamic G n,p in Ω(log n) expected time. So, the lower bound holds for spontaneous, non-oblivious randomized protocols too. We then consider the case when protocols do not know p: the adversary, based on the protocol strategy, can choose p in order to minimize the probability of successful communications. Clearly, the above logarithmic lower bound holds. We first show that a simple, homogeneous version of the Bar-Yehuda-Goldreich-Itai's (BGI's) protocol [4] has O (log 2 n) completion time w.h.p., for any probability p 1/n. Then, we prove that, for any homogeneous randomized protocol, there exists p,
, so that the protocol completes broadcasting in a dynamic G n,p in Ω(log 2 n/ log log n) expected time.
Let us observe that the above protocols work in logarithmic time even when, at every time slot, the expected node degree is 1 and the radio network is w.h.p. disconnected (the latter happens whenever p = o(log n/n) [5] ). This makes our upper bounds significantly different from the logarithmic upper bound for static random graphs [11] that holds only for p = Ω(log 1+ε n/n) (see Section 1.2).
We thus answer to Question 1 above by providing the first rigorous proof of the fact that oblivious fully-random network changes, instead of working as a hurdle, help information propagation. This is rather surprising due to the unpredictable collisions yielded by dynamic radio networks.
The strong worst-case adversary. We investigate adversaries that can make any network change and that are adaptive, i.e., their actions at time slot t depend on the execution of the protocol and on the state of the network till time slot t − 1.
However, the adversary must be meaningful. An adversary is meaningful if, at any time slot, it keeps at least one link on from an informed node to a non-informed one. This condition is a minimal one: the completion time of any protocol against non-meaningful worst-case adversaries is clearly infinite. Observe that "meaningfulness" is much weaker than (global) graph connectivity, a condition commonly adopted in all previous works on this topic. In the sequel, meaningful worst-case adversaries will be simply called worst-case adversaries. [11] Θ(n) [10, 13] Dynamic
An alternative view of our worst-case model is an adversary that can make any change but the completion time of a protocol counts only useful time slots: in a useful time slot, at least one link must exist from an informed node to a non-informed one.
It is important to observe that, for any deterministic protocol, there is a worst-case adversary that, at each time slot, yields a connected graph (so the adversary is meaningful) over which the protocol never completes broadcasting. Indeed, consider a network scenario where two nodes are informed and one is still not informed. It is then easy to see that, for any deterministic protocol, there is an adversary strategy that keeps always at least one link on from an informed node to the non-informed one and, exploiting collisions, it avoids the message to arrive at the non-informed node.
We instead show that the use of randomness makes broadcasting (against the worst-case adversary) feasible and relatively efficient. We present a simple oblivious randomized protocol that, for any worst-case adversary, completes broadcasting in O (n 2 / log n) time, w.h.p. Then we prove this upper bound to be optimal for any randomized protocol (so, again, for spontaneous and non-oblivious ones too). Such results thus provide the first rigorous answer to our second fundamental question. In particular, our quadratic upper bound implies that no meaningful adversary exists that forces exponential broadcast completion time.
A comparison between our results for dynamic networks and those known for static networks of unknown topology is summarized in Table 1 (all results concern randomized protocols).
Finally, we emphasize that our work significantly departs from all previous theoretical works on this topic in two important issues:
• In some theoretical studies [15] [16] [17] , dynamic network models are considered where nodes and edges may change at any time slot. However, such changes are somewhat locally declared in the previous time slot. Instead, our work investigates highly-dynamic networks in which the next changes are completely unknown to the protocol.
• To the best of our knowledge, all previous theoretical studies on broadcasting in dynamic radio networks of unknown topology assume the network is connected during all time slots of the protocol. Our results show this assumption is too strong: information propagation can go on successfully even under much weaker conditions against both random and worst-case adversaries.
Related theoretical works
Static networks. For brevity's sake, we here consider only theoretical results on general networks of unknown topology.
The best-known deterministic protocol for radio networks has O (n log 2 n) completion time, which is proved in [7] . Then, in [8] an Ω(n log D) lower bound is shown on the completion time of any deterministic protocol, where D is the source eccentricity. When nodes know D then a protocol working in O (n log 2 D) time is presented in [10] .
In [4] , a randomized protocol is proposed, denoted here as BGI's protocol, that completes broadcasting in O (D log n + log 2 n), w.h.p. Then, in [10] an improved version of the BGI's protocol is presented obtaining completion time O (D log(n/D)+ log 2 n), w.h.p. On the other hand, in [13] a lower bound Ω(D log(n/D)) is shown. Finally, broadcasting in static random graphs G n,p has been recently studied in [11] . A Θ(log n) bound is proved for oblivious randomized protocols. The upper bound holds for any choice of p ln 1+ n/n, so graphs are w.h.p. connected.
Dynamic networks.
A theoretical study of broadcasting in a class of dynamic radio networks is presented in [9] . The results concern deterministic protocols and they are stated in terms of fault-tolerance. At each time slot, the deterministic adversary decides a fault pattern starting from an initial graph of known topology. The worst-case analysis is then made on the residual graph, i.e., the connected subgraph (containing the source) of the initial graph that has been always faultfree. It is proved that the round robin strategy is asymptotically optimal thus getting an optimal bound Θ(Dn). Then for graphs of maximal in-degree Δ, a deterministic protocol is presented having completion time O (DΔ log 3 n). Deterministic broadcasting in faulty radio networks of known topology is studied in [18] . An initial graph is given and, at each time slot, every node is faulty with probability p, where p is a fixed positive constant such that 0 < p < 1. A completion time of O (opt log n) is shown where opt is the optimal completion time in the fault-free case.
Broadcasting on highly-dynamic graphs is studied in [17] . The adversary can arbitrarily change the edges of the graph at each time slot but the graph must be always connected. A further critical assumption is that each node is somewhat previously informed about any change in its neighborhood and it can act accordingly. The main result is the existence of deterministic protocols that complete broadcasting in O (n 2 ) (worst-case) completion time.
Finally, reliable broadcasting over mobile grid networks is studied in [15, 16] . At each time slot, a node can move from one grid point to an arbitrary adjacent one. A lower bound Ω(D log n) for the line grid and an Ω(n log n) lower bound for the square grid are proved in [15] . Then, a protocol is provided in [16] that completes broadcasting on the line grid within O (D log n) time slots. We emphasize that the local node-mobility is somewhat previously "known" by every node in this model too. Time slots are not homogeneous: during a control slot, the nodes declare their next moves.
Random adversary
For any n and for any probability parameter p, the dynamic random graph, denoted as dynamic G n,p , is an infinite sequence of random graphs
where each G t is independently selected according to the random graph model G n,p [5] . A random graph G n,p is an undirected graph G(V , E) where V is the set of n nodes and the probability that (i, j) ∈ E is equal to p. In the sequel p will denote the edge probability of random graphs. A broadcast protocol running on a dynamic G n,p , at any time slot t, works in graph G t .
We distinguish two cases depending on whether or not the protocol knows the probability p.
Case p known
We now present an oblivious randomized protocol that makes use of an oblivious version (the third loop below) of the BGI's Decay procedure [4] .
DynBroad(n,p)
for c ln n time slots (where c is a suitable constant)
The source sends the message; for c ln n time slots
Each informed node sends the message;
Each informed node sends the message with probability q = e −k for c ln n time slots
Each informed node sends the message with probability q = 1/(np)
The protocol clearly terminates within O (log n) time slots. In what follows we will show that, for p 1/n, DynBroad(n,p) completes broadcasting in a dynamic G n,p , w.h.p. The proof evaluates the number of informed nodes after each of the four loops of the protocol. Note that the analysis significantly departs from those in [4] and [11] for static unknown graphs.
Lemma 2.1 (First loop).
Assume that the source sends the message for c ln n time slots, with c > 1.
• If p 1/n then at least ln n nodes will be informed w.h.p.
• If p 1/ ln n then at least n/2 nodes will be informed w.h.p.
Proof.
For each node i = 1, 2, . . . ,n other than the source, let X i be the random variable whose value is 1 if node i is informed within c ln n time slots and 0 otherwise. It holds that
Consider the random variable X = n i=1 X i counting the number of informed nodes after c ln n time slots. If p 1/n we have (1 − 1 e c −1 ), it holds that Pr{ X n/2} e −αn where α is a positive constant. 2
Lemma 2.2 (Second loop).
Let p be such that 1/n p 1/ ln n. Assume we start with at least 1 4 ln n informed nodes and that at each ln n for every k. Consider the events
where a is a positive constant that will be given later. Let us observe how the events are mutually related. First of all it holds that
In fact if the informed nodes are less then 1 2p in time slot k they were less than 1 2p
in time slot k − 1. Moreover ln n, then m k
By looking at complementary sets we have
Finally, observe that for every k
and observe thatk c ln n for a suitable constant c > 0. Then it holds that Pr m c ln n < 1 2p
Pr
Where from the first to the second line we used (2) , from the second to the third line we used (1). The next claim implies that . By using Chernoff's bound (see (A.2)) with δ = 1/2 and hypothesis m 1 4 ln n we get In the sequel we will use the following result.
Fact 2. Let m < n be the number of informed nodes and let u be an uninformed one. If every informed node sends the message with probability q, then in G n,p the probability that node u receives the message is
Proof. Let T be the random variable counting the number of transmitting nodes and let X be the random variable whose value is 1 if node u gets the message and 0 otherwise. Then 
In what follows, we only care about time slot k and we simply denote the number of informed nodes during this time slot as m. First of all, note that the transmission probability q = e −k of the informed nodes satisfies
Consider the n − m non-informed nodes and let X i , i = 1, . . . ,n − m, be the random variable whose value is 1 if node i is informed in time slot k and 0 otherwise. From Fact 2 and (4) it holds that
If there are m n/2 informed nodes the lemma is proved, otherwise the expected value of X is
In order to prove that, after time slot k, the total number of informed nodes is a constant fraction of n (w.h.p.), we cannot apply Chernoff's bound on X since X 1 , X 2 , . . . , X n−m are not independent. We thus need to introduce the random variable T counting the number of nodes that send the source message. Since there are m informed nodes, each one is sending the message independently with probability q, it holds that T is a binomial random variable, i.e. 
The next lemma is used for the analysis of the fourth protocol's loop. In next subsection, it will be used to analyze another protocol for the case that p is unknown as well. 
Then, the probability that, after c ln n time slots, there exists a non-informed node is
Pr{∃i: 
To this aim, we need the following lemma that will be used for the case that p is unknown as well. 
then it holds that
Proof. Consider any time slot t 1 of the protocol's execution and let m and m be the number of informed nodes at time slot t and t + 1, respectively. For any k, under the condition that exactly k nodes transmit at time slot t, we define, for each node j, the 0-1 random variable X k j that is equal to 1 if node j is not informed at time slot t and it is informed at time slot t + 1. It is easy to verify that
o t h e r w i s e . 
Let us assume that the events E 0 , . . . , E t−1 hold. Then, from m 0 = 1, we get
A constant α > 0 (depending only on ) exists such that if t α ln n,
Hence, for any t α ln n, Lemma 2.6 implies that
It follows that, for any t α ln n,
Hence, there is a positive constant probability that broadcasting is not completed within α ln n time. 2
Case p unknown
Let us consider the following homogeneous variant of the BGI's Decay procedure [4] denoted as BGI(n).
BGI(n)
for k = 0, 1, . . . , ln n Each informed node sends the message with probability q = e −k Protocol BGI(n) terminates within O (log 2 n) time slots. Now we show that it completes broadcasting in a dynamic G n,p , w.h.p.
In the following, we call a phase any execution of the inner for-loop of the protocol BGI(n).
Lemma 2.8. If p 1/n then there is a constant α such that after the execution of the first α ln n phases of the protocol BGI(n) at least ln n nodes get informed w.h.p.

Proof. If p ln n n
, by a straightforward application of Chernoff's bound A.1, the thesis follows (in one time slot). On the other hand if 1/n p < ln n n the proof is much harder. Indeed, if we try to evaluate the number of new informed nodes in every step, we cannot get any with high probability bound, since the number of informed nodes is too small. We thus need to consider the number of new informed nodes after a logarithmic number of steps. Unfortunately, a straightforward analysis does not work since the involved random variables are not independent.
Thus let E be the event that occurs if the number of informed nodes after the first α ln n phases is less than ln n. The constant α > 1 will be determined later. We will prove that Pr{E} 1/n.
The phases are numbered starting from 1. For any = 1, 2, . . . , let Z be the event that occurs if during the phase no new nodes get informed. It is immediate to see that if E occurs then there are more than α ln n − ln n phases, among the first α ln n ones, for which Z occurs. That is, there exists B ∈ B where B = A ⊆ 1, . . . , α ln n : |A| > α ln n − ln n and for every ∈ B, Z occurs. This implies that 
(Z ∩ E) .
For any = 1, 2, . . . , let E be the event that occurs if the number of informed nodes at the beginning of phase is less than ln n. Since for every ∈ {1, . . . , α ln n } E ⊆ E , it holds that
By applying the identity Pr(
where, for any B ⊆ B and for any ∈ B, B = {i ∈ B | i < }. By applying the identity Pr(
we obtain, for any B and for any ,
For any subset of the nodes F ⊆ {1, . . . ,n} and for any = 1, 2, . . . , let I ,F be the event that occurs if the set of informed nodes is F at the beginning of the phase . Since the events I ,F , as F varies over all the subsets, form a partition, it holds that, for any B and for any ,
Now, a crucial observation comes:
Indeed, the behavior of the execution of the protocol, from the beginning of the phase onward, only depends on the set F of informed nodes at the beginning of that phase. It does not depend on how F was formed by the previous phases and, in particular, it does not depend on i∈B (Z i ∩ E i ), provided that F is given.
For any = 1, 2, . . . , let Z 0 be the event that occurs if during the time-slot 0 of the phase no new nodes get informed.
Recall that in time-slot 0 all the informed nodes transmit with probability 1. Since Z ⊆ Z 0 , it holds that Pr(Z | I ,F )
. Taking into account all these observations, we obtain
And, recalling that the events I ,F , as F varies over all the subsets, form a partition, we see that the following inequality 
It is not hard to see that there exists a constant γ < 1 such that, for any 1/n p ln n/n and for any 1 m < ln n, it holds
Finally, by exploiting standard upper bounds for the tail of the sum of binomial coefficients, it is not hard to find a constant α (depending upon γ ) such that
So, we conclude that 
Proof.
After the first time slot of the protocol, when the source node sends the message, the expected number of informed nodes is np n/ ln n. By using Chernoff's bound we have that there are at least 1 2 n ln n informed nodes w.h.p.
For every non-informed node i, and for every phase j = 1, . . . , α ln n define event F j i = "Node i is not informed at the end of phase j," and observe that the probability that node i is not informed after α ln n phases is
Now we show that Pr{F 
And filling it in (8), the probability that node i is not yet informed after α ln n time slots is Pr F
Finally, from the union bound, the probability that, after α ln n time slots, there exists a non-informed node is
. If 1/n p 1/ ln n then from Lemma 2.8, after O (log n) phases, there are at least ln n informed nodes. In the next O (log n) phases of the protocol, consider only the first time slot of the phase, i.e. the time slot where all informed nodes send the message. From Lemma 2.2 it holds that, after such O (log n) phases, there are at least 1/(2p) informed nodes w.h.p. Now, from Lemma 2.3, in the next phase at least γ n nodes will be informed w.h.p., with γ > 0 constant. Finally, in the remaining phases, consider only the time slots where k = ln(np) , i.e. the time slots where the transmission probability q is 1/(enp) q 1/(np). Then, thanks to Lemma 2.4 all nodes will be informed w.h.p. within O (log n) phases. 2
When a homogeneous randomized protocol does not know p, the adversary can choose it in order to force the protocol to run for Ω(log 2 n/ log log n) expected time. The main technical step is Lemma 2.11 below, which states that, for any fixed edge probability p, there exists an interval of transmission probabilities such that if the protocol's transmission probability is out of this interval then the number of new informed nodes is small. This line of reasoning is similar to that used in Theorem 6.2 in [12] for lower bounding the wake up time in single-hop static radio networks. However, the technical issues to be solved in our framework significantly depart from that static case because of the presence of an unknown dynamic random topology, i.e., dynamic G n,p . 
Lemma 2.11. Let p such that
Our goal is to get an upper bound on each of the two sums in the right-hand side of the above equation. We denotẽ
, it holds that We use this upper bound to obtain
Now we get an upper bound on the second sum
We consider two cases:
). 
By combining (13) and (14), we get i∈I
The lemma thus follows from (9), (11) and (15) . 2
We now show that there exist Ω( log n log log n ) edge probabilities such that their corresponding intervals are pairwise disjoint. A homogeneous broadcast protocol that does not know the probability p of the dynamic G n,p cannot avoid that at least one of these intervals (and the corresponding edge probabilityp) does exist that contains at most O (log n) transmission probabilities of the protocol. Hence, for most of the time slots in a dynamic G n,p , the number of new informed nodes will be small. Consider now an execution of the protocol P in G n,pk . Let m t be the number of informed nodes at time step t and consider the events E i , 1 i t where 
Consider 
From (16) and (17), we get
where the last step follows since t < ln 2 n.
We can thus claim that probability that the broadcast on G n,pk is not completed within the first Ω( log 2 n log log n ) time slots is a positive constant. 2
Deterministic adversary
In this section we consider broadcasting against the worst-case adversary. At each time slot t, the adaptive adversary chooses the set E t of edges, thus yielding an infinite sequence of graphs G 1 , G 2 , . . . , G t , . . . . As stated in the introduction, we consider only meaningful adversaries.
It is interesting to observe that the BGI's procedure fails to complete broadcasting against the adaptive worst-case adversary. However, we now show that a very simple oblivious protocol works efficiently. 
Proof. Let us consider the following homogeneous protocol:
At every time slot all the informed nodes transmit with probability q = ln n n . Consider a non-informed node u that has k 1 informed neighbors in a given time slot. Then the probability that u gets the message in this time slot is kq(1 − q) k−1 . Consider the function
then the minimum of f lies in x = 1. If we choose q = ln n/n, we have that f (x) ln n/n for each x ∈ [1, n] . Hence, at each time slot, there exists a non-informed node that has probability at least ln n/n to get informed. The expected time to get a new informed node is thus at most n/ ln n and, so, the expected completion time of the broadcasting
In order to show that this upper bound holds with high probability we need a more careful argument. Let us fix an adversary strategy A. Note that, being adaptive, this strategy considers all possible protocol's actions and all possible network's configurations at run time. From the previous discussion on the expected completion time, we set q = ln n n . Then, it is easy to verify that for each k 1
Consider the probability p t,k that, at time slot t, there are at least k informed nodes. It holds that
Indeed, the inequality is obtained by summing up the probabilities of two disjoint events: either there are at least k − 1 informed nodes at time slot t − 1 and a new node gets informed, or there are at least k informed nodes at time slot t − 1 and no new node gets informed.
By solving the above inequality with respect to the first term of the right side, we obtain Proof. Consider homogeneous protocols first, i.e. protocols in which at every time slot, every informed node transmits with the same probability. Let m be the number of informed nodes at time slot t and let q be the transmission probability. The adversary adopts the following strategy: If q ln m/m then the adversary connects only one informed node with a non-informed one and all remaining nodes are kept isolated; otherwise, it connects all the m informed nodes to a noninformed one. In both cases, when there are m > 3 informed nodes, the probability that a new node gets informed is less (1) If a node exists such that its transmission probability at time slot t is less than ln m/m, then the adversary connects this node with a non-informed node and all remaining nodes are kept isolated; (2) Otherwise, it connects all the m informed nodes to a non-informed one.
When there are m > 3 informed nodes the probability that a new node gets informed is less than 2 ln m/m. Indeed, this is trivial if we are in Case 1. As for Case 2, first observe that, when 
Conclusions
Concerning the weak random adversary, an interesting open question is whether the lower bound can be extended to oblivious protocols when p is unknown.
As for the worst-case adversary, note that the adversary in the proof of Theorem 3.2 is adaptive since it needs to know the informed nodes at any time slot. Finding a good lower bound for oblivious adversaries is an open question.
We studied two extremal adversaries aiming to establish the broadcast complexity against the somewhat most favorable, natural dynamic scenario and against the worst-case one, respectively. Our tight results on these two adversaries set up a framework that aims to stimulate future studies on more realistic adversaries "lying" between the two above. An interesting approach would be that of introducing time dependencies in our random adversary: the random topology at a given time slot is somewhat related to the topology at the previous time slot. For instance, the case where only a fixed fraction of (unknown) edges are subject to random changes. Another case is where any pair of nodes has a fixed probability of keeping the previous state: connected or not.
The challenging ultimate goal of this line of research is to provide analytical results about geometric dynamical models [21] .
