Abstract. Maximum satisfiability (MaxSAT) is today a competitive approach to tackling NP-hard optimization problems in a variety of AI and industrial domains. A great majority of the modern state-of-the-art MaxSAT solvers are core-guided, relying on a SAT solver to iteratively extract unsatisfiable cores of the soft clauses in the working formula and ruling out the found cores via adding cardinality constraints into the working formula until a solution is found. In this work we propose weight-aware core extraction (WCE) as a refinement to the current common approach of core-guided solvers. WCE integrates knowledge of soft clause weights into the core extraction process, and allows for delaying the addition of cardinality constraints into the working formula. We show that WCE noticeably improves in practice the performance of PMRES, one of the recent core-guided MaxSAT algorithms using soft cardinality constraints, and explain how the approach can be integrated into other core-guided algorithms.
Introduction
Several recent breakthroughs in algorithmic techniques for the constraint optimization paradigm of maximum satisfiability (MaxSAT) are making MaxSAT today a competitive approach to tackling NP-hard optimization problems in a variety of AI and industrial domains, from planning, debugging, and diagnosis to machine learning and systems biology, see e.g. [8, 14, 34, 17, 13, 11, 25] A great majority of the most successful MaxSAT solvers today are based on the so-called core-guided MaxSAT solving paradigm, see e.g. [16, 29, 4, 31, 12, 30] . Such solvers iteratively use Boolean satisfiability (SAT) solvers for finding unsatisfiable cores, i.e., sets of soft clauses that together with the hard clauses are unsatisfiable, of the input MaxSAT instance. After finding a new core, the core is essentially compiled into the MaxSAT instance via adding a cardinality constraint enforcing that one of the soft clauses in the core cannot be satisfied. An in-built property of core-guided solvers is hence that the MaxSAT instance grows at each iteration due to compiling a new core into the instance. This can lead to the instance becoming bloated, as many, possibly large, cores are compiled, intuitively making the job of the SAT solver increasingly difficult. One way of improving core-guided solvers is to develop more efficient ways of compiling the cores, decreasing the blow-up of the instance. Most recently, progress in core-guided solvers has been made by developing new ways of compiling the cores via soft cardinality constraints [31, 30, 12] .
In this work we propose weight-aware core extraction (WCE) as a technique that refines the process of how cores are extracted and when they are compiled into the working formula during core-guided MaxSAT search. WCE integrates knowledge of soft clause weights into the core extraction process, and allows for delaying the addition of cardinality constraints into the working formula by enabling the extraction of more cores between compilation steps, thereby also intuitively making the job of the core extractor (SAT solver) easier. In this paper we explain in detail how a specific implementation of clause cloning allows integrating WCE into PMRES, the first algorithm making use of soft cardinality constraints [31] . We also show empirically that WCE noticeably improves the performance of PMRES in practice on standard weighted partial MaxSAT benchmarks from the most recent MaxSAT solver evaluation. Going beyond PMRES, we also explain how ideas behind WCE can be integrated into other core-guided algorithms employing soft cardinality constraints, and to what extent the presented ideas can be used in some of the other MaxSAT approaches utilizing SAT solvers for core extraction.
In terms of related work, ideas underlying WCE have been previously applied for computing lower bounds for MaxSAT instances [18, [20] [21] [22] [23] . Specifically, the lower bounds are applied in the context of core-guided MaxSAT solving before the actual search in [18] . Furthermore, WCE also bears some resemblance with the (weaker) approaches to obtaining bounds during branch-and-bound search for MaxSAT based on detecting unsatisfiable cores by e.g. unit propagation [20] [21] [22] [23] .
The rest of the paper is organized as follows. After necessary background on MaxSAT (Section 2) and a detailed description of the PMRES algorithm (Section 3), we present our main contributions, weight-aware core extraction in the context of PMRES (Section 4). We then present empirical results on the speed-ups obtained via WCE on PM-RES (Section 5), and further, explain how and to what extent the presented technique can be integrated into other SAT-based MaxSAT algorithms (Section 6).
Maximum Satisfiability
For background on weighted partial maximum satisfiability (MaxSAT in short), recall that for a Boolean variable x, there are two literals, the positive x and the negative ¬x. A clause is a disjunction (∨) of literals, and a CNF formula a conjunction (∧) of clauses. When convenient, we treat a clause as a set of literals and a CNF formula as a set of clauses. We assume familiarity with other logical connectives and denote by CNF(φ) a set of clauses logically equivalent to the formula φ; we can assume without loss of generality that the size of CNF(φ) is linear in the size of φ [33] .
A MaxSAT instance consists of a set of hard clauses F h , a set of soft clauses F s , and a function w : F s → N that associates a positive integral cost to each of the soft clauses. We extend w to a set S ⊆ F s of soft clauses by w(S) = C∈S w(C). Further, let w A truth assignment τ is a function from Boolean variables to true (1) and false (0). A clause C is satisfied by τ if τ (l) = 1 for a positive or τ (l) = 0 for a negative literal l ∈ C. A CNF formula is satisfied by τ if τ satisfies all clauses in the formula. If some τ satisfies a CNF formula, the formula is satisfiable, and otherwise unsatisfiable. An assignment τ is a solution to a MaxSAT instance F = (F h , F s , w) if τ satisfies F h . We denote the set of soft clauses not satisfied by τ by Fτ , i.e., Fτ = {C ∈ F s | τ (C) = 0}. The cost of τ is w(Fτ ). A solution τ is optimal (for F ) if w(Fτ ) ≤ w(Fτ ) for every solution τ to F . We denote the cost of optimal solutions to F by COST(F ). Without loss of generality, we will assume that a MaxSAT instance always has a solution, i.e., that F h is satisfiable.
A central concept in modern SAT-based MaxSAT algorithms is that of (unsatisfiable) cores. For a MaxSAT instance F = (F h , F s , w), a subset S ⊆ F s of soft clauses is an unsatisfiable core of F iff F h ∪ S is unsatisfiable. An unsatisfiable core S is minimal (an MUS) of F iff F h ∪ S is satisfiable for all S ⊂ S.
The PMRES Algorithm
In order to explain weight-aware core extraction, we will use the PMRES algorithm [31] . Figure 1 gives PMRES in pseudo-code. When invoked on a MaxSAT instance (F h , F s , w) PMRES works by iteratively calling a SAT solver (line 4) on a working formula, initialized to F h ∪ F s , i.e., considering all hard and soft clauses of the input formula as a SAT instance (line 2). If the working formula is satisfiable (line 5), PMRES returns the satisfying assignment reported by the SAT solver, which is guaranteed to be an optimal solution to the MaxSAT instance [31] . Otherwise the SAT solver returns an unsatisfiable core κ of the working formula. PMRES then proceeds by removing all of the soft clauses in the core from the working formula and cloning a subset of them; clause cloning is a common way of extending MaxSAT algorithms from unweighted to weighted MaxSAT [3, 6, 30, 31, 12] , and works as follows. First the minimum-weight w min κ of clauses in the core κ is determined (line 8). Then each clause in core is removed (line 10), and a soft clone CL(C) of each clause C ∈ κ with w(C) > w min κ is introduced to the working formula and given the weight w(C) − w min κ (lines [11] [12] [13] . After clause cloning, PMRES extends each C ∈ κ by a fresh relaxation variable r and adds the extended clause C ∨ r as hard to the working formula (line 14). The intuition here is that setting r = 1 allows for the corresponding soft clause to be left unsatisfied, while setting r = 0 forces the corresponding clause to be satisfied. Finally, PMRES relaxes the found core by adding a soft cardinality constraint over the introduced r variables via the function RELAX(w min κ , R) (line 16). The added cardinality constraint is encoded as hard and soft clauses using additional new variables d 1 , . . . , d |κ|−1 , and essentially enforces that either exactly one of the introduced relaxation variables is set to true, or some soft clause corresponding to (r i → ¬d i ) is falsified (lines 2-7 of RELAX). In order to see this, notice first that the hard clause (r 1 ∨ . . . ∨ r |κ| ) forces at least one relaxation variable to be set to true, Assume then that two variables r k and r t for some k < t are both set to true. Then the hard clauses of form d i ↔ (r i+1 ∨ d i+1 ) imply that d j is set to true for all j < t. Specifically the variable d k is set to true, and the soft clause encoding (r k → ¬d k ) will become falsified.
We end this section by discussing two improvements that have been proposed for PMRES and other similar core-guided MaxSAT algorithms; the so-called stratification and hardening rules [26, 4, 5] . Assume that PMRES in invoked on a MaxSAT instance F = (F h , F s , w). The stratification rule aims at prioritizing the extraction of cores κ for which w min κ is large. Since the sum of the minimum weights of the extracted cores is a lower bound on the optimal cost of the MaxSAT instance, the goal in extracting cores with large minimum weights is to decrease the total number of iterations required for termination. More precisely, PMRES extended with stratification maintains a bound w max , initialized by a heuristic. During solving, PMRES does not invoke the SAT solver on F w h ∪ F w s , i.e., all of the clauses of the working formula, but rather, only on a subset of them consisting of all hard clauses and the soft clauses with weight greater than w max . Whenever this subset of the working formula is satisfiable, the algorithm checks if the SAT solver was invoked on the whole working formula, i.e., whether w max = 1. If that is the case, the algorithm terminates. Otherwise the value of w max is decreased heuristically, and the search continues. Several different strategies for updating w max have been proposed [4, 5] . A fairly simple one is to initialize w max to the maximum weight of the soft clauses, i.e., w max = max{w(C) | C ∈ F s } and update it by decreasing it to the highest weight of soft clauses that is lower than the current value of w max . 1 The hardening rule attempts to further exploit information that can be obtained from the satisfying assignments obtained during solving in conjunction with stratification. For some intuition, notice that all subsets of the working formula that PMRES with stratification invokes the SAT solver on, always include F h . Hence whenever the SAT solver returns satisfiable, the returned assignment τ is a solution to the MaxSAT instance, and as such an upper bound on the optimal cost of the instance. The hardening rule exploits this fact by noting that any solution τ 2 that does not satisfy a clause C ∈ F w s with w(C) > w(Fτ ) will have w(Fτ 2 ) > w(Fτ ) and as such can not be an optimal solution to F . Hence all such soft clauses have to be satisfied by any optimal solution to F and can therefore be hardened, i.e., turned into hard clauses.
Even though the presentation here is specific to PMRES, the stratification and hardening rules can be used in conjunction with several different core-guided MaxSAT algorithms. This is also the case for weight-aware core extraction presented next.
Weight-Aware Core Extraction for PMRES
We now describe weight-aware core extraction (WCE), a generic technique designed to improve performance of PMRES and other similar MaxSAT algorithms. WCE delays the addition of cardinality constraints to the working formula with the aim of extracting more valid cores (or "core mining") from the working instance before adding more constraints to the formula.
Clause Cloning through Assumptions (without Cloning) WCE requires clause cloning to be implemented in a specific way through assumptions which essentially avoid actual clause cloning (copying) altogether. A similar approach to clause cloning is taken in [1] . For more details, we first need to overview how core extraction is usually implemented in SAT-based MaxSAT solving. Several modern SAT solvers allow querying for the satisfiability of a CNF formula under a set of assumptions, represented as a partial assignment of the variables in the formula. Whenever the formula is unsatisfiable under those assumptions, the SAT solver returns some subset of the assumptions that are required in the proof of unsatisfiability. Notice that not only are unsatisfiable formulas unsatisfiable under all assumptions, but a satisfiable formula may also be unsatisfiable under some assumptions. For example, consider the CNF formula F = {(x∨y), (¬x)}. Although the formula is satisfiable, it is unsatisfiable when assuming x = 1 or y = 0.
Core-guided MaxSAT solvers make use of the assumptions interface in SAT solvers by extending each soft clause C ∈ F s with a fresh assumption variable A(C) and sending the extended clause C ∨ A(C) to the SAT solver. During each SAT solver call, all assumption variables are assumed false, thus reducing all extended clauses C ∨ A(C) to C. Whenever the working formula is unsatisfiable, the SAT solver will return the extracted core κ in terms of the subset of assumption variables corresponding to the clauses in κ. Importantly for the PMRES algorithm, this means that each clause C i ∈ κ is already extended with the variable A(C i ) and that variable can be reused as the relaxation variable r i that would otherwise be introduced on lines 15-16 in the algorithm described in Figure 1 . Notice that whenever the SAT solver is invoked without assuming the value of A(C i ) and the variable only appears in the extended clause C i ∨A(C i ), it can be set to true by the SAT solver, thereby satisfying the extended clause and effectively removing the clause from the formula. The same argument does not hold as soon as other constraints involving A(C i ) are added to the formula.
With this, clause cloning through assumption variables is implemented as follows. Assume that a clause C ∈ κ extended with the assumption variable A(C) needs to be cloned, i.e., it is a member of some extracted core κ and w(C) > w min κ . A simple way of improving on the naive description of clause cloning in Section 3 is to introduce a new soft clause C = (¬A(C)) with weight w(C ) = w(C i ) − w min κ . The correctness of this follows by noting that the extended clause (C∨A(C)) will be hard in all subsequent SAT solver calls. Thus satisfying C forces the clause C to be satisfied as well, achieving the same effect as cloning the whole C. To further improve on this, notice that as C would be added as a soft clause, it would also be extended with an assumption variable and the extended clause C ∨ A(C ) would be sent to the SAT solver. This creates the logical chain ¬A(C ) → ¬A(C) → C. The basic form of clause cloning would then assume the variable A(C ) to false in subsequent SAT solver calls, thus forcing C as well. To refine this, note that the same affect is achieved by simply assuming the value of A(C) to false instead, thus removing the need of introducing the clause C at all. In more detail, when a core κ is extracted, the minimum weight w min κ is computed. Then the weight of each clause C ∈ κ is decreased by w min κ . In subsequent SAT calls, the assumption variable of each clause C with weight w(C) > 0 is assumed false, essentially treating that clause as soft. All other clauses are treated as hard. Refining clause cloning in this way blurs the line between hard and soft clauses. When discussing PMRES with clause cloning implemented through assumptions we say that a clause C is soft as long as the internal SAT solver is invoked assuming A(C) = 0, i.e, as long as w(C) > 0. When w(C) drops to 0, the extended clause (C ∨ A(C)) becomes hard. Notice that in order for w(C) to become 0, the clause C has appeared in at least one core. Hence we have added a cardinality constraint over A(C) so not assuming the value of it does not remove the clause C from the formula.
Except for removing the need of introducing clones to the formula, implementing clause cloning through assumptions also results in tighter cardinality constraints, as illustrated by the following example.
¬y), C 3 = (¬z)}, and w(C 1 ) = 1 and w(C 2 ) = w(C 3 ) = 2. Assume that we invoke the basic version of PMRES, i.e., the algorithm in Figure 1 , on F and that it first extracts the core {C 1 , C 2 }. After relaxing the core the working instance
Here we use CNF(r 1 + r 2 = 1) h and CNF(r 1 + r 2 = 1) s to denote the hard and soft clauses, respectively, introduced in the RELAX subroutine. If PMRES next extracts and relaxes the core {CL(C 2 ), C 3 }, the final working formula will have the hard clauses
This instance is satisfiable by setting r 2 = r 3 = 1 and r 1 = r 4 = 0. In total there are 4 different ways of satisfying the added cardinality constraints. A similar argument holds even if we use the assumption variables of soft clauses in cores when encoding the cardinality constraints and introduce the negations of those variables as soft clauses when performing clause cloning.
If we instead use assumptions to implement clause cloning, the final working formula will have the hard clauses
s with w(C 1 ) = w(C 2 ) = 0 and w(C 3 ) = 1. As w(C 3 ) > 0, the final SAT call will be made assuming A(C 3 ) = 0. Under the assumption, there is only a single way of satisfying the added cardinality constraints. Even disregarding the assumptions, there are only 2 ways of satisfying the added cardinality constraints with one of them resulting in the rest of the instance becoming satisfiable.
WCE
The only core of the instance is {C 2 , C 3 }. Notice, however, that ignoring the added cardinality constraints at this stage and invoking the SAT solver on the (simpler) subset of the working formula consisting of . Then the SAT solver in invoked again with a new set of assumptions. Notice that at each iteration, the weight of at least one soft clause C is dropped to 0. In subsequent SAT solver calls the value of A(C) is not assumed anymore, effectively removing that clause from the formula until the cardinality constraints are added, which is why the working formula will eventually become satisfiable. The algorithm then checks if new cores have been extracted since the last time cardinality constraints were added. If so, the corresponding cardinality constraints are added to the formula and the loop iterates (lines 8-11). If there are no new cores, the algorithm terminates and returns the satisfying truth assignment as an optimal MaxSAT solution (line 7).
Similarly to the stratification rule, all working formulas of PMRES extended with WCE contain the original hard clauses F h . As such, whenever the working formula is satisfiable, the algorithm obtains an upper bound on the cost of the optimal solutions. The bound might in some cases allow PMRES with WCE to terminate even before all cardinality constraints have been added to the working formula.
Example 3. Consider the MaxSAT instance F from Examples 1 and 2. Invoke PMRES with WCE on F and assume that the first core it extracts is again κ 1 = {C 1 , C 2 }. Now the addition of cardinality constraints is delayed and the SAT solver is invoked on F F h ∧(C 1 ∨ A(C 1 )) and F w s = C 2 ∧C 3 with w(C 1 ) = 0, w(C 2 ) = 1 and w(C 3 ) = 2. As w(C 1 ) = 0, the variable A(C 1 ) is not assumed to any value and the clause (C 1 ∨A(C 1 )) can be satisfied by setting A(C 1 ) = 1. Nevertheless, PMRES+WCE still extracts the core κ 2 = {C 2 , C 3 }. On the third iteration the SAT solver is invoked on
) and F w s = C 3 with w(C 1 ) = w(C 2 ) = 0 and w(C 3 ) = 1 assuming A(C 3 ) = 0. This instance is satisfiable. Next the algortihm adds cardinality constraints to form the same (satisfiable) final working instance as shown in Example 1. Then it would invoke the SAT solver on that instance, find it satisfiable, and terminate.
However, by investigating the second to last SAT solver call we see that PMRES+WCE might be able to terminate without adding any cardinality constraints at all. First note that after extracting the cores κ 1 and κ 2 we know that COST(F ) ≥ w min κ 1 + w min κ 2 = 1 + 1 = 2. Now, the second to last SAT solver call is performed on the clauses
The assumption propagates z = 0 which in turn propagates y = 1 and A(C 2 ) = 1. At this point, all clauses except for (¬x ∨ A(C 1 )) are already satisfied. If the internal SAT solver now satisfies the clause by setting x = 0, the cost of the assignment it returns will be 2, thus proving that COST(F ) ≤ 2 and allowing the algorithm to terminate early. Although we in general can not guarantee early termination, empirically we found that it does happen.
The correctness of WCE is based on the correctness of PMRES. For more intuition, note that all cores that are extractable by PMRES with WCE are a subset of the cores that could be extracted by PMRES with clause cloning implemented through assumptions, and that the final working instance of both algorithms is the same.
Related Work
The method presented in [18] for computing MaxSAT lower bounds is equivalent to running Algorithm 2 until the working instance becomes satisfiable for the first time, returning the sum w min κ over all of the cores extracted; already this lower bounding step is shown in [18] to improve the performance of specific MaxSAT algorithms compared to starting search with the trivial bound of 0. Alternatively, WCE can be seen as a more thorough integration of the bound computation and the MaxSAT algorithm itself by performing the lower bound computation in-between each core compilation step. Computation of lower bounds has also received significant interest in the context of branch-and-bound MaxSAT solvers [21] [22] [23] 20] , which rely heavily on good lower bounds in order to prune the search tree. For example, in [21] the authors propose a technique in which unit propagation is used to extract several cores of the working instance in order to compute a lower bound. The main difference to WCE is that WCE is not limited to cores detectable by unit propagation.
Integrating Stratification and Hardening We end this section by discussing how the commonly used stratification and hardening rules can be integrated with WCE. There are two obvious ways of integrating stratification in conjunction with WCE. The first one is to prefer WCE to stratification: initialize the bound w max heuristically [5] and assume the assumption variable A(C) to false only for each of the clauses C with w(C) ≥ w max . Then iteratively extract cores over the subset of soft clauses under consideration, delaying the addition of cardinality constraints until the instance becomes satisfiable. At that point, add the cardinality constraints and continue. Whenever the instance remains satisfiable after the addition of cardinality constraints, harden any possible clauses and decrease the bound w max . The algorithm can terminate when no new cores can be extracted and the SAT solver has been invoked on all soft clauses.
Another, dual way of integrating the two is to prefer stratification to WCE, i.e., to delay the addition of cardinality constraints until w max has been decreased to 1, at which point all cardinality constraints are added and the bound w max is reinitialized. However, the choice between preferring stratification or WCE to the other influences the applicability of the hardening rule and the quality of the satisfiable assignments produced by WCE and stratification. Preferring WCE to stratification we know that, whenever the bound w max needs to be lowered, all clauses C with w(C) ≥ w max are satisfied, thus allowing for the hardening of several soft clauses. In contrast, when preferring stratification to WCE, sound use of the hardening rule requires considering the delayed soft cardinality constraints, of which the SAT solver has had no information during search. The empirical results presented next support this intuition, as preferring WCE to stratification leads to performance boosts within PMRES, while preferring stratification to WCE actually degrades performance compared to PMRES without using WCE.
Experiments
We investigate how WCE affects the performance of the PMRES algorithm in practice. Since the implementation of PMRES by the original authors-coined Eva500a as it participated in MaxSAT Evaluation 2014 [9] -is not available in open source, we reimplemented PMRES on top of the open-source core-guided MaxSAT solver Open-WBO [29] , following the description in the paper introducing the algorithm [31] using Glucose [10] as the underlying incremental SAT solver.
In the experiments we compare the following MaxSAT algorithms.
-PMRES: our re-implementation of the PMRES algorithm using stratification, implemented using assumption variables on soft clauses, hardening, and clause cloning implemented through assumptions. -PMRES+WCE: PMRES extended with WCE, preferring WCE to stratification.
-PMRES+WCE (S/to/WCE): PMRES extended with WCE, preferring stratification to WCE. -Eva500a [31] : the closed-source implementation of PMRES that participated, and won the industrial category of the 2014 MaxSAT Evaluation.
For reference, we also provide a comparison with MSCG15b [30] , a closed-source as the best-performing core-guided MaxSAT solver using soft cardinality constraints in 2016 MaxSAT evaluation. As we will explain later in Section 6, WCE could also be integrated into MSCG. 2 As benchmarks we used the weighted partial industrial (630) and crafted (331) instances from the 2016 MaxSAT Evaluation [9] . The experiments were run on 2.83-GHz Intel Xeon E5440 quad-core machines with 32-GB RAM and Debian GNU/Linux 8 using a per-instance timeout of 3600 seconds.
An overview of the results, comparing the performance of Eva500a and the variants PMRES, PMRES+WCE, and PMRES+WCE (S/to/WCE) of our implementation, is provided through Fig. 3, Fig. 4 , and Table 1 . The "cactus" plot of Figure 3 gives the number of instances solved (x-axis) by the individual solvers under different perinstance time limits (y-axis) over all benchmarks. More detailed results are provided in Table 1 , with the industrial and crafted benchmarks separated by domain, showing the number of instances from each domain, and the number of solved instances and the cumulative running time used for solving the solved instances for each solver. First, note that our PMRES re-implementation is competitive in terms of overall performance with Eva500a; on the industrial instances PMRES solves three more instances overall and uses cumulatively only 55% of the running time that Eva500a uses on the respectively solved instances. On the crafted instances, PMRES solves two instances less than Eva500a but still uses noticeably less time over all solved instances.
Turning to the influence of WCE on the performance of PMRES, we observe that PMRES+WCE (preferring WCE to stratification) has noticeably improved performance wrt PMRES (and thus also Eva500a), solving 11 more industrial and 3 more crafted instances (14 and 1 more than Eva500a). Notice that of all three solvers, PMRES+WCE is the best performing on both industrial and crafted benchmarks. Most interestingly, PMRES+WCE uses at the same time much less time on the solved instances; on the industrial instances PMRES+WCE uses in total 55% of the time PMRES uses and 30% of the time Eva500a uses, even though PMRES+WCE solves more instances than PMRES and Eva500a individually. A similar observation can be made of the crafted instances; PMRES+WCE uses 81% of the time used by PMRES and 59% of the time used by Eva500a, again solving more instances than either one. The scatter plot of Fig. 4 gives a per-instance running time comparison on a log-log scale of PMRES+WCE and PMRES, with the ticks below the y = x line representing instances on which PMRES+WCE is faster that PMRES. The colors of the ticks distinguish between the benchmark domains listed in Table 1 . Next, we consider the question of the relative influence of preferring stratification or WCE within PMRES. Here we observe that PMRES+WCE (S/to/WCE)-preferring stratification over WCE-actually harms the overall performance of PMRES noticeably, making it perform worse than Eva500a overall (see Fig. 3 ). This supports the earlier discussed intuition that preferring WCE to stratification assures that whenever the bound w max needs to be lowered, all clauses C with w(C) ≥ w max are satisfied, thus allowing for hardening several soft clauses. In contrast, when preferring stratification to WCE, sound use of the hardening rule requires considering the delayed soft cardinality constraints, of which the SAT solver has had no information during search.
Finally, we consider the relative performance of PMRES+WCE and MSCG15b. Here we note that this is not a direct comparison of the influence of WCE in the sense that MSCG15b does not implement the PMRES algorithm of Eva500a, but rather a different core-guided algorithm using soft cardinality constraints, OLL [2, 30] . As we will explain later in Section 6, WCE can also be integrated into the OLL algorithm. However, we could not implement WCE directly to MSCG as MSCG is not available in open source. Nevertheless, a comparison of the performance of PMRES+WCE and MSCG15b is provided in Table 2 . Overall MSCG15b solves 12 more industrial instances than PMRES+WCE. However, at the same time MSCG used considerably more time per solved instance; this can be observed by inspecting the total cumulative run- 
WCE and Other SAT-Based MaxSAT Algorithms
In this section we discuss WCE in a more general setting and the question of to what extent it could be applied to other recently proposed MaxSAT algorithms. The key to integrating WCE with a core-guided MaxSAT algorithm is whether clause cloning can be implemented through assumptions in the algorithm. As far as we understand, the reason clause cloning through assumptions can be added to PMRES is the fact that no clause ever appears in a core more than once. In more detail, let κ be a core extracted by PMRES during solving and assume C ∈ κ needs to be cloned, i.e., that w(C) > w min κ . Since the extended clause C ∨ A(C) is added to the working formula as hard, that clause is not going to be extracted in any subsequent cores, but rather, only its clone CL(C) or some of the soft clauses added in RELAX(w min κ , R). This simple observation is a key to implementing clause cloning through assumptions.
WPM1
As an example of an algorithm in which clause cloning seems to be difficult to implement through assumptions, consider the WPM1 algorithm [24, 3] . WPM1 works similarly to PMRES in the sense that it uses a SAT solver to extract and relax unsatisfiable cores of the input instance F . Given a core κ, WPM1 clones its clauses similarly to PMRES and extends each clause C i ∈ κ (now of weight w min κ ) with a fresh relaxation variable r i . For WCE, the key difference between PMRES and WPM1 is that WPM1 leaves all extended clauses C i ∨ r i as soft in the working formula and adds a cardinality constraint CNF( r i = 1) as hard clauses. Hence the extended clause might appear in subsequent cores, making it difficult if not impossible to also reuse it as its own clone.
Finally, we point out MaxSAT algorithms to which WCE can be integrated.
OLL & K Two algorithms that closely resemble PMRES 3 are OLL [2, 30] and K [1] . Both extract cores iteratively, harden and clone the clauses in cores, and compile them into the formula using soft cardinality constraints. In contrast to PMRES, OLL makes use of cardinality networks in order to dynamically modify the previously added cardinality constraints while K uses parametrized constraints for bounding their size. In both cases the clauses in the extracted cores are hardened and do not appear in subsequent cores, and as such WCE could be incorporated into both algorithms. Indeed, at least the K algorithm does implement clause cloning through assumptions [1] . The MSCG15b MaxSAT solver considered in Section 5 implements OLL.
WPM3 [7] maintains a set of at-most constraints, initialized to not allow any soft clauses to be falsified. During solving all clauses are treated as hard and the at-most constraints as soft, and hence all cores are subsets of these constraints. After finding a new core, WPM3 performs clause cloning and then merges the constraints to form new ones that make effective use of the global core structure. In contrast to OLL and PMRES, the cardinality constraints in the extracted cores are not hardened, but instead removed from the instance. To the best of our understanding, the version of WPM3 presented in [7] does not use the SAT solver iteratively, but instead rebuilds it on each iteration. Hence the idea of implementing clause cloning through assumptions is not applicable to this version of WPM3, even though it might be if the algorithm is extended with incremental cardinality constraints in the spirit of [28] . However, the discussed requirement of a clause in a core not appearing in any subsequent cores is satisfied by the algorithm. Thereby delaying the modification of cardinality constraints could be incorporated to the presented version of WPM3.
WMSU3
[27] maintains a single cardinality constraint r∈R r = λ over the set R of relaxation variables of clauses appearing in cores extracted so far. When a new core κ is extracted, all the assumption variables A(C) of clauses C ∈ κ are reused as relaxation variables, i.e., added into the set R, after which a new bound λ is computed and the solver invoked again. Here λ is a lower bound on the optimal cost of the instance. As noted in Section 4, WCE can be viewed as an extension of the lower bounding technique from [18] , the difference being that WMSU3 extended with WCE would perform such a core mining step in between each modification of the cardinality constraint, not only before the cardinality constraint is added.
SAT-IP Hybrids
Finally, also the SAT-IP hybrid solvers MaxHS [15] and LMHS [32] , based on the implicit hitting set approach to MaxSAT, could potentially make use of specific ideas related to WCE. Specifically, WCE could be incorporated into the disjoint core extraction phase-that is very important in terms of performance in practice [15] in this context in a straight-forward way: instead of ruling out each clause C in a core κ from the working instance during the disjoint phase, lower the weight of all clauses in the core by w min κ , and rule out only those clauses whose weight is lowered to 0.
