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Abstract
A two-dimensional Schro¨dinger operator with a constant magnetic ﬁeld perturbed by a
smooth compactly supported potential is considered. The spectrum of this operator consists of
eigenvalues which accumulate to the Landau levels. We call the set of eigenvalues near
the nth Landau level an nth eigenvalue cluster, and study the distribution of eigenvalues in the
nth cluster as n-N: A complete asymptotic expansion for the eigenvalue moments in the nth
cluster is obtained and some coefﬁcients of this expansion are computed. A trace formula
involving the eigenvalue moments is obtained.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction and main results
1.1. Introduction
Let H in L2ðR2; dx1 dx2Þ be the following magnetic Schro¨dinger operator:
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The operator H describes a quantum particle in R2 in a constant homogeneous
magnetic ﬁeld of the magnitude B; it is often called the Landau Hamiltonian. It is
well known [10] that the spectrum of H consists of a sequence of eigenvalues
(Landau levels) Ln ¼ Bð2n þ 1Þ; nAZþ  f0; 1; 2;yg: Each of these eigenvalues has
inﬁnite multiplicity.
Let VACN0 ðR2Þ be a real valued function (potential in physical terminology).
Consider the spectrum of the operator H þ V : It is well known (see [3]) that V is a
relatively compact perturbation of H and therefore the essential spectrum of H þ V
is the same as that of H; i.e. consists of the Landau levels. The operator H þ V may
have eigenvalues of ﬁnite multiplicities which can accumulate to the Landau levels.
Deﬁning disjoint intervals D0 ¼ ½inf sðH þ VÞ; 2BÞ; Dn ¼ ½Ln  B;Ln þ BÞ; nAN;
we obtain the inclusion sðH þ VÞCSNn¼0 Dn:We shall call the set sðH þ VÞ-Dn the
nth eigenvalue cluster. For a ﬁxed n; the distribution of eigenvalues in the nth cluster
was studied in [12,13] (these papers contain also references to previous work on this
problem). It was found that eigenvalues accumulate to Ln super-exponentially fast.
Our aim is to study the asymptotic distribution of eigenvalues in the nth cluster as
n-N: Our ﬁrst preliminary result is that the width of the nth cluster is Oðn1=2Þ:
Proposition 1.1. There exist C40 and NAN such that for all nXN; one has
sðH þ VÞ-DnCðLn  Cn1=2;Ln þ Cn1=2Þ:
The constants C and N depend only on supxAR2 jVðxÞj and on the diameter of suppV :
The power n1=2 in the above proposition is sharp; see Remark 3.2 below.
1.2. Definition of eigenvalue moments mn
We would like to deﬁne moments of eigenvalues in the nth cluster. First, in order
to explain the main idea of the deﬁnition, let us deﬁne the eigenvalue moments
‘naively’ for the case jjV jjoB; here and in what follows jjV jj  jjV jjLN : Fix nAZþ
and enumerate l1; l2; l3;y all eigenvalues in the nth cluster so that jl1  LnjXjl2 




ðlj  LnÞ; nAZþ ðjjV jjoBÞ: ð1:1Þ
By the above quoted result of [12,13], the rate of convergence lj-Ln as j-N is
super-exponential, and therefore series (1.1) converges absolutely.
In order to give the deﬁnition of eigenvalue moments which is suitable both for the
case jjV jjoB and for the case jjV jjXB; we need to recall the notion of the spectral
shift function for the pair of operators H þ V ; H: The spectral shift function was
introduced in an abstract operator theoretic setting in [11,9]; see also the book [16].
Recall that under our assumption VACN0 ðR2Þ; one has (see [3])
ðH þ V  l0Þ1  ðH  l0Þ1ATrace class; l0oinf sðH þ VÞ: ð1:2Þ
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This enables one to deﬁne the spectral shift function xAL1locðRÞ for the pair H þ V ;
H: The spectral shift function x is uniquely determined by the following two
conditions:
(i) For any ‘test function’ fACN0 ðRÞ; one has the trace formula:




(ii) xðlÞ ¼ 0 for loinfsðH þ VÞ:
Note that fðH þ VÞ  fðHÞATrace class by (1.2) (see [16]). In fact, the class of
admissible test functions f is much wider than CN0 ðRÞ: In particular, this class
includes exponentials fðlÞ ¼ etl; t40; and the functions fðlÞ ¼ ðl z0Þ2;
z0AC\R; we will use these facts in the sequel.
Condition (i) determines the spectral shift function up to an additive constant;
condition (ii) ﬁxes this constant. As it follows from the trace formula (1.3), for
lAR\sðH þ VÞ the spectral shift function can be determined by (see [16, Section 8.7
and formula (8.2.20)])
xðlÞ ¼ TrðEHðlÞ  EHþV ðlÞÞ; lAR\sðH þ VÞ; ð1:4Þ
where EHðlÞ and EHþV ðlÞ are the spectral projections of H and H þ V associated
with the interval ðN; lÞ: In particular, it follows that x is constant and integer-
valued on the intervals of the set R\sðH þ VÞ:




xðlÞ dl; nAZþ: ð1:5Þ
Let us explain why deﬁnitions (1.5) and (1.1) coincide for jjV jjoB: From (1.4) one
can see that for jjV jjoB
xðlÞ ¼
the number of eigenvalues
of H þ V in ðl;Ln þ BÞ if lAðLn;Ln þ BÞ;
ð1Þ  the number of eigenvalues
of H þ V in ðLn  B; lÞ if lAðLn  B;LnÞ:
8>><>>: ð1:6Þ
From here it follows that (1.5) and (1.1) coincide.
Remark. Proposition 1.1 shows that
sðH þ tVÞ-DnCðLn  Cn1=2;Ln þ Cn1=2Þ 8tA½0; 1
for any V (without the restriction jjV jjoB) and all sufﬁciently large n: From here,
using (1.4) and a continuity in t argument, one can prove that for any V and all
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sufﬁciently large n;
supp x-DnCðLn  Cn1=2;Ln þ Cn1=2Þ ð1:7Þ
and (1.6) holds true. Thus, for any V ; deﬁnition (1.1) is applicable for all sufﬁciently
large n:
1.3. Main result


























jx  yj dx dy: ð1:9Þ














V 2ðxÞ dx ð1:10Þ
holds true.
Remarks. (i) The coefﬁcients a0; a1; a2 are obtained by comparing the asymptotic
expansion (1.8) with the small t asymptotic expansion of TrðetðHþVÞ  etHÞ—see
Section 2 below. It does not seem possible to obtain the coefﬁcient a3 by using a
similar argument; we obtain it by a more direct analysis (see end of Section 4). (ii) A
similar trace formula for the two-dimensional perturbed harmonic oscillator was
obtained in [7]. (iii) It might be interesting to note in connection with the formula for
a3 that the integral
R R VðxÞVðyÞ
jxyj dx dy appears as the coefﬁcient of the leading term in
the high-energy asymptotic expansion of the total scattering cross-section for the
pair of operators D; Dþ VðxÞ in L2ðR2Þ: (iv) Some results concerning the
eigenvalue distribution in clusters for large n can be found in [14]. Also, related
results concerning the distribution of eigenvalues of H þ V in various asymptotic
regimes can be found in [5,8].
Along with the moments mn; we will use the higher order moments
mðkÞn ¼ ðk þ 1Þ
Z
Dn
ðl LnÞkxðlÞ dl; kAN; nAZþ: ð1:11Þ
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In the case jjV jjoB; the last deﬁnition becomes mðkÞn ¼
P
jðlj  LnÞkþ1: We will also















; kAN; n-N: ð1:12Þ
Below for consistency we write mn  mð0Þn ; aj  að0Þj :
1.4. The structure of the paper
We will use three distinct arguments to prove Proposition 1.1, the asymptotic
expansions (1.8), (1.12) and the trace formula (1.10). The proof of Proposition 1.1 is
self-contained, the proof of the asymptotic expansions (1.8) and (1.12) depends on
estimates (3.2) and (3.3) obtained in the proof of Proposition 1.1, and the proof of
the trace formula (1.10) depends on both Proposition 1.1 and expansions (1.8) and
(1.12).
In Section 2, assuming Proposition 1.1 and the validity of the asymptotic
expansions (1.8) and (1.12), we prove the trace formula (1.10) and derive formulae
(1.9) for the coefﬁcients a0; a1 and a2: The argument is quite elementary.
Proposition 1.1 is proven in Section 3.
In Sections 4–6, we justify the asymptotic expansions (1.8) and (1.12). The proof is
based on a detailed analysis of the properties of the integral kernel of the resolvent of
H (see (5.1)) and on some facts from the theory of conﬂuent hypergeometric
functions. This part of the paper is fairly elementary in nature but it is technically
rather complicated.
In Section 4, we also prove formula (1.9) for the coefﬁcient a3:
1.5. Notation
We use notation jjAjj; jjAjjS2 ; jjAjjS1 for the operator norm, the Hilbert–Schmidt
norm, and the trace class norm of an operator A: By C; c we denote various
constants in the estimates.
2. Proof of the trace formula
2.1. Heat kernel asymptotics
Lemma 2.1. The asymptotic formula








V 2ðxÞ dx þ Oðt2Þ; t-þ 0 ð2:1Þ
holds true.
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Proof. The required asymptotics can be obtained by using general results on
asymptotic expansions of heat kernels of second order elliptic operators. However,
the two term asymptotic formula (2.1) is considerably simpler than the aforemen-
tioned general results, and so we prefer to give a direct ‘elementary’ proof. We use
the formula




and the explicit formula for the integral kernel of etH ; t40 (see [3]):
etHðx; yÞ ¼ B
4p sinhðBtÞ exp 
B
4




; x; yAR2; ð2:3Þ
where ½x; y  x1y2  x2y1: Iterating (2.2), we obtain










































ðcoth Bs þ coth Bðt  sÞÞjzj2
 
WðzÞ;
where WðzÞ ¼ B2ð4pÞ2
R
R2
VðyÞVðy þ zÞ dy: Let us write WðzÞ as a sum of three terms:
WðzÞ ¼ Wð0Þ þ/rWð0Þ; zSþ W˜ðzÞ; jW˜ðzÞjpCjzj2; and split I2ðtÞ accordingly:











V 2ðxÞ dx þ Oðt3Þ; t-þ 0:
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It is easy to see that the integral I
ð2Þ
















ds s sinh Bs sinh Bðt  sÞ ¼ Oðt2Þ; t-þ 0:
Finally, let us estimate the term I3ðtÞ: Using the Hilbert–Schmidt norm estimate
jjetHV jjS2pCt1=2; t40; we obtain
jTrðeðtt1ÞHVeðt1t2ÞHVeðt2t3ÞHVet3ðHþVÞÞj
pjjeðtt1ÞHV jjS2 jjeðt1t2ÞHV jjS2 jjV jj jjetðHþVÞjjp
Cﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t  t1p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃt1  t2p ;
which yields I3ðtÞ ¼ Oðt2Þ; t-þ 0: &
2.2. Auxiliary estimate
Lemma 2.2. One has Z
Dn
jxðlÞj dl ¼ Oð1Þ; n-N:
Proof. Recall that the spectral shift function is monotone with respect to the
perturbation V : I.e., denoting temporarily by xðl; VÞ the spectral shift function
corresponding to the potential V ; we have
if V1pV2; then xðl; V1Þpxðl; V2Þ a:e: lAR:
Let us choose V1;V2ACN0 ðR2Þ such that
V1X0; V2p0 and V2pVpV1:
Then
xðl; V2Þpxðl; VÞpxðl; V1Þ; xðl; V1ÞX0; xðl; V2Þp0:
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By asymptotics (1.8) for mð0Þn ; applied to the potentials V1 and V2; the r.h.s. of the last
inequality is Oð1Þ as n-N: &





1. By Krein’s trace formula (1.3) with fðlÞ ¼ etl; t40; and Lemma 2.1, we
obtain Z N
N











V2ðxÞ dx þ OðtÞ ð2:4Þ
as t-þ 0: On the other hand, one can rewrite the integral in the l.h.s. of (2.4) as a








Let us use Taylor’s formula for etl; lADn:
jetl  etLnð1 tðl LnÞ þ 1
2
t2ðl LnÞ2ÞjpCt3jl Lnj3; lADn: ð2:6Þ




























tLn þ Oðt3Þ; t-þ 0: ð2:8Þ
Below we compare (2.4) and (2.8).










































Using (2.9)–(2.11) and the asymptotic expansions (1.8) and (1.12) for mðkÞn ; we obtain



























tLn ¼ Oðlog tÞ:






VðxÞ dx; að0Þ1 ¼ að0Þ2 ¼ 0:








































þ oð ﬃﬃtp Þ ð2:15Þ
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as t-þ 0: Upon comparing with (2.4), we ﬁnd the trace formula (1.10) and also the
formula
að1Þ0 ¼ 8Bað0Þ3 : ð2:16Þ
We will use (2.16) later in Section 4 in order to determine the coefﬁcient að0Þ3 : &
3. Proof of Proposition 1.1
Let Pn; nX0; be the orthogonal projection onto the eigenspace of the operator H
corresponding to the Landau level Ln: An explicit formula for the integral kernel of
Pn is available (see e.g. [13]):













; x; yAR2; ð3:1Þ
where Ln is the Laguerre polynomial and ½x; y ¼ x1y2  x2y1:
Lemma 3.1. Let V be any bounded function on R2 with compact support. Then
jjjV j1=2PnjV j1=2jj ¼ Oðn1=2Þ; n-N; ð3:2Þ
jjjV j1=2PnjV j1=2jjS2 ¼ Oðn1=4Þ; n-N: ð3:3Þ
In the proof of Proposition 1.1, we will only need the operator norm estimate
(3.2). The Hilbert–Schmidt norm estimate (3.3) will be used in Section 4.






Þ þ RnðtÞ; RnðtÞ ¼ Oðn3=4Þ; n-N; ð3:4Þ
where the bound Oðn3=4Þ is uniform in t on any bounded sub-interval of ½0;NÞ: Let
us write
jV j1=2PnjV j1=2 ¼An þBn;
where An and Bn are the operators in L
2ðR2Þ with the integral kernels






jx  yjÞei B2½x;yjVðxÞj1=2jVðyÞj1=2;
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As V is bounded and compactly supported, (3.4) gives
jjBnjjS2 ¼ Oðn3=4Þ; n-N: ð3:6Þ
Let us prove the estimate (3.3). By (3.6), we only need to check that
jjAnjjS2 ¼ Oðn1=4Þ:
The latter estimate immediately follows from the explicit form of the kernel of An





Next, let us prove estimate (3.2). Let fAn be the operator in L2ðR2Þ with the
integral kernel







Note that up to a constant,fAn coincides with the imaginary part of the sandwiched
resolvent of the operator D in L2ðR2Þ:
fAn ¼ 2Bp ImðjV j1=2ðD Ln  i0Þ1jV j1=2Þ:
It is well known (see [2]) that
jjjV j1=2ðD l i0Þ1jV j1=2jj ¼ Oðl1=2Þ; l-N:
Thus, we obtain
jjfAnjj ¼ Oðn1=2Þ; n-N: ð3:7Þ
Next, observe that the kernel of fAn differs from that of An by a factor ei B2 ½x;y: We
are going to use this observation and apply the theory of ‘multipliers of kernels of
integral operators’ [4]. Let O be a sufﬁciently large ball in R2 so that supp VCO and
let rALNðO OÞ: For a Hilbert–Schmidt class operator T on L2ðOÞ with the
integral kernel Tð; ÞAL2ðO OÞ; let eT be the operator with the integral kernel
Tðx; yÞrðx; yÞ: Evidently, eT is also a Hilbert–Schmidt class operator and one has the
estimate jj eT jjS2pjjrjjLN jjT jjS2 :
Next, suppose that the mapping T/ eT sends the trace class S1 into itself and there
is a trace class norm bound jj eT jjS1pCðrÞjjT jjS1 : Then, by duality between the trace
class S1 and the class BðL2ðOÞÞ of all bounded operators on L2ðOÞ; the mapping
T/ eT can be extended onto BðL2ðOÞÞ and the norm bound jj eT jjpCðrÞjjT jj holds
true for this extension; see [4] for the details. In this case r is called a bounded
multiplier on the class BðL2ðOÞÞ:
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where HsðOÞ is the standard Sobolev class. Clearly, rðx; yÞ ¼ ei B2 ½x;y satisﬁes the
above condition, and therefore
jjAnjjpCjjfAnjj ¼ Oðn1=2Þ; n-N;
which, together with (3.6), yields (3.2). &
Proof of Proposition 1.1. The proof is valid for any bounded compactly supported
potential. By the Birman–Schwinger principle, it sufﬁces to show that for some C40
and all sufﬁciently large n;
jjjV j1=2RðlÞjV j1=2jjo1; for all lADn; jl Lnj4 Cﬃﬃﬃ
n
p ; ð3:8Þ













jLk  lj þ jjjV j
1=2 eRðlÞjV j1=2jj:
By the choice of l; one has jjjV j1=2 eRðlÞjV j1=2jjo1=2:




jLk  lj pð2l þ 1ÞOðn
1=2Þ max
nlpkpnþl
jLk  lj1 ¼ Oðn1=2ÞjLn  lj1:
Thus, we get (3.8) for sufﬁciently large C40: &
Remark 3.2. (1) The operator norm estimate (3.2) is sharp, i.e. for any V not





for some c40 and all sufﬁciently large n: Indeed, without the loss of generality
assume that suppV contains an open neighbourhood of zero and let eV be a
spherically symmetric potential, eVðxÞ ¼ vðjxjÞpjVðxÞj: Then by Lemma 3.3 of [13],
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ÞettkLðkÞn ðtÞ2 dt; k ¼ n;n þ 1;n þ 2;y; ð3:9Þ
where L
ðkÞ
n are the Laguerre polynomials. Taking k ¼ 0 and using asymptotics (3.4)
and the asymptotics of the Bessel function, one obtains that (3.9) has asymptotic
behaviour cn1=2ð1þ oð1ÞÞ; as n-N:
(2) Using the above observation and an argument similar to the proof of
Proposition 1.1, one can prove that Proposition 1.1 is sharp in the following sense.
Suppose that the potential V is not identically zero and is either non-negative or
non-positive. Then for some c40 and all sufﬁciently large n;
ðthe width of the nth eigenvalue clusterÞXcn1=2:
4. Proof of the asymptotic expansions (1.8) and (1.12)
We will prove the asymptotic expansions (1.8) and (1.12) by expressing the
eigenvalue moments mðkÞn as contour integrals of an analytic function. Let Gn be a
positively oriented circle around Ln with the radius B: First, we need estimates on the
norm of the ‘sandwiched resolvent’ of H on the contours Gn:
Lemma 4.1. For n-N; one has
sup
zAGn
jjjV j1=2RðzÞjV j1=2jj ¼ Oðn1=2 log nÞ; ð4:1Þ
sup
zAGn
jjjV j1=2RðzÞjV j1=2jjS2 ¼ Oðn1=4 log nÞ: ð4:2Þ






















p jBð2x þ 1Þ  zj
þ Oðn1=2Þ ¼ Oðn1=2 log nÞ
as n-N: Estimate (4.2) can be proven in a similar fashion by using (3.3). &
The core of the proof of expansions (1.8) and (1.12) is the following lemma.
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Lemma 4.2. For all kAZþ and all jX2; the integralsZ
Gn
TrðVRðzÞÞjðz  LnÞk dz ð4:3Þ
have a complete asymptotic expansion in integer powers of n1=2 as n-N:
The proof of Lemma 4.2 is given in Sections 5 and 6.
Proof of the asymptotic expansions (1.8) and (1.12). First of all, note that it sufﬁces to
prove (1.8) and (1.12) with some complex coefﬁcients aðkÞj ; indeed, as m
ðkÞ
n are real, a
posteriori the coefﬁcients aðkÞj are easily seen to be real. Thus, in what follows we will
work with expansions with complex coefﬁcients.
By [3, Theorem 2.11], the difference of the resolvents of H þ V and H belongs to
the trace class. This enables us to deﬁne the analytic function





ðl zÞ2 dl; zAC\ðsðHÞ,sðH þ VÞÞ:
The second equality in the above formula is due to Krein’s trace formula (1.3). Let n
be sufﬁciently large so that





(see (1.7)). Let, as above, Gn be a positively oriented circle around Ln with the radius

















xðlÞðl LnÞk dl ¼ mðkÞn : ð4:4Þ
Firstly, we prove expansion (1.12) (i.e. assume kX1). Expanding the resolvent





Lemma 4.1 ensures that the series in (4.5) converges absolutely for zAGn and large n:
Substituting expansion (4.5) into (4.4) and subsequently integrating by parts in
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each term of the series, we obtain









TrðVRðzÞÞjðz  LnÞk dz; kAN: ð4:6Þ
Here the summation starts from j ¼ k þ 1; as for jpk the integrand is analytic at
z ¼ Ln and therefore the integral vanishes. Using Lemma 4.1, we obtain the
following estimates for the integrals in the r.h.s. of (4.6):Z
Gn
TrðVRðzÞÞjðz  LnÞk dz
 pBk Z
Gn
jjjV j1=2RðzÞjV j1=2jj2S2 jjjV j1=2RðzÞjV j1=2jjj2 dz







This ensures that series (4.6) converges absolutely (for sufﬁciently large n) and gives a









TrðVRðzÞÞjðz  LnÞk dz

 ¼ Oððlog nÞNnðN1Þ=2Þ; n-N: ð4:7Þ
Combining Lemma 4.2 with estimate (4.7), we obtain that the moments mðkÞn ; kX1
have an asymptotic expansion in integer powers of n1=2 as n-N: We also need to
prove (see (1.12)) that ﬁrst several terms of the expansion for mðkÞn vanish, so that the
expansion starts from the term Cnk=2: This can be seen as follows. For j ¼ k þ 1 we
can compute the integral in the series (4.6), which gives










TrðVRðzÞÞjðz  LnÞk dz; kAN: ð4:8Þ
Lemma 3.1 gives
jTrðVPnÞkþ1jpjjjV j1=2PnjV j1=2jj2S2 jjjV j
1=2
PnjV j1=2jjk1 ¼ Oðnk=2Þ; n-N:
Combining this with estimate (4.7) with N ¼ k þ 2; we obtain mðkÞn ¼ Oðnk=2Þ as
n-N:
Secondly, we prove expansion (1.8), i.e., the case k ¼ 0: Here the only difference is
that the ﬁrst term in the series (4.6) is not well deﬁned, as VRðzÞ is not of the trace
class. However, this term can be written as (cf. (4.8)) TrðjV j1=2PnjV j1=2signVÞ; and




VðxÞ dx: The rest of the argument is the same as for kX1: &
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jx  yj dx dy: ð4:9Þ
By (2.16), this yields formula (1.9) for að0Þ3 :
Due to (4.8) and (4.7), we have
mð1Þn ¼ TrðVPnÞ2 þ Oððlog nÞ3n1Þ; n-N;













































4n þ 2p Þ2hðtÞt dt þ Oðn3=4Þ; n-N:











J0ðxÞ2  2px cos x 
p
4
  2 pCx1ð1þ xÞ1; x40: ð4:10Þ
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4n þ 2p cos t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ



































4n þ 2p ð1þ t ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ4n þ 2p ÞhðtÞt dt ¼ oðn1=2Þ: ð4:12Þ
Combining (4.10)–(4.12), and computing the integral
RN
0 hðtÞ dt yields formula
(4.9). &
5. Analytic properties of the resolvent RðzÞ
In this section, we discuss analytic properties of the integral kernel of the resolvent
RðzÞ ¼ ðH  zÞ1 and reduce the proof of Lemma 4.2 to Lemma 6.1. Our analysis is
based on the following explicit formula for this kernel:
Lemma 5.1. For any zAC\sðHÞ; the integral kernel of the resolvent RðzÞ of the
magnetic Hamiltonian H can be expressed in terms of G-function and confluent
hypergeometric function Uða; b; zÞ as follows:

























where x; yAR2; xay:
Proof. Let us employ the integral representation [1, (13.2.5)] for the conﬂuent
hypergeometric function
GðaÞUða; 1; zÞ ¼
Z N
0
eztta1ð1þ tÞa dt; 0oRe ao1; z40 ð5:2Þ
and the explicit formula (2.3) for the heat kernel [3] of the magnetic Hamiltonian H:
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denoting z ¼ B
2
jx  yj2; making the change of variable t ¼ ðcothðBtÞ  1Þ=2 in the
integral, and taking into account (5.2), one obtains (5.1) for BoRe zoB: Analytic
continuation in z completes the argument. &
For the reader’s convenience and ease of further reference we start by recalling the
necessary facts about the conﬂuent hypergeometric functions Uða; b; zÞ; Mða; b; zÞ:
Our main sources are [1,15]. The functions Uða; b; zÞ and Mða; b; zÞ are two linearly




þ ðb  zÞ dU
dz
 aU ¼ 0:
We are only interested in the case b ¼ 1 (see (5.1)) or b lying in a small
neighbourhood of 1, so we assume that jb  1jo1=2; this will simplify our
discussion. We also assume 0ozpR for some ﬁxed R40; as we are interested in
the case z ¼ B2jx  yj2 when both x and y are in supp V (see (4.3)).
The function Mða; b; zÞ is given by a convergent Taylor series








þ aða þ 1Þða þ 2Þ




As it is readily seen from the above series, Mða; b; zÞ is analytic in ða; b; zÞAC fb :





Gð1þ a  bÞGðbÞ Mða; b; zÞ  z




We assume that arg z ¼ 0; this ﬁxes the branch of z1b: The function GðaÞUða; b; zÞ is
meromorphic in aAC with poles at a ¼ 0;1;2;y which correspond to the
Landau levels—see (5.1).
The r.h.s. of (5.3) is analytic in b with a removable singularity at b ¼ 1; the limit as
b-1 is easy to compute:
GðaÞUða; 1; zÞ ¼ 2Mb0ða; 1; zÞ  Ma0ða; 1; zÞ  ð2gþ cðaÞ þ log zÞMða; 1; zÞ; ð5:4Þ
where Ma
0 ¼ @M@a ; Mb0 ¼ @M@b ; cðaÞ ¼ G0ðaÞ=GðaÞ is the digamma function, g is Euler’s
constant g ¼ cð1ÞE0:577; and log zAR; z40:
Using the reﬂection formula for the c function,
cðaÞ ¼ cð1 aÞ  p cotðpaÞ;
let us rearrange formula (5.4) as
GðaÞUða; 1; zÞ ¼ eMða; zÞ þ p cotðpaÞMða; 1; zÞ; ð5:5Þ
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eMða; zÞ ¼ 2Mb0ða; 1; zÞ  Ma0ða; 1; zÞ  ð2gþ cð1 aÞ þ log zÞMða; 1; zÞ: ð5:6Þ
The function eMða; zÞ is analytic in a at the points aAZþ: The singularities of the
function GðaÞUða; 1; zÞ written in the form (5.5) are easy to analyse, as they are due
to the elementary function cot pa: Incidentally, (5.5) gives a formula for the residues
of the resolvent RðzÞ; due to the identity Mðn; 1; zÞ ¼ LnðzÞ; this formula agrees
with (3.1).
Proof of Lemma 4.2. Substituting formula (5.1) into the integrals (4.3) and using
(5.5), we see that in order to obtain the required asymptotic expansions, we need to
analyse the asymptotics of the integralsZ
gn
ða þ nÞkðcot paÞuGðaÞ da; n-N; kAZþ; uAN; ð5:7Þ























; xjþ1 ¼ x1;
each of the functionsMpða; zÞ is either Mða; 1; zÞ or eMða; zÞ and at least one of the
functions Mpða; zÞ is Mða; 1; zÞ:
Applying the residue formula to the integral (5.7), we see that the required
statement follows from Lemma 5.2 below. &
Lemma 5.2. For any FACN0 ðR2jÞ; let GðaÞ be given by (5.8), where each of the
functions Mpða; zÞ is either Mða; 1; zÞ or eMða; zÞ and at least one of the functions
Mpða; zÞ is Mða; 1; zÞ: Then the function GðaÞ and all of its derivatives GðsÞðaÞ; sX1;
admit asymptotic expansions in integer powers of jaj1=2 as a-N; aAR:
Proof. The proof is based on using suitable asymptotic expansions of the functions
Mða; 1; zÞ and eMða; zÞ in terms of Bessel functions and on application of Lemma 6.1.
(i) First consider the special case whenMpða; zÞ ¼ Mða; 1; zÞ for all p in (5.8). Our
main tool is a convergent expansion of Mða; b; zÞ in terms of Bessel functions due
to Tricomi [15]. For our purposes it sufﬁces to consider the following range
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of parameters:
Re ap 1; jIm ajp1; jb  1jp1=2; 0ozpR ð5:9Þ
for some ﬁxed R40: The expansion of [15] (see also [1, (13.3.7)]) reads:












where Jb1þm are Bessel functions and Am ¼ Amða; bÞ are the coefﬁcients in Taylor
expansion













Note that Reðb  2aÞX1 and the principal values of ððb2aÞz2 Þð1bÞ=2 and
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð2b  4aÞp
are taken in (5.10). Due to a fast decay of the Bessel function JnðzÞ for n-N; the
series (5.10) converges absolutely for the range of parameters (5.9). Take b ¼ 1 and
for a given NAN; write Tricomi’s expansion (5.10) as















Let us recall the argument of [15] which gives the estimate for M
ð1Þ
N ða; zÞ: By






ÞjpC for mAZþ; Re ap 1; jIm ajp1; 0ozpR: ð5:13Þ
Next, one needs a bound for the coefﬁcients Am of expansion (5.10). Applying
Cauchy’s theorem to Taylor expansion (5.11) yields
jAmjprm maxjzj¼r j f ðzÞj
for any rAð0; 1Þ: Note that









12 mð1þ Cjaj1512ÞRe ap2Cjaj 512 m: ð5:14Þ
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jaj 512 m R
2 4a
 m=2
¼Oðjaj 112 NÞ; Re a-N; jIm ajp1: ð5:15Þ
In the same way, estimates (5.13) and (5.14) show that
jMð0ÞN ða; zÞj ¼ Oð1Þ; Re a-N; jIm ajp1: ð5:16Þ
Substituting (5.12) into (5.8), we obtain












dx1?dxj ; xjþ1  x1:
By (5.16) and (5.15), we get
G
ð1Þ
N ðaÞ ¼ Oðjaj
1
12
NÞ; Re a-N; jIm ajp1:










As N can be taken arbitrary large, we see that it sufﬁces to prove that for any N40;
all derivatives ð d
da
ÞsGð0ÞN ðaÞ; sAZþ; have an asymptotic expansion for a-N; aAR:
From (5.11) it follows that the coefﬁcients Amða; bÞ are polynomials in a and b:
This observation reduces the problem to justifying the asymptotic expansion of
integral (5.8), where each of the functionsMpða; zÞ is zm=2Jmð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð2 4aÞzp Þ with some
mAZþ: Such an expansion is provided by Lemma 6.1.
(ii) Consider the general case. First let us obtain an expansion for eMða; zÞ similar
to (5.10). Substituting (5.10) into the r.h.s. of (5.6), after a rearrangement we obtain
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where











A fast decay of Jm and ’Jm as m-N ensures convergence of the series and validates
differentiation with respect to a and b:
Using expansion (5.17), we can complete the argument by following the same steps
as in part (i) of the proof. First, we need to obtain estimates for the remainders of the
series in the r.h.s. of (5.17) in the strip Re ap 1; jIm ajp1 (cf. (5.15)). The estimate
for the remainder term of the ﬁrst series in the r.h.s. of (5.17) is provided by (5.15).
The estimate for the second series in the r.h.s. of (5.17) is obtained in exactly the
same way by using the estimates j ’J0ð






ÞjpC; mAN; Re ap 1; jIm ajp1; 0ozpR
instead of (5.13). In order to estimate the remainder term of the third series, we need
an estimate on the coefﬁcients Bm: The coefﬁcients Bm are readily seen to be Taylor
coefﬁcients of the function (cf. (5.11))






¼ f ðzÞlogð1 z2Þ1=2;





This gives the analogue of the estimate (5.15) for the third series in the r.h.s. of (5.17).
Next, the function cð1 aÞ  logð1
2
 aÞ in (5.17) admits asymptotic expansion
in integer powers of a1 as Re a-N (see [1, 6.3.18]). Thus, we have reduced
the problem to justifying an asymptotic expansion of the integral (5.8), where each of
the functions Mpða; zÞ is either zm=2Jmð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð2 4aÞzp Þ or zm=2 ’Jmð ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð2 4aÞzp Þ and at
least one of the functions Mpða; zÞ is zm=2Jmð
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð2 4aÞzp Þ: Finally, the formula
[1, (9.1.66)]







ðm  kÞ!k! JkðzÞ
reduces the problem to Lemma 6.1. &
ARTICLE IN PRESS
E. Korotyaev, A. Pushnitski / Journal of Functional Analysis 217 (2004) 221–248242
6. Asymptotics of integrals containing Bessel functions







Jmpðkjxp  xpþ1jÞjxp  xpþ1jmp dx1?dxj ;
xjþ1 ¼ xj ð6:1Þ
where each of the functions JmpðzÞ is either JmpðzÞ or YmpðzÞ with some mpAZþ; and at
least one of the functions JmpðzÞ is JmpðzÞ: Then the function G1ðkÞ and all of its
derivatives G
ðsÞ
1 ðkÞ; sX1; have a complete asymptotic expansion in integer powers of
k1 for k-þN:
Proof. Recall the identity [1, (9.1.27)]
znþ1Jnþ1ðzÞ ¼ 2nznJnðzÞ  z2ðzn1Jn1ðzÞÞ; Jn ¼ Jn or Jn ¼ Yn:
This identity allows us to reduce the problem to the case when all the indices mp in
the integral (6.1) are 0 or 1: Next, assume for the convenience of notation that the
ﬁrst l functions J in the integral (6.1) are the Neumann functions Y ; and the































for k-N: We shall obtain an asymptotic expansion for the function G3ðkÞ :¼
G2ðk;y; kÞ as k-N: From the construction it will be clear that derivatives
(6.3) can be dealt with in the same way. Let us make a change of variables in
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integral (6.2). Denote





















eik/u;ySdðu2  1Þ du;




u2  1 du:




dðu2lþ1  1Þ?dðu2j  1Þ
ðu21  1Þ?ðu2l  1Þ
F2ðkðu1  uj; u2  uj;y; uj1  ujÞÞ du1yduj;
where F2 is (up to a multiplicative constant) the Fourier transform of F1: Note that
F2 belongs to the Schwartz class SðR2j2Þ:
In order to simplify the last integral, we introduce some notation. Let us use the
polar coordinates ui ¼ r1=2i ~oi; where ~oi ¼ ðcosoi; sinoiÞAR2; oiAT ¼ R=2pZ:
Denote also o ¼ ðo1;y;oj1ÞATj1; r ¼ ðr1;y; rlÞARlþ: Deﬁne the function
f ðr;o;ojÞ ¼ ðr1=21 ~o1  ~oj;y; r1=2l ~ol  ~oj; ~olþ1  ~oj;y; ~oj1  ~ojÞAR2j2:












ðr1  1Þ?ðrl  1Þ: ð6:5Þ
Note that
f ðr;o;ojÞ ¼ 03ðr ¼ ð1;y; 1ÞARlþ and o ¼ ðoj;y;ojÞATj1Þ
and rank f 0ðr;o;ojÞ ¼ l þ j  1 at the set r ¼ ð1;y; 1Þ; o ¼ ðoj;y;ojÞ: Let us
show that only an arbitrary small neighbourhood of the point r ¼ ð1;y; 1Þ; o ¼
ðoj ;y;ojÞ gives contribution to the asymptotics of integral (6.5). First recall some
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Denote U ¼ ð1 e; 1þ eÞl  ðoj  e;oj þ eÞj1CRlþ  Tj1 where e40 is sufﬁ-









ðr1  1Þ?ðrl  1Þ þ Oðk
NÞ: ð6:8Þ














jF2ðkf ðr1;o1;o2ÞÞj ¼ OðkNÞ



























as F2 is the Schwartz class function.
Thus, it sufﬁces to prove an asymptotic expansion of the integral in the r.h.s. of
(6.8). The asymptotic expansion of the integral over ðr;oÞ is provided by Lemma 6.2
below. It remains to note that the expansion given by Lemma 6.2 is uniform in oj ;
integrating this expansion over oj; we obtain the required expansion for G3ðkÞ: &
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Lemma 6.2. Let fACNðRm;RnÞ; mpn; and suppose that f ð0Þ ¼ 0; rank f 0ð0Þ ¼ m:
Then for any sufficiently small open neighbourhood of zero UCRm; any FASðRnÞ;







has a complete asymptotic expansion
IðkÞ ¼ klmðc0 þ c1k1 þ c2k2 þ?Þ; k-N:
Proof. Choose U sufﬁciently small so that
j f ðxÞ  f 0ð0Þxjp1
2
j f 0ð0Þxj; 8xAU : ð6:10Þ




ciki þ OðklNÞ; k-N: ð6:11Þ
By Taylor’s formula for f ðxÞ and Fðkf ðxÞÞ;





f ðsÞð0Þxs þ fNðxÞ; ð6:12Þ
Fðkf ðxÞÞ ¼ Fðkf 0ð0Þx þ kf2ðxÞÞ ¼
XN
q¼0
F ðqÞðkf 0ð0ÞxÞðkf2ðxÞÞq þ FNðx; kÞ; ð6:13Þ







Fðkf 0ð0Þx þ ktf2ðxÞÞ dt: ð6:14Þ
Here we use simpliﬁed notation; f ðsÞð0Þxs stands for the polylinear form of the sth
differential of f at zero, etc.
Substituting (6.12) into (6.13) and collecting the terms that contain and that do






eFqðkxÞgqðxÞ þ FNðx; kÞ: ð6:15Þ
Here both sums over q are ﬁnite, eFqASðRmÞ are obtained from various components
of derivatives of F ; PqðxÞ are polynomials in x of degree q; and gqACNðUÞ are
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jbj ¼ b1 þ?þ blpq; xAU : ð6:16Þ
Consider the terms obtained by substitution of the r.h.s. of (6.15) into integral (6.9).

















PqðxÞ dx þ OðkNÞ; k-N:
So, these terms will give contribution to asymptotics (6.11).
Next, consider the terms obtained by substitution of the second sum in (6.15) into












By (6.7), it follows that all the corresponding integrals are OðklNÞ as k-N:
Finally, consider the term FNðx; kÞ: By (6.10), we obtain for some c40:
j f 0ð0Þx þ tf2ðxÞjX1
2
j f 0ð0ÞxjXcjxj; xAU ; tAð0; 1Þ:


















By (6.7), it follows that the integral of FN is OðklN1Þ and will only give
contribution to the remainder term in (6.11). &
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