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Abstract
This work is a numerical investigation on the performance of integrally actuated two-
dimensional membrane wings made with dielectric elastomers. A high-fidelity model based
on the direct numerical integration of the unsteady Navier-Stokes equations is coupled with
a geometrically non-linear structural model. The rate-dependent constitutive law for the
dielectric elastomer is based on a non-linear formulation, and it has been validated against
experimental data. In addition, the implementation of the aeroelastic framework has been
verified against the relevant literature for the low-Reynolds number flows investigated in
this dissertation. Numerical simulations of the open-loop dynamics of the actuated mem-
brane, in good agreement with experimental observations, show that integral actuation
offers enough authority in the control of the wing aerodynamic performance. Dielectric
elastomers can then be used as embedded actuators, coupling the advantages of passive
membranes with a simple and lightweight control mechanism.
Further, this work also proposes a model-reduction methodology for the fully coupled sys-
tem to aid control system design. The low-order description of the actuated system can
capture the main system dynamics, and can be used for the design of the control scheme
of the wing. Proportional-Integral-Derivative and Linear Quadratic Gaussian feedback
controllers, designed using the reduced-order model, are finally implemented in the high-
fidelity model for the rejection of flow disturbances. Results show that the wing aerody-
namic performance is noticeably enhanced through the actuation as the disturbances on
the lift in case of gusts can be reduced up to 60%.
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Chapter 1
Introduction
Flight stability and efficiency are the two main requirements both for big and small fliers,
but design and optimisation tools are application specific and can hardly be transversally
applied in all cases. In the past decades, wing design has focused on commercial and
military aircraft, characterised by high Reynolds numbers, 106 − 109, and on sails and
balloons made with compliant but inextensible materials. When moving toward smaller
fliers and Reynolds numbers, these well established design methodologies become ineffi-
cient, since different flow conditions need to be addressed. In particular, when considering
flying regimes typical of natural fliers such as small mammals, birds and insects, ranging
from 103 to 105, separation, laminar-to-turbulent transition and vortex shedding interac-
tions are more likely to happen, causing a significant loss in performance. In addition,
the very small filer dimensions require the development of new airframe architectures to
minimise weight. In this context solutions like highly stretchable membrane wings become
competitive.
The interest for these flying regimes is relatively new and motivated by the growing ca-
pabilities of Micro Air Vehicles (MAVs) applications. The Defense Advanced Research
Projects Agency (DARPA) defines MAVs as “airborne vehicles that are no larger than six
inches in either length, width or height and perform a useful military mission at an afford-
able cost” (McMichael and Francis, 1997). Fig. 1.1 shows an example of a MAV developed
by Stanford et al. (2008) embedded with a flexible membrane wing. If embedded with sen-
sors or cameras, MAVs could be used for monitoring, surveillance, targeting and sensing.
But the resulting degradation in aerodynamic performance due to the aforementioned flow
1
Figure 1.1: Fixed-membrane wing MAV prototype (Stanford et al., 2008).
characteristics, combined with the strict weight limit necessary on small fliers, defines a
new challenge in the aerodynamic design for MAVs. Conventional fixed rigid wings usually
offer low aerodynamic efficiencies and poor manoeuvrability in these conditions and are
mostly impractical for the outdoor flight of MAVs (Song et al., 2008).
Luckily, nature offers numerous alternatives to enhance efficiency and stability of fliers
in such flow regimes. Natural fliers like bats are equipped with membrane wings that,
thanks to their compliance, offer the advantage of the passive shape adaptation to the
pressure gradients (Galvao et al., 2006). Wing adaptation was found to improve stall
and reduce the sensitivity to gusts as compared with rigid wings. It also contributes
to an increase of both lift and longitudinal stability (Albertani et al., 2007). However,
despite the aerodynamic benefits of membrane wings, the sensitivity to flow disturbances,
even if mitigated by the membrane compliance, makes the outdoor flight of these fliers
inefficient. An actuation strategy has to be adopted in order to compensate for flow
disturbances and enhance membrane wing efficiency and stability. Bats use the skeleton
to stretch the membrane of their wings, modifying its dynamic characteristics and the
way it interacts with the flow. This embedded actuation mechanism allows to obtain on
demand aerodynamic performance and high agility.
A similar actuation principle can be achieved in membrane wings with the use of dielec-
tric elastomers (DEs). These new smart materials, also known as artificial muscles, are
composed of a thin polymeric layer sandwiched between two compliant electrodes, whose
behaviour is schematically shown in Fig. 1.2. When a voltage difference is applied through
the thickness, the attraction force generated by the charges of the opposite sign accumu-
lated in the electrodes causes a compressive force that reduces the polymer thickness,
determining its in-plane expansion. With actuation these materials can achieve deforma-
tions over 100% (Pelrine et al., 2000), resulting in high-authority actuation devices. The
2
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(a) Voltage: OFF. (b) Voltage: ON.
Figure 1.2: Schematic representation of the actuation of a dielectric elastomer.
combination of high deformations they can undergo, compliance and lightweight makes
DEs a suitable material for actuated membrane wings. The absence of mechanisms and
the simplicity of construction could reduce the weight and the cost of the wing and in-
crease its reliability. In recent years, several works have investigated the performance of
DE actuators. In the biomedical field, Tews et al. (2003) measured the pressure-volume
characteristics of dielectric elastomer diaphragms to investigate their use for cardiac appli-
cations. Tunable lenses made with dielectric elastomers have been studied by Carpi et al.
(2011) and Shian et al. (2013). They showed that the focal length of the lenses can be
varied up to 60% through actuation with a velocity of response of the order of a fraction
of second. Hochradel et al. (2012) proposed an acoustic device made with an acrylic di-
electric elastomer. With high-frequency actuation they were able to change its compliance
and tune the natural frequency of the device. The achievable resonant frequency range
with actuation extended up to 30% of the reference, non-actuated one.
When the DE is mounted on a rigid frame, the actuation determines a variation of the
in-plane tension due to the area expansion thus modifying the dynamic characteristics
of the system. If such solution is used as a wing, the actuation will actively modify the
interaction of the structure with the flow. This concept has been recently experimentally
investigated by Hays et al. (2013) and Curet et al. (2014). Both investigation showed a
substantial increase in the lift-to-drag ratio for different angles of attack when an integral
actuation is used.
1.1 Motivation
These recent experimental investigations have laid the groundwork for integral design of
membrane wings with embedded actuation through dielectric elastomers. This solution
could combine the advantages of passive membranes with a high-authority control mech-
anism, enabling real applications of MAVs embedded with such wings. The design space,
3
1.2. Literature review
which is wide and mostly unexplored, has to consider parameters related to the mate-
rial and geometry of the membrane and its supports, which have shown to dramatically
influence the global behaviour of the aeroelastic system (Arbos-Torrent et al., 2013). In
addition it is necessary to properly address the actuator design, in terms of electrode
layout and control law.
To address the lack of suitable modelling tools, this research aims to develop a high-
fidelity framework for the investigation of the dynamic performance of integrally actuated
membrane wings. The investigation will focus on the authority achievable with a dynamic
embedded actuation and on the effect of the level of detail in the material model into
the resulting aerodynamic performance. The final part of the dissertation will explore
model-reduction techniques of the fully-coupled system to aid control system design and
evaluate the closed-loop performance of DE membrane wings.
1.2 Literature review
Simulation of actuated membrane wings is a multidisciplinary problem involving unsteady
aerodynamics, structural dynamics and electromechanical material modelling. This liter-
ature review will provide an overview of the disciplines of the problem.
The characteristics of similar aeroelastic systems are described in section 1.2.1, which
covers previous experimental results on passive and actuated membrane wings. The aim
is the identification of the main physical features of the coupled aeroelastic system. Section
1.2.2 describes the evolution of computational models for passive membrane wings, from
the simplest static model based on potential flow theory, to high-fidelity models including
unsteady viscous flow solvers and non-linear structural models. Next, section 1.2.3 outlines
the state of the art in numerical modelling of polymers, focusing on dielectric elastomers
in particular. Finally, reduction modelling techniques are reviewed in section 1.2.4, in
particular focusing on their applications in the control of aerodynamic and aeroelastic
problems.
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Figure 1.3: Aerodynamic performance of rigid vs compliant wings withA=1.4
and Re = 1.4 ×105 (Song et al., 2008).
1.2.1 Experimental investigations
Non-actuated membrane wings
A number of experimental works have recently been carried out to investigate the aeroe-
lastic response of fixed membrane wings. Earlier wind tunnel investigations mainly aimed
to highlight the main features of the physical system. Song et al. (2008) considered a low
aspect-ratio, A, membrane wing in low-Reynolds number flows from Re = 0.7×105 to
2.0 ×105. They investigated the effects of membrane compliance on the wing response
finding that the Weber number, We, defined as the ratio between the lift and the mem-
brane stiffness, gives a good insight of the system behaviour. Larger We numbers lead to
larger amplitudes of the mean membrane camber. They observed that membrane wings,
as compared with their rigid counterpart, showed higher lift slope, higher pre-stall values
of the lift coefficient, Cl, and delayed stall angles up to 5
◦. Fig 1.3 show the lift coefficient
for different angles of attack for a rigid wing and two compliant membrane wings with
A=1.4. It can be seen that membrane wings leads to higher maximum lift coefficient and
delayed stall as compared to the rigid one.
The main difference with the rigid profile was found to be related to the structural oscil-
lations identified in the membrane, whose origins lies in the coupling with the unsteady
flow phenomena. Song et al. (2008), in fact, observed the existence of vortical structures
generated form separation regions in the suction surface. In particular, the shedding of
a leading-edge vortex (LEV) was found to have a large impact on the pressure distribu-
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tion on the wing, generating a low-pressure region travelling downstream from the leading
edge and exciting membrane vibrations. Other smaller vortical structures, intrinsically
related to the interaction of the LEV with the boundary layer were also detected. The low
pressure region determined by the LEV generates a downwash effect on the wing, which
results in the reduction of the effective angle of attack and the delay of stall. This large
coherent structure was observed to have a favourable effect on the lift coefficient. Sec-
ondary vortices, generated from local separation on the suction surface were found to have
a weakening effect on the LEV, hence negatively affecting the aerodynamic performance.
For low velocities the system evolution was driven by the LEV, which coupled with the
first membrane mode, but increasing the free-stream velocity or the angle of attack, higher
structural modes were observed due to the coupling of the membrane with smaller vortical
structures of the flow. Song et al. (2008) explained the switching of the system modes
arguing that the vortical structures of the flow itself have a characteristic spectral content,
which determines a related frequency spectra in the pressure pulsations exciting the wing.
The membrane reacts to this forcing tuning its behaviour on the natural mode which is
closer in frequency to the fluid ones, behaving like a resonator.
Similar findings have been made by Rojratsirikul et al. (2009), who investigated the aero-
dynamics of fixed membrane wings in the range of Reynolds numbers from 0.53×105 to
1.06×105. They observed a large influence of separation and recirculation for such flow
conditions, which significantly modified the performance as compared to an inviscid/high-
Reynolds number flow. The presence of separation causes the weak dependence of the
variation of the wing maximum camber amplitude with the angle of attack, which was
found not to be proportional to the Cl variation as in the inviscid case. Since the changes
in the mean flow are much bigger then the ones in the mean camber, they concluded that
the main advantage of the membrane compliance was related to the presence of vibrations
coupled with the flow dynamics, rather than to the increase in lift due to the camber-
ing effects. In fact, comparing the aerodynamic performance of membrane wings with
rigid cambered profiles, the absence of structural vibrations in the latter defined increased
separation and recirculation regions and weaker vortical structures. In a later work, Ro-
jratsirikul et al. (2010) investigated the effect of membrane prestretch and excess of length
on the overall aeroelastic performance. They showed that increasing the prestrain, the
shear layer moves away from the wing and the size of the separation region grows. An in-
crease in the excess of length produces the opposite result, but also increases the amplitude
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of oscillations and excites higher vibration modes of the system. Importantly, chordwise
and spanwise modes were identified in low-aspect-ratio, A, rectangular membrane wings
due to the coupling of leading- and trailing-edge and tip vortices (Rojratsirikul et al., 2011;
Bleischwitz et al., 2015). In particular, strong tip vortices have been observed, which can
interact with the flow in the chordwise direction and cause flow separation. Song et al.
(2008) and Attar et al. (2012) found that tip vortices cause, on the one hand, a downwash
effect, which decreases the effective angle of attack, reducing lift and increasing drag, but
on the other hand, they promote a low-pressure region on the suction surface that enhances
lift generation. The predominance of one of the two effects was found to be dependent
on the angle of attack, as observed by Song et al. (2008). For low angles of attack, the
membrane wings tested showed similar Cl behaviours. Consistently with classical finite
wing theory, lower-aspect-ratios led to lower lift coefficients and Cl slopes, because of the
larger impact of tip vortices. For higher angles, a lower-aspect-ratio wing showed better
post-stall aerodynamic performance because of the separation suppression due to the ef-
fect of tip vortices. Similar conclusions have been made by Pelletier and Mueller (2000)
and Torres and Mueller (2004), who also observed a non-linear Cl slope for the lowestAs
investigated, resulting from the large influence of tip vortices.
When membranes are used as wings, they require a supporting frame, whose properties
can significantly influence the global system dynamics. Arbos-Torrent et al. (2013) ex-
perimentally showed that the mean camber and vibration modes of membrane aerofoils
are strongly influenced by the size and shape of the leading- and trailing-edge supports.
In particular, flat supports were found to promote the formation of a strong leading-edge
vortex, which coupled with the membrane first mode enhancing lift, but also causing large
oscillations. Larger supports, as the case of the round ones investigated in the work,
are characterised by a larger stiffness, which reduces the oscillations but penalises the
aerodynamic performance of the wing.
Recently, Tregidgo et al. (2013) experimentally investigated the dynamics of a pitching
membrane wing for several values of the reduced frequency and observed the presence of
time-lag and hysteresis of the flow field with a marked dependency on the flow conditions.
When comparing these results with the performance of a rigid wing in a similar platform,
they found greater flow separation but less hysteresis in the latter.
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Actuated membrane wings
To the author’s knowledge, only Hays et al. (2013) and Curet et al. (2014) have to date
experimentally tested the performance of actuated membrane wings made with dielectric
elastomers. Hays et al. (2013) measured lift and drag characteristics of a compliant wing
actuated with different static voltage amplitudes, and compared the resulting performance
with the non-actuated and rigid cases. A single value of membrane prestretch and Reynolds
numbers from 3.8×104 to 6.3 ×104 were selected. They showed that a static actuation
can enhance the maximum pre-stall lift and delay the stall angle up to 7◦. It was also
observed that the lift-to-drag ratio, Cl/Cd, of the DE membrane wing was generally higher
than for similar rigid profiles, in agreement with the investigation works described in the
previous section. The effect of the actuation on the lift-to-drag ratio was found to be
dependent on the flow conditions and angle of attack. For the lowest velocity considered
and low angles of attack, the actuation reduced the Cl/Cd of the wing as compared to
the non-actuated case. It remained, however, higher than the rigid case. For higher
angles, the actuated wing showed slightly better performance. For the higher Reynolds
considered, a moderate actuation voltage was found to be beneficial for the aerodynamic
coefficients for all angles of attack considered. It has to be noted that a static actuation
has the same effect as a reduction of the membrane initial prestretch. In this context, the
experimental investigation can be seen as an evaluation of the effect of the initial level
of deformation for the dielectric wing. The results are in agreement with the ones by
Rojratsirikul et al. (2010), who showed that a reduction in the prestrain determined a
reduction of the separation, and a smaller wake closer to the membrane surface.
Curet et al. (2014) considered a dynamic actuation of the wing for different angles of attack
and Reynolds numbers from 5.7×104 to 8.0 ×104, in the same range as the ones in Hays
et al. (2013). Contrarily to the latter, Curet et al. (2014) observed that a static actuation
provides only a moderate enhancement of the lift curve in terms of maximum lift and
stall angle when considering a similar voltage amplitude to Hays et al. (2013). The main
difference in the models lays in the different levels of prestretch used, being much lower
in the more recent experimental investigation (Curet et al., 2014). It is well understood
that the increase in the prestretch enhances the effect of actuation on DEs because it
reduces the membrane thickness and increases the value of the electric fields between the
electrodes (Pelrine et al., 2000). Curet et al. (2014) observed that in the dynamically
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actuated cases, the amplitude of structural oscillations had some peaks at well defined
reduced frequencies, which corresponded to peaks in the mean value and amplitudes of the
aerodynamic coefficients. Rescaling the values of the reduced frequencies they proposed,
it can be seen that those reduced frequencies relates to values of Strouhal number, St,
normally associated to the shedding of vortices generated from shear layer instabilities. It
is expected in fact, as shown in Song et al. (2008) and Rojratsirikul et al. (2010), that the
membrane will respond as a resonator at those frequencies. In general, Curet et al. (2014)
found a low effect of actuation for low angles of attack independently on the frequency of
the applied voltage. For larger angles the mean lift coefficient was increased up to 20%
but at the cost of large amplitude oscillations of the system. In addition, consistently with
previously experimental findings, they observed that stall angle was delayed up to 5◦ –
7◦.
The identification of the system dynamic properties, the measurements of the membrane
tension, pressures and velocity fields are difficult to obtain from experimental works, and
have not been addressed in the two previous studies described. This highlights the need
for a numerical model for the actuated aeroelastic system that allows the calculation of
all these variables and the understanding of the main phenomena in the fluid-structure
interaction.
1.2.2 Mathematical models for the aeromechanics of membrane wings
Earlier numerical models of flexible membrane wings were developed to investigate sail per-
formance. Newman (1987) considered a 2D linear elastic membrane model in a potential
flow and derived a static closed form solution for the inextensible case. The solution can
be considered an approximation of the sail behaviour for high-Reynolds numbers assuming
attached and irrotational flow. In the context of membrane wings applications, it can be
considered a reasonable approximation for very small cambers and low angles of attack.
This was confirmed by Smith and Shyy (1995), who compared the 2D static membrane
deformed shapes predicted by potential and laminar solvers. They found that the effect
of viscosity can be neglected for inextensible membranes and low angles of attack, but it
is not negligible for high cambers and incidence angles. They considered a linear elastic
membrane model, which limits the validity of the results to low deformations and relatively
stiff membranes. In addition, a laminar flow solver restricts the possible range of Reynolds
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numbers and the angle of attack because of the computational cost associated with the
direct solution of the unsteady Navier-Stokes equations. Despite these limitations, the
study quantified the importance of viscous effects for membrane wings in low-Reynolds
number flows. Lian et al. (2003) and Lian and Shyy (2007) numerically investigated the
effect of spanwise vibrations on the performance of a MAV-prototype low A wing. They
considered an hyper-elastic material model for the latex membrane and the structural
model was coupled with an Unsteady Reynolds-Averaged Navier-Stokes (URANS) fluid
model. The simulation of the flow field with RANS requires the use of additional models to
account for laminar-to-turbulent transition and separation. A common technique consists
in prescribing the separation point from experimental data, which are interpolated based
on the local Re, turbulence levels or shape factors (Stanford et al., 2008). Another option
is to consider transition models, which monitor the growth of instabilities in the flow and
prescribe the occurrence of separation when reaching a predefined threshold. Because of
this, URANS usually lack generality and lead to significant discrepancies in the comparison
with experimental data (Stanford et al., 2008). In the context of membrane wings, Lian
et al. (2003) coupled an incompressible URANS to the eN method, which they considered
as state-of-the-art for transition in many industrial applications. The transition model was
tuned to estimate the laminar-turbulent transition and the unsteady separation bubble
typical of these flow regimes. Lian et al. (2003) and Lian and Shyy (2007) found a correla-
tion between the vibration frequency of the membrane and the vortex-shedding frequency,
implying that the membrane structural behaviour plays a major role in the definition of
the global performance of the aeroelastic system. With the use of the eN transition model,
Lian et al. (2003) obtained a good matching with experiments in the prediction of tran-
sition location, aerodynamic coefficients, and overall flow structures. This, in principle,
allows to consider the unsteady dynamics characterising membrane wings applications,
which have been shown to be the predominant drivers of the system performance. How-
ever, transition models require a calibration of the parameters to the specific case and can
not easily be extended to different boundary conditions, impeding the application of the
model to a robust space-investigation of the design parameters.
In the work of Stanford et al. (2008), which also contains a comprehensive review of the
numerical models for non-actuated membrane wings available in the literature, the incom-
pressible Navier-Stokes equations have been directly solved for steady laminar flows. The
structural model, based on non-linear geometric and constitutive descriptions, accounted
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for the presence of the supporting frame and battens. Their calculation of the aerody-
namic coefficients found a good correlation with the trends of the experimental results for
different membrane pre-strains, frame geometries and supports material. However, they
showed that the steady-flow assumption can lead to major discrepancies in the final wing
performance. At these low-Reynolds numbers also for moderate angles of attack, the flow
is dominated by the unsteady evolution of vortical structures.
The rapid growth of computing performance has made Large Eddy Simulation (LES) and
Direct Numerical Simulation (DNS) models quite appealing for the high-fidelity simulation
of membrane wings. They both significantly increase the computational cost as compared
with RANS, requiring a much higher spatial and temporal resolution of the domain to
resolve the unsteady fluid (Pope, 2000). LES models resolve the larger eddies down to
a cut-off length-scale. The smallest scales can be modelled by subgrid-scale models or
their effects can be taken into account by adding numerical dissipation in the numerical
scheme, as in implicit LES. On the one hand, LES solvers showed the ability to capture the
coherent flow structures and provided a good agreement with experimental results (Visbal,
2009), but, on the other hand, they still require the selection of the filter for the cut-off of
the spatial and temporal vortex scales which are resolved. Direct Numerical Simulations
(DNS) aim to solve all the eddies down to the smallest viscous scales (Pope, 2000). The
range of scales which has to be resolved in a DNS simulation increases with the Reynolds
number. This is the reason why a fully-resolved DNS is too computational expensive
to solve turbulent high-Reynolds numbers external aerodynamics problems, limiting the
applications of DNS to low Reynolds numbers.
Using the higher-order implicit LES model from Visbal (2009), Gordnier (2009) investi-
gated the influence of membrane rigidity, pretension, angle of attack and Reynolds number
for a 2D wing in laminar flows (Re= 2500-10000). As demonstrated experimentally (Ro-
jratsirikul et al., 2009) and numerically for a 2D membrane (Gordnier, 2009), a static
solution can be obtained only for limited angles of attack and small mean camber am-
plitudes. Gordnier (2009) proposed time averaged camber amplitudes for different flow
conditions and the variation over their mean value showing that the amplitude of the
structural oscillations increases with the angle of attack. In accordance with experimental
investigations, Gordnier (2009) found that the maximum amplitude point moves upstream
when increasing the angle of attack because the slope of the membrane at the leading edge
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is adapting to the increasing incidence of the flow. Investigating the effect of the flow pa-
rameters for the wing configuration they selected, they found that when the Reynolds
increases from 2500 to 5000, it significantly modifies the mean deformed shape and the
lift coefficient, but it maintains a regular structure in the vortex shedding, which slightly
increases in frequency. A further increase in the value of the Reynolds number does not
have a big impact into the variation of the mean coefficients, but significantly affect the
dynamics of the aeroelastic system, generating a complex flow from the interaction of high
frequencies modes in the flow and structure.
Recently, numerical studies on compliant wings, up to the extreme of membranes, have
been conducted by Tiomkin et al. (2011); Jaworski and Gordnier (2012); Gordnier et al.
(2013); Gordnier and Attar (2014) for supports in both fixed and prescribed motion condi-
tions. In particular, Jaworski and Gordnier (2012) simulated a two-dimensional plunging
membrane aerofoil in a low-Reynolds number flow. Contrarily to the classical thin aerofoil
theory, which predicts a propulsive force for any plunging frequency, for low-Reynolds num-
bers net-thrust is achieved only for certain conditions. The analysis of the flow-field around
the wing highlighted the presence of strong coherent structures similar to the one predicted
by Gordnier (2009) for fixed wings. Membrane wings showed a similar behaviour to rigid
plates for small plunging amplitudes and frequencies, but for higher values the increased
influence of inertial loadings enhanced cambering effects leading to higher thrust. As a
drawback, membrane wings showed higher structural oscillations and larger amplitudes in
the thrust history evolution. Recently, Gordnier and Attar (2014) numerically investigated
the effect of membrane flexibility on a three-dimensional low-Reynolds-number aerofoil.
As in previously considered two-dimensional cases, the cambering of the membrane was
found to reduce the extend of the separation region and delay stall. They identified chord-
wise and spanwise oscillations, whose dominant contributions were given by the second
and third modes in each direction.
This review on the experimental and numerical investigations on membrane wings high-
lighted the key characteristics of the problem. A strong coupling of fluid and structural
dynamics has been observed in both experimental and numerical works. Complex struc-
tural evolution histories are observed due to the effect of the supports and the large-
displacements of the wing, which can determine significant deviations from a linear be-
haviour. Additionally, the flow is dominated by the evolution of vortical structures, which
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highlight the non-linear characteristics of the fluid domain. Consequently, as seen in the
review of the numerical models, when aiming to high-fidelity descriptions of the aeroelas-
tic problem of membrane wings, fully non-linear models are required for both fluid and
structural descriptions.
1.2.3 Constitutive modelling of dielectric elastomers
Dielectric elastomers (DEs) are a class of electroactive polymers discovered in the early
1990s and have been initially considered as actuators for robotic applications. Bar-Cohen
(2012) traced back the earlier evidence of the behaviour of these dielectric materials to
the work of Roentgen (1880). Only later, with the work of (Pelrine et al., 2000) among
others, DEs became a popular research topic. Recently, Suo (2010) derived a mathemat-
ical description of these soft materials, coupling a non-linear constitutive model with the
description of the actuation effects through the definition of the Maxwell stress tensor.
Their behaviour is highly non-linear, due to the complex electro-mechanical (Tiersten,
1990), hyperelastic and rate-dependent behaviour of the dielectric. Their performance
depends on the interaction of the dielectric polymer and the mechanical stiffness of the
electrodes. The latter are usually composed by carbon grease or graphite powder (Bozlar
et al., 2012) to ensure high electrical conductivity and low elastic modulus to reduce the
interference with the mechanical properties of the dielectric. An alternative is presented
by composite elastomer electrodes that increase the mechanical stability of the membrane
during compression (Bozlar et al., 2012). They can sustain compressive stresses allowing
the membrane to maintain the prestress. Carpi et al. (2003) and Kofod and Sommer-
Larsen (2005) investigated the influence of the electrodes types on the performances of
the dielectrics. They showed that the prestress of the elastomer and the electrode type
have a great impact on the behaviour of the actuators. The dielectric is usually a poly-
mer with low elastic modulus (high strains can be achieved in the elastic regime), a high
dielectric constant and high electrical breakdown values (determining high electrostatic
forces between the two electrodes).
As previously stated, dielectric elastomers are polymeric materials capable of very large
deformations, with linear strains up to 500%. Therefore, a constitutive model to be used
in a general application has to rely on a non-linear constitutive law. If the investigation
focuses on a specific application, the linearisation of the model can give satisfactory results.
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Carpi et al. (2011) built a bio-inspired tunable lens, made of dielectric elastomers. They
used a simple, linear elastic law in the numerical model of the device, linearising the
constitutive behaviour around the reference configuration. This approach is justified by
the limited strain variations around the reference point considered, but can not be adopted
in the context of the general modelling of DEs, which requires a constitutive law that can
span all the allowed deformation ranges before failure.
Dielectric elastomers are modelled as ideal compliant capacitors where edge effects of
the electric field are neglected. This assumption is reasonable because the area of the
electrodes is much higher than the thickness of the dielectric, which is usually of the order
of micrometers. The electrodes are also assumed to be complaint and to remain plain and
parallel. The general modelling approach in the finite-deformation framework assumes
a liquid-like description of DEs, considering the electric properties independent on the
material deformation (Suo, 2010). An isotropic behaviour is often assumed, which has
been verified for stretches up to 1.5 (and for a particular DE) by Schmidt et al. (2011),
but would need further investigation for larger stretches. Constitutive models fall into
two main categories: micromechanical and phenomenological. Micromechanical models
are based on molecular theories and aim to describe the material constitutive behaviour
from the interaction of its molecules; but are often limited to small stretches (De Gennes,
1971; Arruda and Boyce, 1993; Lochmatter et al., 2007; Wissler and Mazza, 2007; Li
et al., 2013). Phenomenological models are based on stress-stretch type variables and
usually deals with a larger range of deformations. They are based on the experimental
characterisation of the elastomer with global loading conditions and are hence representing
the bulk, global behaviour of the material. Different constitutive models have been used,
often based on the incompressibility assumption, like the Neo-Hookean (Tagarielli et al.,
2012), Mooney-Rivlin (Fox and Goulbourne, 2008), Yeoh (Wissler and Mazza, 2005a),
Ogden (Fox and Goulbourne, 2009; S.Son and N.Goulbourne, 2010) and Gent models (Li
et al., 2013).
These models depend on some material-specific coefficients, which need to be determined
experimentally. The problem with these models is that, in particular for thin layers of di-
electric elastomers, they strongly depend on the specific boundary conditions considered.
Experimental characterisation tests, commonly used for most structural materials, have
often been too simplistic as compared to actual loading conditions in typical applications
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for DEs. They usually consist in uniaxial or equibiaxial tests for the non-actuated material
and in-plane conditions for the actuation cases (Wissler and Mazza, 2007; Tagarielli et al.,
2012). The material models derived are then not suitable for the majority of the applica-
tions of dielectric elastomers, where the polymer is subjected also to out-of-plane loading
conditions. Typical examples can be found in Fox and Goulbourne (2008); Wissler and
Mazza (2007) where uniaxial tests are considered representative of the general behaviour
of DEs. Lu et al. (2012) showed that, when passing from uniaxial to equi-biaxial load-
ing conditions, it is required to modify the material coefficients selected. This is one of
the factors that can led to a poor matching between the numerical model and practical
applications of DEs.
Another limitation of the majority of existing models is that viscoelastic effects are either
neglected or modelled with a linear approach (Wissler and Mazza, 2007). Mokarram et al.
(2012) showed that also at very small deformation rates, often used for the determination
of the mechanical constitutive behaviour, viscoelastic stresses and hysteresis are dominant.
Hence, the rate-dependent constitutive behaviour of the material is not negligible. To date
only few experimental works have been considering the characterisation of viscoelastic
effects on acrylic DEs (Wissler and Mazza, 2007; Fox and Goulbourne, 2009; Mokarram
et al., 2012; Miles et al., 2015; Patra and Sahu, 2015), providing fully relaxed and constant
strain-rate results. The static equilibrium properties of the material, under the boundary
conditions considered in the experimental procedure, can be obtained from the fully relaxed
data, while the dynamic tests can give an insight of the viscous mechanisms characteristic
of the DE.
Wissler and Mazza (2007) used a viscoelastic model for DE based on Prony series to
model the time dependent behaviour. Ask et al. (2012) and Mokarram et al. (2012)
used the multiplicative decomposition of the deformation tensor to define a non-linear
viscoelastic model for the stresses. The results showed a good agreement for a wide range
of deformation velocities, both for loading and unloading conditions. Their model is based
on uniaxial tests, which are not expected to represent the real performance of membrane
wings. Recently, Miles et al. (2015) used a similar approach coupled with a Bayesian
uncertainty analysis to characterise the viscoelastic mechanism on an acrylic dielectric
elastomer for uniaxial loading conditions. This allowed the identification of a range of
confidence of the identified parameters, and a reduction in the modelling error. In their
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experimental identification they observed a reduction in peak stresses with increasing the
number of loading-unloading cycles. This was associated to cyclic fatigue effects, and hence
the results used for the identification were collected after the material reached a steady
state hysteresis. Fox and Goulbourne (2009) experimentally characterised the dynamic
behaviour of acrylic DEs when subjected to dynamic inflation and actuation. These tests
are similar to the loading conditions found in membrane wings, and can hence be used to
determine the appropriate constitutive model for MAVs applications.
As highlighted in this survey, the literature offers a large variety of constitutive laws
for dielectric elastomers attempting to model uniaxial, equibiaxial an shear deformation
cases. For the VHB49 series 1 in the specific, the majority of them is aimed in describing
their behaviour for a large range of stretches (Wissler and Mazza, 2005a,b, 2007; Fox and
Goulbourne, 2008, 2009; S.Son and N.Goulbourne, 2010; Li et al., 2013), but some of
them are mainly oriented to a specific application and based on linearised local properties
(Carpi et al., 2011). Fig.1.4 shows the stress-stetch curve for the uniaxial tests of a DE
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Figure 1.4: Comparison of constitutive models for the VHB4910. Static, uni-
axial case.
specimen of the VHB49 series from 3M, the VHB4910 specifically. Black symbols refer
to experimental results by Wissler and Mazza (2007) and Mokarram et al. (2012), while
all other lines show the stress predictions from a selection of the numerical constitutive
1VHB49 is the commercial name of a family of acrylic elastomers produced by 3M. The material
specimen come in different thickness: 1 mm (VHB4910) and 0.5 mm (VHB4905).
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models in the literature. The experimental values plotted show a large discrepancy in
the measured nominal axial stresses mainly due to rate-dependent effects. In fact, even if
tests are performed at very low deformation rates, they inevitably include a viscoelastic
component, as experimentally demonstrated by Mokarram et al. (2012). At the time
of writing, only Mokarram et al. (2012); Miles et al. (2015) and Patra and Sahu (2015)
produced static results on DEs allowing the complete relaxation of the material, explaining
why they are the lowest of the data series proposed. Results by Wissler and Mazza (2007)
are not fully relaxed, hence giving higher values of stress. All the models shown, which
are not described here, rely on quasi-static tests that include some effect of viscoelastic
mechanisms leading to an over-prediction of the material stresses.
1.2.4 Model reduction, system identification and control of aeroelastic
systems
The actuation of the wing requires the design of a control system for the selection of the
applied voltage on the basis of the required aerodynamic performance. To date, in the
literature, there are no experimental or numerical investigations on the control of the aero-
dynamic performance of membrane wings. Flow control in similar flow regimes has mostly
been investigated to suppress vortex-induced vibrations of bluff bodies. Open-loop and
closed-loop control schemes based on Proportional-Integral-Derivative (PID) and state-
feedback laws have been successfully demonstrated in this context (Zhang et al., 2004;
Illingworth et al., 2014). Large time delays have been observed in the actuated system for
these flow conditions. They demand very large integral gains and have shown to be quite
challenging for control system design (Tregidgo et al., 2013; Illingworth et al., 2014). Con-
sidering flow control applications to aerofoils, Inaoka et al. (2015) used electormagnetic
flaps mounted on the suction surface of an aerofoil to enhance its aerodynamic character-
istics. They were found to increase the stall angle up to 3◦ and the maximum lift. As a
drawback, they also caused an increase in drag, which penalised the final lift-to-drag ratio.
The flaps were controlled by a simple feedback control mechanism, which was responding
to the detection of separation. Cho and Shyy (2011) investigated the potential benefits of
dielectric barrier discharge actuators for flow control of a rigid profile in a low-Reynolds
number flow. The actuators were controlled by a feedback scheme based on a low-order
description of the system. They found that the performance of the closed-loop system was
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highly sensitive to the position and number of actuators and to system non-linearities. In
the context of membrane wing, accordingly to what observed by Illingworth et al. (2014),
Tregidgo et al. (2013) showed the presence of a time-lag between the structural and fluid
responses, which was varying according to the flow conditions. Finally, large delays in the
response of actuated wings in low-Reynolds number flows have been measured by Williams
et al. (2009). They considered pulse-blowing actuators mounted on the suction surface of
the aerofoil in the attempt of reducing separation and to reject flow disturbances. In their
investigation, the effectiveness of a purely state-feedback controller in the rejection of flow
disturbances was limited in the maximum frequency due to the large system delays. They
used a feed-forward control scheme to speed up the system response. From the one hand,
this increased the maximum frequency that could be addressed by the controller, but form
the other, it worsened the closed-loop performance for larger frequencies.
State-feedback and feed-forward control schemes in practical applications require the pre-
dictions of the system states, which is usually done via low-order descriptions of the system.
Several model-reduction techniques have been proposed in the literature for aerodynamic,
structural and, to a lesser extent, aeroelastic problems (Lucia et al., 2004). They can
mainly be classified in two categories (Dowell and Tang, 2003). In one approach, the full
model is described by a number of global modes, which are based on the system eigen-
values. Depending on the size of the system under investigation, these eigenvalues can
be analytically calculated or obtained through Proper Orthogonal Decomposition (POD),
also known as discrete Karhunen-Love decomposition (Karhunen, 1946; Loeve, 1955). This
technique has been widely used in the postprocessing of unsteady aerodynamics results
(Rowley, 2005), structural dynamics (Kerschen et al., 2005) and, in a more limited way,
fluid-structure interaction problems (Attar and Dowell, 2005; Lieu et al., 2006; Feng and
Soula¨ımani, 2007; Liberge and Hamdouni, 2010). Kim (1998) proposed a methodology for
the frequency domain POD for linear dynamic systems, which was shown to be equivalent
to the original time domain one. In both cases, POD identifies dominant modes in the
history of the system variable selected, which are retained or discarded on the base of their
relative contribution to the total energy of the system. Some efforts have already been done
in the use of POD to analyse the flow field around a membrane wing (Zhang et al., 2003).
To account for a larger validity range of the reduced-order models derived, some authors
have proposed parameter-dependent functions to take into account the variation of the sys-
tem properties with its states (Attar and Dowell, 2005). Singh et al. (2001) obtained two
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reduced-order models based on POD, which they used to design state-feedback controls to
suppress vortex shedding via cylinder rotation. The linear models derived have shown to
be capable to suppress large unsteady mode amplitudes despite the non-linearities of the
full system. In a similar context, Hesse and Palacios (2014) explored balanced truncation
and co-prime factorization for relatively large systems of 10000 states.
The second category of modelling-reduction techniques only addresses the relation between
a pre-selected number of input and output variables of interest. The transfer function
between inputs and outputs is numerically calculated. A typical approach consists in
exciting a single system mode per time with an harmonic actuation to define the transfer
function in the frequency domain. In time-domain, typically convolution integrals are
considered as in the Volterra method. An extensive review of the most common methods
is provided by Lucia et al. (2004), who particularly focused on aeroelastic applications.
Raveh (2001) used an expansion based on Volterra series to define the kernel of a discrete
system for an unsteady aerodynamic case. It was found that, when considering an impulse
response for the system characterisation, the approach was very sensitive to the choice of
time step and impulse amplitude. The methodology based on the step response was
found to be less sensitive to those parameters and led to a successful modelling of the
system dynamics. In the Eigensystem Realisation Algorithm (ERA) the reduced-order
formulation is based on a discrete state-space description of the system and it is identified
through the analysis of its impulse response. ERA provides a balanced system, both
observable and controllable, and it is often used in control design. The most energetic
modes found with POD might not be fully controllable or observable (Ahuja and Rowley,
2010), which is a primary requirement in control system design. To overcome this, balanced
POD has been developed and it has been shown that it is equivalent to the ERA for stable
systems. Several investigations in the literature were aimed in the suppression of vortex
shedding in rigid cylinders at very low Reynolds numbers with controller based on these
reduced-order models. For example, Illingworth et al. (2014) used the ERA to derive a
reduced-order description of the system which was used in the design of a state-feedback
system to suppress the vortex shedding by anti-symmetric blowing-and-suction sections
on the cylinder surface.
19
1.2. Literature review
1.2.5 Research questions
Experimental investigations of the aeroelastic performance of membrane wings can give
a useful insight of the physic phenomena characterising the problem. In parallel to an
understanding of the methods of operation and the actual performance, there is the need
for computational models to inform the design process. For this purpose, a high-fidelity
model could be beneficial in several ways. First of all, it allows to measure all the variables
of the system, which can be pressures, velocities and wall shear stresses in the fluid domain,
or displacements, velocities, stresses and actuation inputs and outputs from the structural
side. Vortical structures, separation and reattachment points can be detected without
disturbing the real system. It is known in fact that measuring these variables, in particular
for very compliant systems as in the case of membrane wings, provides a considerable
challenge.
In addition to this, a numerical model allows to determine exactly which are the boundary
conditions imposed on the system, which can be selected according to the user desires.
It is in fact possible to model perfectly-rigid supports, to understand the effects in the
system performance of the membrane compliance itself, or to allow for a certain degree of
flexibility of the frame to understand how this affects the final dynamic response. Another
possibility is the investigation of the effect of viscoelastic effects of the DE on the final
performance of the wing, simply switching on and off those rate-dependent mechanisms.
Moving away from the high-fidelity requirements, a numerical model can provide the basis
to identify a system description that can be used for control system design.
In the context of the high fidelity modelling of membrane wings, it is evident as the
main focus in the last years has been done in increasing the flow-solver fidelity, which is
thought to be the main driver in the aerodynamic performance of the wing, in particular
for the inextensible case. But when trying to simulate bio-inspired membranes, with large
stretch capabilities, the high-fidelity model can not detach from a high level of fidelity
in the structural side. There is the need of including a non-linear geometrical solver
coupled with a rate-dependent non-linear material model for the material. In addition,
all aforementioned models are passive, and do not include the effects of the actuation
on the membrane. The challenge is then associated to the definition of non-linear rate-
dependent constitutive models for dielectric elastomers capable or representing the inflated
conditions.
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In addition, the literature survey pointed to the lack of a suitable rate-dependent material
laws for DE wings. The constitutive model has to deal with equi-biaxial stretches and out-
of-plane loading conditions, hence a large amount of the existing material models have to
be discarded, leaving us with a handful of them. The discrepancies of the material models
shown in Fig. 1.4 further support the need for such a material model.
On the model reduction side, little effort has been done in the fluid-structure interaction
of highly-compliant systems as the one in this work. Model-reduction techniques applied
to membrane wings have been mainly adopted in the post-processing of fluid dynamic
results, and only seldom to the identification of a low-order system description. This still
defines an open problem which needs to be addressed for the efficient design of membrane
wings.
Therefore, this work will be seeking the answer to the following research questions:
1. What are the key aspects for an accurate modelling of the aerodynamic performance
of DE membrane wings? How do we include in such models the effect of embedded
actuation obtained with the use of dielectric elastomers? What is needed in the
context of numerical modelling, what is the computational cost associated to that,
and which are the limitations?
2. What is the impact of the level of fidelity in the constitutive model of the membrane?
Do we need to account for viscoelastic stresses or are they negligible?
3. What is the impact of the frame architecture on the final wing performance?
4. What is a suitable methodology for the reduced-order modelling of the full aeroelastic
system? What are the limits of these methods and can it be used in the design of
an efficient closed-loop feedback controller for the actuation of the wing?
5. Can we implement in the full model the controlled designed and how is it performing
in the context of flow disturbances rejection?
1.2.6 Research approach
The simulation of actuated membrane wings is a highly multidisciplinary problem. The
key aspects of the physical system addressed in this work are highlighted in Fig. 1.5, on
the left side. The system aerodynamics is characterised by the unsteady flow, due to the
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presence of recirculation, separation, laminar-to-turbulent transition and vortex shedding.
The structure is subjected to large deformations because of the compliance of the material
used for the wing. The non-linear dynamic behaviour is then complicated by the presence
of rate-dependent constitutive contributions, from the viscoelastic character of polymeric
materials, and by the variable compliance due to the effect of the actuation. Finally,
structure and fluid fields are closely coupled, due to the membrane compliance and the
flow unsteadiness.
On the right side of the flow chart in Fig. 1.5 it is schematically described the numerical
approach adopted to model the aeroelastic system. The flow field around the membrane
is solved considering a finite-volume discretisation of the Navier-Stokes equations, as pro-
posed in the general purpose solver in STAR-CCM+ (CD-Adapco, 2013). In this work
the Reynolds number is limited to 2500, such that no turbulence or sub-grid models are
necessary. The structural solver considers a non-linear geometrical solver coupled with a
non-linear, rate-depentent constitutive behaviour for the DEs. The effect of actuation is
modelled through the definition of a Maxwell stress tensor in the constitutive model of
the material. The constitutive model for actuated DEs is coded inside the finite-element
solver Abaqus (Dassault System, 2013).
The close fluid-structure coupling observed experimentally is taken into account through
an implicit coupling of the fluid and structural sub-domains, using subiterations within
the time steps for the convergence of both problems. The coupling uses the STAR-CCM+
and Abaqus Co-simulation capabilities, allowing the coupling of both solvers (Dassault
System, 2013; CD-Adapco, 2013).
After the definition of the high-fidelity model, a low-order description of the fully-coupled
system is obtained to aid control system design. The reduced-order formulation is defined
projecting independently the fluid and structure equations into a subspace defined by their
eigenvalues, which can be calculated numerically, as in the case of the structure, or via
POD, as in the case of the fluid.
1.2.7 Thesis outline
The development of a high-fidelity aeroelastic model for actuated membrane wings re-
quires a multidisciplinary approach, as discussed in section 1.2.6. The progression of this
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Figure 1.5: Definition of the aeroelastic problem of actuated membrane wings:
physical system and the corresponding computational model used in this work.
dissertation will try to focus the attention on the distinct aspects before combining them
together in the fully coupled model.
Chapter 2 describes the non-linear, rate-dependent model for the constitutive behaviour of
DEs. The general modelling framework is discussed first, followed by the characterisation
of the material model for particular acrylic DEs selected, the VHB49 series. It also includes
an analytical model to reproduce the experiments from the literature and characterise the
material model. Chapter 3 describes a high-fidelity aeroelastic model for the dynamics
of membrane wings in a low-Reynolds-number flow, detailing the modelling assumptions
on the structural and fluid sides. It also includes the validation results of the structural
model for the DEs, which is used to reproduce the experimental performance of a tunable
lens device. The chapter also verify the implementation of the passive aeroelastic solver
comparing against numerical data available in the literature. The aeroelastic model is
coupled with the constitutive law derived in chapter 2 to finally define the fully coupled
aeroelastic model. The dependence of the wings dynamic performance on the spatial
and temporal discretisation are investigated. The final model is the used in chapter 4 to
compare the open-loop performance of the wing when a purely elastic and a viscoelastic
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constitutive models are used. The comparison aims to assess the effect of actuation in
the aeroelastic performance of the wing and the influence of the rate dependent material
response. The investigation also evaluates the effect of membrane compliance in the final
performance of the aeroelastic system.
Once the full system has been correctly addressed, reduced-order modelling techniques
will be investigated to obtain a low-order description of the fully-coupled actuated sys-
tem, which can be beneficial in the context of control system design. For this reason,
starting from the high-fidelity model, chapter 5 introduces a methodology for the model-
reduction of the full aeroelastic system, which provides a linearised model for the design of
a control system for the integral actuation of the membrane. The control system obtained
is finally implemented in the high-fidelity model to evaluate the controller performance
in the rejection of inlet flow disturbances. Chapter 6 summarises the work and high-
lights the major contributions. The chapter is concluded with recommendations for future
work.
1.2.8 Publications based on this work
The work of this thesis has resulted in the following journal papers and conference contri-
butions.
Journal papers
1. Buoso, S. and Palacios, R. On demand aerodynamics in integrally actuated mem-
branes with feedback control. AIAA Journal. [Under review].
2. Buoso, S. and Palacios R. Viscoelastic effects in the aeromechanics of actuated elas-
tomeric membrane wings. Journal of Fluids and Structures, 63:40-56, 2015.
3. Buoso, S. and Palacios, R. Electro-aeromechanical modelling of actuated membrane
wings. Journal of Fluids and Structures, 58:188-202, 2015
Conference contributions
1. Buoso, S. and Palacios, R. High-fidelity simulation and reduced-order modelling of
integrally-actuated membrane wings with feedback control. SPIE - Smart Materials
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and Structure Conference, Las Vegas, US, 20 - 24 March 2016.
2. Buoso, S. and Palacios, R. Feedback control of integrally actuated membrane wings:
a computational study. 57th AIAA/ASCE/AHS/ASC Structures, Structural Dy-
namics, and Materials Conference, AIAA, San Diego, US, 4-8 January 2016.
3. Buoso, S. and Palacios, R. Reduced-order modelling and feedback control of inte-
grally actuated membrane wings. International Forum of Aeroelasticity and Struc-
tural Dynamics, IFASD - 2015-072, St. Petersburg, Russia, 28 June - 2 July 2015.
4. Buoso, S. and Palacios, R. Electro-aeromechanical modelling and feedback control
of actuated membrane wings. 23nd AIAA/AHS Adaptive Structures Conference,
AIAA 2015-0267, Kissimmee, Florida, US, 5-9 January 2015.
5. Buoso, S. and Palacios, R. A nonlinear viscoelastic model for electroactive inflated
membranes. 11th World Congress of Computational Mechanics (WCCM XI), pp
4300-4312, Barcelona, Spain, 20-25 July 2014.
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Chapter 2
Constitutive model for dielectric
elastomers
This chapter describes the hyper-viscoelastic constitutive model used for the acrylic dielec-
tric membranes investigated in this work. Section 2.1 introduces the modelling assump-
tions of the polymer behaviour. Section 2.2 describes the finite-deformation framework
used for the model and it defines the energy functions of the constitutive behaviour. Static
and dynamic analytical models of a circular inflated membrane are derived in section 2.3
and used in section 2.4 to characterise the constitutive law of the dielectric elastomers
considered in this dissertation, the acrylic elastomers of the VHB40 series from 3M.
2.1 Assumptions
The material model of this work is based on a phenomenological description. The DEs
are assumed to be isotropic, which is an assumption that has been experimentally verified
up to a stretch of 1.5 (Schmidt et al., 2011), but would need further investigation for
higher stretches. The mechanical constitutive behaviour is assumed to be the sum of the
contribution of an elastic equilibrium part and a viscoelastic component. In addition to
this, the viscoelastic stresses are assumed to be related only to the deviatoric part of the
deformation gradient (Simo and Hughes, 1998). The electrostatic stresses are decoupled
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from the mechanical ones, such that the total stress tensor, σ, is (Suo, 2010)
σ = σm + σel, (2.1)
where σm and σel are the mechanical and electromechanical stress tensors. It is also
assumed the independence of the electrostatic stresses from the viscoelastic behaviour of
the material, so that they only depend on the purely elastic deformation (Suo, 2010). The
evolution of the electrostatic forces is further assumed to be instantaneous, since their time
scales are several order of magnitude faster than the mechanical ones. The electric model
assumes a constant value of the dielectric constant (Tagarielli et al., 2012). Zhao and Suo
(2008) showed that when considering large actuation voltage amplitudes, electrostrictive
effects need to be included in the model. However, the value of the applied electric field
for the problems of interest in this work will be within a verified range of values for which
electrostrictive effects are negligible.
Under these assumptions, the material constitutive model is described by an energy func-
tion, W , of the form
W = W∞ +Wv +We, (2.2)
where W∞, Wv and We are defining the hyperelastic-equilibrium, viscoelastic and electro-
static stresses, respectively. The large displacement framework, the corresponding hypere-
lastic equilibrium function, W∞, and the electrostatic model are briefly described in section
2.2.1 before introducing the rate-dependent part of the model in section 2.2.2.
2.2 Electro-mechanical constitutive model
2.2.1 Hyperelastic constitutive model
The constitutive model for DEs is developed in the finite deformation framework (Bonet,
2001; Bonet and Wood, 2008; Simo and Hughes, 1998). Let B0 be the reference configura-
tion of a body at time t0 and φ the mapping function fromB0 to the current configuration
B at time t (Fig. 2.1). Let F be the deformation gradient of φ expressed in the reference
configuration. Consider its multiplicative decomposition (Flory, 1961) into its volumetric
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0
Figure 2.1: Reference and actual configurations.
and isochoric components, that is,
F¯ = FJ−
1
3 , (2.3)
where F¯ measures the isochoric deformation of the body and J = det(F ) measures changes
in volume. F¯ and J are used to define the elastic-deviatoric and volumetric stresses in the
deformed configuration. The mechanical deviatoric energy function of an isotropic material
can be expressed in terms of the invariants of the right Cauchy-Green deformation tensors
C¯ = F¯
T
F¯ (Bonet and Wood, 2008),
I¯1 = trC¯, I¯2 =
1
2
((
trC¯
)2 − trC¯2) . (2.4)
Thus the free-energy function is of the form
W∞ = U∞ (J) +D∞
(
I¯1, I¯2
)
, (2.5)
where U∞ (J) is the volumetric energy function accounting for the variation in volume
defined by J and D∞
(
I¯1, I¯2
)
is the deviatoric free-energy function. In this work, the
deviatoric behaviour is described by be the Gent model (Gent, 1996)
D∞ = −µJm
2
log
(
1− I¯1 − 3
Jm
)
, (2.6)
where µ and Jm are the elastic shear modulus and the limiting stretch of the material, re-
spectively. This model is used because it consists of two parameters of immediate physical
significance and it captures the stiffening behaviour characteristic of membranes when the
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deformation approaches the value of the limiting stretch. Both constants are determined
from experiments. The volumetric energy function, defined as a penalty factor for the
volume variation, is of the form
U∞(J) = K(J − 1)2, (2.7)
where K is the compressibility modulus of the material. The selection of its value depends
on the assumptions made. If the DE is modelled as compressible or nearly-incompressible
its value has to be experimentally identified. If the material is assumed to be incompress-
ible, it is sufficient to select a large value of K which effectively constrains the volume
variation.
2.2.2 Viscoelastic free-energy function
The formulation of the viscoelastic free-energy function, Wv of Eq. (2.2), will be based
on N time dependent internal tensors, F¯ i, representing an equivalent number of viscous
mechanisms included in the model. For each of them, through the multiplicative decom-
position of the deviatoric deformation gradient, F¯ , it is obtained the viscoelastic tensor
F¯ e
F¯ e,α = F¯ F¯
−1
i,α, for α = 1, .., N, (2.8)
which maps the intermediate configuration into a fully relaxed one with the same F¯ . These
new viscoelastic tensors are used in the definition of the non-linear viscoelastic constitutive
model.
The material is assumed to be isotropic, as for the hyperelastic equilibrium part, which is a
reasonable approximation of the material behaviour in the equi-biaxial stresses considered
for the wing in this work. The viscoelastic free-energy function is defined in terms of the
invariants of the right Cauchy-Green deformation tensors of the viscoelastic tensors F¯ e,
C¯e,α = F¯
T
e,αF¯ e,α. This results in a mechanical free-energy function of the form
Wv =
N∑
α=1
Wv,α
(
I¯1e,α , I¯2e,α
)
, (2.9)
where Wv,α
(
I¯1e,α , I¯2e,α
)
is the general form of constitutive model related to the α-th mech-
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anism and I¯1e,α and I¯2e,α are the first and second invariants of C¯e,α
I¯1eα = trC¯e,α I¯2eα =
1
2
((
trC¯eα
)2 − trC¯2eα) . (2.10)
The nonequilibrium evolution law, in this work, is in the form
˙¯Ciα =
1
τα
[
C¯ − C¯iα
]
, (2.11)
which is a linearisation of the law proposed by Bonet and Wood (2008), where C¯i,α =
F¯
T
i,αF¯ i,α is the right Cauchy deformation tensor of F¯ i,α and τα is the time constant relative
to the α-th relaxation mechanism considered. The linearised evolution law has shown to be
a good representation of the material behaviour for the range of stretches and strain-rates
considered for membrane wing applications. As in the hyperelastic constitutive model, the
form of the viscoelastic energy function has to be specified. In this work it is described
with the Neo-Hookean model
Wv,α =
µv,α
2
(
I¯1e,α − 3
)
, (2.12)
where µv,α is the viscoelastic shear modulus of the α-th relaxation mechanism.
For clarity, a one dimensional spring-damper model (Fig. 2.2) is proposed in analogy with
the viscoelastic model used. The displacement x imposed at the extremities of the element
Figure 2.2: 1D Maxwell element.
is represented by the deviatoric part of the deformation gradient, F¯ . The total mechanical
stress, σm, is the contribution of two parts, σ∞ and σv. The stress σ∞ is due to the elastic
spring with modulus E∞. In the 3D framework of finite-deformation, this first spring
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represents the elastic, equilibrium stresses defined by W∞. The second contribution comes
from the viscoelastic stress, σv, from the Ee spring in series with the damper η. The state
of these two elements is represented by the extension of the spring Ee and the elongation
of the damper. These two variables, in the 3D finite deformation theory, are represented
by the deformation gradients F¯ eα and F¯ vα , and the stresses σv are obtained from the free
energy function Wv. If the displacement x is imposed instantaneously, the springs E∞
and Ee will deform of x, while the damper will remain in the initial configuration. It will
start evolving, forced by the imposed displacement x, according to a defined evolution law.
The spring Ee will relax due to the extension of the damper which will reach the value x
leading Ee to the rest configuration. The elastic force due to the elements in series will be
zero.
2.2.3 Total stresses
Once the free-energy function have been selected, the resulting constitutive model is used
for the determination of the material stress field. For their calculation, the mechanical
material law defined in (2.2), and here identified with Wm, is conveniently rearranged
as
Wm = W∞ +Wv = Wvol +Wiso, (2.13)
where W∞ and Wv are the hyperelastic and viscoelastic free-energy functions derived
in Sections 2.2.1 and 2.2.2. In this formulation, Wvol and Wiso are the volumetric and
deviatoric components of the mechanical energy function, which, under the assumptions
made, are Wvol = U∞ and Wiso = D∞ + Wv.
The stresses are the conjugates with respect to the free-energy function of the stretches
in the directions considered (Bonet and Wood, 2008). The second Piola-Kirchhoff stress
tensor, S, represents the stresses expressed in the reference configuration and is obtained
as
S = 2
∂Wm
∂C
= Svol + Siso = J
∂Wvol
∂J
C−1 + 2J−
2
3P :
(
∂Wiso
∂C¯
)
, (2.14)
where Svol are the stresses due to the contribution of the volumetric energy function,
Siso is the contribution of the elastic deviatoric stresses and the projection tensor is P =
I − 13C−1 ⊗ C with I the fourth-order identity tensor. The mechanical stress tensor in
the deformed configuration, σm, is finally obtained through a push-forward operation on
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S,
σm =
1
J
F TSF . (2.15)
The constitutive model is completed by adding the effect of the electrostatic stresses using
Maxwell’s stress tensor. Given an electric field vector E, the corresponding stress tensor,
σel, is defined as (Suo, 2010)
σel = E ⊗E − 1
2
 (E ·E) I, (2.16)
where  is the material dielectric constant, E is the electric field vector in the deformed
coordinate system and I is the second order identity tensor. The material dielectric
constant, , is usually expressed as  = 0r where 0 is the vacuum dielectric constant and
r is the material relative dielectric constant. The total stress is finally obtained as (Suo,
2010)
σ = σm + σel. (2.17)
2.2.4 Tangent stiffness
To use the constitutive model in a finite-element formulation that adopts a Newton-
Raphson scheme, the evaluation of the operator for the iterative solution scheme requires
the definition of the tangent stiffness C that, in the reference configuration, is a fourth-
order tensor obtained as (Bonet and Wood, 2008)
C = 2
∂S
∂C
= 4
∂2W
∂C∂C
. (2.18)
After some lengthy algebra, this tensor can be expressed as
C = J
∂Wvol
∂J
(
C−1 ⊗C−1 − 2IC−1
)
+ J2
∂2Wvol
∂J2
C−1 ⊗C−1
− 4
3
J−
4
3
(
∂Wiso
∂C
⊗C−1 +C−1 ⊗ ∂Wiso
∂C
)
+
4
3
J−
4
3
(
∂Wiso
∂C
·C
)(
J−
4
3 IC−1 +
1
3
C
−1 ⊗C−1
)
+ 4J−
4
3
∂2Wiso
∂C∂C
− 4
3
J−
4
3
[(
∂2Wiso
∂C∂C
·C
)
⊗C−1 +C−1 ⊗
(
C · ∂
2Wiso
∂C∂C
)]
+
4
9
J−
4
3
(
C · ∂
2Wiso
∂C∂C
·C
)
C
−1 ⊗C−1,
(2.19)
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where IC−1 is defined as
IC−1 = −
∂C−1
∂C
. (2.20)
Since C is a symmetric matrix, its components are given by
(IC−1)ijkl = −
1
2
(
C−1ik C
−1
jl + C
−1
il C
−1
jk
)
. (2.21)
The elasticity tensor in the current (deformed) configuration CF can be obtained from C
using the chain rule
CF = FipFjqFkrFlsCpqrs, (2.22)
and after some algebra the final expression of the elastic tensor is (Suchocki, 2011)
CF = J
∂Wvol
∂J
(I ⊗ I − 2I) + J2∂
2Wvol
∂J2
I ⊗ I
− 4
3
[(
C
∂Wiso
∂C
)
⊗ I + I ⊗
(
∂Wiso
∂C
C
)]
+
4
3
(
∂Wiso
∂C
·C
)(
I+
1
3
I ⊗ I
)
+ 4C
∂2Wiso
∂C∂C
C − 4
3
[
C
(
∂2Wiso
∂C∂C
·C
)
⊗ I + I ⊗
(
C · ∂
2Wiso
∂C∂C
)
C
]
+
4
9
(
C · ∂
2Wiso
∂C∂C
·C
)
I ⊗ I,
(2.23)
where I is the symmetric fourth order identity tensor and it is defined as
Iijkl =
1
2
(δikδjl + δilδjk) . (2.24)
Another formulation of the elastic tensor, referred to as the Zaremba-Jaumann (Z-J)
objective rate, is often required in some finite element codes (and it is the one considered
in Abaqus (Dassault System, 2013)) and it is defined as
CZ-J = CF +H, (2.25)
where CZ−J is the Z-J fourth order elastic tensor and H is a fourth order tensor whose
components are defined as
Hijkl =
1
2
(δikSjl + δjlSik + δilSjk + δjkSil) . (2.26)
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2.3 Inflated membrane model
The characterisation of the constitutive material model for a selected material requires the
identification of the elastic shear modulus, µ∞, and limiting stretch value, Jm from (2.6), N
shear moduli, µv,α, from (2.12) and N relaxation constants, τα, from (2.11). This requires
representative experimental results. Fox and Goulbourne (2008, 2009) experimentally
investigated the static and dynamic behaviour of inflated circular prestretched membranes
made of VHB4905 acrylic elastomer. These loading conditions are very similar to those in
membrane wings, thus these experimental investigations will be considered for the material
identification.
For this purpose, an analytical model for the setup of the experiments is derived next and
it will be used for the identification of the material parameters. First, it is presented a
non-linear static model to compute the maximum displacement of the membrane central
point as a function of the in-plane tension and the applied pressure difference. From its
linearisation, a linear dynamic model for axi-symmetrical inflated membranes is derived.
The models assume material incompressibility to determine the variation of the membrane
thickness during the deformation, which is a parameter not available in the experimental
results. This assumption also allows to simplify the formulation of the Maxwell stresses,
that can be defined as an equivalent in-plane relaxation tension component. As previously
stated, this assumption is realistic for small applied voltages, and the nearly-incompressible
material behaviour is selected for the general form to aid numerical convergence. In
the analytical model, the circular membrane has diameter 2a and radial prestretch λp.
The initial thickness is H and, assuming incompressibility, the thickness of the stretched
membrane is h = Hλ−2p .
2.3.1 Non-linear static model
The model assumes a spherical deformed membrane, which is a valid assumption when the
maximum height of the central membrane point is lower than its in-plane radius (Shian
et al., 2013). Following from this we have that
z = R−
√
R2 − a2, (2.27)
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Figure 2.3: Schematic representation of the section of the inflated circular
membrane.
where z is the displacement of the central point of the membrane, R is the radius of the
corresponding spherical cap and a the initial membrane radius. A schematic representation
in 2D is shown in Fig. 2.3. Combining (2.27) with the Young-Laplace law allows to relate
the height of the spherical cap z with the in-plane tension, T , and the pressure difference
across the membrane. ∆P ,
z =
2T
∆P
−
√(
2T
∆P
)2
− a2. (2.28)
The tension is recomputed iteratively with updated value of the stretch, λ, due to the
out-of-plane displacement
λ =
λp
2
arcsin
( a
R
)
, (2.29)
where λp is the initial membrane prestretch. Assuming material incompressibility and
equi-biaxial stretch, the membrane tension can be computed using Eq. (2.15). When the
membrane is actuated, the total in-plane stress is the sum of the mechanical and Maxwell
stresses, as in Eq. (2.17).
2.3.2 Linear dynamic model
Under the spherical-cap assumption, for a membrane element of infinitesimal area sub-
jected to a uniform pressure difference, ∆P , and uniform tension, T , Newton’s second law
can be written as
ρh
∂2z
∂t2
= −2T
R
+ ∆P, (2.30)
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where ρ is the membrane density, h is the membrane thickness, z is the vertical displace-
ment and T is the in-plane tension per unit of area of the membrane. Consider now a
reference static configuration identified by the parameters ∆P0, T0, z0 and R0, which is
calculated with (2.28). Assume a perturbation of this state due to changes of the stress,
δσ, or to a fluctuation of pressure difference, δP . Expanding (2.30) from the reference
configuration and linearising we have
ρhδz¨ = −2δT
R0
+
2T0
R20
δR+ δP, (2.31)
where δT is the variation of in-plane tension considering the elastic, viscous and Maxwell
contributions and δR is the perturbation or R due to changes in z. The variation of the
elastic tension due to the deformation, in the range of validity of this linearised model, is
negligible. Thus δT is written as the sum of the contribution of the viscoelastic stresses
and the Maxwell stresses. Using the Laplace transform for (2.31)
ρhs2L{δz} = −2L{δT}
R0
+
2T0
R20
L{δR}+ L{δP} . (2.32)
After linearisation of Eq. (2.27) δR can be expressed as
δR =
z20 − a2
2z20
δz. (2.33)
Considering a linearised form of the viscoelastic stresses, L{δT} can be written as
L{δT} = L{δσel}+
N∑
α=1
Ω(xα, s)ΓL{δz} , (2.34)
where N is the number of viscoelastic mechanisms considered, Γ = Γ(a, h0, R0) is a func-
tion of the initial conditions to linearise the variation of the length of the spherical cap
and Ω(xα, s) is the transfer function from the membrane stretch (ΓL{z}) to the viscous
stresses. Substituting (2.34) and the Laplace transform of (2.33) in (2.32) the linear
dynamics of the system is
L{δz} = 2L{δσel}R
−1
0 + L{δP}
ρhs2 +
∑N
α=1 Ω(xα, s)Γ− 2T0R20
z20−a2
2z0
. (2.35)
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Equation (2.35) represents the linear response of the circular inflated membrane when
a variation in pressure or voltage is applied over the reference configuration considered.
In the most common experimental set-up for membrane inflation, the membrane is pre-
stretched over a finite volume camber that is used to generate the pressure difference. The
deformation of the membrane will determine a variation of the volume of this camber that
will define an induced pressure variation. Modelling the fluid as an ideal gas, and consid-
ering a linearised expression for the variation of the fluid volume with the displacement of
the membrane z, we can write
L{δPi} = −pi
2
(
a2 + z20
) P0
V0
L{δz} , (2.36)
where δPi denotes the variation of the pressure in the fluid due to the displacement of the
membrane and P0 and V0 are the initial air pressure and volume. Coupling (2.36) with
(2.32) we have
L{δz} = 2L{δσel}R
−1
0 + L{δP}
ρhs2 +
∑N
α=1 Ω(xα, s)Γ− 2T0R20
z20−a2
2z0
− pi2
(
a2 + z20
)
P0
V0
. (2.37)
When a mechanical constitutive model W is selected, the mechanical stresses can be
computed. The elastic tension, T0, is equal to σ0Hλ
2
p, where σ0 is the in-plane tension
obtained from
σ0 =
(
−pI + 2∂Φ∞
∂I1
C
)
, (2.38)
where C is the left Cauchy Green deformation gradient and p is the hydrostatic pressure
that is determined from the plane stress condition on the membrane, σ
(3,3)
0 = 0. The
Maxwell stress, using the incompressibility assumption, is
σel = −
(
V
H
λ2p
)2
Hλ−2p , (2.39)
where V is the applied voltage (Suo, 2010). Finally, the viscoelastic model proposed in
section 2.2.2 is linearised and coupled with the evolution law giving the following expression
of Ω(xα, s) for (2.34)
Ω(xα, s) =
µαs
1
τα
+ s
. (2.40)
The static and dynamic models derived in this section provide simple analytical tools
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to model axisymmetric inflated membranes. Once the geometric parameters have been
defined, the two models depends only on the system inputs, applied voltage and pres-
sure, and the material constitutive models selected. They can be used to identify those
coefficient and characterise the DE of interest with a very low computational cost. The
static and dynamic models will be applied in the next section to a set of experiments
from the literature to characterise the material model used for the wing application in this
work.
2.4 Coefficient identification
Definition of W∞ and We
The first step in the definition of the material model is the determination of the coefficients
of W∞ and We, in the specific the values of µ and Jm for the Gent model selected and
the relative dielectric constant, r. The static model (2.28) with the iterative correction
of the tension (2.29) has been used to define a least-square fitting process with the static
data in Fox and Goulbourne (2009). The VHB4905 membrane in the experimental work
considered has radius a = 88.9 mm and radial prestretch λp = 3.5. The coefficients
obtained were found to be close to µ= 20kPa, Jm= 100 and r=2.7, which are the ones
that will be used for the model. Similar values of the shear modulus have been found in
the literature (Fox and Goulbourne, 2009; Schmidt et al., 2011) using an Ogden material
model. Lu et al. (2012) proposed a higher range of values of the shear modulus for the Gent
model and a similar Jm when fitting equibiaxial stretch experiments. The discrepancy is
due to the different boundary conditions since no out-of-plane loadings were considered in
their work. In addition, the static configuration they considered is not fully relaxed, and
includes some effects from the viscoelastic stresses. The volumetric part of the free-energy
function is then added to the resulting constitutive model in the form
U(J) = K (J − 1)2 , (2.41)
with K = 3.8 ×108 Pa. This has found to have no significant impact on the constitutive
behaviour in this case, but allows to reduce numerical problems in the convergence of the
solution due to incompressibility.
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Figure 2.4: Spherical cap height for an inflated actuated VHB4905 membrane.
Comparison of experimental data from Fox and Goulbourne (2009) predictions
of the numerical model proposed.
The hyperelastic model derived here is implemented in a FORTRAN user-subroutine that
interacts with the finite-element solver Abaqus (Dassault System, 2013). The definition
of a user subroutine is required by the need of implementing the effect of the actuation in
the form of the Maxwell stresses, modifying the mechanical constitutive stresses. Also the
definition of a non-linear viscoelastic model formulated in the large deformation framework
required its user-implementation in the subroutine. The comparison of the predicted
displacements of the central point of the membrane are compared with the experimental
results in Fig. 2.4, and a very good agreement is observed. The structural mesh considered
is shon in Fig. 2.5. In addition, the non-linear analytical model used to identify the
coefficients has been compared with the results of the FE model confirming the validity
of the assumptions for its derivation. It also verified the absence of volumetric locking
with the hybrid solid elements used to model the membrane. The experimental conditions
defined in the experiments considers a maximum value of the nominal electric field of
61 MV/m, which sets the upper limit of validity of the model used in this work. In
addition, all the constitutive framework has been set-up to account for an expansion of
the model in a future work. With the implementation considered the model can account
for compressibility effects for high applied voltages and for electro-strictive (non-linear)
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dielectric phenomena.
Z
T
R
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Y
Z
Figure 2.5: Structural mesh used to reproduce the experimental data from Fox
and Goulbourne (2009) shown in Fig. 2.4.
The same methodology for coefficient identification is applied to the experimental data
available the VHB4910 membrane (Fox, 2007) and the material coefficients obtained are
µ = 24 kPa, Jm = 90, K = 3.8×106 Pa and r = 4.8.
Definition of Wv,α
The viscoelastic constitutive model is characterised using the dynamically actuated exper-
iments from Fox and Goulbourne (2009). The circular membrane is inflated with a bias
pressure and actuated with a sinusoidal voltage with amplitude, Φ, of 1.5 kV and various
frequencies, fv. The resulting Maxwell stress is
σel = −
(
Φ
H
λ2p
)2
sin2(2pifvt) = −
(
Φ
H
λ2p
)2 1− cos(2pifvt)
2
. (2.42)
As it can be seen, from an applied voltage with frequency fv, the effective Maxwell stress
will evolve at twice the frequency due to the dependence on the second power of the ap-
plied voltage. At this stage, the hyperelastic stresses are assumed to be known from the
identification process of the previous section, and the total stresses are obtained through
the superimposition of the viscoelastic and hyperelastic ones. This simplification holds in
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the linear model used for the characterisation, and has shown to be a good approximation
in the linear response regime. The dynamic model is obtained through the linearisation of
the model around the reference configuration of the experiments. The reference configura-
tion used for the linearisation considers a pressure ∆P0 = 80 Pa and a constant Maxwell
stress equal to the mean value in (2.42), − 2
(
Φ
Hλ
2
p
)2
. The VHB4905 membrane has radius
a = 88.9 mm and radial prestretch λp = 3.5. With this reference condition, using (2.32),
the transfer function of the membrane is defined. The expressions of the amplitude and
phase delay of the forced response are used in a least-square fitting problem in order to
identify the viscoelastic coefficients of the viscoelastic model. Only one viscoelastic mech-
anism has been considered, representing a good compromise between computational cost
and accuracy of the results. The coefficients are µα = 8.14 MPa and τα = 5.40 10
−4
s.
The results are plotted against the experimental data from Fox and Goulbourne (2008,
2009) in Fig. 2.6 for two different conditions showing a good agreement. The first natural
frequency of the membrane, including viscoelastic effects, is found to be 72 Hz, which is
close to the 70 Hz reported in the experiments (Fox and Goulbourne, 2009).
The impact of the rate-dependent effects on the global (linear) dynamic behaviour is
shown in Fig. 2.7a. The plot compares the transfer functions of the amplitude of the
spherical cap, z, for a voltage input Φ in the case of the elastic (blue dashed line) and
viscoelastic (red solid line) material models defined from Eq. (2.37). The main effect of
the rate-dependent stresses is observed at the larger frequencies, while for slower dynamics
viscoelastic mechanisms can fully relax. Importantly, viscoelastic effects increase the nat-
ural frequency of the membrane, and, for higher frequencies, make the structure effectively
stiffer and damp the amplitude of the oscillations. It is assumed that the values obtained
through the material identification present a certain amount of uncertainty. In Fig. 2.7a
it is shown the effect of an uncertainty of 20% in both coefficients of the viscoelastic model
on the dynamic behaviour of the membrane. It can be seen that the main differences
appear at the resonance frequency of the system, but are still a small deviation from the
reference values as compared with the difference with the purely hyperelastic case.
The membrane model derived in this section is obtained from the linearisation of both the
geometrical formulation (for the calculation of the membrane length) and of the material
formulation (linearisation of the viscoelastic and hyperelastic stresses). However, the con-
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Figure 2.6: Dynamic actuation of the circular VHB4905 membrane. Experi-
mental data Fox and Goulbourne (2009) and numerical models.
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Figure 2.7: Circular membrane bode diagrams for the elastic and viscoelastic
material models. The sensitivity of the error on the viscoelastic coefficients iden-
tification is shown in a), while in b) a comparison is presented of the analytical
and fully non-linear finite element models. In the finite element model the voltage
amplitude used is ΦFE = 2.0 kV. For both plots Φ is in kV anf fn = 70 Hz.
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stitutive model identified via the analytical model will be used in a non-linear description
when evaluating the performance of the actuated wing. Fig. 2.7b compares the membrane
response in the linear (analytical) and non-linear (finite-element) dynamic models. The
comparison shows a very good agreement between the analytical and finite-element solu-
tions, with an increasing discrepancy when moving towards the system resonance (due to
the larger oscillations, which amplify non-linear effects). It has to be noted that, for the
FE model, the bode plot has been obtained running a simulation for each frequency con-
sidered with a voltage amplitude of ΦFE = 2 kV and calculating the ratio of the amplitude
of the steady state response over Φ2FE . In this sense, the finite-element solution depends
on the amplitude of the applied voltage, but has also showed a good agreement with the
analytical result. This is justifying the use of a linear model for the material identification,
allowing a very low computational cost of the least-square fitting procedure. For frequen-
cies close to the resonance, which is the limit of validity of the analytical solution, there
is a discrepancy around 20%.
It is finally noted that, also for initially small membrane deformation, which could be
captured with a linear constitutive model, when considering actuated cases, the large
deformations that can be obtained require the use of a non-linear material description.
This is demonstrated in Fig. 2.8 which compares the deformation of a circular inflated
membrane considering non-linear and linearised material descriptions coupled with a non-
linear geometric formulation. The prestretch is λ0 = 1.02, which provides the linearisation
condition of the material model. From the comparison it is clear that the linearised
material description suffices for the non-actuated analysis, but when considering actuated
cases the assumptions leads to significant discrepancies in the final membrane deformation.
Since the prestretch level, pressure loading and voltage-to-thickness ratios of the actuation
case are similar those of the wing considered in this work, a non-linear material description
is then used throughout the analysis.
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Chapter 3
Fully-coupled high-fidelity
model
This chapter describes the electro-aeromechanical model of the numerical solution method
used for the simulation of the dynamics of actuated membrane wings. Section 3.1 motivates
the choice of the fluid solver for the low-Reynolds number flow around the wing. Section
3.2 describes the structural model, which is coupled with the electromechanical consti-
tutive material behaviour developed in chapter 2. Section 3.3 defines the fluid-structure
coupling approach, which has to represent the strong interaction between the structure and
the unsteady flow phenomena that has been experimentally observed on both passive and
actuated configurations (Song et al., 2008; Arbos-Torrent et al., 2013; Curet et al., 2014).
The absence of experimental data with suitable boundary conditions for dielectric mem-
brane wings does not allow for the direct validation of the fully-coupled model. For this
reason, the different solvers of the framework are individually verified using the available
data in the literature. The structural model is validated in section 3.4 against experimental
results on DE with similar boundary conditions to those of membrane wings. The full-
model is completely assembled in in section 3.5, where it is investigated the influence of the
spatial and temporal discretisation on the predicted performance of two-dimensional DE
wings. The implementation of the aeroelastic framework and the fluid-structure coupling
are verified against results from the literature in section 3.6.
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3.1 Fluid model
As discussed in chapter 1, membrane wings have shown potential aerodynamic benefits for
low-Reynolds number flows as compared to their rigid counterparts. For these flow regimes,
viscous forces have a dominant role in the flow evolution, and the fluid is characterised
by the unsteady large coherent structures determined by the separated regions on the
wing. The main requirements for the fluid solver are then the time-accurate modelling
of these vortical structures at a limited computational cost. Section 1.2.2 discussed the
main models found in the literature, and highlighted that the increase in their fidelity
level is accompanied by a rapid increase in the computational resources required for the
solution of the unsteady Navier-Stokes equations. In this work it is decided to discard
turbulence models and sub-grid schemes, leading to the direct integration of the Navier-
Stokes equations. The choice requires the solution of the eddies of the flow from the
largest ones, whose dimension is comparable to the wing geometry, to the smallest viscous
ones. The gap between the largest and smallest scales increases with the Reynolds number
(Pope, 2000) and hence the computational cost of the solution. To meet the limitation on
the available computational resources, this work restricts the Reynolds number to 2500,
which is at the lower boundary of the flow regimes for Micro Air Vehicles.
For the Reynolds numbers considered here, the flow is incompressible, but the numerical
solver selected is based on the compressible Navier-Stokes equations as implemented in
STAR-CCM+. The governing equations of mass, momentum and energy are solved si-
multaneously using a pseudo-time marching scheme. Convection and diffusion fluxes are
evaluated with a second-order upwind discretization scheme based on a finite-volume rep-
resentation of the domain. Second-order accurate implicit integration in time is used for all
simulations in this thesis. In the STAR-CCM+ implementation, the compressible formula-
tion showed better stability and convergence rate of the solution (CD-Adapco, 2013), but
the nearly-incompressible flow behaviour would determine large system stiffness, which
deteriorates the solution convergence rates in a conventional numerical approach for com-
pressible solvers. This phenomena is due to the disparity between the low flow velocity
and the acoustic speeds of the system (Weiss and Smith, 1995; Hosangadi et al., 2012).
Numerically, this results in a large gap between the system eigenvalues leading to a high
condition numbers of the system matrix. From the physical point of view, this is asso-
ciated to the evolution of pressure waves in the fluid domain and numerically it requires
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very small time-steps.
In these cases, a preconditioner can be used to alter the fluid acoustic speeds and bring
to unity the conditioning number of the system, uniforming the solution time-scales of
the problem (CD-Adapco, 2013). This, on the one hand allows to efficiently solve static
equilibrium conditions, but on the other hand, it destroys the time-accuracy required in a
dynamic solution. To overcome this, in the formulation implemented in STAR-CCM+ it
is used a dual-stepping procedure as described in Weiss and Smith (1995). Inside a loop
stepping through the physical time, an inner loop in pseudo time assures the convergence
of the equivalent steady state problem. The implementation includes sources terms to
account for the influence of the flow evolution history (Weiss and Smith, 1995).
For each of the flow conditions of this thesis, a mesh-refinement and time-step sensitivity
study has been conducted. For the dynamic cases, the relative errors on the mean value of
the lift coefficient as well as the amplitudes and frequencies of the oscillations were consid-
ered to establish convergence. The maximum relative error of those quantities was set to
be below 5%. As it will be shown later in the chapter, this assures the convergence of the
mean response and the frequency content in the aeroelastic system. In addition this limi-
tation was found to lead to the convergence of the membrane displacement histories, and
hence of the global system response. In addition to the sensitivity to the grid-resolution
and time step, for each case considered the element size and time step have been compared
with the characteristic viscous length and time scales, respectively (Valen-Sendstad et al.,
2011)
lν =
ν
uν
, (3.1a)
tν =
lν
uν
=
ν
u2ν
, (3.1b)
where ν is the kinematic viscosity of the fluid and uν is the friction velocity defined as
(Pope, 2000)
uν =
√
ν (SijSij)
1
4 , (3.2)
with Sij being the symmetric part of the velocity gradient, Sij =
1
2
(
∂Vi
∂xj
+
∂Vj
∂xi
)
, and V
the flow velocity. The characteristic length of the mesh elements, lmesh, is the average ex-
tension of the volume in the three dimensions. The correct spatial and temporal resolution
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of the smallest turbulence scales requires (Pope, 2000)
l∗ =
lmesh
lν
∼ O(1), (3.3a)
t∗ =
∆t
tν
∼ O(1), (3.3b)
where ∆t is the time step of the implicit fluid solver. In the results of this thesis, the values
of these non-dimensional parameters have been verified to be in the range of O(1).
3.2 Structural model
In the case of DE membranes, the effect of actuation is modelled by the calculation of the
Maxwell stress tensor (section 2.2) which, in a general case, is defined in three dimensions.
If the DE was assumed to be incompressible, the membrane could be described using the
dynamic string equation assuming ideal membrane behaviour and neglecting thickness
effects, as commonly done in non-actuated cases (Gordnier, 2009; Tiomkin et al., 2011).
Under this formulation, the effect of the voltage actuation could be represented by an
equivalent in-plane relaxation stress (Suo, 2010). Such assumption is valid in most cases
but, when considering high actuation voltages, compressibility effects could play an im-
portant role in the global material behaviour. Liu et al. (2011) numerically investigated
the effect of compressibility on material instabilities, whose predictions were found more
likely to happen for nearly-incompressible or incompressible models.
Therefore, the string model, which is a valid approximation in the case of non-actuated
membranes, is here discarded in favour of a more generic approach whose description
includes the degree of freedom along the thickness. This structural model will then be
solved using the hybrid, eight-nodes, three-dimensional elements in Abaqus (Dassault
System, 2013). They only have translational degrees of freedom, for which linear element
shape functions are used. The nearly-incompressible material behaviour, in the standard
displacement-based description, leads to a ill-conditioned problem due to the large val-
ues of volumetric stresses. To aid the numerical convergence of the problem, the purely
displacement-based solution is discarded in favour of a hybrid formulation, which adds,
as an independent variable, the pressure stress. The new variable is coupled with the
displacement solution through the constitutive theory and the compatibility condition.
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The element choice introduces in the description small effects from the structural bending
stiffness, which would tend to zero for zero-thickness structures. It has been numerically
verified that the ideal membrane solution and the finite-element model showed converg-
ing behaviours. Fig. 3.1 shows the static membrane displacements, z, as percentage of
the membrane diameter, D, for the actuated axis-symmetric membrane considered in the
material identification exercise of section 2.4. The plot compares the prediction of the non-
linear solution from the static analytical model, assuming perfect membrane behaviour,
and the finite-element solution using solid elements. The perfect matching of the two
models shows the absence of volumetric locking using the 3D hybrid elements.
In addition, the advantage of using solid elements is that they avoid the singularity of the
stiffness matrix, which could be encountered for non-tensioned membranes and would lead
to the generation of infinite wrinkles. This problem could be crucial for very compliant
membranes at low angles of attack, which showed a bi-concave equilibrium configuration
(Arbos-Torrent et al., 2013) and the presence of non-tensioned portions of the wing. Sim-
ilar benefits could be obtained considering shell elements, as in the work of Kramer et al.
(2013), and assuming material incompressibility, .
Finally, the structure is described by a non-linear geometric formulation coupled with the
non-linear constitutive model that has been described in detail in chapter 2. The system
dynamics is integrated with an implicit Hilber-Hughes-Taylor operator with no added
numerical dissipation (Dassault System, 2013). The non-linear set of equations is solved
using the Newton-Raphson scheme with double precision. The structural stiffness and
tangent stiffness matrices are recomputed at every time-step to account for geometrical
and constitutive non-linearities as well as the effect of the Maxwell stress.
3.3 Fluid-structure coupling
The coupling of the static potential flow description with an inextensible linear membrane
model leads to an elegant analytical solution relating the membrane tension to the lift
distribution on the wing (Newman, 1987). The closed form solution highlights how, under
these assumptions, the system can be described by the Weber number, which is the ratio
between the membrane tension and the free-stream dynamic pressure. In a similar fashion,
Smith and Shyy (1995) identified two non-dimensional parameters, which, for a linear
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elements, b) Structural mesh.
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structural description, can provide a prediction of the membrane performance as function
of its initial excess length or prestress. Experimentally a good correlation has been found
between these parameters and the time-averaged membrane camber when the structure
was subjected to small deformations by the aerodynamic loading from the flow. In the
context of very stretchable membranes, or in case of a variation of the membrane in-
plane tension due to the actuation, the predictive character of these parameters is in part
lost and they can only be used as indicative performance metrics. For all these models,
the common outcome has been the identification of a very strong coupling between the
fluid and the structure, which has been confirmed also by recent high-fidelity simulations
(Gordnier, 2009).
This has led to the choice of this work of an implicit coupling of fluid and structural
models, which is done through the definition of a common interface in both solvers. It
occupies the same spatial positions in both models, allowing easy mapping of the nodes
of the elements of both meshes. Both conformal and non-conformal meshes are used in
this work, depending on the spatial refinement used in the solvers. Different mapping
algorithms are employed depending on the ratio of the mesh elements of the two solvers
(CD-Adapco, 2013). Once neighbouring nodes and elements are identified, the fluid solver
uses the shape functions of the structural solver for the interpolation of the pressure and
viscous forces and the definition of the equivalent set of nodal loads to be used in the
finite element solver. The new nodal displacements and velocities from the FE solver are
then passed to the fluid solver for the deformation of the mesh and the computation of
the new flow field. The mesh deformation process moves the mesh nodes accordingly to
a linear interpolation law that depends on their relative distance from the moving and
fixed boundaries (CD-Adapco, 2013). When the relative difference in the norm of two
consecutive field exchanges is below a defined tolerance, 10−4 for the results in this work,
convergence is established, the sub-iterations are terminated and the solution moves to
the next time-step. The exchange of data between the solvers uses a bridge in the RAM
memory using the Co-Simulation engine available for the coupling of the Abaqus and
STAR-CCM+ solvers (CD-Adapco, 2013).
During the development of the aeroelastic framework, it has been investigated the im-
pact of the selected coupling algorithm, implicit or explicit, and of the solution time step.
Numerical results have shown that, considering an explicit coupling scheme significantly
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reduces the amplitude of the structural oscillations of the system, and the resulting mean
values and oscillations of the aerodynamic coefficients as compared to the implicit scheme
with the same time-step. Additionally, when considering the coupling of the fluid solver
with the structural one under viscoelastic material assumptions, it was observed a degra-
dation of the convergence rate. This was mainly due to the excitation of high-frequency
vibrations in the structure. Despite being heavily damped, the resulting membrane os-
cillations required the reduction of the time step in the structural solver. In the fluid
model, the resulting deformation of the mesh produced by the morphing of the bound-
aries determined a significant distortion of the finite-volume mesh, which, in some cases,
was leading to the divergence of the solution. This problem has been encountered mainly
during the initial part of the unsteady response, which could be mitigated adding artificial
damping to the structural solution during the initial instants of the simulation aimed at
the suppression of these high-frequency oscillations.
3.4 Structural model validation
The structural model for the dielectric elastomer is here validated against the experimen-
tal results of Shian et al. (2013) on a tunable lens. The device is made of two transparent
DE membranes mounted on a rigid frame encapsulating a transparent fluid with con-
stant volume. These boundary conditions are similar to those of membrane wings and
hence allows the validation of the structural model with meaningful loading conditions. A
schematic representation of the tunable lens is shown in Fig. 3.2a. The passive and ac-
tive membranes are made of VHB4905 and VHB4910, respectively, which are two acrylic
elastomers of the VHB49 series from 3M. The VHB4905 has an initial thickness of 0.5
mm, while the VHB4910 is 1 mm thick. The two membranes are prestretched on a rigid
frame and enclose a transparent fluid, which determines their out of plane displacement.
When the active membrane is actuated, its in-plane tension is reduced and this causes
the redistribution of the fluid volume and a variation of the focal length. The constitutive
behaviour of the two DEs are described by the hyperelastic models of Section 2.4 and the
structural displacement fields are solved using the Finite Element description of Section
3.2. The displacement of the central point of the membrane is taken as representative of
the deformed shapes of the two elastomers, which can be approximated as spherical caps.
The incompressible fluid is modelled, from a static point of view, as a uniform pressure
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acting on both membranes, whose value is calculated by imposing the constant volume
constraint (Carpi et al., 2011). The effect of gravity on membranes and fluid is neglected,
which has been verified to be a good approximation of the lens behaviour near the reference
conditions by Shian et al. (2013). With large actuation voltages, or with very compliant
membranes, these assumptions are no longer valid, as it was experimentally verified that
the influence of the weight of the fluid was distorting the focal axis of the device. These
effects are not relevant for the scope of this exercise.
The passive and active membranes diameters are D1 = 10 mm and D2 = 16 mm, respec-
tively, and the total frame thickness is 4.0 mm. The prestretch of the passive membrane
is λ1 = 2.0, while for the active one the prestretch is λ2 = 4.0 (see Table 3.1). The fluid
volume between the membranes determines their initial deformations and the resulting
initial focal length, f0. The experimental boundary conditions for an initial focal length
f0 = 5.30 mm are shown in Table 3.1. In the numerical model, the initial pressure is cal-
culated with an iterative loop to match the initial out-of-plane displacements of the two
membranes and the focal length from the experiments. The initial focal length obtained
from the numerical model is f0 = 5.40 mm, very close to the experimental one. After that,
the fluid volume is computed and constrained in the actuated cases.
Table 3.1: Tunable Lens Model Properties
Nominal Conditions Shian et al. (2013)
Initial focal length f0 5.30e-2 m
Passive membrane diameter D1 1.00e-2 m
Passive membrane prestretch λ1 2.00 -
Active membrane diameter D2 1.60e-2 m
Active membrane prestretch λ2 4.00 -
Frame thickness t 2.00e-3 m
Initial camber passive membrane z10 7.45e-04 m
Initial camber active membrane z20 4.00e-04 m
Numerical Model
Initial focal length f0 5.40e-2 m
Passive membrane diameter D1 1.00e-2 m
Active membrane diameter D2 1.60e-2 m
Passive membrane prestretch λ1 2.00 -
Active membrane prestretch λ2 4.00 -
As exercise, the constitutive model of the actuated membrane, the VHB4910 one, is mod-
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Figure 3.2: Tunable lens. a) Model. b) Focal length variation with actuation.
Experimental data (symbols) from Shian et al. (2013).
ified to perfectly match the lens initial focal length. The original elastic coefficients of
the Gent material model for the VHB4910 are µ = 24 kPa and Jm = 90 with dielectric
constant r=4.7. These have been derived in chapter 2 from experimental results available
in the literature. The modified coefficients that match the experimental results are µ =
22 kPa and Jm = 95. The error between both shear moduli is less than 10%. This is
then considered to be the level of uncertainty of the material model, and it is used in a
parametric investigation to address the effect of model uncertainties on the actuated lens
performance. The displacements at the reference configurations are z10 and z20 for the
passive and active membranes, respectively. When the active membrane is actuated, the
pressure of the fluid is reduced till both the membranes are in equilibrium and the con-
stant volume constraint is satisfied. The constant volume constraint leads to the linearised
relations between z1 and z2
z1 = −D
2
2 + 4z
2
20
D21 + 4z
2
10
z2, (3.4)
where D1 and D2 and z10 and z20 are the diameters and initial displacements of the passive
and active membranes, respectively. The variation of the focal length is can be calculated
from the thick lens equation.
A comparison of the static model with experimental data from Shian et al. (2013) is
presented in Fig. 3.2b, where the relative variation of the focal length from the reference
case is plotted against the actuation voltage. The nominal performance predicted by the
lens model are represented by the black solid line in Fig. 3.2b. An excellent agreement
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is observed, with slight deviations from the experiments at large applied voltages. This is
related to the increased compliance of the actuated membrane, which determines a larger
impact of gravity and errors in the measurements of the focal length as discussed by Shian
et al. (2013). In addition, for the larger values of voltage, non-linear dielectric effects may
gain higher importance and sum up to geometrical distortions due to the mass of the fluid
acting on the membrane.
Keeping the initial focal length as a constraint, the shear modulus of the active membrane
is varied in the range of values determined by the 10% error previously defined. The
corresponding variation of performance is defined by the dash lines in Fig. 3.2b. The
difference in the performance is noticeable only at large voltages. A softer active membrane
would lead to higher variations of the focal length. This is due to the greater impact
that the applied Maxwell stress will have and to the higher volume of fluid available for
displacement (Shian et al., 2013). Contrarily, a stiffer active membrane leads to lower
performance.
The results of this validation exercise showed that the structural model for the dielectric
elastomer membrane is predictive for real DE applications. The validation confirmed both
the modelling assumptions on the constitutive model and in the structural description of
the polymer. In addition, the model showed a relatively small impact of uncertainties due
to the characterisation of the material.
3.5 Passive wing model: grid and time step sensitivity study
The structural model for the dielectric elastomer validated in section 3.4 is coupled with
the aeroelastic solver to obtain the final electro-aeromechanical framework for the actuated
membrane wing. The evaluation of the performance of the wing will be the subject of the
next chapters, while in this section the focus will be in the definition of a suitable spatial
and temporal discretisation of the problem to correctly model the physics of the aeroelastic
system. It is here considered a two dimensional wing on rigid supports. The aerodynamic
effects of the supports are neglected in the fluid solver to decouple the aerodynamic and
structural effects of the frame from the membrane response.
The membrane is pinned at the lower side of the leading and trailing edges, and it is
hence free to rotate around it. The DE is modelled with the hyperelastic constitutive law
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Figure 3.3: Fluid domain for the dielectric membrane wing.
defined in chapter 2, but neglecting viscoelastic effects. The chord length is c = 0.03 m, the
membrane thickness is h = 50 µm for the first element on the walls and initial prestretch
is λ0 = 1.02. These boundary conditions define a quite compliant case which, on the one
hand, is typical of membrane wings applications, but on the other hand, it allows to obtain
large wing deformations, which are demonstrating the robustness of the numerical model
while maintaining Re = 2500. The rectangular fluid domain is schematically shown in Fig.
3.5 together with a zoom-in of the wing structure. The size of the fluid domain has been
determined with a convergence study and satisfies the free-stream boundary conditions,
which are used for the top and bottom boundaries. In this case the domain has a square
shape and it extends for 100 chords in every direction from the wing. Hyperbolic laws
are used to stretch the elements from the membrane walls to the outer boundaries, with
a fixed initial element height of 50µm for the wall elements. The angle of attack is α
= 8◦, for which the system exhibits self excited oscillations. In this case it is possible
to evaluate the effect of the discretisation on frequencies and amplitudes of oscillation of
the system dynamics, and not only on the mean value. The sensitivity study considering
these conditions allows to identify a suitable spatial and temporal resolution to capture
the coherent structures intrinsically related to the fluid dynamics. The resulting mesh size
and time-step were found to be enough to properly capture the dynamics of the actuated
cases at lower angles of attack.
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For conciseness, the convergence studies on the spatial and temporal discretisation for the
membrane solver are not shown here. It was found that enough resolution to correctly
represent the dynamics of the membrane is obtained with 800 element in the chordwise
direction and a single element though-the-thickness. Since a two-dimensional case is mod-
elled, a single element is used in the spanwise direction as well, with periodic boundary
conditions at the edges.
For the spatial discretisation of the fluid domain three meshes are investigated. The first
(coarser) mesh is obtained using 200 elements in each radial direction from the wing and
200 elements on the membrane walls, for a total of 0.24×106 elements. The other two
discretisations are then obtained progressively doubling the number of elements in each
in-plane direction, leading to 0.96×106 and 3.8 ×106 elements. For every of the three
cases a single element is considered in the spanwise direction. The non-dimensional time
step is defined as ∆t∗ = ∆tV∞/c, with ∆t, V∞ and c being the simulation time step, flow
free-stream velocity and membrane chord, respectively. The values of ∆t∗ considered in
the sensitivity study are 0.048, 0.024 and 0.012. The mesh sizes and time-step values have
been chosen based on data from the literature (Gordnier, 2009; Tiomkin et al., 2011).
Since the same flow conditions are addressed, it is expected to obtain similar mesh-size
time-step as a result of this sensitivity study.
The numerical solution is first initialized neglecting inertial effects from the structural
domain, then a fully-transient solution approach is considered. A transition is assumed
for every case considered, hence the post-processing of the results neglects the first ∆t∗tr
= 5. Simulations are run for a time window T ∗ = 50 on 16 cpus in parallel. The metric
considered for this sensitivity study is the lift coefficient. It is expressed in terms of its
mean value and of the frequencies, Sti, and amplitudes, ∆Cli, of the first two oscillation
modes obtained using the Fast Fourier Transform on the signals. Results are presented
in Tables 3.2, 3.3 and 3.4, showing the relative error of each case with the finer mesh and
the smallest time-step case with 3.8×106 cells and ∆t∗ = 0.012. The reference values are
shown in Table 3.5.
It can be noted that the mean value of the reference metric exhibits a small sensitivity
to the time-step considered and the relative error is below 5% even for the coarser mesh.
This shows that considering only time-averaged quantities leads to an under-resolution of
the spatial and temporal discretisations. The frequencies and amplitudes of the oscilla-
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Table 3.2: Time-step sensitivity for the mesh with 0.24×106 cells.
Error in frequency spectra [%]
∆t∗ C¯l St1 ∆Cl1 St2 ∆Cl2
0.048 -4.2 -5.0 -13.3 -7.5 -23.5
0.024 -4.5 -5.0 -1.6 -5.0 12.3
0.012 -4.7 0.0 1.8 0.0 10.0
Table 3.3: Time-step sensitivity for the mesh with 0.96×106 cells.
Error in frequency spectra [%]
∆t∗ C¯l St1 ∆Cl1 St2 ∆Cl2
0.048 -1.1 -10.0 -25.4 -7.5 -14.2
0.024 -1.5 -5.0 -5.8 -5.0 2.2
0.012 1.2 0 -0.4 0.0 2.1
Table 3.4: Time-step sensitivity for the mesh with 3.8×106 cells.
Error in frequency spectra [%]
∆t∗ C¯l St1 ∆Cl1 St2 ∆Cl2
0.048 7.9 -20.0 -12.3 -17.2 -93
0.024 -0.04 -4.8 3.8 -5.0 31.7
0.012 0 0 0 0 0
Table 3.5: Reference values.
Reference values
∆t∗ C¯l St1 ∆Cl1 St2 ∆Cl2
0.012 0.87 0.41 0.24 0.81 0.06
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tions showed convergence with both an increase in the spatial and temporal resolutions.
However, the simulation of the reference case has a very large computational cost. In
particular, it took 10 days to run the reference case with the available computational
resources, compared to only one day for the case with 0.96×106 cells and ∆t∗ = 0.024.
Consequently, the latter spatial and temporal discretisation is used for the analysis of the
performance of the wing in this dissertation, since it showed relative errors of the order
of 5% or less, which is considered to be sufficient for the purpose of the present investiga-
tion. This has shown to define convergence of the coupled behaviour of the system, and
in particular in the structural and fluid modes identified in the analysis of the coupled
response.
3.6 Passive wing model verification
This section will verify the ability of the aeroelastic framework to capture the unsteady
aerodynamics of a passive latex membrane in a low Reynolds number flow. The reference
is the configuration studied by Gordnier (2009). The wing chord is c = 0.1366 m, the
thickness is h = 0.2 mm and the latex membrane is mounted on the supports with zero
prestrain, δ0 = 0. The aerodynamically shaped supports are modelled based on the exper-
imental set-up by Rojratsirikul et al. (2009) and they are sketched in Fig. 3.4. The flow
Figure 3.4: Wing geometry and detail of support (Rojratsirikul et al., 2009).
has free-stream velocity V∞ = 0.2886 m·s−1, density ρf = 1.1767 kg·m−3 and dynamic
viscosity µf = 1.855×10−5 Pa·s. The resulting Reynolds number is Re = 2500. The angles
of attack considered are α = 4◦ and 8◦, which correspond to reattached and separated
flows (Gordnier, 2009). The non-dimensional parameters describing the 2D aeroelastic
problem investigated are Eh/(ρfV
2∞c) = 50 and ρsh/(ρfc)= 0.589. Time evolutions and
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frequencies are expressed in terms of the non-dimensional time t∗ = tV∞/c and Strouhal
number St = fc/V∞, respectively.
In the structural solver the rigid supports are modelled with a clamp condition. The
membrane is solved using 200 hybrid-solid elements in the chord direction and one single
element in both thickness and span directions. This spatial discretisation showed enough
resolution to properly capture the first three membrane modes, which were reported by
Gordnier (2009) to be the relevant ones. The material is modelled with a linear elastic
constitutive law with Young’s modulus E = 3346 Pa, Poisson ratio ν = 0 and density ρs
= 473 kg·m−3. The initial prestretch is zero.
The fluid domain stretches 100 chords in the radial directions around the wing and it is
schematically presented in Fig. 3.5 together with a zoom on the membrane wing. The
size of the C-shaped domain has been determined after a sensitivity study of the dynamic
response of the wing subjected to the different flow conditions considered. Similar domain
dimensions were found in the literature (Gordnier, 2009; Gordnier et al., 2013). The
fluid mesh consists of 200 elements around the supports, 200 on the membrane and 300
elements in the normal directions to the wing. In the direction of the external boundaries,
an hyperbolic stretching law is used to define the size of the elements. The mesh size
is similar to the one identified in section 3.5 with the obvious modification due to the
aerodynamic effects of the supports. Both supports and the membrane are modelled with
a no-slip wall boundary condition. At the domain inlet it is imposed the velocity vector,
while at the outlet a constant pressure is specified. The other two boundaries are modelled
as free-stream boundaries, where the direction of the velocity, the Mach number and the
pressure are specified. This verification exercise considers a two-dimensional problem,
hence symmetric boundary conditions are imposed in the lateral surfaces.
The numerical solution is first initialized neglecting inertial effects from the structural
domain, then a fully-transient solution approach is considered. The initial transient of the
dynamically accurate solution is discarded for the postprocessing of the results, so data
of structural displacements, pressure coefficient distributions Cp and lift coefficient Cl are
stored after t∗tr = 3.0.
The time-averaged membrane shapes and pressure distributions for both angles of attack
are shown in Fig. 3.7. Results only refers to the actual membrane. For the lowest
angle of attack, α = 4◦, the dynamic solution converged to a steady state condition,
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Figure 3.5: Fluid domain for the verification of the aeroelastic model and close
up of the fluid mesh near the wing.
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(a) t∗ = 3.8. (b) t∗ = 4.03.
(c) t∗ = 4.46. (d) t∗ = 4.49.
Figure 3.6: Contour plot of velocity magnitude. Snapshots are spaced of ∆t∗
= 0.06. The period is T ∗ = 0.69.
with a nearly symmetric shape and a maximum membrane amplitude y/c = 7%. Steady
separation occurs near x/c = 0.7. Considering the corresponding Cp distribution for
α = 4◦ it is evident the impact of the supports on the aerodynamics which determines a
separation bubble starting from the leading edge and reattaching before 10% of membrane
chord.
When moving to a larger angle, α = 8◦, self excited oscillations arise from the unsteady
separation at the membrane trailing edge. Consistently with experimental observations
(Rojratsirikul et al., 2009; Arbos-Torrent et al., 2013), with increasing the angle of attack
the maximum amplitude increases due to the higher aerodynamic loading and its chord-
wise position moves upstream. The extent of the leading-edge bubble increases as well
determining a reattachment point at around 14% of the chord. The system dynamics is
characterised by self-excited oscillations which are generated by the periodic shedding of
vortices from the unsteady separation bubble at a frequency St = fc/V∞ = 1.44. With the
rescaling commonly used for thin profiles or flat plates (Gordnier, 2009) which considers
the chord projection normal to the flow direction, it is obtained Stθ = fc sin (α) /V∞
= 0.2 . This is in the range of the shedding frequency found experimentally for low-
Reynolds-number flows around cylinders. Snapshots of the velocity magnitude contours
are shown in Fig. 3.6 where it is evident the unsteady shedding of vortices from the wing.
The unsteady separation from the trailing-edge and the leading-edge separation bubbles
couple with the third membrane modal shape. The mean values of membrane deformation
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and Cp distribution are shown in Fig. 3.7.
The numerical results are compared with those obtained by Gordnier (2009), who used
a sixth-order Navier-Stokes solver for the fluid and a non-linear geometric membrane de-
scription based on the dynamic string equation and coupled with a linear constitutive
model. Gordnier (2009) also assumed a constant uniform thickness, which allows to sim-
plify the structural model neglecting that degree of freedom. In the numerical model
developed in this work this constraint has not been enforced thus showing some minor
differences with the numerical results used for the verification. It is in fact calculated a
variation of around 10% of the membrane thickness, which is smaller near the supports
and close to the initial value at the membrane center. The comparison is shown in Fig.
3.7. Despite these modelling differences, the comparison shows a very good agreement
and convergences to very similar values to those obtained by Gordnier (2009). Also the
dynamic behaviour is in agreement with the numerical results form Gordnier (2009), who
found a shedding frequency of St = 1.45. The discrepancies of the pressure distributions
for α = 8◦ can be attributed to the shape of the supports which, in the present model, have
been slightly modified to simplify the geometric definition of the problem and the meshing
procedure: the model defined in this work neglects the wrapping of the membrane around
the rigid support, causing a small variation in the geometry, in particular next to the thin
part of the supports. The small scattering of Cp results at α = 8
◦ near x/c=0 is due to the
sharp edge that is generated by the membrane deformation at its attachment point. This
comparison has demonstrated the suitability of the current solution method to represent
the dynamics of the membrane wings at low Re and moderate angles of attack. In addition
it showed that the aeroelastic framework can account for the aerodynamic effects of the
supports.
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Figure 3.7: Displacements and pressure distribution on a membrane with solid
rigid supports. Displacement results from Gordnier (2009) refer to the mean
value, while in this work the membrane thickness is included, generating two
series of results referring to the suction and pressure sides.
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Membrane wing performance
This chapter will investigate the open-loop performance of DE membrane wings in low-
Reynolds number flows using the computational methods described in chapters 2 and 3.
The structural solver has been validated against experimental results on real applications of
dielectric elastomers and the aeroelastic framework has been verified against the relevant
literature. Therefore, the fully-coupled model can be confidently used to explore the
performance of membrane wings. A low-Reynolds number flow is considered, which is
found to be at the lower limit for membrane wings applications, but it allows to solve
the flow field without turbulence or sub-grid schemes. The wing stress field is computed
considering the real non-linear material behaviour and rate-dependent effects. Section
4.1 investigates the influence of the prestretch level into the aeroelastic response of the
non-actuated wing. Section 4.2 analyses the performance of the integrally actuated wing.
For both cases, the sections investigate the effect of the assumptions on the elastomer
constitutive model. In particular, they provide an assessment of the impact of rate-
dependent material effects into the final system performance.
All results are non-dimensionalized with the chord length, c, free-stream velocity, V∞, and
flow density, ρf . In particular, time histories of displayed variables are expressed as func-
tion of the non-dimensional time, t∗ = tV∞/c. Frequencies are expressed in terms of the
chord-based Strouhal number, St = fc/V∞. This approach, which is often adopted in the
fluids community, allows to relate the frequencies of the flow features to the characteristic
St number of the vortex shedding, which shows a strong correlation with Reynolds number
and angle of attack. In the context of aeroelasticity, the dynamics of the system, and of
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the vortex shedding itself, are determined by the interaction of the fluid and structural
fields. As it will be seen from the numerical results shown in this section, for the same
Reynolds number and angle of attack, the shedding frequency strongly depends on the
characteristics of the coupled behaviour. This has been experimentally observed also by
Arbos-Torrent et al. (2013) among others.
4.1 Non-actuated wing
This section focuses on the identification of the modelling fidelity and assumptions re-
quired for the computational simulation of the non-actuated DE wing. The constitutive
model used for the wing material has been described in chapter 2 and it accounts here for
both the hyperelastic and viscoelastic stress contributions. Viscoelastic effects are often
neglected when modelling practical applications of DEs. The effect of this assumption will
be quantified with the comparison of the performance obtained for purely hyperelastic
and viscoelasic material models. The chord is c = 0.03 m, the initial thickness is h0 =
50µm and the prestretch, λ0, will be defined for each case investigated. The flow has free-
stream velocity V∞ = 1.445 m·s−1, density ρf = 1.1767 kg·m−3 and dynamic viscosity µf
= 1.855×10−5 Pa·s. The resulting Reynolds number is Re = 2500. The angles of attack
considered are α = 4◦ and 8◦, which in the verification case of section 3.6 correspond
to steady and unsteady flows, respectively (Gordnier, 2009). The domain size, the fluid
and structural discretisations and the simulation time-step have been selected in section
3.5.
4.1.1 Steady flow around the membrane wing, α = 4◦
The first set of results focuses on the smallest angle of attack, α = 4◦. Two different
prestretch levels are considered, λ0 = 1.02 and 1.50. The mean membrane shapes are
presented in Fig. 4.1 in terms of the non-dimensional chordwise, x/c, and mean out-of-
plane, y¯/c, positions. For λ0 = 1.02, the maximum camber amplitude is y¯/c = 1.7% at
x/c = 0.42. For the stiffer wing the camber amplitude is reduced to y¯/c = 0.17%, with
a maximum amplitude point at x/c = 0.41. The corresponding lift and drag coefficients
are C¯l = 0.47 and C¯d = 0.060 for λ0 = 1.02 and C¯l = 0.39 C¯d = 0.062 for λ0 = 1.50.
Both values of lift are quite close, indicating that for such small cambers, the incidence
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Figure 4.1: Wing mean deformation, Re = 2500, α = 4◦.
angle is the main contributor to the lift. This is in agreement with the basic aerodynamic
theory (Anderson, 2010) and the experimental findings of Attar et al. (2012), who found
a reduced influence of the level of prestrain in the Cl values for low angles of attack and
Reynolds numbers. Increasing the incidence angle or the Reynolds number results in a
larger aerodynamic loading, which causes larger membrane deformations and a higher
impact of the induced camber on the lift coefficient. The corresponding flow field is shown
in Fig. 4.2, which plots the contour of the flow velocity magnitude around the deformed
wings for the two prestretch levels considered. The comparison shows that the more
compliant case allows for the passive adaptation to the pressure gradients, with a reduction
of the size of the wake, which benefits the lift coefficient. With these boundary conditions,
viscoelastic effects are not contributing to the static equilibrium configuration, hence a
purely hyperelastic constitutive model would predict the same steady-state deformation.
4.1.2 Unsteady flow around the rigid wing, α = 8◦
When increasing the angle of attack to α = 8◦, the system shows an unsteady response
due to the interaction of the compliant wing with the the shedding of vortices in the
flow (Gordnier, 2009). To understand the coupled system behaviour, in this section it is
first computed the flow around a rigid flat plate to identify the fluid internal dynamics
independently to the forcing from the structure. The lift coefficient evolution history and
its spectral content are presented in Fig. 4.3, while Fig. 4.4 shows the snapshots of the
vorticity field around the wing for the minimum (Fig. 4.4a) and maximum (Fig. 4.4b)
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(a) λ0 = 1.02
(b) λ0 = 1.50
Figure 4.2: Contour plot of the flow velocity magnitude for Re = 2500 and
α = 4◦.
values of the lift coefficient history.
The fluid dynamics is dominated by the effect of the shedding of leading-edge vortices
(LEV) at a reduced frequency St = 0.62. The flow structures are clearly visible in Fig.
4.4 and their evolution determines the large amplitude oscillation of the lift coefficient
in Fig. 4.3. From the spectral content of the lift coefficient, it is possible to detect the
contribution of higher shedding modes at St = 1.26 and St = 1.8. The shedding of the
LEV has been experimentally observed for thin profiles and flat plates in low-Reynolds
number flows (Yarusevych et al., 2009). The presence of higher shedding modes has been
detected for particular conditions, which causes the reattachment of the flow on the wing
(Huang and Lin, 1995; Huang et al., 2001). Similar flow structures have been observed
by Gursul et al. (2005) for low incidence angles. They referred to it as “dual vortex”
structures. In this case, the vortex shed from the leading edge remains close to the wing
surface because of the low angle of attack. It interacts with the boundary layer of the
reattached flow causing a second separation and the formation of a vortex of opposite sign
vorticity. It is clear from the results that the flow dynamics is mainly driven by coherent
structures evolving at well defined reduced frequencies.
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Figure 4.3: Cl for the rigid wing, Re = 2500, α = 8
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(a) t∗ = 50.3 (b) t∗ = 51.5
Figure 4.4: Positive (red) and negative (blue) vorticity contour plot around the
wing for the rigid wing, Re = 2500, α = 8◦.
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4.1.3 Unsteady flow around membrane wing, α = 8◦
It is now of interest to understand how the unsteady flow couples with the wing and
the effect of the membrane compliance on the resulting coupled dynamics. This is done
considering different values of prestretch varying λ0 from 1.02 to 1.50.
Structural and fluid dynamics
The mean deformed shapes for these cases are shown in Fig. 4.5, where the non-dimensional
mean out-of-plane displacements, y¯/c, are plotted against the chord-wise positions, x/c.
Consistently with what has been observed for α = 4◦, the increase in prestretch leads to
a smaller mean camber, in agreement with the experimental results of Song et al. (2008).
The maximum amplitude moves from y¯/c = 2.8% at x/c = 0.40 to y¯/c = 0.47% at x/c
= 0.43. Commonly, in fluid-structure interaction problems, it is useful to introduce the
Weber number defined as
We =
q∞
σ0h
, (4.1)
where q∞ is the flow free-stream dynamic pressure, σ0 and h are the chordwise membrane
tension and thickness, respectively. This non-dimensional parameter defines the ratio
between the aerodynamic loading and the membrane stiffness. Consistently with the
numerical results from Gordnier (2009) and the experimental findings of Song et al. (2008),
it is observed that a reduction of the Weber number leads to a reduction in the mean
camber and the shift of the maximum amplitude point towards x/c = 0.5. The mean
deformation tends to the shape of a symmetric parabola.
The structural oscillations over the mean value are plotted as function of x/c and t∗ in
the contour plots of Fig. 4.6. For the most compliant case, λ0 = 1.02 in Fig. 4.6a, the
structural dynamics show the net predominance of the second membrane mode, with minor
contributions of the first and third modes. Fig. 4.6a to 4.6h show that higher prestretch
values determine the progressive increase of the contribution of the first membrane mode,
which eventually becomes the main driver of the system dynamics. The larger stiffness
leads to an increase of the amplitude of the oscillations, which shows a peak for λ0 = 1.05
(Fig. 4.6f). This is due to the resonant response of the membrane and fluid shedding
frequencies. A further increase in the value of λ0 causes the reduction of the structural
oscillations and the membrane behaviour converges to the rigid wing case. For λ0 = 1.50
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Figure 4.5: Mean wing deformed shapes, Re = 2500, α = 8◦. Out-of-plane
displacements are expressed as percentage of the chord-length.
(a) Viscoelastic,
λ0 = 1.02.
(b) Viscoelastic,
λ0 = 1.025.
(c) Viscoelastic,
λ0 = 1.027.
(d) Viscoelastic,
λ0 = 1.028.
(e) Viscoelastic,
λ0 = 1.03.
(f) Viscoelastic,
λ0 = 1.05.
(g) Viscoelastic,
λ0 = 1.10.
(h) Viscoelastic,
λ0 = 1.50.
Figure 4.6: Amplitude of the oscillations over the mean value for Re = 2500,
α = 8◦, λ0 from 1.02 to 1.50 and viscoelastic material assumption. Out-of-plane
displacements y/c are expressed in percentage of the chord length and shown as
function of x/c and t∗.
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the structural oscillations are reduced of an order of magnitude as compared to λ0 = 1.05,
and the system response is very similar to the rigid case.
The initial analysis of the fluid response is done here, as in the rigid case, considering
the Cl evolution of the aeroelastic systems. The time histories and spectral contents of
the lift coefficient are plotted in Fig. 4.7 for values of λ0 varying from 1.02 to 1.10. For
the most compliant case, the mean lift coefficient is C¯l = 0.74 and shows low-amplitude
oscillations with a dominant frequency at the second system resonance, St = 1.1 (Fig.
4.7b). The signal contains only a small contribution from the first resonant frequency,
which, on the other hand, increases its influence with the larger values of prestretch.
For λ0 = 1.025 the first mode is already driving the system dynamics (see Fig. 4.7b)
and determines larger oscillation amplitudes at a reduced frequency of St = 0.4. Further
increasing the prestretch determines higher oscillation amplitudes, which show a peak for
λ0 = 1.05. Also the mean Cl value increases for larger contribution of the first aeroelastic
mode. It reaches a maximum of C¯l = 0.97 for λ0 = 1.05. After this value of prestretch,
the evolution of Cl converges to the one of a rigid flat plate. Increasing the value of the
prestretch also results in a shift of the resonant frequencies to higher values, due to the
stiffening of the membrane structure to the limit of the rigid plate, where the Cl evolution
is only determined by the fluid dynamics. The aerodynamic behaviour of the wing shows
the same characteristics of the structural dynamics, demonstrating the close coupling of
the fluid and the structure.
For completeness, Fig. 4.8 shows the time histories of the drag coefficient Cd for the
different levels of prestretch of the investigation. The trend is very similar to the one
observed for the Cl. In fact, larger mean values and amplitudes of the oscillations of the
Cl are related to larger mean values and amplitudes of the drag coefficients. The overall
time-averaged Cl/Cd ratio is almost constant at a value of 7.5. This is in agreement with
experimental data from Curet et al. (2014). They in fact observed a reduced impact of a
static actuation voltage in the lift-to-drag ratio of the wing for low and moderate angles
of attack. Since a static actuation is equivalent to a reduction in the level of prestretch,
their experimental results are in agreement with the numerical simulation of this work.
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Figure 4.7: Lift coefficient under viscoelastic material assumption and pre-
stretch values from λ0 = 1.02 to 1.10. In the frequency plots, f1 and f2 refers to
the first two natural frequencies of the membrane in vacuum.
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Figure 4.8: Drag coefficient under viscoelastic material assumption and pre-
stretch values from λ0 = 1.02 to 1.10.
Analysis of the coupled system dynamics
The numerical results just presented have a strong correlation with the experimental work
in the literature. There it has been found that at low-Reynolds numbers and low angles
of attack, the membrane response is dominated by the first natural mode, which couples
with the evolution of the LEV generated from the sharp leading edge of the wing (Song
et al., 2008; Rojratsirikul et al., 2010; Arbos-Torrent et al., 2013). The coupling with the
first natural mode results, as seen from the contour plots of Fig. 4.6, in large-amplitude
oscillations. This has been found to be the main contributor to the lift evolution and
has been observed also in the numerical results of this work. In particular, for λ0 =
1.05, the enhanced aerodynamic performance is due to the resonant response of the LEV
shedding coupled with the first membrane mode. These results are in agreement with
the experimental work from Rojratsirikul et al. (2009), who found that for low-Reynolds
and prestretched membranes, the system response is dominated by the first aeroelastic
mode at St = 0.5-0.6. A second mode, with a St number close to unity was also found
for many angles of attack and it is usually related to the shedding due to the shear layer
instability. Commonly (Rojratsirikul et al., 2009; Gordnier, 2009), a different definition
of the St number is also proposed considering the vertical distance of the leading- and
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trailing-edge in the normal direction to the flow, Stθ = St sin (α). With this metric, the
shear layer shedding for flat plates and rigid aerofoils, usually falls in the range of 0.16-
0.22 (Rojratsirikul et al., 2009). In this work it was found that the second mode resonates
around Std = 0.17, which is the same value obtained experimentally by Rojratsirikul et al.
(2009). The predominance of the second aeroelastic mode for the lower prestretch can
be explained referring to the experimental results of Song et al. (2008) and Rojratsirikul
et al. (2009). They detected the locking of the vortex shedding with the second membrane
mode for small Weber numbers and low angles of attack. For the cases considered here,
for the lower prestretch the elastic stress contribution is smaller than in all the other cases
but there is a large contribution of rate-dependent effects which results in small values
of the instantaneous We number. The predominance of the second mode determines
much smaller oscillations of the lift coefficient but at the cost of the deterioration of the
aerodynamic performance in terms of reduced mean lift coefficient as compared to the
coupling with the LEV evolution.
These numerical results show the locking of the system response at reduced frequencies,
which are characteristics of neither the fluid or the structure alone, but are strongly
depending on their interaction. It has been seen that the stiffening of the structure de-
termines an increase of the reduced frequency of the evolution of the aeroelastic modes.
The shedding frequency of the LEV is then not constant for a fixed Re number and angle
of attack, but depends on the boundary conditions determined by the interaction with
the structure, confirming the experimental results of Song et al. (2008) and Arbos-Torrent
et al. (2013).
4.1.4 Influence of rate-dependent effects on the system dynamics
Critically, in this dynamic case the contribution of rate-dependent effects has a large im-
pact into the system dynamics. As observed by Song et al. (2008), membrane wings are
very sensitive to slight variations in the boundary conditions and to the vortex shedding
characteristics. They argued that the shedding frequencies, in a rigid case, are well de-
fined parameters of the problem but, in an aeroelastic case, the system will respond as
a resonator tuning its behaviour to the closest mode in frequency, as it has been identi-
fied in the numerical results of this work. To understand the effects of the switching of
the coupling between the first and second modes, the case with λ0 = 1.02 is investigated
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Figure 4.9: Mean deformations and amplitude of the oscillations over the mean
value for Re = 2500, α = 8◦ and λ0 = 1.02. Out-of-plane displacements y/c are
expressed in percentage of the chord length and shown as function of x/c and t∗.
more in detail, comparing the hyperelastic and viscoelastic behaviours. The selection of
this case has multiple reasons. First of all, it has shown large differences in the dynamic
responses as compared to the other stiffer cases. Our hypothesis is that it is determined
by the large contribution of rate-dependent effects. In addition, a higher wing compliance
brings significantly positive aerodynamic benefits in the near stall region and under flow
disturbances (Rojratsirikul et al., 2009) and therefore it is of particular interest.
Structural dynamics
Fig. 4.9 compares the structural dynamics of the wing for λ0 = 1.02 under purely hyper-
elastic and viscoelastic constitutive assumptions. Fig. 4.9a shows the mean deformations
of the wing for the two different material behaviours and 4.9b plots their structural os-
cillations over the mean value. Rate-dependent effects results in a reduction of the mean
deformation of 12% as compared to the purely hyperelastic case, with the maximum am-
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plitude point moving downstream closer to x/c = 0.5. This is related to a larger mean
separation region, which has a lower aerodynamic loading on the wing. In the contour plot
of Fig. 4.9b the hyperelastic constitutive model exhibits very large structural oscillations,
which are of the same order of magnitude of the mean camber amplitude. The dynamics
shows the net predominance of the first membrane mode at St = 0.39, and this already
suggests the coupling with the shedding of the LEV.
When introducing rate-dependent effects, as previously discussed, the structural dynamics
is dominated by the second membrane mode and the amplitude of the oscillations are
reduced by an order of magnitude as compared to the purely hyperelastic case. The
coupled system evolution is dominated by a frequency at St = 1.1, which is slightly higher
than the St = 0.78 observed in the hyperelastic case. This is because rate-dependent
effects, as observed in chapter 2, determine a shift of the system frequencies towards
higher values. In this case, secondary effects are caused by the excitation of the third and
first membrane modal shapes at St = 1.3 and 0.5, respectively.
Fluid dynamics
Fig. 4.10 compares the time history and frequency content of the lift coefficient for both
material models and λ0=1.02. In the hyperelastic case, the dominant resonant frequency
is at St = 0.39 and it is linked to the first natural mode. It also shows secondary effects
at St = 0.78 and St = 1.3, related to the excitation of the second and third membrane
modes, respectively (Fig. 4.10b). Snapshots of the instantaneous vorticity field around
the membrane, for the same conditions (λ0 = 1.02 and α = 8
◦), are shown in Fig. 4.11 and
4.12 for the hyperelastic and viscoelastic material models, respectively. The time instants
shown are related to local peaks in Fig. 4.10a. In Fig. 4.11a the membrane is at its lowest
position and generates a leading-edge vortex. It is clearly visible in Fig. 4.11b and it
dominates the system evolution coupling with the first membrane mode and giving rise
to large values of structural and Cl oscillations. The LEV travels downstream the wing
in successive snapshots, followed by the point of maximum amplitude of the membrane
deformation. The amplitude increases and gets to its maximum in Fig. 4.11b when the
vortex detaches. The maximum amplitude point moves then upstream, Fig. 4.11c, and the
membrane quickly returns to its lowest configuration, 4.11d, when the vortex is travelling
downstream in the wake.
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Figure 4.10: Lift coefficient for the hyperelastic and viscoelastic material models
for λ0 = 1.02, Re = 2500 and α = 8
◦: a) time evolution and b) spectral content.
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(a) t∗ = 52.2 (b) t∗ = 53.4
(c) t∗ = 54.1 (d) t∗ = 54.3
Figure 4.11: Positive (red) and negative (blue) vorticity contour plot around
the wing for the hyperelastic material model, Re = 2500, α = 8◦ and λ0 = 1.02.
(a) t∗ = 52.6 (b) t∗ = 53.1
(c) t∗ = 53.5 (d) t∗ = 54.0
Figure 4.12: Positive (red) and negative (blue) vorticity contour plot around
the wing for the viscoelastic material model, Re = 2500, α = 8◦ and λ0 = 1.02.
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For the viscoelastic material model the vorticity field evolution is shown in Fig. 4.12,
which shows the instantaneous vorticity for local peaks of the lift coefficients in Fig. 4.10a
for a similar time window as in the hyperelastic case. In this case the main contribution
is the shedding of vortices from the trailing edge at St = 1.1, which couples with the
second membrane mode. The thin geometry of the profile determines the formation of a
LEV which, due to the low angle of attack, remains close to the membrane wall, as in
the hyperelastic case. It is however smaller than in the previous case. The snapshots in
Fig. 4.12 show also the presence of smaller vortices, which develop at twice the frequency.
The snapshots cover in fact two oscillation cycles of the dominant frequency. The low
pressure regions generated by these vortices (Fig. 4.12a and 4.12c) are smaller than the
one from the strong LEV in Fig. 4.11 and weaken the effect of the LEV on the resulting
pressure distribution on the wing. The smaller oscillations generated by this second modal
shape are predominant as compared to the first natural one, and the separation vortices
they generate reduce the effect of the first mode shedding on the wing. In fact, these
smaller vortices break the large structural coherence of the leading edge vortex, reducing
its strength and weakening its positive contribution on the aerodynamic performance. As
a result the Cl evolution shows a lower mean value, the absence of the large amplitude
oscillations due to the leading-edge vortex and an increased amplitude of the oscillations
due to the shedding of the small vortices associated with the second shedding mode.
Similar observations have been experimentally made by Song et al. (2008), who noticed
that the presence of separated flow regions on the suction side weakens the tip vortex and
its effect on the membrane.
To provide a better understanding of the different system behaviour when considering the
two constitutive modelling assumptions, Fig. 4.13 compares the mean values, C¯l, and
reduced frequencies, St, of the lift evolution for the hyperelastic and viscoelastic constitu-
tive assumptions for α = 8◦ and increasing levels of prestretch (λ0 from 1.02 to 1.50). As
previously observed, the mean values converge to the same behaviour for increasing values
of prestretch, while showing a noticeably reduction of the C¯l for the viscoelastic case and
large membrane compliance (small λ0). The analysis of the main reduced frequencies of
the response shows, for both constitutive models, the net division of the frequency values
associated to the first, second and third aeroelastic modes, respectively. For the more
compliant cases rate-dependent effects determine a stiffening of the aeroelastic system, in
accordance with the observations of chapter 2. The system response frequencies for the
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Figure 4.13: Mean values, C¯l and reduced frequencies, St, of the lift evolution
for the hyperelastic and viscoelastic constitutive assumptions. Re = 2500, α = 8◦.
two consitutive models are converges for stiffer wings and approaches the values of the
rigid wing case for large values of prestretch.
4.2 Open-loop actuated wing
It has been demonstrated that viscoelastic effects have a large impact into the system
dynamics of DE wings, in particular for low prestretch levels. Since compliant cases can
be beneficial for the global aerodynamic performance, it is of interest to investigate the
effect of integral actuation into the performance of DE wings for low prestretch values.
Also in this case, the performance of the wing under hyperelastic and viscoelastic material
assumptions will be investigated. The prestretch considered is λ0 = 1.02. The angle of
attack selected is α=4◦, which defines a static equilibrium case. This is removing from the
reference condition any difference due to rate-dependent effects and provides a common
baseline for the comparison of the performance with the two different constitutive models.
The actuation signals are harmonic functions with a constant amplitude, Φ0 = 500 V,
and frequency fv. The reduced frequency of actuation, Stv = fvc/V∞, varies from Stv
= 0 to Stv = 0.3. These input signals are similar to the ones considered experimentally
by Curet et al. (2014). For the static actuation case, Stv = 0, the amplitude of the
voltage considered is Φstatic = Φ0/
√
2, which correspond to the mean voltage amplitude
in the dynamic cases. The variation of the mean lift coefficient and the amplitude of the
82
4.2. Open-loop actuated wing
0 0.05 0.1 0.15 0.2 0.25 0.30
5
10
15
20
25
30
Stv
∆
C¯
l/
C
l0
[%
]
Elastic material model
Viscoelastic material model
(a) Mean variation
0 0.05 0.1 0.15 0.2 0.25 0.30
50
100
150
200
Stv
A
m
p
l(
C
l
)/
C
l0
[%
]
Elastic material model
Viscoelastic material model
(b) Amplitude
Figure 4.14: Mean Cl variation and oscillations amplitude for an input voltage
of the form Φ = Φ0 sin(2piStvt
∗), with Φ0 = 500 V. Comparison of the hyperelastic
and viscoelastic material models.
oscillations of the instantaneous lift coefficient are shown in Fig. 4.14 as function of the
actuation frequency, Stv, under hyperelastic and viscoelastic material assumptions.
4.2.1 Effect of hyperelastic material assumption on actuation character-
istics
For a static actuation both constitutive models lead to the same performance, because
of the absence of rate-dependent effects. The increased wing compliance due to the ac-
tuation determines a higher Cl, with an increases of 23% of the reference value. As it
will be shown here, when the wing is dynamically actuated, rate-dependent effects have
83
4.2. Open-loop actuated wing
a major contribution in the system dynamics, markedly modifying the wing aerodynamic
performance. In the hyperelastic case, the initial drop in the mean lift coefficient is pro-
gressively compensated when the actuation frequency moves towards the resonance peak
of the system, at St = 0.3, which gives an increase of about 30% of C¯l. For frequencies
above the first system resonance, the aerodynamic performance rapidly degrades. The Cl
has another peak around the second resonant frequency, with ∆Cl/Cl0 ' 15%. Although
this is a local maximum, its performance is lower than the static case, and hence suggests
that for this low Reynolds number flow, a fast actuation will reduce its effectiveness for
wings showing hyperelastic behaviour. It is interesting to understand what causes the
significant drop in performance after the first resonance of the system. For this reason
two cases will be taken in consideration, the actuation with a frequency of Stv = 0.08,
presenting a positive, net increase in the wing efficiency and the Stv = 0.16, where the
aerodynamic performance is deteriorated.
Actuation at Stv = 0.08
Fig. 4.15 reports the time evolution of the aeroelastic system for a cycle of actuation with
Stv = 0.08 (two cycles in the response) starting at non-dimensional voltage-cycle-time tc=0.
Results are shown after the first two cycles to allow the dissipation of transient effects. Fig.
4.15a-4.15f show the positive and negative vorticity contour plots at different times during
the actuation cycle and Fig. 4.15g shows the evolution of the aerodynamic coefficient, Cl,
membrane maximum amplitude, ya, and Maxwell stress, Φ
2, normalised with respect to
their maximum value in the cycle. At the beginning of the cycle, Fig. 4.15a, the membrane
is near its minimum deformation where the displacement of the central point as well as
the lift coefficient assume their lower values. (Fig. 4.15g). As the voltage increases,
the inertia effects and tension relaxation due to the actuation determine the increase in
camber, augmenting lift. The maximum amplitude point moves downstream chordwise
following the low pressure region determined by the leading-edge vortex travelling towards
the trailing edge. At tc=0.1, Fig. 4.15b, the vortex detaches at approximatively 60% of
the chord, causing a sudden drop in the aerodynamic coefficient Fig. 4.15c. The camber
continues to increase, the maximum amplitude point moves upstream and the membrane
finally assumes the convex shape typical of the first natural mode and the static equilibrium
condition (Fig. 4.15d). The lift coefficient increases in parallel to the deformation. The
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Figure 4.15: Actuated membrane, Re = 2500, α = 4◦, Φ = 500 V, Stv =
0.08: a)-f) positive (red) and negative (blue) vorticity contour plot around the
wing (thick black line), g) the mid-membrane point displacement and global Cl
histories for an actuation cycle.
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maximum amplitude point continues to move upstream and reaches its maximum, Fig
4.15g. The maximum camber amplitude is delayed from the maximum value of the voltage
due to the phase delay introduced by the damping of the system. The deformation starts
to reduce back to the initial position in the cycle, Fig. 4.15f. When the voltage gets to
a value close to zero, the effect of the tension relaxation on the membrane is negligible,
the rate of variation of the amplitude is reduced and due only to inertial effects. This
explains the variation of the slope of the amplitude curve, generating a v-shaped path
around t∗=0.5 in Fig. 4.15g. A spectral analysis shows that the two dominant frequencies
in the response are St =0.16, twice the actuation frequency Stv, and the first natural
frequency of the system, St = 0.32. A POD decomposition of the membrane deformation
shows that the main modes excited are the first and second one.
Actuation at Stv = 0.16
The membrane is now actuated with a reduced-frequency of Stv = 0.16, determining a
system output at St = 0.32 tuned with the first natural frequency of the system. Fig. 4.16
shows the evolution of the aerodynamic coefficient Cl, membrane maximum amplitude, ya,
and Maxwell stress, Φ2, normalised with respect to their maximum value in the cycle. The
time history is function of the adimensional cycle-time, tc. Also in this case variation of
the aerodynamic coefficients is mainly driven by the frequency of actuation, but a higher
number of modes than the previous case are excited. The integral actuation determines
the prevalent excitation of the first aeroelastic mode explaining the similarities in the
response with Fig. 4.15g. However, the higher frequency content in the Cl evolution
shows the presence of higher modes, which causes the reduction of the lift due to the
local negative camber. In addition, higher inertia forces define a negative membrane
amplitude that defines broad valleys in the Cl history, reducing the time averaged value.
In fact, the amplitude of the structural oscillations in this case is much larger than the
actuation with Stv = 0.08. These seems to be the main causes that determines such
a different aerodynamic response. This is likely associated to the oscillations of the Cl
which are shown in Fig. 4.14b, suggesting that large amplitudes are deteriorating the
overall aerodynamic performance. As a final remark on this case, the Cl shows a delayed
actuated response which is larger than the previous case.
The behaviour of the actuated wing for the hyperelastic constitutive model has shown a
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Figure 4.16: Mid-membrane point displacement and global Cl histories for an
actuation cycle, Re = 2500, α = 4◦, Φ = 500 V, Stv = 0.16.
good correlation with the experimental work of Curet et al. (2014), who considered flows
with Re = 5.7 × 104 and 8.0 × 104. Besides the different Reynolds numbers, the two-
dimensional numerical model includes other differences as compared to the conditions of
the experiments. In fact, it neglects the aerodynamic effects of the supports, which are
assumed rigid in the structural solver. In the investigation from Curet et al. (2014), the
three-dimensional membrane is supported by a flexible frame, and this has shown to have
a large impact on the global system dynamics (Arbos-Torrent et al., 2013). Although the
hyperelastic constitutive model only provides an idealisation of the material behaviour, it
defines a compliant case that can be related to the large angles of attack cases of Curet
et al. (2014). With actuation, they both show large variations of the lift coefficient and
very large amplitude oscillations which can be up to 200% of the initial reference value.
In both cases, excitation at the resonance leads to a degradation of the aerodynamic
efficiency for a very compliant membrane. Actuation at a slightly lower frequency leads
to an overall positive aerodynamic enhancement. In both cases, after the first aeroelastic
resonance there is a drop of the mean Cl values and the amplitude of oscillations.
87
4.2. Open-loop actuated wing
4.2.2 Viscoelastic material assumption
When considering the real material behaviour and including rate-dependent effects, the
system dynamics is significantly modified, as seen in the passive case. The mean Cl value
shows to be almost independent on the actuation frequency in the range of St numbers
considered, with a value of the average increment that sets around 21% above the reference
condition. Moreover, Cl oscillations are much reduced as compared to the hyperelastic
case, as it is seen in Fig. 4.14b. The maximum instantaneous Cl obtained through the
actuation is about 50%, lower than the hyperelastic case, which was found to be up to
200%. The global behaviour of the wing for the viscoelastic constitutive model shows
then a low sensitivity to the actuation frequency. The real membrane performance are
very similar to the one measured experimentally by Curet et al. (2014) for the same angle
of attack. They have found that, for these low angles, the wing exhibited a very low
dependence on the actuation frequency.
The large differences in the system dynamics for the two constitutive models can be
explained using the analytical structural models of section 2.3. In fact, the investigation
of the structural dynamics alone provides a very good insight into the main dynamic
performance of the fully coupled actuated system. The model derived in Sec. 2.3 is
therefore modified for a two dimensional, actuated membrane wing. The reference pressure
distribution used is ∆P = 12ρV
2∞Cl. For the passive case and α = 4◦ this is ∆P ' 1 Pa.
The actuation of the wing leads to a relaxation of the membrane tension, because of the
non-zero mean value. Its effect is included in the initial configuration, assuming that
the reference pressure remains the same, although this is strictly valid only under linear
assumptions. Fig. 4.17 shows transfer function of the camber, Ya(s), for an harmonic
voltage actuation of the wing under hyperelastic and viscoelastic material assumptions.
The values of Ya(s) have been normalised with the static camber of the passive case, h0/c
= 3×103. For low enough frequencies, the effect of viscoelastic stresses is negligible. When
the forcing frequency, 2fv, gets close to the resonance, the viscoelastic wing dynamics is
significantly damped. The effect of the mean value of the actuation, Φ0/
√
2, is essentially
to increase the membrane compliance, which increases the amplitude of the displacements
for both static and dynamic actuation and reduces the natural frequencies of the system.
For large values of Φ0, the structural system behaves like a first-order low band pass
filter.
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Figure 4.17: Effect of actuation on the linear structural dynamics. The nor-
malisation frequency fn refers to the first natural frequency in the passive case.
To verify the trends predicted by the structural analytical model, the aeroelastic wing is
actuated with three signals of amplitudes Φ0 = 150, 250 and 500 V, respectively, and a
linearly varying frequency Stv between 0 and 0.8 in a simulation time window of ∆t
∗ = 90.
The frequency content of the signal spans then up to Stv = 3.2. Results are shown in Fig.
4.18 were the lift coefficient histories are compared. In the hyperelastic case and for the
lower voltage (Fig. 4.18a) the maximum increase of the Cl, close to the first resonance
point, is about 11%. This is reduced to 3% for the viscoelastic model. Note also that
both signals have the same mean value, which is only 1% higher than the reference value
with no actuation. This confirms that for low amplitude oscillations the time-averaged
response is directly linked to the mean value of the actuation signal. The prediction of the
linearised hyperelastic model are obviously overestimating the amplitude of oscillations
at the resonance point, but in the viscoelastic case a good correlation can be identified
between the high-fidelity fully coupled model and the trend from the analytical linear
model. At higher frequencies viscoelastic effects play a dominant role in the dynamic
response of the aeroelastic system, reducing the system oscillations and increasing the
value of resonant frequencies.
If the amplitude of the actuation is increased to 250 V, Fig. 4.18b, the mean Cl increases
by around 3% as with respect to the passive case. This is consistent with the predicted
behaviour from the linearised model. In addition, the amplitude of the oscillations is
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Figure 4.18: Lift coefficient evolution of the actuated wing for the hyperelastic
and viscoelastic constitutive models. Φ = Φ0 sin (2piStvt
∗), with Stv linearly
varying from 0 to 0.8.
increased and the resonance frequencies are reduced for both the elastic and viscoelastic
wings. The ratio between the mean values is roughly the same as the second power as
the ratio of the mean amplitudes, strong linearity in the problem. A similar behaviour is
shown by the viscoelastic wing.
When increasing further the amplitude to 500 V, Fig. 4.18c, the system behaviour con-
siderably diverges from the linear assumption in the elastic case, and shows a broader
frequency spectra related to the excitation of the higher membrane modes and a stronger
interaction with the fluid. For the viscoelastic material model, instead, the oscillation am-
plitude remains bounded to a much lower value, around 30% of the initial Cl, in agreement
with the prediction of the linearised model.
Finally, Fig. 4.18d plots the system input and outputs for the actuation case with ampli-
tude Φ0 = 250 V. The Cl evolution shows a clear delay and manifests the slow response
of the actuated system. This phenomena will be discussed in detail in the next chapter
since it is of major interest for the design of the control system of the wing.
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Chapter 5
Model reduction and feedback
control design
A high-fidelity, fully-coupled model is required to capture in detail the dynamics of ac-
tuated membrane wings, but its large cost is prohibitive in the context of control system
design. Therefore, this chapter aims to develop a methodology for the reduced-order de-
scription of the electro-aeromechanical system, which is also suitable for control system
design. The system reduction is done projecting the full description into subspaces formed
by system eigenmodes or basis calculated via Proper Orthogonal Decomposition, which is
described in section 5.1. Section 5.2 introduces two low-order descriptions for the actuated
wing in a low-Reynolds number flow. By means of the two different reduced-order mod-
els, section 5.3 investigates the sensitivity of the identification method on the magnitude
of the training signal and compares the results of the full and low-order description to
assess the final results. Using the low-order description, Proportional-Integral-Derivative
and Linear-Quadratic-Gaussian controllers are designed and finally implemented in the
full-model to track required aerodynamic performance and compensate for disturbances
of the inlet flow conditions.
5.1 Proper Orthogonal Decomposition
Proper Orthogonal Decomposition (POD) (Karhunen, 1946; Loeve, 1955) allows the com-
putation of a set of dominant modes in the aeroelastic system, which can be used as the
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new states of a reduced-order model (ROM). This approach does not require a particu-
larly accurate knowledge of the system under consideration, but it may have very slow
convergence and only local validity. The basic idea behind POD is the approximation of
a function G(x, t), which in this work will describe the time evolution of the structural
and/or fluid states over a spatial domain defined by x, with a combination of orthonormal
basis functions, ϕi(x), such as
G(x, t) ≈
m∑
i=1
ai(t)ϕi(x), (5.1)
where ai(t) are time dependent weights. They are determined with a minimisation process
in the least square sense
min ‖ G(x, t)−
M∑
i=1
ai(t)ϕi(x) ‖L2 , (5.2)
where ‖ • ‖L2 indicates the L2-norm and the coefficients ai(t) are given by
ai(t) =
∫
G(x, t)ϕi(x)dx. (5.3)
The data histories for system identification, which are obtained from the high-fidelity
simulations, are in a discrete form due to the spatial and temporal discretisation of the
domain. In this case, the calculation of the basis functions is done through the so called
snapshot method, consisting in assembling a matrix, S, whose columns represent the system
variables at each time step. The correlation matrix, C = STS (Buljak, 2011), is then
calculated. Its eigenvectors define the modal basis used in the definition of the projection
matrix, Φ. The amplitudes of each mode, obtained with the projection of the structural
degrees of freedom on Φ, are the new variables of the reduced-order system. Their number
depends on the number of eigenvectors of C considered. The choice is done on the basis
of the convergence to the high-fidelity solution and the percentage of the total energy
retained (Buljak, 2011). In this work it is set to be greater than 99.5%.
Several system excitations techniques have been investigated in the literature to properly
characterise the system dynamics (Lucia et al., 2004). They include modal actuation
(Thomas et al., 2003), step or impulse signals (Raveh, 2001), which can excite a single
system natural mode or all of them at the same time. The excitation of a single mode
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gives a good characterisation of the system dynamics, but requires the run of multiple
simulations, which can be an extremely high time consuming exercise. In this work, to
limit the computational cost of the POD reduction, the system dynamics are identified
exciting the coupled system with a voltage input of fixed amplitude and a frequency sweep
in a pre-selected range.
5.2 Model reduction
As discussed above, the low-order models are obtained with a description based on the
system eigenvalues (Dowell and Tang, 2003; Lucia et al., 2004). Due to the large dimen-
sions of the coupled system, the fluid modes are calculated using the Proper Orthogonal
Decomposition. The ROMs are defined as SISO (single input/single output) systems, with
voltage and lift coefficient as time-dependent input and output, respectively. It is assumed
constant chordwise position of the membrane points, which was found to be a very good
approximation for the flow conditions considered. Two different reduced-order descrip-
tions of the system are obtained. In the first model (section 5.2.1) it is assumed that the
system evolution can be described as a function of the structural degrees of freedom only.
This defines a relatively simple approach with a very low computational cost associated
to its identification. In the second model, described in section 5.2.2, the fluid and struc-
tural dynamics are independently identified and reduced, and then implicitly coupled to
describe the full problem. This second model is more complex and substantially more
computationally demanding, but provides a better characterisation of the system. As it
will be seen, however, the structural-only description can still provide a good approxima-
tion of the system, but fails when modifying the characteristics of the wing, i.e. prestretch
value or electrodes distribution.
5.2.1 Structural-based ROM
The system description is based on the basis identified by applying the POD to the wing
out-of-plane displacements obtained from a high-fidelity coupled simulation. A suitable
excitation signal is needed, as discussed in section 5.1. The POD basis is used to define
the projection matrix, Φ ∈ Rm×n, where m is the number of nodes of the structural
domain and n is the number of basis selected. Displacement, velocity and acceleration
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histories are then projected into the modal matrix, Φ, to compute the amplitudes a, a˙ and
a¨ respectively. This reduces the aeroelastic system to a very low order linear description
of the form
a¨ + C∗a˙ + K∗a = G∗V 2, (5.4)
where C∗ and K∗ are the mass-normalised damping and stiffness matrices, respectively,
defined in Rn×n, G∗ is the mass-normalised gain matrix for the system input, defined in
Rn×1, and V is the known amplitude of the applied voltage. The coefficients of the matrices
are determined imposing that Eq. (5.4) is satisfied at every instant in a least-square sense.
This system has the same structure that the modal description of a membrane in vacuum
but, in this case, the system matrices take into account the effect of the surrounding
fluid (albeit in a quasi-steady manner). The final system description in a state-space
formulation is
q˙ =
−C∗ −K∗
I 0
q +
G∗
0v
V 2, (5.5)
where q =
{
a˙(t) a(t)
}T
∈ R2n×1, I and 0 are the unity and zeros matrices in Rn×n and
0v is the zero vector of dimension Rn×1. Eq. 5.5 defines the dynamics of the evolution of
the system states for a given input voltage. Once a reduced-order description of the model
has been satisfactorily obtained, the metric of the system performance has to be defined.
Here it is the Cl, which is approximated by a linear function of the states of the system
and their evolution as
Cl(t) = Γ
{
a¨(t) a˙(t) a(t)
}T
, (5.6)
where Γ ∈ R3n×1 is determined imposing that (5.6) is satisfied in a least-square sense at
every instant of the high-fidelity simulation. The model can only represent the structural
driven system response, and it assumes no internal dynamics (i.e proportional gains) in
the fluid. The advantage of this model is that it provides a simple way to capture the
main membrane dynamics at a low computational cost.
5.2.2 Aeroelastic ROM
In this second model, which will be used for the identification of the Aeroelastic ROM for
control system design, the structural and fluid descriptions are individually identified and
successively coupled in a monolithic system. Similarly to the methods used by Thomas
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et al. (2003) and Hall et al. (2000), the fluid system is reduced considering its POD basis
functions. The main difference relies in the way these modes are obtained. Thomas
et al. (2003) performed a series of high-fidelity simulations on which a single structural
mode was excited. This was possible because the evolution of system they considered
was dominated by the structural dynamics, while in this work the effect of vortex-induced
vibrations needs to be considered. In the approach of this work the system is excited
using a sweeping signal with a predefined frequency range on the fully-coupled system. In
this way multiple natural modes are excited at the same time, requiring only a single run
(albeit a much more expensive one) of the coupled high-fidelity model.
Structural reduced-order model
As already mentioned in this dissertation, the structural description for a 2D membrane
wing is commonly obtained via finite-difference discretisation of the dynamic string equa-
tion. Instead, the structural model is here derived starting from the equation of motion
of a 2D beam. This allows to include the effect of actuation in a similar way to the full
finite-element solver and to use the standard methodologies for finite-element analysis.
The structural description assumes, as before, constant chordwise position of the m points
used for the discretisation of the 2D structure, zero bending stiffness and linear element
shape functions. The resulting mass, M e, stiffness, Ke, and loading element, F e, matrices
are
Me =
ρsLe
2
1 0
0 1
 , [Ke] = σ0
Le
 1 −1
−1 1
 , Fe = Le
2
1 0
0 1
 , (5.7)
where ρs is the membrane density, Le and he are the element length and thickness and
σ0 is the chordwise stress magnitude (which is defined once the constitutive model for
the wing has been selected). The load element matrix, Fe, is here defined for a uniform
distributed pressure difference across the membrane thickness. It is noticed that, if the
membrane is not prestretched, σ0 = 0, the stiffness matrix and its Jacobian are identically
zero. This creates numerical problems in an iterative solution, like in the Newton-Raphson
method, which is commonly used in finite-element solvers. In the cases of this thesis, a
non-zero initial prestretch is always considered to avoid this numerical problem.
Since the membrane is made of DEs, the structural model requires that we take into
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account the effect of the voltage actuation. Ideally, this effect would be included into
the stiffness matrix of the system. In fact, the actuation determines a relaxation of the
membrane in-plane stress which, assuming incompressibility, is equal to−ε (V/he)2 where ε
is the material dielectric constant, V is the applied voltage and he the membrane thickness.
The actuated element stiffness matrix KVe becomes
KVe =
σ0he
Le
 1 −1
−1 1
− εV 2
heLe
 1 −1
−1 1
 . (5.8)
The modal projection matrix ΦVs is then calculated from the first n modal shapes of the
structural system assuming a constant value of the applied voltage and the prestretch,
σ0. The global mass, stiffness and pressure load matrices are projected into the reduced-
subspace and the non-linear structural system assumes the form
q˙s =
0 −M−1s KVs
I 0
qs +
M−1s Fs
0
aps, (5.9)
where qs =
{
a˙s(t) as(t)
}T
∈ R2n×1 is the vector of the structural modal amplitudes,
as, and their velocities, a˙s, I and 0 are the unity and zeros matrices in Rn×n, Ms, KVs ,
Fs are the Rn×n modal mass, stiffness and pressure load matrices, respectively, and aps
is the projection of the pressure difference distribution on the membrane defined in Rn×1.
In the specific, KVs depends on the applied voltage V and it is obtained assembling the
element matrices KVe defined in Eq. (5.8) and projected into Φ
V
s .
In a linearised description, which is required for the purpose of linear control system design,
the Maxwell stresses are defined as a system input through an electromechanical loading
matrix, Ψe. This will lead to a stiffer system than the original, since Maxwell stresses in
this formulation are no longer responsible of the increase of the membrane compliance (as
in Eq. (5.8)). However, this is a necessary assumption to linearise the problem. For each
membrane element Ψe is then defined as
Ψe =
ε
heLe
 wei −wei+1
−wei wei+1
 , (5.10)
where ε is the material dielectric constant and wei and wei+1 are the vertical positions of
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the element nodes which, in the linearised description derived in this work, are assumed
to be fixed at the values at the reference configuration considered. It should be noted
that, when a flat condition is used as reference for the linearisation, the gain matrix of the
voltage actuation becomes zero, and no out-of-plane displacements are obtained. Ideally,
in this case the application of a voltage would determine a pure area expansion, which can
not be modelled with this reduced-order description. This is however consistent with the
physical behaviour of the membrane. In the linearisation conditions of the work considered
here, the aerodynamic loading of the wing determines a cambering of the structure, which
determines non-zero entries in the final electromechanical loading matrix.
The linearised structural equations are finally
q˙s =
0 −M−1s Ks
I 0
qs +
M−1s Ψs
0
θsV 2 +
M−1s Fs
0
aps, (5.11)
where Ψs is the Rn×n modal electromechanical matrix. In the notation in Eq. (5.11),
θs,i = Φ
V,T
s,ij θj represents the projection of the voltage distribution on the membrane with
θj being equal to one if the voltage is applied on the j-th node, or zero otherwise. Unless
specifically stated, in this work it is assumed an integral membrane actuation setting all
the components θj equal to one.
Fluid reduced-order model
The flow field is modelled as a first-order system based on the fluid POD modes. Due to
the large number of degrees of freedom of the fluid domain, its reduction is based on the
dominant modes identified using the POD on the pressure evolution on the membrane cal-
culated from a high-fidelity simulation. As compared to the decomposition of the pressure
in the entire domain, this simplification showed to provide the same characterisation of
the system dynamics, with a very reduced computational cost. This will be demonstrated
in section 5.3.2 with the comparison of both approaches, showing that the pressure evolu-
tion on the membrane contains the information of the global fluid internal dynamics. The
identified basis are used to build the projection matrix Φf , with k selected modes. The
number of structural and fluid modes are the same, k = n. The value selected for k and n
is the minimum number of basis satisfying the energy criteria of the POD. The pressure
history is projected to obtain the corresponding modal amplitudes, apf . The structural
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displacements, velocities and accelerations from the same high-fidelity simulation are pro-
jected into the modal subspace defined by the membrane modal shapes in vacuum, which
has been defined as ΦVs , obtaining as, a˙s and a¨s, respectively. The fluid model is finally
defined as
a˙pf = Apapf + Baa¨s + Cva˙s + Ddas (5.12)
where Ap ∈ Rn×n is the matrix representing the fluid dynamics, and Ba,Cv and Dd are the
Rn×n matrices describing the evolution of the boundary conditions due to the membrane
deformation. They are obtained imposing that (5.12) is satisfied for the training data in
a least-square sense at every instant for all system states.
Monolithic FSI reduced-order model
The pressure distribution on the wing in the fluid and structural models are projected on
two different subspaces obtained respectively considering the POD basis of the fluid and
the eigenvalues in vacuum of the structure. To couple the two descriptions, the fluid states
are projected into the structural subspace using aps = Φ
T
s Φfapf . Eq. (5.11) and (5.12)
can be finally coupled in a monolithic system of the form
q˙ = Ωq + ΣV 2 (5.13)
where q =
{
a˙s(t) as(t) apf (t)
}T
∈ R3n×1, and the matrices Ω and Σ are defined
as
Ω =

0 −M−1s Ks M−1s FsΦTs Φf
I 0 0
Cv Dd −BaM−1s Ks Ap + BaM−1s FsΦTs Φf
 , Σ =

M−1s Ψs
0
BaM
−1
s Ψs
θs.
(5.14)
In this case, the availability of the pressure distribution during the integration allows
the direct computation of the lift coefficient, which, after linearisation, can be obtained
as a linear combination of the system states as and apf . This second reduced-order
model clearly provides a deeper knowledge of the physical system. As a drawback of this
ROM, the modelling is more complex and the identification of the coefficients requires
the post-processing of a larger amount of data. It allows a more complete description of
the problem as compared to the one presented in section 5.2.1 because it accounts for
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the individual dynamics of the fluid and the structure, whose coupling leads to the final
system behaviour. Such low-order model can give information on the pressure at any point
of the wing. It is quite suitable in the preliminary study of a feedback control strategy for
the wing, allowing the investigation of the number of system outputs required and their
location. The model is still limited by the linear assumption. The coupling of the fluid
eddies with the highly-deformable membrane will be in general non-linear, which makes
the system response depending on the amplitude of its inputs (in particular, the actuation
voltage). Therefore, before the identification of the ROM, the effect of the amplitude of
the excitation signal will be investigated.
5.3 Numerical results
In this section the model reduction methodologies described above are applied to a numer-
ical example and used for the design of a controller for the actuated two-dimensional wing
in low-Reynolds number flow. The reference configuration of the system is first defined.
Then, using the Structural-based ROM, section 5.3.1 investigates the impact of the am-
plitude of the training signal into the dynamic response of the system. After the selection
of a suitable input signal, the Aeroelastic ROM is identified and compared against the
high-fidelity model in section 5.3.2. As a numerical exercise, in section 5.3.3 the Aeroelas-
tic ROM is used to design Proportional-Integral-Derivative (PID) and Linear Quadratic
Gaussian (LQG) control schemes. They are finally implemented in the high-fidelity model
in section 5.3.4 and used to track required aerodynamic performance and compensate for
disturbances of the inlet flow conditions. All results are non-dimensionalized by the chord
length, c, and flow velocity, V∞. In particular, the evolution histories of structure and aero-
dynamic coefficients are presented as function of the non-dimensional time, t∗ = tV∞/c,
and the frequencies are expressed in term of the Strouhal number, St = fc/V∞.
Reference case
The reference case is a 2D membrane on rigid supports in the presence of a fluid with
Reynolds number Re = 2500, free-stream velocity V∞ = 1.445 m/s and angle of attack
α = 4◦. The aerodynamic effects of the supports are also neglected. These flow conditions
have been considered in chapter 4 for the simulation of the open-loop response of the wing,
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Figure 5.1: Aeroelastic model.
and are hence used here for this investigation on model-reduction and control design. A
schematic representation of the problem is shown in Fig. 5.1 together with a zoom on the
wing.
The membrane has chord c = 30 mm, initial thickness h = 0.05 mm, and prestretch
λp = 1.02, which determines a highly compliant case. The membrane is pinned at the
lower side of the leading and trailing edge. The structure is discretised with 800 elements
chordwise, and one element in the thickness direction. Since a 2D problem is addressed,
a single element is used in the spanwise direction as well. Mesh refinement and time-
step sensitivity studies have been conducted in section 3.5. The resulting fluid domain
extends for 100 chords in both directions and it is meshed with one million elements,
which corresponds to 400 elements along the membrane walls in the chord-wise direction,
400 in the flow direction for the wake, and 400 elements in the radial directions from the
chord. The smallest element at the membrane wall is 50 µm and the biggest elements, at
the domain boundaries, are around twice the size of the membrane chord. The reference
case is characterised by a maximum amplitude y∗ = y/c = 0.02 at x/c = 0.43. The lift
coefficient is Cl = 0.47.
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5.3.1 Structural-based ROM and dependency on amplitude of the train-
ing signal
As mentioned above, the expected non-linear response of the fully-coupled system requires
the investigation of the dependency of its dynamics on the amplitude of the actuation
voltage. Varying the amplitude of the input signal can in fact excite different physical
effects that will determine more or less substantial differences in the identified ROMs.
The system is excited with a uniform harmonic voltage of the form V = V0 sin (2piStvt
∗),
where V0 is the voltage amplitude and Stv is the non-dimensional actuation frequency, Stv
= fvc/V∞ . The amplitudes considered are V0 = 150, 250 and 500 V. In all three cases the
reduced frequency, Stv, is varying linearly from 0 to 0.4 in a time window of T
∗ = 90. The
effective reduced frequency content of the output spans from 0 to 1.6 because the system
is excited by the resulting Maxwell stress, which evolves at twice the voltage frequency.
Increasing the amplitude of the input signal results in a higher mean value of the Maxwell
stress responsible for the membrane tension relaxation. This leads to a reduction of the
system resonant frequencies, to larger mean camber and structural oscillations and to
an increase of the effect of structural and fluid non-linearities in the system response.
In this investigation only the structural degrees of freedom are considered, and the lift
coefficient is taken as performance metric of the system response. The data stored will
finally allow the identification of the reduced-order description using the Structural-based
ROM (section 5.2.1).
For each of the three cases the first four POD modes are shown in Fig. 5.2a, while Fig.
5.2b quantifies their cumulative contribution to the total system energy. For all three cases
the minimum energy represented by the retained modes has been set to 99.95%, leading
to the choice of 3 modes for V0 = 150 V and V0 = 250 V, and 5 modes for V0 = 500 V. For
the first two cases, the first membrane mode has the largest contribution to the system
evolution (Fig. 5.2b), with minor effects from the second and third modes. In addition,
the spatial modes are very similar in shape for the first two signals, and their amplitudes
are proportional to the square ratio of the applied voltages (V02/V01)
2, demonstrating a
strong linearity of the problem. In the third case, the first and second modes have a similar
weight in the reconstruction of the signal, and secondary contributions can be observed
for modes from three to five. The differences in the modal shapes, as compared to the first
two cases show that the system exhibits some fluid and structural non-linearities, which
101
5.3. Numerical results
Table 5.1: Resonant frequencies and damping ratios of the identified linear
systems
V0 [V] Mode 1 Mode 2 Mode 3
St ξ St ξ St ξ
150 0.35 5.53 0.88 2.03 1.42 1.02
250 0.34 5.15 0.84 2.04 1.36 1.15
500 0.30 3.48 0.75 0.07 1.21 1.04
translates in a higher number of modes for capturing the response.
The resulting dynamical systems obtained from the identification of the Structural-based
ROM are compared in Fig. 5.3, which shows the transfer functions of the membrane Cl for
a harmonic actuation input, Φ. When a voltage of the form V = V0 sin (2piStvt
∗) is applied,
the system will react to the equivalent Maxwell stress, proportional to V 2. The wing will
then be subjected to a steady state input, proportional to the mean value, V¯ 2 =
V 20
2 , and to
a time dependent signal evolving at twice the voltage frequency, Φ = −V 202 cos (2pi2Stvt∗).
The reduced frequency considered in Fig. 5.3 refers to the effective forcing frequency, and
hence to twice the one of the applied voltage, corresponding to the reduced frequency of
the signal Φ. The non-dimensional natural frequencies, St, and damping ratios, ξ, of the
three ROMs are shown in Table 5.1. The impact of the amplitude of the signal used for
the system identification is clear: a higher amplitude causes a shift of the resonances of
the system to lower frequencies and increases the peak amplitude. This becomes more
important towards higher frequencies, due to the coupling with the flow. For V0 = 500,
the transfer function shows some differences as compared to the other two cases, with a
slightly damped peak at St = 0.75. This shows that higher frequencies are less damped
in the coupled problem. The lower damping of the higher modes as compared to the first
one is the indication that these are most likely to be excited by the coupling with the
flow. These numerical results are in agreement with the experimental work by Arbos-
Torrent et al. (2013) and Rojratsirikul et al. (2010), who observed the predominance of
the second and higher system modes in the dynamic response of membrane wings. They
also found that the first membrane mode was found to be dominant when large structural
deformation were measured, suggesting its impact in structural-driven system dynamics.
The comparison of the dynamical systems obtained with different system excitation showed
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Figure 5.2: POD modal bases for the excitation cases with V0 = 150, 250 and
500 V and their contribution to the total system energy.
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that in all three cases the main features were identified. The reduced-order model used
for control design in section 5.3.2 will be obtained considering a voltage amplitude of V0
= 250 V.
5.3.2 Aeroelastic ROM identification
In the previous section, the simple Structural-based ROM of section 5.2.1 has shown
to be useful for a preliminary investigation on the input signal required for the system
identification, but for control design a more accurate description of the full system is
required, such as that offered by the model of section 5.2.2. It also allows to consider
different electrode layouts by the selection of the non-zero entries of the voltage distribution
vector in Eq. (5.11). For the identification of the Aeroelastic ROM, the full wing is excited
with the same voltage signal described in section 5.3.1 and an amplitude of V0 = 250V.
Two modes for both the fluid and the structure were found to satisfy the POD criteria
for the reconstruction of the system dynamics. For the identification of the reduced-order
model of the fluid, the POD has been applied to the evolution of the pressure distribution
on the membrane. The dominant characteristic frequencies of the ROM are St = 0.15
and 0.28. Considering the same high-fidelity simulation and applying the POD to the
pressure evolution on all the fluid domain, the characteristic frequencies are St = 0.17 and
0.28. Despite the reduced set of data considered, the POD applied to a single pressure
distribution on the wing has shown the ability to represent the basic system dynamics
with a minimal computational cost.
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The lift coefficient predicted by the new ROM is then compared with the full model
to assess its suitability to the description of the full system. Fig. 5.4 shows the Cl
for different input voltages for the high-fidelity model and the linearised version of the
ROM. Overall, there is a good agreement of high-fidelity and reduced-order models, which
demonstrates that the ROM considered is able to capture the basic system dynamics.
The low-order model predicts a stiffer membrane behaviour, which results in a reduced Cl
amplitude and a shift of the system resonances towards higher frequencies. As discussed
in section 5.2.2, this was expected from the linearisation approach used for the Maxwell
stresses. The underestimation of the amplitude of the oscillations is similar in both cases
of Fig. 5.4, suggesting that this discrepancy could be mitigated during the design of the
control system reducing its gains before the implementation in the high-fidelity model.
For large frequencies, the system performance are mainly defined by the forcing effect
of the structure. The small differences at the lowest actuation frequencies in Fig. 5.4b
have been related to the non-linear coupling of the systems determined by the flow-driven
dynamics, which can not been captured in a linear description. This is exemplified in Fig.
5.5, which shows the Cl evolution for an integral voltage actuation with amplitude V0 =
250 V and frequency Stv = 0.08. The plot compares the performance prediction of the
full model, the linear Aeroelastic ROM and its non-linear variation obtained by updating
the stiffness matrix at each time step according to Eq. (5.8). The introduction of the
non-linear structural component in the system description gives an even better agreement
with the high-fidelity model. Nevertheless, the linear model can still offer a satisfactory
representation of the system performance to build a control system.
To demonstrate the flexibility of the reduced-order model approach of this work, it is
now considered a different case, with an electrode extending only on the first half of
the aerofoil. In the ROM this is obtained setting to one first half of the entries of the
electrodes distribution vector, θ in Eq. 5.10, and to zero the remaining ones. Fig. 5.6
compares the Cl evolutions in the high-fidelity simulation and the non-linear ROM. The
low order-description slightly overestimates the oscillations of the lift coefficient, but prop-
erly captures both the main system dynamics and the Cl evolution close to its minimum
values.
Fig. 5.7 shows the characteristics of the coupled dynamical system in terms of the am-
plitude and phase of the transfer function of the Cl for a harmonic input of the Maxwell
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stress. The plots show the presence of two resonance points, at about St = 0.39 and St =
1.1, which are consistent with the peaks in the amplitudes of the Cl in the time histories
of Fig. 5.4. The most important information is the large delay of the system response
which is related to the fluid convective time-scale (Tregidgo et al., 2013; Illingworth et al.,
2014). This is in agreement with the high-fidelity results in Fig. 4.18d, which showed
a large delay in the open-loop response of the system. Similar phase delays have been
experimentally observed by Williams et al. (2009). They considered a rigid wing in a
low-Reynolds number flow with pulse-blowing jet actuators near the leading edge of the
profile. The plot of the phase delay of the system they considered was found to be very
similar to the one shown in Fig. 5.7.
5.3.3 Control system design
The reduced-order models have helped the understanding of the main system dynamics,
but they also are essential in the design of the control laws for the aerodynamic control of
the wing. A PID-type controller and a Linear Quadratic Gaussian (LQG) state-feedback
scheme are here considered to track a prescribed lift evolution and reject flow disturbances.
They will be applied to an integrally actuated case. They are designed considering the
Aeroelastic ROM. It has to be noted that the actuation through DEs in the specific
configuration considered is characterised by a zero-saturation: the controller effort depends
on V2, which only allows for the relaxation of the membrane tension. This constraint could
be mitigated with a different actuation design, but this is beyond the scope of the present
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work.
Proportional-Integral-Derivative (PID) controller
A PID controller for a SISO system is defined as
V 2(t) = Ki
∫ t
0
e(τ)dτ +Kpe(t) +Kde˙(t), (5.15)
where V is the applied voltage, Ki, Kp and Kd are the integral, proportional and derivative
gains, and e(t) = Cl,ref −Cl(t) is the instantaneous error with the reference lift coefficient,
Cl,ref . For the identification of the values of the coefficients the Ziegler-Nichols (Z-N)
tuning method (Ziegler and Nichols, 1942) has been used. With this as a starting point,
the coefficients have been tuned on the Aeroelastic ROM aiming at the fastest possible
response. It was observed that the augmentation of the PD gains lead to the destabilisation
of the aeroelastic system. Thus, it is set Kd = 0 and Kp = 5.4 × 1013 V 2. The integral
gain has been set to Ki = 8.0× 1015 V 2/s.
108
5.3. Numerical results
Linear Quadratic Gaussian (LQG) controller
In the LQG feedback scheme the controller action is proportional to an estimate of the
system states through a constant gain matrix (Skogestad and Postlehwaite, 2005). Such
a control scheme requires a model of the states evolution since they are not usually avail-
able. In this work they are calculated using the reduced-order description offered by the
Aeroelastic ROM (section 5.2.2). The prediction of the states using the selected ROM will
be affected by noise at the system input and by modelling errors, which will translate in
errors in the predicted system output. An observer based on the Kalman filter (Skogestad
and Postlehwaite, 2005) is then used to adjust the estimation of the system states. The
ratio between the system-to-measurement noise for the design of the Kalman filter has
been done iteratively with a trial and error process. These information are in fact nor
available from the ROM. To track a reference signal, Cl,ref , the system is augmented with
an additional state, which is related to the integral error with the measured output, which
is used to define the integral action. The gain matrix has been determined with the LQR
method, which defines the matrix minimising an energy cost function of the weighted
contribution of system states and controller effort.
5.3.4 Closed-loop system performance
Reference tracking
The performance of the feedback controllers are first evaluated in the tracking of a non-
stationary reference lift coefficient, Cl,ref , to assess the behaviour of the ROM-based con-
trollers in the full model. The selected reference Cl,ref is of the form
Cl,ref = Cl0 (1 + δCl [1− cos (2piStClt∗)]) (5.16)
where δCl and StCl are the amplitude and frequency of the oscillations. Fig. 5.8 shows
the system evolution and the controller effort for the the PID control scheme. The plots
consider two cases with δCl = 2.5% and StCl = 0.02 and 0.04. The Cl,ref refers to the
reference signal to be tracked, while the high-fidelity and ROM to the resulting Cl of the
closed-loop response in the high-fidelity and ROM, respectively. A very good agreement
is found between the two models, which demonstrated the capability of the ROM to
109
5.3. Numerical results
reproduce the system behaviour with a good fidelity. In addition, as highlighted in the
analysis of the identified system dynamics (Sec. 5.3.2), the physical system exhibits a
delay, which increases with the frequency of the excitation, thus reducing the effectiveness
of the control law.
Considering the LQG controller, the results for the same conditions as above are shown
in Fig. 5.9. A similar behaviour to the PID feedback scheme is observed, with a good
agreement on the closed-loop system dynamics of the ROM with the high-fidelity model.
The implementation of the LQG controller in the ROM slightly overestimates the controller
effort in the tracking of the required aerodynamic performance. This is related to the
stiffening of the system from linearisation (section 5.2.2). Also in this case, a similar delay
to the PID case is observed.
The performance of the both closed-loop systems is now tested in the tracking of a step
function of the Cl. The PID and LQG controllers are required to track an increase of
5% of the reference lift coefficient, Cl,ref . Fig. 5.10 plots the Cl evolution of the closed-
loop systems for the PID and LQG controllers and their voltage requirements. Both
controllers lead to a similar system response, with the PID law being more aggressive and
causing an overshoot of both the Cl and the voltage level. In both cases, and mainly in
the PID case, the controllers causes Cl oscillations, related to the excitation of the first
aeroelastic mode. Fig. 5.10 also shows the system evolution for an open-loop case, which
consisted on a step function of the applied voltage to obtain the pre-selected steady-
state Cl. The same oscillation frequency is observed as compared with the closed-loop
cases. These oscillations, related to the initial conditions, are too fast be controlled by the
feedback schemes implemented and highlights the limits of the control strategy selected.
Possible solutions could be to include feed-forward schemes or additional measurements
of the system states. Indeed, Park et al. (1994) and Choi et al. (2007) have argued
that for complex flow conditions a single measurement of the system performance may
not be enough to capture secondary flow structures that are generated by the actuation
itself. This can determine the presence of higher-frequency components in the closed-
loop response or the inability to interact with particular unsteady flow phenomena. This,
however, was not explored in this work.
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Figure 5.8: Tracking of sinusoidal lift. Comparison of the performance from
the high-fidelity and reduced-order models for a PID-type control scheme with
Ki = 8.0 ×1015 V 2/s, Kp = 5.4 ×1013 V 2 and Kd = 0 V 2s.
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Figure 5.9: Tracking of sinusoidal lift. Comparison of the performance from the
high-fidelity and reduced-order models for a LQG state-feedback control scheme.
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Figure 5.10: Step responses for the open-loop and closed loop systems: a) Cl
history and b) voltage requirements.
Compensation of flow disturbances
Both controllers are now used to demonstrate the potential of integral actuation for the
compensation of the flow disturbances in the high-fidelity model. The disturbance is
simulated as variation of the angle of attack at the inlet of the domain (Fig. 5.1) of the
type
α∞(t) = α0 + δα [1− cos (2piStαt∗)] , (5.17)
where α∞ is the instantaneous inlet velocity angle of incidence, δα and Stα are the ampli-
tude and reduced frequency of the perturbation, respectively. The controller input in this
case is the instantaneous value of the lift coefficient and the output is the actuation voltage.
The designed variation of the inlet angle of attack is not fed-forward to the controllers,
whose only input is the instantaneous lift. The reduced frequencies of the disturbance
considered in this work, Stα = 0.01 and 0.02, are compatible with the disturbances exper-
imentally investigated by Tregidgo et al. (2013), who considered values from 0.01 to 0.1.
Fig. 5.11 and 5.12 show the performance for the non-actuated and closed-loop actuated
wing for selected values of δα and Stα in terms of Cl variation and controllers effort. In all
cases the controllers are required to stabilise the wing performance around the reference
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Cl. The amplitudes and reduced frequencies of the disturbances are selected to investigate
the effect of non-linearities and delays in the closed-loop wing performance. The lift
coefficient is constant in the initial part of the simulations due to the time required for the
inlet disturbance to convect from the inlet to the wing leading edge. The PID controller
leads to a better compensation of the flow disturbances due to the larger integral gain
as compared with the LQG law. Nevertheless, both controllers show a similar reduction
in the Cl oscillations. For the slowest disturbance, Stα = 0.01 (Fig. 5.11a and 5.11b),
the closed-loop schemes perform very well, with a reduction of the lift oscillation ampli-
tudes up to 70%. Increasing the reduced frequency of the disturbance slightly reduces
the effectiveness of the controllers due to the delayed system response. Nevertheless, they
still determines a reduction of the oscillations amplitude from 8% of the reference initial
value to 4% for the largest amplitude disturbance (Fig. 5.12b). The cases for Stα = 0.02
(Fig. 5.12a and 5.12b) are near the limits of stability of the PID controller designed.
When increasing the frequency of the disturbance the PID closed-loop response of the
high-fidelity model becomes unstable, due to the large integral gain selected. The LQG
feedback scheme does not destabilise the system, but the delay in the response does not
allow to compensate the large amplitude oscillations for faster gusts. The PID controller
causes high-frequency oscillations due to the saturation of the output signal just before t∗
= 50, while the slower performance of the LQG feedback scheme avoid the problem.
As it was mentioned, the designed controllers showed to be effective only for low-frequency
disturbances. This is due to the slow system response to the integral actuation, which
is dominated by the interaction of the convective time-scales of the flow and the wing
dynamics. This is consistent with the observations of Williams et al. (2009) and Tregidgo
et al. (2013). In particular, Williams et al. (2009) experimentally observed a delay of the
system response to the actuation that is very similar to the one shown in Fig. 5.7.
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Figure 5.11: Rejection of flow disturbances. Lift evolution and controller efforts
for Stα = 0.01.
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Figure 5.12: Rejection of flow disturbances. Lift evolution and controller efforts
for Stα = 0.02.
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Chapter 6
Conclusions
This final chapter will discuss the main outcomes of the work presented in this dissertation.
Section 6.1 describes the challenges that needed to be overcome in the development of a
multidisciplinary framework for integrally actuated membrane wings and the results from
the investigation of the coupled-system performance. The main contributions of this work
are highlighted in Section 6.2. Finally, the thesis concludes with a discussion on possible
further developments and applications of this aeroelastic framework.
6.1 Main outcomes
This dissertation has presented a high-fidelity, coupled-electro aeromechanical model for
the simulation of the dynamic response of integrally actuated membrane wings made with
dielectric elastomers. The framework captures the complex coupling between the unsteady
separated flow and the highly-compliant actuated membrane. The high-fidelity coupled
model has also provided the basis for the identification of a low-order system description
for control system design of the fully-coupled system. The model-reduction methodology
presented has been shown to provide a low-order system description that can capture the
basic system dynamics of the fully-coupled actuated system. The feedback control schemes
designed via the reduced-order model achieved a significant disturbance rejection of the
aerodynamic loading of the wing in the full model.
This work is particularly relevant in the context of Micro Air Vehicles, which could benefits
from the wing concept here investigated. Their flying regimes make the aerodynamic
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performance of these small fliers very susceptible to incoming gusts. Much more efficient
outdoor flight would be facilitated by an active control system for the rejection of flow
disturbances and the tracking of required aerodynamic performance. With this as a final
goal, membrane wings with embedded actuation couple the benefits of membrane wing
compliance with a lightweight and simple control mechanism. Numerical results from the
coupled-aeroelastic model have demonstrated that the authority of the actuation offered
by dielectric elastomers provides a possible solution to allow the MAV outdoor flight.
6.1.1 High-fidelity modelling: numerical challenges
As it has been seen, the simulation of actuated membrane wings is a highly multidisci-
plinary problem, which involves aspects from aerodynamics, material modelling, non-linear
dynamics and fluid-structure interaction. This section will highlight first the challenges
that had to be addressed in the numerical modelling of the aeroelastic framework, and
finally the main outcomes of the simulations of the coupled system response performed in
this work.
Fluid model
The flow phenomena of the low-Reynolds number flow have been numerically modelled
with the unsteady compressible Navier-Stokes equations, without using turbulence mod-
els or sub-grid schemes. From the numerical side, the large difference in the flow and
acoustic velocities results in a numerically stiff system with a poor convergence rate in
a conventional compressible formulation. This issue has been addressed by means of a
preconditioning scheme for the unsteady fluid equations. Time accuracy has been pre-
served considering a dual-time stepping scheme (Weiss and Smith, 1995). The required
spatial and temporal resolutions for the fluid solver have been identified after a sensitiv-
ity study of the dynamic system response including distance to the domain boundaries,
mesh refinement and time-step. The analysis in section 3.5 has shown that, to correctly
model the unsteady flow response, convergence studies can not only focus on the time
averaged system behaviour as often done in the literature. This in fact would lead to a
significant under-resolution of the spatial and temporal scales. The discretisation used in
this work has shown to converge to the finest spatial and temporal discretisation in terms
of dominant frequencies and amplitudes of the aeroelastic response.
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Structural model
The compliance of dielectric elastomer wings means that the structure is subjected to large
deformations, which have been addressed considering non-linear geometric and material
descriptions. The stress field has been modelled with a free-energy function defined in
the finite-deformation framework. The constitutive law is described by the invariants of
the Cauchy-Green deformation gradient and it assumes a nearly-incompressible material
behaviour. Rate-dependent effects, which are typical of most dielectric elastomers, have
been modelled with a time-dependent free-energy function. The dependency on the de-
formation history is taken into account by the definition of internal variables and their
relative time evolution laws.
The effect of actuation has been included with the calculation of the equivalent Maxwell
stress tensor from the resulting electrostatic forces. Commonly, dielectric elastomers are
modelled assuming incompressibility, but previous numerical investigations have shown
that including even small compressibility effects can significantly modify the prediction of
their stability limits. For this reason, the membrane structure is solved using eight-nodes
hybrid, linear 3D elements with translational degrees of freedom only. Contrarily to the
string model commonly used in previous works on non-actuated membranes, this choice
allows to consider the thickness degree of freedom in the structure, and hence to define
the full 3D Maxwell stress tensor. Similarly to the fluid case, in this description, the
nearly-incompressible material behaviour determines an ill-conditioned stiffness matrix,
which deteriorates the solution convergence rate. To alleviate this problem, the stan-
dard displacement-based solution was discarded in favour of an hybrid formulation, which
includes, as an independent degree of freedom, the pressure stress.
Numerical results have shown convergence of the finite-element solution to the membrane-
ideal behaviour (section 3.2). In addition, section 2.4 has highlighted the need of a non-
linear constitutive law for actuated membranes not only for large displacements, but also
when large actuation voltages are considered. The use of a linearised model has been
demonstrated to overestimate the global stiffness leading to significant discrepancies in
the final performance.
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Fluid-structure interaction
The strong fluid-structure coupling observed experimentally has been modelled here with
an implicit coupling of the solvers. For each time-step, the pressure and wall shear stress
distributions on the membrane walls from the fluid solution are passed into the struc-
tural model, which computes the corresponding membrane deformation. The structural
displacements and velocities are then passed into the fluid solver for the calculation of
the new flow variables. This is iterated until the convergence of both solutions before
considering the next-time step. The coupling algorithm considered has shown to capture
the unsteady dynamics of the membrane during a verification exercise of the relevant liter-
ature (section 3.6). Results have shown that, for the same time step, an explicit coupling
determined a significant reduction of the mean value and oscillations of the structural and
fluid variables.
The coupling with a structural model including the rate-dependent effects increases the
computational cost of the solution, since it requires the integration of the differential
equations driving the evolution of the viscoelastic mechanisms. This leads to an increase
of the number of variables for which the previous solution states need to be stored and
a reduction of the stable-time step in the structural solver due to the very small time-
constants of the viscoelastic mechanisms. However, the increase in computational cost
from the viscoelastic assumption was found to be limited, as compared to the higher
requirements form the solution of the fluid equations in the domain.
Material model characterisation
Finally, the analysis of the material models for DEs presented in the literature highlighted
many issues that had to be addressed in this work. Firstly, the material response was
experimentally found to be very sensitive to the loading conditions, exhibiting different
constitutive responses if loaded in uni-axial, bi-axial or out-of-plane boundary conditions.
Nevertheless, most computational models in the literature were found to have considered
purely uni-axial cases for the characterisation of material behaviour, even when the model
was intended for more complex conditions. Secondly, rate-dependent effects, which can
have a large impact in the dyamic response of the polymers, are usually neglected in
material models in the literature. All these observations required the identification of a
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new dynamic model for the material constitutive stresses of this work. A set of suitable
experimental data from the literature has been identified, including static and dynamic
results from boundary conditions similar to those of membrane wings. Section 2.3 pre-
sented analytical models, for static and dynamic conditions of the axi-symmetric actuated
membrane of the experiments selected. They have been used in a fitting exercise for the
identification of the material coefficients of the constitutive laws selected. The validation
against experimental results in the literature (section 3.4) demonstrated that the mate-
rial description we have developed can successfully predict the structural behaviour of
dielectric elastomers.
Summary of the conclusions on the numerical aspects
In summary, the main conclusions on the development of the numerical framework are:
1. the sensitivity analysis on the fluid spatial and temporal discretisations requires to
consider amplitudes and frequencies of the system dynamics, and not only the mean
response, which would lead to an under-resolution of the spatial and temporal scales;
2. the low-Reynolds number considered requires the use of preconditioning techniques
to enhance the solution convergence rate. Time-accuracy of the unsteady solution
can be obtained with dual-time stepping schemes;
3. the structural description of actuated membrane wings requires a non-linear geomet-
ric formulation coupled with a non-linear constitutive behaviour for the dielectric
elastomer. This was found necessary for large structural displacements but also for
small initial membrane deformations if large voltages were considered;
4. the nearly-incompressible material behaviour requires to consider an hybrid formu-
lation, which includes the pressure stress field as an additional degree of freedom in
the displacement-based formulation;
5. to be predictive of the real behaviour of dielectric elastomers, the material model
has to account for the rate-dependent behaviour, which was experimentally demon-
strated to have a large impact on the dynamic performance of the polymer;
6. the effect of actuation is included in the constitutive model with the calculation of
the equivalent Maxwell stress tensor from the electromechanical forces. This requires
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to consider a non-linear dynamic structural formulation, to allow the computation
at each time step of the resulting stiffness matrix, which depends on the stress fields
in the material.
6.1.2 Coupled system dynamics
The high-fidelity framework has been used in chapter 4 to study the open-loop response
of a two-dimensional integrally actuated membrane wing in a low-Reynolds number flow.
In particular the investigation focused on the effect of membrane compliance, actuation
signal and material modelling assumptions on the final performance of the aeroelastic
system.
Effect of membrane compliance
The effect of membrane compliance on the system response has been investigated by
considering increasing levels of initial prestretch. For steady equilibrium configurations,
the increase in prestretch led to a reduction in the mean camber and lift coefficient. The
comparison of the flow field around the wings highlighted the aerodynamic benefits of
membrane compliance, which allows for the passive wing adaptation to pressure gradients
and the reduction of the size of the wake as compared to stiffer cases. According to
the basic aerodynamic theory, for small cambers the aerodynamic performance shows a
reduced influence on the membrane deformations, with the flow behaviour being the main
contributor to the lift coefficient.
For moderate angles of attack, α = 8◦, the system exhibited self excited oscillations due
to the periodic shedding of a leading-edge vortex. It was observed that the aeroelastic
system locked its response to resonant frequencies determined by the interaction of the
fluid and structural components. In the limit of the rigid wing, the unsteady system
response is only driven by the fluid dynamics. This was observed to be dominated by the
evolution of strong coherent structures at well defined frequencies. When increasing the
membrane compliance, the coupling of the fluid dynamics with the membrane oscillations
led to a reduction of the shedding frequency and the progressive increase of the mean
camber and amplitude of the structural oscillations. In the configuration investigated in
this work, the resonant behaviour locked at the first system resonance, which resulted
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in a peak for a membrane prestretch level of λ0 = 1.05. This determined the maximum
values of the mean membrane camber amplitude and lift coefficient, and of the oscillations
in their time histories. A further reduction of the prestretch determined a switch of the
locking resonance from the first to the second mode. This phenomena determined low
values of mean lift coefficient and deformed camber. Also the oscillation amplitudes were
reduced by an order of magnitude for both structural displacements and lift coefficient.
This was found to be related to the reduced influence of the low-pressure region from
the leading-edge vortex, whose effect were weakened by the predominance of the second
shedding mode. This is in agreement with the analysis of the experimental results of
Song et al. (2008), according to which the aeroelastic system is very susceptible to small
changes in the operating conditions and the membrane, which behaves as a resonator,
locks its response to the closest frequency to the system proper dynamics.
Effect of material modelling assumptions
It has been shown that viscoelastic effects, despite being negligible in the steady state case
and at low frequencies, can play a dominant role in the dynamic response of the wing, which
grows as the compliance increases. In the dynamic cases, the increased in-plane tension
due to the resultant viscoelastic contribution reduces the mean camber and increases the
coupling frequency with the flow. Coupling phenomena and flow characteristics obtained
from the numerical model were found to be in agreement with the experimental results
in the literature and highlight the need for an accurate material model in the numerical
prediction of the complex fluid-structure interaction around compliant membranes. In
particular, it has been observed how rate dependent stresses can switch the dominant
coupling mode of the membrane with the vortex shedding. In the configuration that was
analysed, the switch was from the first to the second system modes. As a result, viscoelastic
damping determines a more stable case with a higher values of the mean lift coefficient.
A numerical model for rate-dependent effects is necessary if DEs were to be adopted into
complex actuated systems, and this investigation has highlighted and quantified the effect
of an accurate material model of the wing.
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Effect of voltage actuation
When the membrane is actuated with a voltage, the resulting Maxwell stresses determine
the relaxation of membrane tension and its expansion in area. In the investigation of this
work, the actuation has been applied to a reference steady state case. A static actuation
has the same effect of a reduction of the mechanical prestretch on the wing, increasing
the camber and the lift coefficient. It has been observed that, when the membrane is
dynamically actuated, the system performance depended on both amplitude and frequency
of actuation. For the wing under viscoelastic material model assumption, simulations from
the high-fidelity and simplified-analytical models have assessed that the mean effect of
the voltage amplitude is the increase of the wing compliance, leading to larger oscillation
amplitudes of structural and fluid variables, and to the shift the system resonances towards
lower frequencies. In all cases, under the viscoelastic material model assumption, the
system response exhibited a small sensitivity to the actuation frequency, similarly to the
experimental results from Curet et al. (2014)
Under purely hyperelastic material assumptions, the aeroelastic system exhibited a signif-
icantly different response, with larger sensitivities to the frequency and amplitude of the
actuation signal. The largest increase in performance has been observed for the excitation
at the first system resonance. Local peaks have been observed at higher system resonances,
but of lower amplitudes as compared to the first one. Contrarily to the viscoelastic case,
for large actuation amplitudes the system manifests large amplitude oscillations with sig-
nificant contributions of the non-linear behaviour of both fluid and structure.
In the actuated case, the overall aerodynamic behaviour of the DE wing benefits from
viscoelastic stresses that reduce the oscillations and avoid the significant loss in perfor-
mance that is observed in the elastic case for high actuation frequencies. In the context
of membrane control, a dynamic actuation can still produce an increase of 30% of the
instantaneous lift coefficient, although this is lower than for an elastic behaviour. On the
one side, this reduces the authority of the control that can be achieved with a dynamic
integral actuation; on the other side, it is balanced by the reduced sensitivity of the vis-
coelastic wing to the flow disturbances, as seen from the linearised model proposed in this
work.
124
6.1. Main outcomes
Summary of the conclusions on the coupled-system dynamics
Summarising, the key observations on the coupled-system dynamics are:
1. the fluid exhibits an unsteady behaviour also for moderate angles of attack leading to
a dynamic coupling with the membrane compliance and the development of vortex-
induced vibrations;
2. the coupled system locked its dynamics at specific frequencies determined by the
interaction of the fluid and structural domains;
3. the variation of the membrane compliance can determine the switch of the modes at
which the dominant dynamics locks;
4. the fluid dynamics is mainly driven by the evolution of large coherent structures. The
leading-edge vortex was found to have a positive contribution on the lift coefficient,
while higher shedding modes were found to weaken its effect on the wing;
5. rate-dependent effects in the acrylic dielectric elastomer were found to have a large
impact into the system dynamics, in particular for the most compliant cases consid-
ered;
6. the performance of the actuated system were found to be in agreement with experi-
mental observations. The applied voltage determines a relaxation of the membrane
tension and the increase in the camber amplitude. The numerical investigation
showed a reduced impact of the actuation frequency on the wing under viscoelastic
material assumptions. Contrarily to the hyperelastic wing, due to larger oscillations
as compared to the viscoelastic one, a strong dependency on the actuation frequency
has been observed.
7. the actuation via embedded dielectric elastomer showed high authority, and hence
demonstrated the suitability for the aerodynamic control of Micro Air Vehicles.
6.1.3 Model reduction and control design
A review of the available literature highlighted the absence of a model-reduction method-
ology for coupled systems as the case of actuated membrane wings. Therefore, in the
present work, it has been investigated a new approach for the fluid-structure interaction
125
6.1. Main outcomes
reduction of highly-compliant systems. A model has been derived that can take into ac-
count the variable compliance from actuation and it is hence suitable for control design
of membrane wings. A system identification technique based on the Proper Orthogonal
Decomposition has been used to define a linear low-order description of the aeroelastic
system. The non-linear behaviour of the high-fidelity model requires the evaluation of the
impact of the training signal used for the identification on the final reduced-order model
(ROM). The effect of different voltage amplitudes has been quantified using a simple low-
order model and the comparison allowed the selection of a suitable identification signal
for the ROM used in this work.
In a second step, the structural and the fluid description have been independently reduced
and coupled in monolithic system description to account for the strong fluid-structure
interaction of the problem. The ROM predictions have been shown to be in very good
agreement with the full-model also for modifications of the electrode layout, showing its
suitability for the inclusion in a preliminary wing-design process. Importantly, the analy-
sis of the coupled-system dynamics have showed the presence of large time delays, which
had been experimentally identified in similar systems, and limits the authority of propor-
tional controllers under higher frequency excitations. Using the ROM as an approximation
of the system dynamics, Proportional-Integral-Derivative and Linear-Quadratic-Gaussian
control schemes have been designed. They have been then implemented in the full model
to demonstrate rejection of flow disturbance and tracking of a given value of aerodynamic
lift. Both control laws have been found to be effective for low-frequencies disturbances
but have also shown much less authority for faster cases due to the very-large delays in
the system response. Nevertheless, this preliminary investigation has demonstrated the
suitability of the model reduction technique for control design and the potential of embed-
ded actuation using DE membranes for the real time aerodynamic control of membrane
wings.
Summary of the conclusions on model-reduction
In conclusion, the key aspects of this research in the context of model-reduction are:
1. the development of a new reduced-order model for the fluid-structure interaction of
membrane wings with variable compliance;
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2. the linearisation of the non-linear electromechanical response of dielectric elastomers,
which was missing in the literature;
3. the quantification of the effect of the amplitude of the training signal on the system
dynamics;
4. the design of feedback control schemes for the rejection of flow disturbances and the
tracking of required wing aerodynamics;
5. the large impact of delays in the actuated system, which limited the effectiveness of
the proportional feedback schemes to low-frequencies.
6.2 Main original contributions of this work
This thesis started with the idea of mimicking some of the principles in bats’ wing, re-
sulting from millions of years of natural evolution, that allows high manoeuvrability and
efficiency for low-Reynolds number flying regimes. It is not easy to understand and copy
such a complex system. In fact, the main aim of this dissertation was to give an insight
in the physical aspects that requires the attention of the engineer and investigate a design
concept that could offer similar benefits to those of bats’ wings. The problem has been in-
vestigated from the numerical point of view, building a high-fidelity numerical framework
for the simulation of the dynamics of actuated membranes made with dielectric elastomers.
As a final results, this dissertation showed, for the first time, the potential of this actua-
tion concept, which was found to offer high-authority in the control of the aerodynamic
performance of the wing. Additionally, to build this novel numerical framework, many
challenges have been addressed, and some of them resulted in the original contributions
here highlighted:
1. The development of the first high-fidelity, fully-coupled aeroelastic model for dy-
namically actuated membranes made with dielectric elastomers. The simulation of
non-actuated membrane wings is not a new topic and several models with different
level of fluid and structural fidelities have been proposed in the last decades. How-
ever, no previous models have been found capable of modelling the performance of
actuated membranes. In this dissertation, an unsteady flow solver has been cou-
pled with a non-linear structural description of the elastomers, whose constitutive
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behaviour accounts for the effect of the actuation via the calculation of the Maxwell
stress tensor;
2. The development of a rate-dependent constitutive model for acrylic dielectric elas-
tomers. Commonly, in the literature, viscoelastic material effects are neglected.
This required the identification of the equilibrium and rate-dependent contributions
in the constitutive behaviour of the polymer, which have been modelled in the finite-
deformation framework to account for the large structural deformations. The model
has been validated against experimental data and it has shown to be predictive of
the performance of the DEs in real applications;
3. The investigation of the impact of the structural level of fidelity in the overall perfor-
mance of the actuated wing. This work demonstrates that the constitutive material
behaviour, and in particular viscoelastic effects, plays a major role in the definition
of the system dynamics. Additionally, the investigation highlighted that a non-linear
description of the material model is required also for small initial deformations when
large voltages are applied;
4. The development of a novel model-reduction technique for the full system to aid
control system design. The reduced-order model is obtained with the monolithic
coupling of the low-order descriptions of fluid and structures, which are individually
obtained. Low-order models found in the literature describe systems with structural-
dominated dynamics. In this work, the close coupling of the membrane with the
vortex shedding in the fluid determines vortex-induced vibrations that requires a
modelling approach able to account for the coupled system dynamics. Therefore,
the identification of the fluid description is done via the excitation of the coupled
system and the successive coupling with the modal structural description of the
actuated wing;
5. The development of a modelling environment to support design. The numerical
framework can be used to inform on design variables like membrane prestretch and
the aerodynamic shape of the supports. A wide range of operative conditions can
be obtained increasing the Reynolds number and the angle of attack. In this disser-
tation, only two-dimensional cases have been considered, but the model is capable
of simulating three-dimensional conditions, allowing the investigation of additional
design parameters like the A and the prestretch in the spanwise direction. Fur-
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ther to this, if coupled with the reduced-order methodology proposed, the model
allows the investigation of arbitrary electrode layouts to optimise both the energy
consumptions and the controller effort;
6. The numerical results presented the first ever demonstration of “on-demand” perfor-
mance on MAV-type membrane wings. To date, only limited results on the open-loop
performance of integrally actuated membrane wings are available in the literature,
but no previous closed-loop results have been found. The main issue, which has been
addressed in this dissertation, is the definition of a suitable control scheme for the
system, which, in many cases, requires the identification of a robust observer of the
system dynamics. The results of the closed-loop response highlighted the potential
of the embedded actuation through dielectric elastomers to achieve “on demand”
aerodynamics in membrane wings for MAVs applications.
6.3 Recommendations for future work
The framework proposed in this dissertation spans from the high-fidelity modelling of
integrally actuated membrane wings to their reduced-order modelling for control system
design. We have answered to multiple research questions in this dissertation, but many
other points have risen from the accomplishments of this work. Therefore, to conclude,
we present an overview on future possible improvements.
Larger Reynolds number and angles of attack could complete the numerical investi-
gation of this work for a wider range of possible operative conditions in membrane wings.
The framework we presented could be used, but the simulation of these flow conditions
would be associated to a very large computational cost. Large Eddy Simulation mod-
els could be considered to limit the computational resources required, as in the work of
(Gordnier, 2009; Gordnier et al., 2013). Higher modes have been experimentally observed
for these flow conditions (Song et al., 2008; Arbos-Torrent et al., 2013) and the numerical
framework could help in the identification and the understanding of the physical aspects
involved. Further, the effect of dynamic actuation for largely separated flow has been
investigated only experimentally for a limited set of conditions. For the low angles of
attack in this work it was observed a loose dependence of the actuated performance on the
actuation frequency. For larger angles of attack, as observed by Curet et al. (2014), it is
129
6.3. Recommendations for future work
expected to observe a substantially different behaviour, with peaks at the aeroelastic res-
onances of the system. In addition, the numerical framework of this dissertation showed
to be in agreement with the main dynamics observed in experimental works, but a di-
rect validation of the full framework could be considered when moving to larger Reynolds
numbers. However, to achieve this aim, several other aspects should be considered, like
three-dimensional effects and the dynamics of the wing supports.
Three-dimensional characteristics have been observed for low-aspect-ratio membrane
wings (Rojratsirikul et al., 2011). For the Reynolds number considered in the investigation
of this work, Re = 2500, the flow is two-dimensional and justifies the modelling choices
throughout the dissertation. However, three-dimensional flow structures can also be ob-
served at higher Reynolds numbers. In addition, if considering finite-aspect-ratio wings,
spanwise and chordwise structural vibrations have been observed from the coupling of the
membrane compliance with tip-vortices in the flow. These three dimensional effects were
shown to have a large impact on the aeroelastic wing performance, enhancing or degrad-
ing the aerodynamic characteristics depending on the boundary conditions. Parameters
like aspect-ratio, membrane prestress and frame architecture should be investigated in
order to maximise the benefits from this wing concept. Additionally, for low-Reynolds
numbers, this work showed the benefits from the dynamic actuation in a two-dimensional
case for frequencies close to the evolution characteristics of the leading-edge vortex. It
would be interesting to verify if this observation is still valid in a three-dimensional case,
with more complex flow structures, or if these new phenomena will determines a different
trend.
Leading- and trailing-edge effects can significantly influence the global system re-
sponse (Arbos-Torrent et al., 2013). In this work, the aerodynamic effect of the supports
has only been considered in the verification of the aeroelastic model, which showed to be
able to capture the corresponding dynamics. A structural model of the frame should be
included in the finite-element description to account for the effects of their oscillations
in the global aeroelastic performance of the wing. Such model could help in the defini-
tion of the trade-off between aerodynamic performance, which requires thin supports, and
reduction of oscillations, which would lead to a stiffer frame.
The model-reduction methodology presented has been applied to a case with a steady
state reference configuration. However, the investigation of this dissertation showed that
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also at moderate angles of attack, the fluid exhibits some instabilities, which couples
with the membrane compliance determining an unsteady case. The derivation of reduced-
order models for these conditions could lead to a better understanding of the coupled
system dynamics, which determines the locking at defined frequencies. In addition, further
work should be done to address the main limitation of the model-reduction methodology,
which is the local validity of the Proper Orthogonal Decomposition. This issue has been
addressed for mode-reduction of full aircraft configurations by Lieu et al. (2006), and
should be further investigated in the context of membrane wings. The variation of the
flow conditions, i.e. angle of attack of flow velocity, determines a variation of the reference
configuration in the wing defined by the mean camber. Including this effect in the reduced-
order models derived, would allow a significant degree of freedom in the definition of
the membrane prestretch for the optimum performance in a larger range of operative
conditions. Additionally, numerical results highlighted the effects of structural and fluid
non-linearities for large deformations and large voltage amplitudes. The reduced-order
modelling approach defined should be then modified to account for these deviations from
the linear behaviour and enhance the agreement of the low-order description.
Alternative control strategies should be considered to properly address the system
delays of the actuated system. In this investigation the design of simple feedback control
schemes validated the model-reduction methodology and demonstrated the potential for
the aerodynamic control using embedded actuation. However, the study highlighted the
limitations deriving from the large system delays. Further investigation could lead to an
enhancement of the performance of the closed-loop response of the wing, as in Williams
et al. (2009). They considered a feed-forward controller to compensate for the large delays
in the actuated system of investigation. In their case it consisted in a rigid profile actu-
ated by means of pulse-blowing actuators on the suction surface. This case shows some
similarities with the wing concept of our investigation, hence a similar approach could be
considered.
The global energy balance of the actuated system needs to be modelled to inves-
tigate the potential gain of the actuation proposed in this dissertation. This assessment
requires the definition of the electrical components of the system, including their efficien-
cies. Additionally, the wing design needs to meet the technological limitations to allow
the real applications of such concept in MAVs. In fact, a voltage of the order of a kilovolt
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is needed to actuate the dielectric elastomer, requiring large and heavy batteries, which
do not meet the weight limitations on these small fliers. The numerical framework can be
then used to investigate the possible benefits of prestretch level and electrodes layouts in
limiting the energy consumption.
An experimental investigation should be carried on alongside the numerical mod-
elling of the system. From the one hand, this could allow the direct validation of the
aeroelastic framework developed here, but on the other hand, it would allow the informed
selection of the boundary conditions and the experiment design using the computational
model. Additionally, the model reduction technique could be modified to be applied to
the experimental case, providing the base for the direct modelling and the design of a
controller. The experimental work, however, requires to face many challenges. Firstly,
the fabrication of membrane wings requires to build an apparatus that ensures a precise
definition of the prestrain. As it was demonstrated in this work, a modification of the
prestrain of 2% can dramatically modify the membrane compliance and, hence, the global
aeroelastic behaviour. Additionally, the use of large voltages in a wind tunnel requires
many safety considerations, in particular related to possibly conducting materials near
the wing, which could determine sparks and safety hazards. Finally, the measurements of
the pressure distribution on the membrane is particularly challenging since the weight or
stiffness of many possible devices would modify the system dynamics.
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