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ABSTRACT
Investigations into combining context and recommendation
has resulted in much fruitful research which has improved
recommender systems. Such contextual information has come
in many forms and been used in different ways, successfully
offering better in-situ suggestions. Factors such as location,
time of recommendation, etc. have proven themselves as
useful contributors to exploiting context. One issue, how-
ever, is the importance placed on each aspect of context,
especially as new forms of recommendation are developed.
Context is traditionally incorporated into recommenders at
design-time, as a filter or as an integral part of how users
are modelled, but the importance placed on each aspect is
not often examined. Social recommenders and systems that
draw on the wealth of data present in social networks fre-
quently have access to far more contextual factors than tra-
ditional recommenders, making user relationships to these
factors all the more important. The main contribution of
this paper is to provide an examination of contextual pri-
orities from the social web, which prove useful to recom-
mender research in the area. This ontological examination
of context shows that users have different priorities when
it comes to context with a large variation in the suitability
of each contextual factor in predicting good recommenda-
tions. In addition, this paper presents and discusses an ap-
proach to individually tailoring context ontologies (allowing
for dynamically generated context sets), evaluating contex-
tual factors in recommending from the social web.
Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Information
Filtering; H.1.2 [User/Machine Systems]: Human Fac-
tors
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1. INTRODUCTION
Contextual recommendation systems are designed to meet
the needs of people by capturing and leveraging the factors
that currently influence them. Thus it is important to try
and understand which context factors or aspects contribute
to decision-making and whether these are generally shared
across different users. With the widespread use of social net-
works, and the growing use of recommender systems lever-
aging the data they make available, it is important to study
context within the domain of such social networks.
We wish to explore how useful people find different forms
of context, and whether an ontological model of their degree
of interest in such factors can be generated. Until recently
it has been assumed that in contextual recommendation, all
forms of context available should be used for any task. Re-
cent work has shown that some contextual information is not
relevant for some tasks [3], and here we similarly examine
the idea that a contextual feature is agreed on by users to be
important for recommending within the domain of the social
web. We investigate whether the redundancy of some con-
texts exists in the social web and whether it can be detected
dynamically. If so do individual users have preferences for
distinct context sets within a system? In essence we looked
at what factors had the greatest impact on whether a person
followed someone on a social network, indicating priorities
people place on contexts when they are making decisions.
Any contextual features that could account for situations
where otherwise good suggestions could be rejected should
be of interest. The fact that memory-based recommender
systems focus on forming groups of users from what is known
about them, essentially stereotyping people, creates chal-
lenges and the more we know in the form of contextual data,
the harder it is to decide how to form groups. In essence
there is a risk of creating a “contextual long tail” by stat-
ing that users only share an interest if that interest is rated
highly in the exact same context. Contextual data might
be important by design for the given task, or different in-
formation might be important to different people, hence our
undertaking to study this area.
In this paper we detail a study in which we examined the
contextual factors surrounding the relationships between a
social network user and the people that they follow. We
do this as a method of examining the contexts that impact
the task of friend recommendation within as social network.
This demonstrates an approach to validate the impact of
context across users and shows the ability of different con-
texts to predict relationships.
2. RELATEDWORK
Context is broadly understand to mean the intrinsic and
extrinsic information surrounding something that contributes
to our understanding of it. The concept of context is integral
to human communication; it forms the basis of many lan-
guage constructs that allow people to understand who is be-
ing referred to by pronouns for example. When dealing with
computing systems, context is simply any information that
tells us more about the user or or the processes or tasks they
are engaged in, including sensed information such as time or
location. The definition of context has grown to encapsu-
late complex semantic interplays between an item and its
environment. People have a cultural understanding of con-
text related to how they use language [12] and a person’s
context can be said to be anything that affects that per-
son’s decisions, as shown in [30]. It is also worth noting that
social concepts of public and private, such as those related
to the sharing seen in recommender systems, have always
been intimately tied to representations of context such as
location (discussed, for example, in [26]). Locations define
the sort of interactions that are appropriate within them by
virtue of how public or private they are, from the privacy of
one’s home to the public space of a large shopping centre.
Savolainen [23] shows context is a key factor in “everyday
life information seeking”. For all these reasons it is desirable
to examine the ways in which recommender systems can un-
derstand the importance of different contexts and context
combinations, for users.
Context in computing has been the subject of much re-
search as shown in the review by Dey [10], and integrating
context into recommendation has proved useful. Work has
been done by Ingwersen and Ja¨rvelin [15] to define the va-
riety of contexts that exist, independent from their means
of collection. This work was refined by Ingwersen [14] who
shows a range of contextual factors that cover things that
can be directly sensed, such as location (using GPS) or time,
and ‘offered information’, such as a person’s name. Sensed
information, inferred from physical sensors and used in such
as applications as location-based recommendation, provides
a means of detecting some of these contexts.
A set of seven contextual layers has been defined in [15]
as follows:
Intra-object context This context relates to the relation-
ship an object has with itself. It can involve meta-
data and the connections between item attributes, or
the quantifiable structure of the item, particularly of
textual content. In social networks the profile infor-
mation users see when evaluating others falls into this
category.
Inter-object context This encompasses all the factors in-
volved with relations between items, assigned index
terms or external metadata that relates to the item.
Playlists are a good example of this, as they connect
items in a context that they would not have on their
own.
Session context Session context is the context gathered
from a single usage or session, a person’s usage pat-
terns in the recommender, which involves real user
tests or interaction simulation. This is the most com-
mon context used by recommender systems, current
location, time and so forth and
Individual contexts This relates to the social, concep-
tual, emotional or systematic contexts specific to the
user. Their impact can be seen in rating behaviour
and usage. Social networks, with tasks like friend rec-
ommendation, blur the line between this and “Intra-
object” context, as the objects being recommended are
users, giving us the opportunity to study how people
evaluate context as we do here.
Collective contexts This relates to the social, conceptual,
emotional or systematic contexts the user inherited
from the collective, be it through membership of a
community or though being grouped with like-mined
users. Though recommendation frequently involves
grouping users, contextual recommender research has
not focused on varying context usage based on these
groups. In our work we will touch on this by examin-
ing whether there is a communal common interest in
context within social networks..
Techno-economic and societal contexts These, somewhat
more global contextual factors affect all previous con-
texts, but in ways that can be difficult to detect.
Historical contexts Historical context refers to the collec-
tion of previous events that could influence a person’s
decision-making.
Currently contextual recommendation makes good use of
a number of common features, prompting some research dis-
cussion for example in work by Schmidt et al.[24]. Contex-
tual recommendation work has identified three ways to inte-
grate context into recommendation ([1]), filtering items be-
fore (pre-filtering) or after (post-filtering) recommendation
occurs and altering the representation of user-item ratings
to be user-item-context ratings. Each has been considered
to have advantages and disadvantages, while comparisons as
described in [21] have shown that neither pre- nor post- is
significantly better, resulting in designs for context in rec-
ommenders that are usually decided at build time, with little
study of how contexts are actually used by individuals for
the application.
The development of social networking sites such as Twit-
ter1 and Facebook2 has lead to an explosion of new data
being shared by people, in effect giving others more infor-
mation with which to form decisions about them. These new
contextual factors can range from where they post updates,
what device they use, to whether they use a pseudonym and
how they style their profile page. This is in stark contrast
to the relative sparsity of contextual data that lead to the
common use of location and time within contextual recom-
mendation.
Derrida once famously said “There is nothing but the con-
text” [9], highlighting the importance of understanding sur-
rounding factors in understanding the person. Accounting
for context in recommendation is hugely desirable, as we
have shown, and research suggests that it improves accuracy,
already pointing out that context is of value in harnessing
the explosion of additional information brought about by
the realtime social web [19].
Recent work by Google reports that 70% of smartphone
owners use their device while shopping, and the majority
1http://twitter.com
2http://facebook.com
of shoppers use online resources for research and purchase
in their local store [13]. Mobile applications have now been
developed that prove the viability of item suggestion in a
mobile context [6], and of using location to inform sugges-
tions [29, 5, 22]. These factors point to a future of computing
in a retail context that will benefit from the personalisation
opportunity and interaction offered by a recommender that
is contextually relevant and aware. Research by Schmidt
et al. [24] warns against the focus on location as a quick
and easy contextual factor while missing out on the mul-
titude of other contexts, both sensed and surveyed, which
are possible. Interestingly, most contextual recommendation
work treats contexts as continuous variables, while work by
Anand et al.[2] shows that discreet “finite states” also work,
but have not been widely studied. Here we will investigate
which method(s) users prefer when expressing context.
It is far from simple to use context, as Dhar et al. showed
that even time pressure for example has a huge effect on
other contextual features and how they are perceived [11].
As previously mentioned, recent research [28] has defined
three major methods for incorporating context into recom-
mendation algorithms. These three methods are pre-filtering,
post-filtering and altering the user model. The drawbacks of
these methods in traditional recommendation is that none
provide a method to determine which contextual factors are
of primary importance dynamically, which is what we study
here. Since CF recommenders work by forming groups based
on user information, any new information has the poten-
tial to further subdivide groups, and since recommendation
quality is directly related to the size of these groups, context
must be intelligently managed. In essence there is a risk of
creating a “contextual long tail” by stating that users only
share an interest if that interest is rated highly in the exact
same context, which has gone without study.
Ingwersen and Ja¨rvelin [15] argue for a breaking down of
the division between quantitatively-oriented IR and qualitatively-
oriented IS in the study of context due to its complexity and
dependence on user sentiment. We explore in this work both
qualitatively and quantitatively, the attitudes users have to-
ward context and the use of multiple context factors in rec-
ommendation.
The place of features such as sensed context (then consid-
ered as part of a measure of performance) has been debated
since before sensing technology became as sophisticated as
it currently is [18]. Here we show it is possible to measure
the performance of represented contexts such as place, time
and the online identity as features for each user of a system.
It is well known that choice is affected by context, inves-
tigated by Yoon and Sominson [30] and by Dhar et al. [11],
which could be for a number of reasons, perhaps relating to
perceived inconvenience, tying in with the work reported in
[8]. As has been mentioned earlier, only some contextual
features are relevant for any given decision within recom-
mendation [3], and work by Madani and DeCoste highlights
that not all context impacts recommendation [17]. Here we
turn our attention to user-level contextual feature selection,
finding that each user is indeed different in the features they
consider. In the past designing for context has been styled
as scenario oriented recommendation, in that recommenders
are then only useful in the envisioned scenarios [25].
To further delve into the relationship between context and
recommendation, recommender systems built to be“context-
aware” such as discussed in [1] would further benefit from
being “user-aware” in the choice of that context, as we in-
vestigate here. Machine learning is not new in recommenda-
tion [4], but here we apply it in a novel way to the domain
of social networks. Previously, contextual recommendation
has used a single Support Vector Machine (SVM) to model
context over all users [20]. Here we train an SVM for each
user to examine how each user benefits from each feature.
We do this for much the same reason as Noulas et al. con-
ducted their research into modelling context using random
walks [19], addressing the problem of an abundance of con-
textual data available to improve recommendation becoming
available from a variety of sources. This work can be seen
as an extension of work by Koren [16] into latent factors in
recommendation, but applied to the new area of contextual
factors on the social web. What results is a quantitative
analysis of the priority individual users place on different
forms of context.
3. METHODOLOGY
Our experiment is designed to highlight the contexts peo-
ple are interested in when following a user on Twitter3.
Twitter is a social network micro-blogging site that allows a
user, under a screen name, to compose 140-character mes-
sages for people who are following them, to read. Users have
followers and friends who they themselves follow to see up-
dates (called tweets) from. Other features like marking a
tweet as “favourited”, putting users in lists and “retweeting”
(forwarding a message from someone else to all of your own
followers) also exist. Many of these user-generated micro-
blog streams are publicly available. Users within this system
represent a dense collection of contextual factors, making it
desirable to understand how people evaluate each of these
contexts.
We collected a dataset of tweets from publicly-accessible
twitter users, using the “firehose” Twitter API. We gath-
ered 251,807 tweets from 7,390 unique Twitter users within
the Dublin area. We restricted our collection of tweets to
one area in order to control for a number of factors. The
most obvious was timezone as we examined, among other
contexts, the times people tweeted. There was also a con-
cern that contextual evaluation might vary across cultural
or social divides, hindering the prospect of finding common
contextual features.
Twitter provides a wealth of data with each tweet. We
took 61 features used to describe users of the service in
their tweets. We included within our contextual features,
anything that told us about the user that was freely pro-
vided. This ranged from the sensed (for example their loca-
tion details) to the surveyed (their Twitter biography), all
accounting for the context of how that user presents them-
selves to others. We took 37 features made available in the
tweets (such as the source and which software client sent
the tweet) or otherwise computable from the features avail-
able. These features constituted the contextual attributes
of a user, visible to others, making them factors which could
impact friend recommendation. Where we knew the feature
would be unique (such as the screen name or real name of a
person) we computed features that would make these fields
comparable (detailed in the list below). In addition to these
37 features we had 24 features to characterise how many
times the user tweets in each hour of the day. For the pur-
3http://twitter.com
Figure 1: Tweet density over time, from public
Dublin-based Twitter users over time
poses of using machine learning we categorised each of the
text features with a number, Table 1 details the number of
categories generated for each text feature. This preprocess-
ing gave us a list of 7,390 users as described by the context
they present to the world, that they tweet only at certain
times, or are popular or unpopular (based on follower count
or similar metrics). We computed the following categories
to represent attributes that could offer other insight into
following habits, detailed in the list below.
Capital letters in screen name Number of capital let-
ters in user’s screen nickname.
Capital letters in name Number of capital letters in user’s
actual name.
Description length Number of characters in the user’s bi-
ographical description.
Name length Number of characters in the user’s name
Screen name length Number of characters in the user’s
screen name
Screen name is real name Is the user’s screen name equiv-
alent to their real name?
For the purposes of our experiment we were interested in
who each user in the collection followed, and what contex-
tual data might have influenced that decision. We gathered
each person in the collection’s complete friends list. This al-
lowed us to highlight which people in the collection followed
each other. We were then able to generate for each per-
son, a list of every other user in the collection as described
by their contextual features, annotated with whether or not
that person follows them. This pre-processing left us with
the data formatted for the tests we wished to perform. In
our analysis we first looked at the importance of each fea-
ture as a means of discriminating within the set for each
user. F-score is a simple technique which measures the dis-
crimination of two sets of real numbers, as described in [27].
The larger the F-score is, the more likely this feature is to
Table 1: Text features and the number of categories
for each
Feature Number of Categories
Geotype 1
language 11
location 2552
place full name 38
place id 38
place name 35
place type 3
place URL 35
prof back colour 1089
prof sidebar colour 1116
prof sidebar fill colour 1180
prof text colour 1021
source 101
timezone 75
be more discriminative. It is important to note that if one
user exclusively follows people with low tweet counts and
another exclusively follows people with high tweet counts
then both will have high F-scores, as “number of tweets” is a
very discriminative feature for both. We calculated the im-
portance of each feature for every user, then averaged them
over all users. This will form an integral part of the feature
selection we perform later. For each person within the set
we computed their individual F-scores based on who they
followed.
Having examined F-scores, we then proceeded to perform
feature selection for a group of 530 users from the collection.
We did this in order to see what influenced whether one
person followed another, in order to potentially offer better
contextual recommendation. We used this data to build an
SVM for each person, using libSVM ([7]4). Training used
the entire list of users with the 61 features and whether or
not the user in question follows them. We categorised all
of the text-based features into numerical format in order to
be compatible with the SVM training. We used the feature
selection tool provided with libSVM5 to rank the important
features in the dataset. Afterwards we ran feature selection
on each user, and then we took the minimum number of
features necessary to accurately produce the same results in
order to arrive at our final analysis.
4. RESULTS
Examining the F-scores of each contextual feature we found,
as detailed in Table 2, that each of the most important fea-
tures has a high standard deviation, indicating importance
of features is very personal to each user. We see that on aver-
age, follower count is clearly the most discriminating feature.
Examining the figures for the tope five features, followers,
listed, friends, favourites and statuses (numbered 1 to 5 re-
spectively in 2), as a boxplot makes this even more clear;
there is a contextual long tail of users who place varying
degrees of importance on the features outside the 25%-75%
quartile box.
Having looked at the most discriminating features avail-
able, we then trained 530 individual SVMs, one for each user.
4http://www.csie.ntu.edu.tw/ cjlin/libsvm/
5http://www.csie.ntu.edu.tw/ cjlin/libsvmtools/
Figure 2: The difference in effect of contexts for
individuals is clear.
Table 2: The top average important features in de-
ciding whether a user follows another
Feature Strength Std Dev
Follower count 0.01147 0.0689
Listed count 0.00673 0.0236
Friends count 0.00260 0.0402
Favourites count 0.00243 0.0077
Statuses count 0.00147 0.0037
Posts during 16:00 0.00093 0.0070
Posts during 19:00 0.00068 0.0048
Posts during 17:00 0.00067 0.0039
Posts during 21:00 0.00065 0.0038
Posts during 20:00 0.00065 0.0036
Posts during 22:00 0.00065 0.0035
These SVMs were trained on the prepared list of each users’
contextual representation, annotated by whether or not the
SVM-focused user follows them. In all but three cases, users’
following habits were indicated by only three features. The
three special cases include one user who required 13 features
and two that maintain their highest accuracy with six fea-
tures. This shows that anTable 3 shows an aggregated count
of features as they appear across each user’s feature selection
set. This corresponds to how the user evaluates who they
follow, meaning that (all other things being equal) a highly
discriminating feature helps easily decide whether or not to
follow. Follower count and Listed count, both highly dis-
criminating features overall, top the list, but other features
that may not be as obvious, such as whether the profile back-
ground of a user is tiled, play a part in defining how users
choose who they follow.
5. CONCLUSIONS
5.1 Discussion
Table 3: The most selected features by SVMs
trained on individual users
Feature Users
Follower count 185
Listed count 174
Profile background is tiled 90
Description length 81
Statuses count 64
Screen name is real name 63
Geotype 58
Favourites count 53
Name length 51
Profile text colour 49
Friends count 47
Location 39
Capital letters in screenname 33
Capital letters in name 32
Profile sidebar border colour 30
Posts during 12:00 29
Source 29
Profile background colour 27
Posts during 14:00 23
Place name 22
Posts during 7:00 21
On the social web people use context in somewhat unique
ways. While the posting habits of a potential friend sug-
gestion matters to some people it, as we have shown, does
not matter to others. We have shown here that there are
groups of users who use entirely different sets of contexts.
Of the 530 users we examined no feature was globally se-
lected as a positive predictor, in fact the best predictor was
only commonly selected for 35% of users, showing that no
single contextual factor can be chosen to optimally improve
recommendation. There is, on an individual level, a high
degree of variation when it comes to how important users
find this information. In effect, people have different priori-
ties around contexts, and we have outlined a way to detect
and highlight them on an individual level. There is a long
tail of users who place greater or lesser importance on every
contextual information.
Depending on the user, we can recommend the context
set they should use, in order to improve contextual recom-
mendation in the case of recommendations of whom a user
should follow in Twitter. This could conceivably lead to
modelling users based on what criteria they use to evaluate
the world, a “context-profile” that could accompany people
in the cloud to be used by any service that recommends using
context. We have highlighted in Twitter that follower-count
is a decisive metric for user interest in following. However
it is only seen as important to 185 of the 530 people who
were analysed, indicating that it would not improve recom-
mendation for the majority of users. If there had been some
solid consensus on which features to use this would be a valid
method of using context to choose the context to use when
recommending. If further investigation found this to be a
wholly positive correlation (i.e. people always valued more
followers) this could speak to the suitability of collaborative
filtering for Twitter user recommendation, as sparse ratings
would actually be indicative of trend toward a less suitable
recommendation.
Furthermore, it is interesting to note that while no con-
textual feature provides good coverage of the 530 users (i.e.
no one feature could be used to predict accurately), sets
of contexts do reoccur, opening up the possibility of using a
recommender system to class users based on their behaviour
and recommend a set of contexts that will most likely im-
prove their recommendations.
This work shows that context has a variable effect on the
decision making of users of the social web, and any recom-
mender system that hopes to incorporate the wealth of data
available from social networks should be aware of this de-
tectable difference.
5.2 Future Work
This research shows that people on the social web have dif-
fering priorities in terms of context, and we can detect them.
This detection could be used to create an ontological model
of the importance users place on different sensed contexts,
effectively allowing their attitudes toward contexts choose
which factors influence their recommendations. This raises
further questions beyond the scope of this paper, which we
hope to study in our ongoing research. Firstly we wish to
quantitatively analyse the impact on recommendation ac-
curacy the methods of pre-filtering/post-filtering and user
modelling only important context rather than all available
contexts, and possible context selection strategies that arise
from this.
Memory-based recommenders could make use of these on-
tological models in grouping. Rather than grouping users
because they both like similar things in similar situations
they could be grouped based on similar items, rated in dif-
ferent situations, because they both have the same ontolog-
ical interests in context. This is one area we wish to explore
in more detail. Further this sort of examination can evalu-
ate whether support for contextual features, which can be
costly in either sensor deployment or user effort, are actually
making a difference, and optimise sensor sets for a range of
users on specific recommendation tasks.
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