In this paper, we report on the performance of two variants of wellknown statistical-based clustering techniques and present an evaluation on the TIMIT and TI-Digit databases. A clustering approach which 1) is based on a divergence criterion, 2) separates "good" and "bad" models using a class-dependent adjustable threshold on the number of examples per model, and 3) guides the clustering by limiting the number of models per class between two constants Nmin and N m , gave the best results.
INTRODUCTION
Subword unit Automatic Speech Recognition (ASR) is used when some phonetic details need to be modeled accurately, when the size of the vocabulary increases, or when vocabulary-independent recognition is of interest. In the last two cases, it is necessary to find generalized subword units which are able to take into account contextual phonetic variations and can be trained on a limited amount of training data. While context-independent phonetic models are easy to train, they are too general and do not model contextual phonetic variations. Context-dependent models have been shown to be superior to context-independent phone models (e.g. [l, 12, 81) . However, as context-dependent modeling results in a great increase in the number of parameters to train, methods have to be found to prevent the use of undertrained models. Another potential problem is the context-dependent phone coverage. Among contextdependent models, mphones, which model both left and right contexts, have been shown to be successful in modeling contextual phonetic variations (e.g. [ 
12,7,3]).
To find suitable vocabulary-independent subword units which are trainable and generic enough to be generalited to unseen phonetic contexts in the training data, phonetic model clustering using statistical methods has been investigated (e.g. [4, 1 1,8] ). All these techniques try to deal with the question: are two distributions da$erent? The advantage of these approaches is that there is no a priori assumption on the type of context dependencies. However, the problem of unseen contexts remains to be solved. On the other hand it is possible to use phonetic similarities as a way to guide a datadriven clustering technique. In this paper, we consider various approaches to cluster contextdependent models in continuous speech recognition. The methods considered belong to the domain of data-driven statistical approaches at the subword unit level. The main goal of this work was to obtain the best compromise between the number of Hidden Markov Model (HMM) pammeters used by the ASR system and recognition accuracy for a given complexity. In particular, our main goal was to perform a comparative evaluation. It was not to design an ASR system which could yield the best performance on a given task. In the following sections, we report on two clustering methods and on a comparative evaluation on the TIMIT and the TI-Digit databases.
. THE CLUSTERING TECHNIQUES
Given a set of HMMs, it is possible to use the HMM parameters together with a distance criterion to derive a set of HMM clusters (e.g. [l 11). While such a method is quite simple, it does not use information directly from the training data. The statistical techniques that we developed are based on some well-known criteria already used for clustering such as divergence and mutual information (e.g. [4, 8] ). Both methods are based on the computation of emission probabilities d i d y on the training data during the forward-backward training algorithm. The first method characterizes the difference between two distributions by means of a divergence criteria derived from the one proposed in [4]:
where Ait is the kth training occurrence of model M i , P(AiJMi)
is the isolated emission probability of Aik by model Mi, and N i is the number of training occurrences of model Mi. The underlying idea of our method is that a model is considered to be well trained if there is a sufficient number of examples for this model. After a separation between "good" and "bad models based on the number of examples, the "bad" models are joined with the "good" ones using the measure defined in eqn. (1). To guide the clustering and to avoid having too fewhoo many clusters per class, the final number of clusters per class is constrained between two thresholds: Nmin and N m . This method is summarized in Figure 1. This method necessitates the computation of the training example distribution for all models before launching the clustering. The weighting factor of eqn. (1) allows the algorithm to take into account the relative sizes of the training examples associated to the two HMM models. To denease the computation time and the amount of memory needed during the clustering process, we compute and store for each model:
'k k Then the divergence between two models can simply be written as: The mutual information of two partitions A and B is defined as:
Let's take a subset S of N Hidden Markov Models.
Let's take the subset n of the whole training database corresponding to this set S. 
If we make the hypothesis that the emission probability resulting from the union of two clusters (or models) can be written as a weighted center of gravity of the two separate emission probabilities of the models joined, it is relatively easy to show that the mutual information consist of two parts: a constant term and a variable tenn defined as:
This variable term can be used to measure the loss in mutual information when two models are joined. As we decrease the number of models, the mutual information decreases. Table 1 , we tried to combine the two clustering techniques to obtain the best compromise between accuracy and complexity. It can be sten that the divergence method gives the best results immediately followed by the combhation between the divergeace and mutual information methods. The good performance of the divagence dmtering method may be due to the separation between "good" and "bad" models before clustering. This prevents "bad" models from iduencing too much how models are grouped together. 
