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Abstract
Domain-adaptive classifiers learn from a source domain and aim to generalize
to a target domain. If the classifier’s assumptions on the relationship between
domains (e.g. covariate shift) are valid, then it will usually outperform a non-
adaptive source classifier. Unfortunately, it can perform substantially worse when
its assumptions are invalid. Validating these assumptions requires labeled target
samples, which are usually not available. We argue that, in order to make domain-
adaptive classifiers more practical, it is necessary to focus on robust methods;
robust in the sense that the model still achieves a particular level of performance
without making strong assumptions on the relationship between domains. With
this objective in mind, we formulate a conservative parameter estimator that only
deviates from the source classifier when a lower or equal risk is guaranteed for all
possible labellings of the given target samples. We derive the corresponding esti-
mator for a discriminant analysis model, and show that its risk is actually strictly
smaller than that of the source classifier. Experiments indicate that our classifier
outperforms state-of-the-art classifiers for geographically biased samples.
1 Introduction
Generalization in supervised learning relies on the fact that future samples should originate from
the same underlying distribution as the ones used for training. However, this is not the case in
settings where data is collected from different locations, different measurement instruments are used
or there is only access to biased data [15]. In these situations the labeled data does not represent the
distribution of interest. This problem setting is referred to as a domain adaptation setting, where the
distribution of the labeled data is called the source domain and the distribution that one is actually
interested in is called the target domain [2]. Most often, data in the target domain is not labeled
and adapting a source domain classifier, i.e. changing its predictions to be more suited to the target
domain, is the only means by which one can make predictions for the target domain. Unfortunately,
depending on the domain dissimilarity, adaptive classifiers will frequently perform worse than non-
adaptive ones. We formulate a conservative adaptive classifier that always performs at least as well
as the non-adaptive one.
In the general setting, domains can be arbitrarily different, which means generalization will be ex-
tremely difficult. However, there are cases where the problem setting is more structured: in the
covariate shift setting, the marginal data distributions differ but the posterior distributions are equal
[16, 8, 4]. This means that the underlying true classification function is the same in both domains,
implying that a correctly specified adaptive classifier converges to the same solution as the target
classifier. Adaptation occurs by weighing each source sample by how important it is under the tar-
get distribution and training on the importance-weighed labeled source data. Such a classifier can
∗
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perform well when its assumption is true, but it can deviate in detrimental ways when its assump-
tion is false [8, 7, 11]. For example, one of the most popular covariate shift approaches, kernel
mean matching (KMM), assumes that the support of the target distribution is contained in the sup-
port of the source distribution [9]. Often, when this is not the case, a few samples are given very
large weights and all other samples are given near-zero weights, which greatly reduces the effective
sample size [13]. Additionally, for Transfer Component Analysis (TCA), if the assumption of a
common latent representation does not hold, then mapping both source and target data onto transfer
components will result in mixing of the class-conditional distributions [14]
Since the validity of the aforementioned assumptions is difficult, if not impossible, to check, it is
of interest to design an adaptive classifier that is at least guaranteed to perform as well as the non-
adaptive one. Performance guarantees for all possible cases are often constructed by focusing on
worst-case scenarios [3]. For covariate shift, such a worst-case estimator has been proposed: Robust
Covariate Shift Adjustment (RCSA) [17] first maximizes risk with respect to the importance-weights
and subsequently minimizes risk with respect to the classifier parameters, thereby accounting for
worst-case importance-weights. However, this can sometimes be too conservative, as the worst-case
weights can be very disruptive to the subsequent classifier optimization. Another minimax strategy,
referred to as a Robust Bias-Aware (RBA) classifier [11], plays a game between a risk minimizing
target classifier and a risk maximizing target posterior distribution. The adversary is constrained
to pick posteriors that match the moments of the source distribution statistics. This constraint is
important, as the adversary would otherwise be able to design posterior probabilities that result in
degenerate classifiers (e.g. assign all posterior probabilities to 1 for one class and 0 for the other).
However, it also means that their approach loses predictive power in areas of feature space where
the source distribution has limited support, and thus is not suited very well for problems where the
domains are very different.
The main contribution of this paper is that we provide a parameter estimator that produces estimates
with a risk at least as small as that of the naive source classifier, for the given target samples. Fur-
thermore, we show that in the case of a discriminant analysis model, the estimator will produce
strictly smaller risks. To the best of our knowledge, performance improvement guarantees over the
source classifier have not been shown before. The paper continues as follows: section 2 presents the
formulation of our method, with discriminant analysis in section 3. Section 4.1 shows experiments
on domain adaptation problems, and we conclude with limitations and a discussion in section 5.
2 Target contrastive pessimistic risk
Given aD-dimensional input space X ⊆ RD and class labels Y = {1, . . . ,K}, a domain refers to a
particular joint probability distribution over this pair of spaces. One is called the source domain, for
which labels are available, and the other is called the target domain, for which no labels are available.
Let S mark the source domain, with n samples drawn from the source domain’s joint distribution,
pS(x, y), referred to as {(xi, yi)}ni=1. Similarly, let T mark the target domain, with m samples
drawn from the target domain’s joint distribution, pT (x, y), referred to as {(zj , uj)}mj=1. Note that
both domains are defined over the same input space, which implies that x and z are represented in
the sameD-dimensional feature space. The target labels u are unknown at training time and the goal
is to predict them, using only the unlabeled target samples {zj}mj and the labeled source samples
{(xi, yi)}
n
i .
2.1 Target risk
The empirical risk in the source domain can be computed as follows:
Rˆ (h | x, y) =
1
n
n∑
i=1
ℓ (h | xi, yi) ,
with ℓ the loss function and h the classification function mapping input to labels. The
source classifier is the classifier that is found by minimizing the empirical source risk,
hˆS = argminh∈H Rˆ (h | x, y), whereH refers to the hypothesis space.
Since the source classifier does not incorporate any part of the target domain, it is essentially entirely
naive of it. Assuming that the domains are in some way related, it makes sense, however, to consider
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the performance of the source classifier on the target data. To evaluate hˆS in the target domain, the
empirical target risk, i.e. the risk of the classifier with respect to target samples, is computed:
Rˆ
(
hˆS | z, u
)
=
1
m
m∑
j=1
ℓ
(
hˆS | zj , uj
)
. (1)
Training on the source domain and testing on the target domain is the baseline, non-adaptive ap-
proach. Although the source classifier does not incorporate information from the target domain nor
any knowledge on the relation between the domains, it is often not the worst classifier.
2.2 Contrast
We are interested in finding a classifier that is never worse than the source classifier. We formalize
this desire by subtracting the source classifiers target risk in (1) from the target risk of a different
classifier h:
Rˆ
(
h | z, u
)
− Rˆ
(
hˆS | z, u
)
(2)
If such a contrast is used as a risk minimization objective, i.e. minh Rˆ(h |z, u) − Rˆ(hˆS |z, u), then
the risk of the resulting classifier is bounded above by the risk of the source classifier: the maximal
value of the contrast is 0, which occurs when the same classifier is found, h = hˆS . Classifiers that
lead to larger target risks are not valid solutions to the minimization problem.
2.3 Pessimism
However, (2) still incorporates the target labels u, which are unknown. Taking a conservative ap-
proach, we use a worst-case labeling instead, achieved by maximizing risk with respect to a hypo-
thetical labeling q. For any classifier h, the risk with respect to this worst-case labeling will always
be larger than the risk with respect to the true target labeling:
Rˆ (h | z, u) ≤ max
q
Rˆ (h | z, q) . (3)
Unfortunately, maximizing over a set of discrete labels is a combinatorial problem and is computa-
tionally very expensive. To avoid this, we apply a relaxation and represent the hypothetical labeling
probabilistically, qjk := p(uj = k | zj). This means that qj is means that qj is a vector of K
elements that sum to 1, represented as an element of a K − 1 simplex, ∆K−1. For m samples,
an m-dimensionalK − 1 simplex ∆mK−1 is taken. Note that known labels can also be represented
probabilistically, for example yi = 1 ⇔ p(yi = 1 |xi) = 1, p(yi 6= 1 |xi) = 0. Hence, in practice,
both yi and uj are represented as 1 ×K-vectors with the k-th element marking the probability that
sample i or j belongs to class k.
2.4 Contrastive pessimistic risk
Joining the contrastive target risk from (2) with the pessimistic labeling q from (3) results in the
following risk function:
RˆTCP
(
h | hˆS , z, q
)
=
1
m
m∑
j=1
ℓ
(
h | zj , qj
)
− ℓ
(
hˆS | zj , qj
)
. (4)
We refer to the risk in equation 4 as the Target Contrastive Pessimistic risk (TCP). Minimizing it
with respect to a classifier h and maximizing it with respect to the hypothetical labeling q, leads to
the new TCP target classifier:
hˆT = argmin
h∈H
max
q∈∆m
K−1
RˆTCP
(
h | hˆS , z, q
)
. (5)
Note that the TCP risk only considers the performance on the target domain2. It is different from
the risk formulations in [11] and [17], because those incorporate the classifiers performance on the
source domain as well. Our formulation contains no evaluation on the source domain, and focuses
solely on the performance gain we can achieve in the target domain with respect to the source
classifier.
2More precisely, it considers the given samples from the target domain and is, in fact, a transductive ap-
proach.
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2.5 Optimization
If the loss function ℓ is restricted to be globally convex and the hypothesis space H is a convex set,
then the TCP risk with respect to h will be globally convex and there will be a unique optimum
with respect to h. The TCP risk with respect to q is linear and bounded due to the simplex, which
means that it is possible that the optimum is not unique. However, the combined minimax objective
function is globally convex-linear, which is important, because it guarantees the existence of a saddle
point, i.e. an optimum with respect to both h and q [5].
Finding the saddle point can be done through first performing a gradient descent step according to
the partial derivative with respect to h, followed by a gradient ascent step according to the partial
derivative with respect to q. However, this last step causes the updated q to leave the simplex. In
order to enforce the constraint, it is projected back onto the simplex after performing the gradient
step. This projection,P , maps the point outside the simplex, a, to the point, b, that is the closes point
on the simplex in terms of Euclidean distance: P(a) = argminb∈∆ ‖a− b‖2 [6]. Unfortunately, the
projection step complicates the computation of the step size, which we replace by a learning rate αt,
decreasing over iterations t. This results in the overall update: qt+1 ← P(qt + αt∇qt).
A gradient descent - gradient ascent procedure for globally convex-linear objectives is guaranteed to
converge to a saddle point (c.f. proposition 4.4 and corollary 4.5 of [5]).
3 Discriminant analyses and performance guarantee
We chose a discriminant analysis model (DA) for the TCP risk, because it can be shown to produce
parameter estimates with strictly smaller risks than that of the source classifier (see Theorem 1).
Discriminant analysis models the data from each class with a Gaussian distribution, proportional to
the class prior:
N (x | θk) = πk
1√
(2Π)D|Σk|
exp(−
1
2
(x− µk)Σ
−1
k (x− µk)
⊤) ,
where θk consists of the prior, mean and covariance matrix for the k-th class; θk = (πk, µk,
Σk), | · | marks the determinant and the capital Π refers to the number. Note that the assumption of
Gaussian distributed classes is an assumption of the classifier, not an assumption on the relationship
between domains. New samples x∗ are classified according to maximum probability: h(x∗) =
argmaxk∈Y N (x∗ | θk). Each label is encoded as a vector, e.g. for Y = {1, 2, 3}, yi = 2 ⇔
yi = [0, 1, 0]. The model is expressed as an empirical risk minimization formulation by taking the
negative log-likelihoods as the loss function: ℓ(θ | x, y) =
∑K
k −yk logN (x | θk).
3.1 Quadratic discriminant analysis
If each class is modeled with a separate covariance matrix, the resulting classifier is a quadratic
function of the difference in means and covariances, and is hence called quadratic discriminant
analysis (QDA). For target data z and probabilistic labels q, the loss is formulated as:
ℓQDA(θ | zj , qj) =
K∑
k=1
−qjk logN (zj | θk) . (6)
Note that the loss is now expressed in terms of classifier parameters θ, as opposed to the classifier h.
Plugging the loss from (6) into (4), the TCP-QDA risk becomes:
RˆTCPQDA(θ | θˆ
S , z, q) =
1
m
m∑
j=1
ℓQDA(θ | zj , qj)− ℓQDA(θˆ
S | zj , qj)
=
1
m
m∑
j=1
K∑
k=1
−qjk log
N (zj | θk)
N (zj | θˆSk )
, (7)
where the estimate itself is: θˆTQDA = argmin
θ∈Θ
max
q∈∆m
K−1
RˆTCPQDA(θ | θˆ
S , z, q).
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Minimization with respect to θ has a closed-form solution for discriminant analysis models. For
each class, the parameter estimates are:
πk =
1
m
m∑
j=1
qjk , µk =
( m∑
j=1
qjk
)−1 m∑
j=1
qjkzj ,
Σk =
( m∑
j=1
qjk
)−1 m∑
j=1
qjk(zj − µk)
⊤(zj − µk) .
One of the properties of a discriminant analysis model is that it requires the estimated covariance
matrix Σk to be non-singular. It is possible for the maximizer over q in TCP-QDA to assign less
samples than dimensions to one of the classes, causing the covariance matrix for that class to be
singular. To prevent this, we simply regularize its estimation by first restrictingΣk to minimal eigen-
values of 0 and then adding a scalar multiple of the identity matrix λI . Essentially, this constrains
the estimated covariance matrix to a minimum size in each direction.
Keeping θ fixed, the gradient with respect to qjk is:
∂
∂qjk
RˆTCPQDA
(
θ | θˆS , z, q) = −
1
m
log
N (zj | θk)
N (zj | θˆSk )
.
3.2 Linear discriminant analysis
If the model is constrained to share a single covariance matrix for each class, the resulting classifier
is a linear function of the difference in means and is hence termed linear discriminant analysis (LDA).
This constraint is imposed through the weighted sum over class covariancematricesΣ =
∑K
k πkΣk.
3.3 Performance guarantee
The discriminant analysis model has a very surprising property: it obtains a strictly smaller risk. In
other words, this parameter estimator is guaranteed to improve its performance - on the given target
samples, and in terms of risk - over the source classifier. To our knowledge, this is the first time that
such a performance guarantee can be given in the context of domain adaptation.
Theorem 1. For a continuous target distribution, with more unique samples than features for ev-
ery class, the empirical target risk, with respect to discriminant analysis RˆDA, of TCP estimated
parameters θˆT is, almost surely, strictly smaller than for the source parameters θˆS :
RˆDA
(
θˆT | z, u
)
< RˆDA
(
θˆS | z, u
)
The reader is referred to Appendix A for the proof. It follows similar steps as a robust guarantee
for discriminant analysis in semi-supervised learning [12]. Note that as long as the same amount of
regularization λ is added to both the source θˆS and the TCP classifier θˆT , the guarantee also holds
for a regularized model.
4 Experiments
Our experiments compare the performance in terms of the area under the ROC-curve (AUC) of TCP
classifiers with that of various state-of-the-art domain adaptive classifiers. We implemented transfer
component analysis (TCA) [14], kernel mean matching (KMM) [9], robust covariate shift adjust-
ment (RCSA) [17] and the robust bias-aware (RBA) classifier [11] for the comparison (see cited
papers for more information). TCA and KMM are chosen because they are popular classifiers with
clear assumptions. RCSA and RBA are chosen because they also employ minimax formulations but
from different perspectives: RCSA accounts for worst-case importance-weights and RBA matches
the moments of both distributions using its importance-weights.
All target samples are given, unlabeled, to the adaptive classifiers. They make predictions for those
given target samples and their performance is evaluated with respect to those target samples’ true
labels. All methods are trained using L2-regularization. However, since there is no labeled target
data available for validation, we set λ = 1.
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4.1 Data sets
We performed a set of experiments on two data sets that are geographically split into domains. In the
first problem, the goal is to predict whether it will rain the following day, based on features such as
wind speed, humidity, and sunshine from previous days (data set is part of the R package Rattle [18]).
The measurements are taken at Australian weather stations located in Darwin, Perth, Brisbane, and
Melbourne. Each station can be considered a domain because the features are differently distributed.
For instance, the average temperature is several degrees higher in Darwin than in Melbourne.
The second problem is from the UCI machine learning repository: the goal is to predict heart disease
in patients from 4 different hospitals [10]. These are located in Hungary, Switzerland, California and
Ohio. Each hospital can be considered a domain because patients are measured on the same biomet-
rics but these are differently distributed for each local patient population. For example, patients in
Hungary are on average younger than patients from Switzerland (48 versus 55 years). Both data sets
are pre-processed using z-scoring.
4.1.1 Results
Table 1 compares the performances of the domain adaptive classifiers. All combinations of using
one station as the source domain and another station as the target domain are taken. For each com-
bination, we computed the area under the ROC-curve of the corresponding classifier’s prediction.
Overall, the robust methods are performing best, with RBA and TCP-QDA outperforming all others
in 4 cases. Note furthermore that RCSA outperforms KMM in all cases, indicating that the assump-
tion of equal posterior distributions is not valid in this data set. TCA is performing on-par with the
other methods in some cases, e.g. Brisbane -> Darwin, but drops for other cases, e.g. Melbourne ->
Brisbane, which indicates that it can be difficult to recover transfer components.
Table 2 lists AUC’s of each classifier in the heart disease data set. TCA, KMM, RCSA and RBA
performmuch worse, often below chance level. It can be seen that, in some cases, the assumption of
equal posterior distributions still holds approximately, as KMM and RCSA often perform similarly.
TCA’s performance varies around chance level, indicating that it is difficult to recover a common
latent representation in these settings. RBA’s performance drops most in cases where the differences
in priors and proportions of missing values are largest, e.g. Hungary - California, which also makes
sense as it is expecting similar feature statistics in both domains.TCP-LDA is also performing very
well, outperforming even TCP-QDA in all cases. A covariance matrix per class adds flexibility,
but is also more difficult to fit correctly. Note that the domain combinations are asymmetrical; for
example, RCSA’s performance is quite strong when Switzerland is the source domain and Ohio the
target domain, but it’s performance is much weaker when Ohio is the source domain and Switzerland
the target domain. In some combinations, assumptions on how two domains are related to each other
might be valid that are not valid in their reverse combinations.
Table 1: Weather AUS dataset. Area under the ROC-curve for all pairwise combinations of domains
(D=’Darwin’, P=’Perth’, B=’Brisbane’ and M=’Melbourne’.
S
T
TCA
KMM
RCSA
RBA
TCP-LDA
TCP-QDA
D D D P P B P B M B M M
P B M B M M D D D P P B
.824 .856 .718 .838 .720 .629 .842 .856 .845 .833 .809 .663
.778 .677 .562 .770 .707 .686 .836 .734 .758 .612 .532 .533
.837 .895 .769 .841 .758 .725 .858 .872 .878 .813 .551 .851
.835 .882 .771 .844 .756 .751 .859 .875 .878 .821 .843 .841
.831 .899 .749 .873 .721 .726 .860 .869 .866 .827 .839 .898
.830 .898 .781 .874 .782 .726 .860 .869 .828 .829 .841 .883
5 Discussion
Although the TCP classifiers are never worse than the source classifier by construction, they will
not automatically lead to improvements in the error rate. This is due to the difference between
optimizing a surrogate loss and evaluating the 0/1-loss [1, 12]. There is no one-to-one mapping
between the minimizer of the surrogate loss and the minimizer of the 0/1-loss.
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Table 2: Heart disease dataset. Area under the ROC-curve for all pairwise combinations of domains
(O=’Ohio’, H=’Hungary’, S=’Switzerland’ and C=’California’.
S
T
TCA
KMM
RCSA
RBA
TCP-LDA
TCP-QDA
O O O H H S H S C S C C
H S C S C C O O O H H S
.699 .590 .496 .455 .528 .475 .616 .582 .484 .407 .472 .511
.710 .551 .476 .501 .533 .573 .742 .353 .337 .370 .427 .593
.372 .634 .560 .646 .585 .464 .751 .750 .551 .629 .538 .462
.481 .670 .450 .602 .434 .603 .510 .449 .557 .484 .616 .474
.882 .671 .668 .665 .709 .546 .876 .589 .831 .724 .878 .503
.817 .671 .476 .666 .662 .480 .863 .426 .828 .604 .824 .535
One peculiar advantage of our TCP model is that we do not explicitly require source samples at
training time. They are not incorporated in the risk formulation, which means that they do not have
to be retained in memory. It is sufficient to receive the parameters of a trained classifier that can
serve as a baseline. Our approach is therefore more efficient than for example importance-weighing
techniques which require source samples for importance-weight estimation and subsequent training.
Additionally, it would be interesting to construct a contrast with multiple source domains. The union
of source classifiers might serve as a very good starting point for the TCP model.
6 Conclusion
We have designed a risk minimization formulation for a domain-adaptive classifier whose perfor-
mance, in terms of empirical target risk, is always at least as good as that of the non-adaptive source
classifier. Furthermore, for the discriminant analysis case, its performance is always strictly better.
Our target contrastive pessimistic discriminant analysis model outperforms state-of-the-art classi-
fiers in two settings with generalizing across geographically biased samples.
Appendix A
Proof of Theorem 1. Let {(xi, yi)}ni=1 be a sample set of size n drawn iid from continuous dis-
tribution pS , defined over D-dimensional real-valued input space X ⊆ RD and output space
Y = {1, . . . ,K} with K as the number of classes. Similarly, let {(zj, uj)}mj=1 be a sample set,
of size m, drawn iid from continuous distribution pT , defined over the same spaces. For the pur-
poses of the following risk function, the labels of single samples, yi and uj , are encoded as 1 by
K vectors, with the k-th element being the probability of belonging to the k-th class. Consider
a discriminant analysis model parameterized either as θ = (π1, . . . , πK , µ1, . . . , µK ,Σ1, . . .ΣK)
for QDA or θ = (π1, . . . , πK , µ1, . . . , µK ,Σ) for LDA. RˆDA denotes empirical risk consisting of
average negative Gaussian log-likelihoods weighted by labels:
RˆDA(θ | x, y) =
1
m
m∑
j=1
K∑
k=1
−yik logN (xi | θk) .
Note that θk refers to (πk, µk,Σk) in the case of QDA and to (πk, µk,Σ) in the case of LDA. The
sample covariance matrix, Σk for QDA and Σ for LDA, is required to be non-singular, which is
guaranteed when there are more unique samples than features for every class,mk > D. In the LDA
case, D + K unique samples are sufficient. Let θˆS be the parameters estimated on labeled source
data; θˆS = argmin
θ∈Θ
RˆDA
(
θ | x, y
)
.
Firstly, for any choice of q, the minimized contrast between the target risk of any parameter θ and
the source parameters θˆS is non-positive, because both parameters sets are elements of the same
parameter space, θ, θˆS ∈ Θ:
min
θ∈Θ
RˆDA
(
θ | z, q
)
− RˆDA
(
θˆS | z, q
)
≤ 0 ∀q .
θ’s that result in a larger target risk than that of θˆS are not minimizers of the contrast. The maximum
value it can attain is 0, which occurs when exactly the same parameters are found; θ = θˆS . Consid-
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ering that the contrast is non-positive for any labeling q, it is also non-positive with respect to the
worst-case labeling:
min
θ∈Θ
max
q∈∆m
K−1
RˆDA
(
θ | z, q
)
− RˆDA
(
θˆS | z, q
)
≤ 0 . (8)
Secondly, given that the empirical risk with respect to the true labeling is always less than or equal to
the empirical risk with the worst-case labeling, Rˆ(θ |z, u) ≤ maxq Rˆ(θ |z, q), the target contrastive
risk (2) with the true labeling u is always less than or equal to the target contrastive pessimistic risk
(4):
min
θ∈Θ
RˆDA
(
θ | z, u
)
− RˆDA
(
θˆS | z, u
)
≤ min
θ∈Θ
max
q∈∆m
K−1
RˆDA
(
θ | z, q
)
− RˆDA
(
θˆS | z, q
)
. (9)
Let (θˆT , q∗) be the minimaximizer of the target contrastive pessimistic risk on the right-handside of
(9). Plugging these estimates in into (9) produces:
RˆDA
(
θˆT | z, u
)
− RˆDA
(
θˆS | z, u
)
≤ RˆDA
(
θˆT | z, q∗)− RˆDA
(
θˆS | z, q∗
)
. (10)
Combining inequalities 8 and 10 gives: RˆDA
(
θˆT | z, u
)
− RˆDA
(
θˆS | z, u
)
≤ 0. Bringing the second
term on the left-handside to the right-handside shows that the target risk of the TCP estimate is
always less than or equal to the target risk of the source classifier’s:
RˆDA
(
θˆT | z, u
)
≤ RˆDA
(
θˆS | z, u
)
. (11)
However, equality of the two risks in 11 occurs with probability 0, as can be shown through the
parameter estimators. The total mean for the source classifier consists of the weighted combination
of the class means, resulting in the overall source sample average:
µS =
K∑
k=1
πSk µ
S
k =
K∑
k=1
∑n
i yik
n
[
1∑n
i yik
n∑
i=1
yikxi
]
=
1
n
n∑
i=1
xi . (12)
The total mean for the TCP-DA estimator is similarly defined, resulting in the overall target sample
average:
µT =
K∑
k=1
πTk µ
T
k =
K∑
k=1
∑m
j qjk
m

 1∑m
j qjk
m∑
j=1
qjkzj

 = K∑
k=1
1
m
m∑
j=1
qjkzj =
1
m
m∑
j=1
zj . (13)
Note that since q consists of probabilities, the sum over classes
∑K
k qjk is 1, for every sample j.
Equal risks for these parameter sets, RˆDA
(
θT | z, u
)
= RˆDA(θˆ
S | z, u), implies equality of the
total means, µT = µS . By Equations 12 and 13, equal total means imply equal sample averages:
m−1
∑m
j zj = n
−1
∑n
i xi. Given a set of source samples, drawing a set of target samples such that
their averages are exactly equal, constitutes a single event under a probability density function:
pT
(
X1 = z1, . . . ,Xm = zm |
1
m
m∑
j=1
zj =
1
n
n∑
i=1
xi
)
.
By definition, single events under continuous distributions have probability 0. Therefore, a strictly
smaller risk occurs almost surely:
RˆDA
(
θˆT | z, u
)
< RˆDA
(
θˆS | z, u
)
.
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