ABSTRACT Recently, Mobile Ad hoc Networks (MANETs) have witnessed rapid development due to the low cost, diversity, and simplicity of mobile devices. Such devices can form a reliable network in a short time for use as a rescue information system after a natural disaster, where the communication infrastructure may no longer be available or accessible. Because the nodes in such a network are free to move at any time in the absence of centralized control, routing is considered to be the most challenging issue. Moreover, some routing protocols, such as Neighbor Coverage-Based Probabilistic Rebroadcast (NCPR), completely rely on preset variables, which are required to be set by the system administrator based on the scenario. Unfortunately, the setting that is proper for a specific scenario is not suitable for another scenario. In addition, some other routing protocols, such as Ad hoc On-demand Distance Vector (AODV), employ the Route REQuest message (RREQ) flooding scheme to find a path to a particular destination in the route discovery stage. Although the flooding scheme guarantees better reachability, it introduces undesirable routing overhead, which in turn leads to system performance degradation. Thus, this paper proposes a novel routing protocol, neighbor-based Dynamic Connectivity Factor routing Protocol (DCFP), that is able to dynamically probe the status of the underlying network without the intervention of a system administrator based on a novel connectivity metric, while reducing the RREQ overhead using a new connectivity factor. Furthermore, extensive simulation experiments are conducted to evaluate the performance of the proposed DCFP, where the NCPR and AODV are used as a benchmark. The proposed DCFP manages to address the need for preset variables in NCPR. Simulation results show that DCFP outperforms both NCPR and AODV in terms of end-to-end delay, normalized routing overhead, MAC collision, energy consumption, network connectivity, and packet delivery ratio due to its novel mechanism for reducing redundant RREQ.
I. INTRODUCTION
The field of wireless communication is becoming more popular than ever before due to the rapid advancement of wireless technologies and the wide spread of mobile devices. After a natural disaster, such as a fire, flood, or earthquake, Mobile Ad hoc Networks (MANET) are among the limited available options for wireless networks since such a network can be easily configured in a short period of time without the need for a fixed infrastructure network. A Mobile Ad hoc Network (MANET) is a self-organized network with arbitrary distributed nodes. Furthermore, a MANET has the potential to work alongside different networks such as cellular networks and the Internet. Indeed, the set of applications for MANETs is diverse. These applications are not limited to areas such as emergency and crisis management, local-level, commercial and military battlefield applications [1] .
Aside from the aforementioned advantages of MANET, the mobile nature of the nodes in such a network imposes a battery lifetime limitation. Furthermore, these nodes may be equipped with different transmission technologies [2] even though the transmission medium is shared. As a result, nodes are competing to send their data, and they must wait a random amount of time. This generates undesirable delays, and in some cases, collisions may occur, which increases routing overhead. This is known as the Broadcast Storm Problem (BSP) [3] , [4] .
As a consequence, routing in MANET has become the main challenging issue because a network with a changeable topology leads to frequent path failure. Most available routing protocols have been categorized into three types: proactive, reactive and hybrid. Undoubtedly, a MANET uses reactive routing protocols, which are more practical for such a network due to the low routing overhead that they produce and the low power resources that they need. Recently, several routing protocols have been used in MANET, including the Ad hoc On-demand Distance Vector (AODV) protocol [5] , Dynamic Source Routing (DSR) [6] , Location Aided Routing (LAR) [7] and Zone Routing Protocol (ZRP) [8] .
Basically, in routing protocols such as AODV and Neighbor Coverage-Based Probabilistic Rebroadcast (NCPR), when there are data to be sent to a particular destination, the source node must check its routing table for the destination node if there is any; otherwise, it initiates a so-called Route REQuest message (RREQ) and broadcasts it to all nodes in the worst case (flooding). Most of these messages are redundant, leading to a performance degradation from imposing extra routing overhead. Many routing protocols have been proposed to reduce the extra routing packets, and the majority of such protocols are classified under four main schemes: flooding, probability, area-based and neighbor-informationbased schemes [9] .
Certainly, each of the preceding schemes has its drawbacks. For instance, the flooding scheme provides good reachability in the case of a sparse network; however, in a dense topology, it is considered to be a resource-wasting scheme. Moreover, the area-based scheme needs a spacebased navigation system, such Global Positioning System (GPS), or special equipment to provide the nodes' location. Furthermore, probability-based schemes are undesirable in dense networks. Kim et al. [10] demonstrated that the neighbor-based information scheme is the best option among the above-mentioned schemes. Undoubtedly, given the previously mentioned drawbacks for the flooding, area, and probability schemes and by considering that neighbor information is a cost-free gathering process, we obtain the initial motivation to work under the neighbor information scheme. Moreover, another advantage is that the scalability of the network can be improved by mitigating the routing overhead [11] . This paper addresses the NCPR protocol problem, which considers the preset variables of the total number of nodes, while reducing routing overhead. As a result, it reduces the end-to-end delay, MAC collisions, energy consumed by nodes, network connectivity, and packet delivery ratio.
The main contributions of this paper are as follows: 1) Developing a novel connectivity metric based on a new formula called Dynamic Connectivity Formula (DCF), which eliminates the need for the network global density information (total number of nodes) for any routing protocol such as the NCPR. Such a formula relies on local information gathered from the node itself. This formula is used in the new proposed protocol, called neighbor-based Dynamic Connectivity Factor routing Protocol (DCFP). 2) A new dynamic connectivity factor that is used to reflect the connectivity ratio of a given node based on its neighborhood information. Both the connectivity metric as well as the dynamic connectivity factor are the keys to success for the proposed scheme.
In section 2, we review previous works and provide background on broadcasting schemes. Section 3 describes the proposed protocol DCFP in detail. Section 4 presents simulation parameters and scenarios used to valid the proposed protocol. Section 5 gives the results and discussion. Finally, the conclusions and future work are presented in Section 6.
II. RELATED WORK
Flooding, or broadcast, is an inevitable process in the route discovery stages; however, such a process is considered as the main cause of network performance degradation. A considerable number of techniques have been proposed to relieve the aforementioned issue. The recently proposed works can be classified into the following:
• Density-based schemes: there are two main density schemes: at the node or at the network level. The forwarding decision is taken based on the number of neighbors at the node level. At the network level, this decision is based on the total number of nodes in the whole network. In this scheme, as the number of neighbors or nodes increases, the chance for RREQ to be forwarded is reduced.
• Speed-based schemes: in these schemes, the node's speed is the main metric to be used in the forwarding decision.
• Distance-based schemes: in these schemes, the forwarding decision at any node is taken based on the neighbor node distance. The far away nodes from the sender are the most desirable to avoid any redundant RREQ and interference.
• Counter-based schemes: a new counter (C) is initiated to record the total number of the same RREQ received by the node for each broadcast packet in a random time interval. Then C is compared to the predefined threshold value. If C reaches or exceeds the threshold value, then the forwarding probability value of such packet is equal to zero, else its value is close to one. Therefore, as the value of the counter C increases, the forwarding probability value decreases.
• Self-pruning schemes: in these approaches, the decision is made based on the node's uncovered neighbors [12] . The RREQ packets have to attach a list of neighbors which already received the RREQ as to exclude them in the subsequent broadcast.
• Energy-based schemes: the decision is based on the remaining energy of nodes, the main rationale behind this schemes is that nodes with more energy are prefer-able to forward the RREQ packets, in order to extend the network lifetime.
• Hybrid schemes: in this schemes, two or more schemes are combined together such as density and self-pruningbased could be combined together in order to gain better performance.
A considerable number of works, such as [13] - [15] , have been proposed under the counter-based scheme. Although these proposed protocols have significantly reduced the routing overhead to enhance the network performance, using counter-based schemes increases the end-to-end delay induced by the random waiting time.
A location-based scheme has been suggested in [16] and [17] . In these works, the RREQ is broadcast based on the node locations using GPS. As a result, many nodes are excluded from such a broadcast, which in turn enhances the network performance. In contrast, using the GPS tool could reduce the network lifetime because this tool can consume the node power in short time.
The DPR protocol in [18] is a dynamic probability routing protocol developed to mitigate the routing overhead of RREQ based on two parameters: the total coverage area and the signal transmission range. They developed with a new formula based on the aforementioned parameters to calculate the average number of neighbors for the receiving node. However, they did not consider nodes that are located at the boundary of the simulation area. Thus, for these nodes, the total coverage area must be divided by four.
Recently, the NCPR protocol [19] was proposed to mitigate the routing overhead problem caused by RREQ redundant packets. This protocol manages to reduce the number of such packets based on the self-punning scheme, relying on the total number of nodes in the whole network. However, this number is insufficient when the network is congested. Basically, due to diversity in node deployment, it is unfair to use the same value for all nodes in the network. Another, important challenge of NCPR is the performance degradation resulting from the routing overhead from the RREQ and an excessive number of hello messages. Thus, further achievements can be made for optimizing the NCPR. To address this, we propose the DCFR protocol to eliminate the preceding issues.
III. DCFP COMPONENTS
In this section, we present the main components of the proposed protocol: (DCFP). Basically, DCFP is a routing protocol aimed at replacing the preset variables of the network parameter (total number of nodes) through a new connectivity metric. In addition, it reduces the routing overhead by dropping the extra RREQ packets using a novel dynamic connectivity factor. Fundamentally, the AODV, the NCPR, and the proposed protocol DCFP are developed to work under the three main stages of route discovery, route reply, and route maintenance, as shown in Figure 1 . To illustrate, any node that has data to be sent to any node in the network must check its routing table for such a destination. If the destination is found, the source node starts to send the data it has; otherwise, it initiates RREQ to find a route to the sink node. Commonly, the only way to find the nodes that have a path to the destination node is the flooding mechanism, in which the RREQ is rebroadcast by each node receiving the RREQ for the first time. Then, the sink node or any node that has a route to the destination node replies with a Route REPly message (RREP). However, due to the frequent movement of nodes, link breakage may occur, and the node that discovers such an event issues Route ERRor message (RERR) to its neighbors to report this breakage.
The DCFP only addresses the flooding issue at the first stage (route discovery) by reducing the redundant RREQ packets. These messages associated with the flooding mechanism, such as in AODV, and some extra RREQ messages still cause routing overhead because the NCPR is developed based on AODV. By reducing these packets and replacing the preset variables, the system performance improves. All recently suggested protocols have their drawbacks, as mentioned in the literature. More specifically, the NCPR does not consider the issue of preset variables, which must be set by the system administrator. In addition, the extra routing overhead degrades the network performance. Therefore, a new protocol is proposed to address these issues in the route discovery stage. In the following subsection, the parameters for all the experiments are discussed.
A. PARAMETERS SETTING
Basically, the aggregated routing overhead is considered as the main issue for many routing protocols, such as the AODV and NCPR, where such overhead consists of the route discovery overhead and the route maintenance overhead, as in the following Equation (1) .
In this paper, we only address the routing overhead in the first part of the route discovery, which is the RREQ overhead, as shown in Equation (2) .
where RO RREP is the route reply overhead, which is not considered here. In addition, the total T RO−RREQ is the sum of all RREQ overhead in the whole network for all nodes, which are looking for a path to send their data during a specific time (t), as in Equation (3).
where n is the total number of RREQ for packet (P i ). The DCFP uses a novel connectivity metric based on a new formula called DCF, DCF(P i ), for every received RREQ packet (P i ). This metric affects the forwarding decision of the received RREQ message. The DCF aims to replace the preset variable (the total number of nodes) in the NCPR. Such a formula is developed based on the average number of neighbors on a given network. In other words, the average number of neighbors plays a significant role in the forwarding decision on whether the RREQ packets should be forwarded or dropped.
Basically, the new formula for DCF developed from an extensive run of thirty scenarios for each point (avg. number of neighbors on the y-axis), with the diversity of nodes varying from 50 to 300 nodes. We calculate the total number of neighbors for all nodes in each network, and after the experiments are conducted, the average number of neighbors is calculated. For instance, the average number of neighbors for 50 nodes is 5.732. The results of all the experiments are shown in Table 1 . As a result, the curve is drawn with respect to the number of nodes and the data (average of neighbors) gathered from the experiments, as in Figure 2 .
Consequently, the trend of the preceding curve DCF is drawn as well to find the best formula to exactly represent the same relation between the average number of neighbors and the total number of nodes.
Let us define a new variable called NB(n i ); its value is calculated as in Equation (4).
where N (n i ) is the total number of neighbors for any node that receives the RREQ and b and c are fixed values given in Table 2 . As depicted in Figure 2 , the total number of nodes can be expressed by the DCF using Equation (5) .
where a, d, and m are also fixed values given in Table 2 . Therefore, we developed a novel connectivity factor called Dynamic connectivity-Aware Factor (DAF) to reduce the RREQ redundant packets in the NCPR and AODV protocols, as in Equation (6) .
The dynamic connectivity factor reflects the current node located in either a sparse area or a dense area by calculating the ratio of the average number of neighbors to the number of current neighbors of a given node.
B. ANALYTICAL STUDY
Ù'Xue and Kumar in [20] , proved that if each node n i is connected to more than 5.1774log(n) neighbors, then the probability of the network being connected approaches unity. The connectivity value for such a network approaches one as the value of n increase, where n is the total number of nodes in the network. In the NCPR protocol, the Connectivity Factor (Fc) is calculated based on Equation (7).
Interestingly, the result of the proposed factor DAF showed incomparable results in terms of connectivity among the nodes compared to the latest Fc in NCPR. Therefore, the proposed formula improves the forwarding probability while maintaining the packet delivery ratio.
As can be seen from both Figures 3 and 4 , the value of the network connectivity of the former (DAF) factor is better than the latter (Fc) factor. The DAF forwarded more RREQ than did the Fc. Such forwarding reduces the delay resulting from the retransmission of the dropped RREQ packets. In contrast, the proposed formula drops many RREQs packets that must be dropped. As demonstrated by Figures 3 and 4 , as the network becomes denser, the value of DAF decreases gradually.
Mathematically, to calculate the average number of neighbors at any node in a network, we can use the following equation as in [18] .n
wheren is the average number of neighbors, n is the total number of nodes in the network, k is a constant (1.18), and α is the fraction of the total network area covered by a mobile node, which is calculated as in Equation 9 .
where R is the signal transmission range. To test network connectivity for both formulas (DAF and Fc), we only take a sample of up to 100 neighbors for simplicity. Furthermore, mathematically, the maximum number of neighbors does not exceed 100 for most cases. Such a comparison is shown in Figures 3 and 4 . As expected, as the number of neighbors increases, the DAF exhibits better connectivity compared to the Fc. As a result, the proposed connectivity factor ensures good connectivity compared to Fc.
In addition, the value of FP max and FP min in NCPR is based on n, which is a preset value, and N (n i ) is the number of neighbors from the neighbor table of each node that receives the RREQ. Thus, FP max j is as in Equation 10 .
As Fc j approaches one, the RREQ packet will have a higher probability to be forwarded based on the value of FP j . The minimum value for FP j is given by Equation 11 .
When Fc j approaches zero, the RREQ packet will have higher probability to be dropped based on the value of FP j .
In the NCFP, the values of FP max and FP min are only based on the number of neighbors N (n i ), which is collected from the neighbor table of the node that receives the RREQ without extra overhead.
As DAF j approaches one, the forwarding probability FP j for the RREQ packet will approach the highest possible value (1) as well.
When the forwarding probability FP j for RREQ packets is close to zero, the DAF j value approaches zero.
In DCFP, the new formula DAF is placed into the protocol to calculate the forwarding probability, as in Equation 14 .
where R a (n i ) is the additional coverage ratio of node n i , which is calculated as in [19] . Finally, the forwarding probability value FP j is compared to a random real value between zero and one [0,1] to achieve a fair decision when determining whether to drop or forward the RREQ packets [21] . Moreover, in the NCPR protocol, such a random value is used; thus, for a fair comparison, we have used a random value. Furthermore, in the case of a dense network, this random value will give a chance for some RREQ packets to be forwarded, even though their FP j is close to zero.
Once the FP j is compared to the random value, there are two possibilities:
• The forwarding probability FP j is less than the random value, which means that the current node is located in a dense area. Thus, the RREQ packet must be dropped to reduce such RREQ overhead.
VOLUME 4, 2016
• The forwarding probability FP j is greater than or equal to the random value, which means that the current node is located in a sparse area. Hence, the RREQ packet must be forwarded to avoid any possible network partition. Basically, to provide a deep analysis and clear understanding of both protocols (DCFP and NCPR), we compare the relation between both forwarding probabilities (FP) and their parameters in both Figures 5 and 6 . To clarify, the Fc of NCPR as in Equation 7 is based on two main parameters. The first parameter is n, which is the total number of nodes in the network and has to be set by the network administrator for every node. The second parameter is the number of neighbors for the node that receives the RREQ. Clearly, as the number of nodes increases, the number of neighbors increases as well. Under these circumstances, the network connectivity (Fc) tends to zero. Thus, the forwarding probability Forwarding Probability (FP) will decrease to zero as the number of nodes reaches the maximum value, as in Figure 5 .
Obviously, one of the advantages of the new protocol is replacing the preset value of n using another parameter based on the average number of neighbors. The FP for the DCFP is based on the average number of neighbors; as this number increases, the FP will decrease, as shown in Figure 6 . Get N (n i ).
10
Calculate NB(
Forward(n i ).
else 20
Drop(n i ).
end 22 end

C. DCFP: THE PROPOSED PROTOCOL
In this section, the pseudo-code of the DCFP protocol is explained in detail in Algorithm (1) . This protocol enhances the overall network performance with low resource utilization when the network experiences both heavy and light traffic and with nodes located in dense or sparse networks. Figure (7) shows the flow control diagram of DCFP.
IV. THE DCFP IMPLEMENTATION
The DCFP protocol has been implemented using the NS-2 simulation tools with the latest version (2.35) [22] . The source code of the NCPR protocol has been modified to implement the DCFP protocol, where the modification has been made to the connectivity factor. To update the neighbor table, the hello message is used. No other modifications are made to the NCPR packet header.
A. THE DCFP EVALUATION
To evaluate the performance of the proposed protocol, the DCFP is compared to two well-known and deployed protocols in MANETs: the NCPR protocol [19] and the latest standard protocol AODV [5] . Our aim is to reduce the need for the preset value of the total number of nodes in the network and furthermore to reduce the number of redundant packets. Consequently, the routing overhead, end-to-end delay, energy consumption and MAC collision rate will be reduced. In addition, the network connectivity will be increased while maintaining the packet delivery ratio. All the aforementioned enhancements apply to the case of a high-or low-density network and high or low traffic loads.
In our simulation, the transmission range for each node is 250 meters, and the random waypoint model is used to generate the mobility and the node position using the tools provided with the NS-2 package using the setdest command version 2. The setdest command used here follows the uniform distribution, and 27 scenarios have been chosen out of 1300 trials from the generated mobility models. The node speed varies from a minimum speed equal to (1) up to a maximum speed equal to (5) . Furthermore, the pause time is equal to (0), the nodes are randomly deployed over an area of 1,000 meters× 1,000 meters, the packet size used is 512 bytes, the the bandwidth 2 Mbps. Moreover, the nodes are connected using a Constant Bit Rate (CBR) varying between 10, 12, and 20. The utilized simulation parameters are depicted in Table 3 . 
1) PERFORMANCE METRICS
To evaluate the DCFP protocol, six performance metrics are used: the normalized routing overhead, the packet delivery ratio, the average end-to-end delay, the MAC collision rate, the average energy consumption and the network connectivity success ratio. The experiments are divided into two parts to assess the impact of density and traffic load on the performance of the routing protocols:
Part 1: Assesses the performance of the three routing protocols under a number of nodes varying from 50 to 300 nodes.
Part 2: Assesses the performance of the three routing protocols under a number of connections varying from 10 to 20.
The performance metrics are as follows:
• Normalize routing overhead: the ratio of the total packet size of the control packets (RREQ, RREP, RERR, and Hello) to the total packet size of data packets delivered to the destinations.
• Packet delivery ratio: the average of successfully delivered data packets divided by the average of sent data packets (CBR Traffic).
• Average end-to-end delay: the average delay that the CBR packets experience to travel from source to destination node. VOLUME 4, 2016
• Average of energy consumption (Joule): The average of total energy consumed by all the nodes during the simulation time.
• Network connectivity success ratio: the ratio of the number of route reply packets (RREP) received over the number of RREQ packets transmitted at the source node(s). All the aforementioned metrics have been applied in both scenarios. Furthermore, to limit the effect of mobility on the network performance, we calculate the average of 27 trails, which is more than sufficient to test the system performance. Moreover, the comparison (average) is calculated using Equation (15) between the (DCFP and AODV) and (DCFP and NCPR):
where x i are the performance metrics of the first protocol, y i are the performance parameters of the second protocol, and (n) is the number of trails.
V. RESULTS AND DISCUSSION
In this section, the results are shown for the three protocols, AODV, NCPR and the proposed protocol DCFP, in the following subsections for both scenarios in the two parts of the experiments.
A. PERFORMANCE WITH VARIED DENSITY OF NODES
In this part of the experiments, we start with a low-density network with 50 nodes and increase the number of nodes to 300 to test the performance of the proposed protocol along with NCPR and AODV. In Figure 8 , DCFP shows a better performance in terms of the normalized routing overhead due to the accurate density information gathered by the DAF, which relies on the average number of neighbors to drop the unnecessary RREQ packets. As the density of the nodes increases, both the AODV and NCPR protocols are affected by such an increase due to their dropping mechanisms. As in AODV, a flooding mechanism is considered as the main source of the routing overhead, whereas in NCPR, the connectivity factor provides general and inaccurate density information based on the total number of nodes across the whole network. This factor ignores the deployment of nodes, as some nodes are located in sparse areas, whereas other nodes are located in dense areas. The DCFP presents a slight routing overhead when compared to AODV due to the hello message being used. However, for a high density of nodes (300 nodes), the DCFP achieves a better performance compared to both protocols, and the improvement percentages are 63.08% and 11.27% compared to AODV and NCPR, respectively.
Fundamentally, the main goal of the DCFP is to replace the frequent configuration of the mobile nodes; however, DCFP manages to maintain the packet delivery ratio compared to NCPR and achieves a good improvement compared to AODV. In particular, for a high density of nodes (300 nodes), the DCFP is 13.5% better than AODV and 1.88% better compared to NCPR, as shown in Figure 9 When the number of control packets is reduced by the DAF, this will speed up the transmission of data packets. More specifically, for a high density of nodes, Figure 10 shows that DCFP overcomes the other protocols in terms of endto-end delay by 46.11% and 11.16% compared to AODV and NCPR, respectively. Thus, the proposed protocol is suitable for applications that are sensitive to delay.
In wireless communication, when the media are shared between the nodes, at any time, a collision is most likely to occur between data and control packets. Thus, it is necessary to reduce the number of redundant control packets. The DCFP protocol reduces such packets using the DAF formula, which in turn reduces the number of collisions occurring at the MAC layer. Figure 11 plots the MAC collision rate for all three protocols: DCFP, NCPR and AODV. The simulation results show that DCFP is the best compared to the other protocols under different node densities. DCFP shows improvements of 55.9% compared to AODV, while NCPR shows a 9.02 % average enhancement.
Obviously, the nodes in MANETs are mobile nodes with limited power resources. Therefore, the routing protocol must consider this issue. As shown in Figure 12 , DCFP manages to reduce the node's energy consumption by up to 2.1% compared to NCPR on average, and it maintains approximately the same consumed energy for the node even though it uses a hello message every 1.5 seconds. Figure 13 shows the comparison of all three protocols in terms of the network connectivity success ratio. Clearly, DCFP demonstrates better network connectivity among the nodes compared to the other protocols because the DAF provides accurate and updated information about the nodes. Thus, the dropping decision is more precise and accurate, which in turn ensures good connectivity. As a result, DCFP obtains an improved performance of 3% compared to NCPR. However, compared to AODV, the enhancement is significant because the AODV protocol does not use the frequent neighbor table update policy. To summarize, despite the changes in the node density, the DCFP protocol manages to improve the aforementioned performance metrics without using any preset value. Further, this protocol is more suitable for delay-sensitive applications.
B. PERFORMANCE WITH VARIED TRAFFIC LOAD
In the second part of the experiments, the three protocols were evaluated using the mentioned performance metrics under different traffic connections, starting with ten connections and ending with twenty connections; the number of nodes is fixed at 150 nodes. Figure 14 shows the plots of the normalized routing overhead for DCFP, NCPR, and AODV. The proposed protocol, DCFP, reduces the routing overhead compared to NCPR by 3.39% on average. Even though both protocols DCFP and NCPR present a slight overhead for low traffic, due to the hello messages being used in both protocols, in a high-traffic network (20 CBR connections), DCFP achieves a significant reduction in routing overhead compared to AODV of 70% and compared to NCPR of 7.99%. Fundamentally, because the routing protocol reduces the routing overhead, some other performance metrics improve as well. In particular, the packet delivery ratio of DCFP is increased compared to that of AODV by 7.77% on average, even though the network is congested, as shown in Figure 15 . In addition, the DCFP protocol manages to maintain the packet delivery ratio compared to the NCPR protocol. Importantly, as the number of connections increases (20 CBR connections), the performance gap becomes very obvious. Compared to AODV, DCFP achieves 32.26%, and it outperforms NCPR by 1.45%.
As depicted in Figure 16 , the DCFP significantly overcomes both the NCPR and AODV protocols in terms of end-to-end delay undeterred by an excessive number of connections as a consequence of using the new precise formula DAF to drop the unnecessary RREQ packets. Such a drop provides a chance for data packets to reach their destinations faster. As compared to AODV and NCPR, the percentage improvements are 46.11% and 3.88% on average, respectively. Figure 17 shows the MAC collision rate experienced at the MAC layer as the number of connections increases. The figure reveals that, as the number of connections increases, the superiority of the DCFP protocol over the AODV and NCPR becomes more prominent. As the number of connections increases, the probability of two or more nodes transmitting simultaneously is significantly reduced due to the new formula of the DAF, which reduces the RREQ to mitigate packet collision. The collision rate is reduced by 62% compared to AODV on average, and the rate is reduced by 8.2% compared to NCPR.
The result in Figure 18 illustrates the performance of the DCFP, AODV, and NCPR protocols in terms of average energy consumption for nodes with varying number of CBR connections. The DCFP protocol saves more energy compared to NCPR, by 2.09% on average, and shows a slight increase for low-traffic networks compared to AODV due to the use of hello messages. However, as the number of connections increases, the DCFP achieves a reduction in energy consumption. Furthermore, when the network is experiencing Finally, Figure 19 presents the network connectivity success ratio of the three protocols with varying numbers of connections. As can be seen in the figure, the DCFP protocol outperforms NCPR by 2.7%. Compared to AODV, the performance gap is substantial due to the frequent update of the neighbor table used in DCFR.
To conclude, the DCFP protocol achieves significant improvements, especially when the network experiences high traffic loads for almost all the performance metrics while maintaining the packet delivery ratio compared to NCPR protocol. All these improvements are due to the use of the new formula of the DAF, which supports the dropping decision with accurate information to the receiving node.
VI. CONCLUSION
In this paper, a novel routing protocol is proposed: DCFP. The main contribution of the proposed protocol is to replace the need for preset variables using a novel connectivity metric that provides accurate and precise information about the nodes. Furthermore, the protocol reduces the RREQ routing overhead based on the new dynamic connectivity factor, which significantly improves the overall system performance. Subsequently, extensive simulation experiments are conducted to evaluate the proposed protocol compared with the NCPR and AODV protocols. The results show that DCFP significantly outperforms these two protocols and improves system performance in terms of end-to-end delay, MAC collision, energy consumption and network connectivity. Another advantage of the proposed protocol is that it maintains the packet delivery ratio even under varying node densities and traffic loads. For future work, there is a strong intention to evaluate DCFP under different node speeds and varying error rates.
