normal behaviour, but also how a component behaves in each one of its abnormal cases. Obviously, 141 this knowledge helps to focus on more meaningful diagnoses, but it is difficult to obtain. Pukancová 142 et al. [39] focus on a practical diagnostic problem from a medical domain, the diagnosis of diabetes 143 mellitus. They formalize this problem, using information from clinical guidelines, in description logic 144 in such a way that the expected diagnoses are abductively derived. The importance of taking into 145 consideration temporal information in medicine has been previously recognized. Console and Torasso
146
[40] discuss the types of temporal information which can be represented by causal networks, and they 147 use a hybrid approach to combine abductive and temporal reasoning for the diagnosis process. 148 Bayesian networks (BN) is a probabilistic model using for diagnosis in various domains such as 149 vehicles [41] , electrical power systems [42] and network systems [43, 44] . BN describes conditional 150 probabilities between the components; given evidence (observations), an inference algorithm is used 151 to compute the probability of each healthy component to propagate the evidence. A classical work 152 in the medical domain is the Pathfinder, which is designed to diagnose lymphatic diseases using 153 Bayesian belief networks. It begins with a set of initial histological features and suggests the user 154 additional features to examine in order to differentiate between diagnoses [45, 46] . Velikova et al. 155 [47] presents a decision support system that can detect breast cancer based on breast images, the 156 patient's history and clinical information. To address this goal, they integrate the three approaches to for the true upper or lower bound for the probability of a diagnostic hypothesis. 178 Algorithms for minimizing troubleshooting costs have been proposed in the past. Heckerman 179 et al. [57] proposed the decision theoretic troubleshooting (DTT) algorithm. Probing and testing are 180 well-studied diagnostic actions that are often part of a troubleshooting process. Probes enable the 181 output of internal components to be observed, and tests enable further interaction (e.g., providing 182 additional inputs) with the diagnosed system, providing additional observations (e.g., observing 183 the system outputs). Placing probes and performing tests can be costly, and thus the challenge is 184 where to place probes and which tests to fix the system while minimizing these costs. The intelligent 185 placement of probes and the choice of informative tests have been addressed by many researchers over 186 the years [6,58-63] using a range of techniques including greedy heuristics and information gain. In 187 this paper we use the information gain approach and adapting it to handle hidden fault states of the 188 components in the system. In the light of previous work we can see that medical diagnosis is a highly researched area.
191
Most of the previous works can be divided into three approaches: model-based, data-driven and 192 knowledge-based. The main model-based approaches are consistency-based, causal reasoning and 193 Bayesian networks. In many cases the diagnosis method depends on the information available to the 194 researcher. Not always experts exist to help in designing a rule-based system or a model, nor there is 195 enough historical data which can be exploited to generate a classifier or to learn probabilities.
196
In this work we used expert PTs to generate a model of the the upper human body which is 197 innervated by the nerve roots C-3 to T-1. Unfortunately, we did not have historical data to learn the 198 probabilities of each component to damage nor the conditional probabilities between components.
199
As far as we know, this knowledge is not modeled for neuro-muscular diagnosis in physiotherapy 200 for this part of the body. Therefore, our diagnosis and troubleshooting algorithms assume uniform 201 distribution. Obviously, this can be easily changed given probabilistic knowledge.
202
The main contribution of this paper is a consistency-based diagnosis and troubleshooting tool, 203 especially for trainee PTs, that includes: (1) An interactive visual model, which helps a PT to see the 204 connections between the nerve roots, nerves, muscles and dermatomes. (2) A diagnosis process which 205 assists the PT to generate hypotheses, given the patient's symptoms. (3) A troubleshooting process 206 that proposes the PT a sequence of tests to discriminate the hypotheses and focus on the correct one.
207
To the best of our knowledge, this is the first tool that combines these components to assist trainee PTs. Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 4 January 2020 doi:10.20944/preprints202001.0032.v1
Architecture and Interface

209
The system is constructed of several components in a client-server framework, which is designed 210 to allow high usability and applicability for PTs in their clinical evaluations. These components are 211 depicted in Figure 1 . A relational database (DB) is implemented using MSSQL to store the connections 212 between the different entities. The server side is ASP.NET and it connects directly to the DB. After a 213 connection is established, an Entity Framework is used to map the tables into objects, to allow easier 214 and faster manipulations on the data. Finally, the client side is implemented using HTML, Javascript 215 and JSON. The system's home page is web-based, which allows the user to navigate to one of the 216 following modules: 
Technical Description 240
In this section we will describe technical details about the different parts of PhysIt. Specifically,
241
we will describe the model we used (Subsection 4.1), the diagnosis algorithm (Subsection 4.2) and the 242 troubleshooting process (Subsection 4.3). The first feature of PhysIt is a model of the entities involved in a physiotherapy diagnosis. We 245 elicited a model of the upper human body which is innervated by the nerve roots C-3 to T-1, or from 246 head to the upper part of the torso. We acquired the information through interviews with senior PTs 247 and data gathering from physiotherapy graduate students. The entities we modeled are Nerve roots, 248 nerves, muscles and dermatomes. The relations between the different entities are described in Figure 5 :
249
Nerves are the common pathway for messages to be transmitted to peripheral organs. A damaged 250 nerve can cause paralysis, pain or numbness in the innervated organs.
251
Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 4 January 2020 doi:10.20944/preprints202001.0032.v1 Nerve Roots are the initial segments of a nerve affected by the central nervous system. They are 252 located between the vertebrae and process all signals from the nerves. A damaged nerve root 253 can cause paralysis, weakened movement, pain or numbness in vast areas of the body.
254
Muscles are soft tissues that produce force and movement in the body. A damaged muscle can cause 255 weakness, reduced mobility and pain.
256
Dermatomes are sensory areas along the skin, which are traditionally divided according the relevant 257 nerve roots that stimulate them. A damaged dermatome is usually caused by a scar or burn and 258 can cause pain, numbness or lack of sense.
259
As can be observed from the list of entities, some of the symptoms overlap each other. Tingling 260 sensation at the tip of the index finger can be related either to a problem in a nerve root labeled C-7, 261 to a burn in the relevant dermatome DC-7, or to a problem in a median nerve. Since this work only 262 focuses on damages to the peripheral nervous system or muscular system, we assume that a symptom 263 that is expressed in a dermatome is a signal to a damage in either a nerve root or a nerve. Moreover, the 264 tingling sensation is a cue related to a dermatome, but the dermatome itself is assumed to be healthy. 265 We will elaborate more on this issue later. The anatomical data for creating this model was elicited by us using physiotherapy students and 267 approved by faculty members with clinical experience. We mapped the relations between all pairs of 268 entities in terms of functionality. A fragment of the elicited relational model is presented in Figure 6 .
269
The nodes represent the different components, the colors indicate their type and an edge indicates that 270 one node influences or influenced by the other node associated to it.
271
When modeling the human body in the context of the physiotherapy diagnosis process, the 272 following comments and constraints should be considered:
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• The observations are symptoms or cues, reported by the patient or by the PT.
274
• Each observation is a signal that can be influenced by more than one component in the system.
275
For example, a tingling sensation in the plantar side of the thumb is a signal from a specific 276 dermatome called DC-6, which can be influenced by a problem in the respective root nerve C-6, 277 or from a nerve called radial.
278
• The health state of a component cannot be directly evaluated, but must be inferred from 279 observations. Thus, to test the radial nerve described above, the PT will try to cause a tingling 280 sensation in the thumb or to find weakened movement in the hand extensor.
281
•
The outcome of a test does not always directly implies the health state of a component, but can be 282 masked by other components in the system. For example, inability to perform shoulder extension 283 is a signal related to the deltoid muscle, but even when the deltoid is healthy, the extension might 284 fail due to a problem in the radial nerve or the nerve root C-6. normal behaviour of a system is violated due to faulty components, indicated by certain observations.
289
Definition 1 (MBD Problem). An MBD problem is specified by the tuple SD, COMPS, OBS where: SD is a system description, COMPS is a set of components, and OBS is the observations. SD takes into account that some components might be abnormal (faulty). This is specified by the unary predicate h(·). h(c) is true when component c is healthy, while ¬h(c) is true when c is faulty. A diagnosis problem arises when the assumption that all components are healthy is inconsistent with the system model and the observation. This is expressed formally as follows
Diagnosis algorithms try to find diagnoses, which are possible ways to explain the above 291 inconsistency by assuming that some components are faulty. SD represents the behaviour of the components as well as the influence of each component on the others. Obviously, it is very hard to formalize the behaviour, even for experts. For example, a problem in the radial nerve might cause pain in the shoulder area, but it can also cause numbness, weakened movement or none of these symptoms. Nevertheless, it is possible to formalize that once the inputs of a component are proper and the component is healthy, then we expect to get proper outputs. Let in(c) and out(c) be the input and output of a component, respectively. We define the predicate ok(in(c)), where ok(in(c)) = True indicates that the input of component c is proper. In the same way we define the predicate ok(out(c)). If a component has more than a single input (output) we will add the index to the input (output), in i (c) (out i (c)). Also, assume c n and c m represent the number of inputs and outputs of component c, respectively. Then the next formula states the behaviour of a component:
In addition, we formalize how a proper output influences a test. Intuitively, proper outputs entails that a test passed successfully. Thus we add the following formula:
Finally, to formalize the connections between the components, we use the inputs and outputs of 313 the components. If, for instance, the first output of component c i is the first input of c j we add a next 314 equality: out 1 (c i ) = in 1 (c j ).
315
We would like to draw the attention of the reader to two conclusions arising from this model: 
Area Under the Curve (AUC)
423
To explain this metric we should define first the term Health State, which has recently proposed by Stern et al. [10, 11] . The health state indicates the probability of each component to be faulty, given a set of diagnoses D and a probability function over them p:
where 1 c∈∆ is the indicator function defined as: Characteristic curve (ROC). The AUC is the area under the ROC curve. The higher the AUC the more 428 accurate health state. Each threshold determines the set of components for which the FPR and TPR are 429 calculated. All components have a higher health state than the threshold are taken into consideration.
430
As seen in Figure 9 , the x-axis refers to the number of the faulty components while y-axis refers to 431 AUC value. Blue and green bars refer to the diagnosis set before and after the troubleshooting process, 432 correspondingly. There is a negative correlation between the number of faulty components and the 433 AUC, since the number of diagnoses grows with the number of faulty components and thus the health 434 state is less accurate. Furthermore, the AUC of the health state computed for the set of diagnoses 435 before the troubleshooting process is higher than the AUC calculated after the troubleshooting process.
436
This shows the benefit of the troubleshooting process.
437
Top-K 438
This metric is known in the information retrieval literature. It checks whether the real diagnosis 439 exists in the top-K diagnoses returned by the algorithm, where K is a number between 1 to 5. The 440 diagnoses are ranked in a decreasing order of their probability. As seen in Figure 10 , the x-axis refers 441 to the K value while the y-axis refers to the ratio of instances that had the faulty components in the 442 top-K diagnoses. Blue bars refer to initial diagnosis, while final diagnosis are presented by green bars.
443
As the value of K increases, the chance to be in the top K increases too. It is clear that the final set of 0.05 0.24 0.67 1.00 * 0.00 * * All of the above experiments were conducted under the strict assumption that a faulty component 448 may be assigned !testOK with a probability of 0.5. In practice, this probability is expected to be closer to 449 1 than to 0.5. Therefore, all experiments were repeated such that the simulator always assigns !testOK 450 to a faulty components and the components it affects. Table 1 summarizes the results of the evaluated 451 metrics so far, using this relaxed assumption, in order to show the real potential improvement of 452 using this system. The rows represent the metrics and the columns represent the number of faulty 453 components. For each metric and cardinality, we compared the initial and final values and present 454 the improvement in the metric in percentage. This table emphasizes that the bigger the cardinality, 455 the more difficult the problem is to solve. However, the benefit of using the troubleshooting process Finally, we show the benefit of the troubleshooting algorithm comparing to a random approach.
462
The random approach chooses randomly the next component to test from a set which includes the 463 union of all the diagnoses. Obviously, both the information gain algorithm as well as the random 464 algorithm will finally invoke the same set of tests and the final set of diagnoses will be the same.
465
However, the order of invoking the tests is different between the two algorithms, and might affect 466 how fast the diagnosis set is reduced. Figure 11 shows the influence of the order of the tests (x-axis 467 represents the number of tests) on the number of diagnoses. As shown, the troubleshooting algorithm 468 which uses the information gain reduces the size of the diagnosis set faster than random. Even The experiment consists of simulations of clinical diagnoses with and without the various modules 500 of the PhysIt system (maps, relationships and diagnosis), following by a questionnaire to evaluate the 501 students' experience with the system. We constructed a wrapper to our system with a landing page 502 that can direct the user to the three different modules of PhysIt and to a simulator that imitates the 503 diagnosis process.
504
The simulator begins with a list of symptoms that represent the patient's complaints at the 505 beginning of a diagnosis process. the simulator is presented in Figure 12 . The three modules of PhysIt that were evaluated are: maps, relationships and diagnosis (see 519 Section 3 for details). The participants were divided into three groups, such that each one of them had 520 an access to a different subset of the system modules. The first group could only use the maps module; 521 Preprints (www.preprints.org) | NOT PEER-REVIEWED | Posted: 4 January 2020 doi:10.20944/preprints202001.0032.v1
the second could use the maps and the relationships modules; and the third could use all of the three 522 modules.
523
In addition to the simulations and recorded test sequences and diagnoses, the participants were 524 requested to answer a questionnaire about their experience with the system. The questionnaire 525 consists of the following questions: 526 1. Improve: Did the system improve your choice of tests to perform? (yes/no) 2. Clear:
Was the system easy to understand? (5-point scale) 3. Use:
Was the system easy to use? (5-point scale) 4. Preference: Which of the components did you use the most?
(choice between available components) 5. Open:
In your opinion, was there something that was missing Thirty one participants in the third year of their physiotherapy studies were divided into three 529 groups: The first group consisted of 10 student and received access to the maps module of the PhysIt 530 system (the Maps group); the second consisted of 10 students and received access to both the maps 531 and the relationships module (the Relationships group); and the third group consisted of 11 students 532 and received access to all components of the PhysIt system (the Diagnosis group).
533 Figure 13 . Results for Improve and Preference questions from the user study. Figure 13 shows the results of the first question (Improve) and the fourth question (Preference).
534
As seen on the left side of the figure, the Relationships and the Diagnosis modules are considered by 535 the subjects to improve their diagnosis process significantly more than the Maps module (p = .027 and 536 p = .012 respectively). The Fleiss' Kappa agreement between the subjects is 81% in the Relationships to the diagnosis module over the other modules but they this preference is statistically insignificant.
542
We have also calculated precision and recall for the diagnoses returned by the students compared to 543 the root problem, but these results were insignificant as well.
the system is missing a preliminary layer where patients can describe their symptoms (e.g., "The patient 546 will complain on a tingling sensation, numbness, pain or weakness, not on a NOT-OK deltoid"). The patient's 547 complaints from this preliminary layer might later be connected to other components. Another 548 reoccurring answer complements that the system lacks more detailed diagnoses ("e.g., the root cause of a 
