ABSTRACT. The in-orbit performance of the Goddard High-Resolution Spectrograph onboard the Hubble Space Telescope {HST) is presented. This report covers the pre-COSTAR period, when instrument performance was limited by the effects of spherical aberration of the telescope's primary mirror. The digicon detectors provide a linear response to count rates spanning over six orders of magnitude, ranging from the normal background flux of 0.01 counts diode -1 s _1 to values larger than 10 4 counts diode -1 s _1 . Scattered light from the ñrst-order gratings is small and can be removed by standard background-subtraction techniques. Scattered light in the echelle mode is more complex in origin, but it also can be accurately removed. Data have been obtained over a wavelength range from below 1100 Â to 3300 Â, at spectral resolutions as high as/? = X/AX = 90,000. The wavelength scale is influenced by spectrograph temperature, outgassing of the optical bench, and interaction of the magnetic held within the detector with the Earth's magnetic held. Models of these effects lead to a default wavelength scale with an accuracy better than 1 diode, corresponding to 3 km s" 1 in the echelle mode. With care, the wavelength scale can be determined to an accuracy of 0.2 diodes. Calibration of the instrument sensitivity functions is tied into the HST flux calibration through observations of spectrophotometric standard stars. The measurements of vignetting and the echelle blaze function provide relative photometric precision to about 5% or better. The effects of fixed-pattern noise have been investigated, and techniques have been devised for recognizing and removing it from the data. The ultimate signal-to-noise ratio achievable with the spectrograph is essentially limited only by counting statistics, and values approaching 1000:1 have been obtained.
INTRODUCTION
The Goddard High-Resolution Spectrograph (GHRS) is one of five scientific instruments that share the focal plane of the Hubble Space Telescope (HST). In the late 1970's, the GHRS Investigation Definition Team formulated a list of performance goals for the spectrograph (e.g., Brandt et al. 1994 , hereafter called Paper I) that would enable astronomers to explore the universe at ultraviolet wavelengths with unprecedented photometric quality, spectral purity, wavelength accuracy, and temporal resolution. A summary of these goals is presented in Table 1 . A wide variety of targets, from objects within the solar system to distant quasars, has already been observed, and results demonstrate that these goals have been met. ' A detailed description of the GHRS optics and the digicon detectors has been presented in Paper I, and readers are referred to it to obtain an understanding of the instrument design and operation. Further information can be found in the GHRS Science Verification Report (Ebbets 1992 ) and the GHRS Instrument Handbook (Soderblom 1993 ). An extensive set of engineering reports was generated by the GHRS prime contractor, Ball Aerospace, and the team. These reports document in detail the pre-and post-launch characteristics of the instrument. Copies of this documentation are kept at the Space Telescope Science Institute (STScI).
This report documents the in-orbit performance of the GHRS based on data obtained before the deployment of the Corrective Optics Space Telescope Axial Replacement (COSTAR), which was installed in HST during the first servicing mission in 1993 December. During this three and onehalf year period, the GHRS obtained over 4100 spectra of astronomical targets. Of these, about 600 spectra were scientific exposures taken by the team, 2000 were obtained by General Observers, and 1500 were taken for calibration.
Routine GHRS observations began in 1990 September, several months after the discovery of spherical aberration in the HST optics. This problem had several effects on GHRS programs. First, objects in crowded fields could not be observed because of the loss of spectral purity. Second, observations of isolated objects in the 2.0X2.0 arcsec Large Sci- Table 1 GHRS Performance Goals Wavelength range of operation: The GHRS should have sensitivity over the spectral range 1100 -3200 Â. Every effort should be made to minimize "red light leak". Detector background: The measured detector background from all sources (thermionic emission, particle radiation) should be less than 0.01 counts diode -1 s -1 . Wavelength calibration: It should be possible to measure the radial velocity of a spectral feature with a precision equivalent to 0.4 diode. Spectral resolution: The spectral resolution, as measured as the FWHM of an infinitely sharp emission line, should be less than 1.1 diodes (55 /¿m). Grating scatter: Every step should be taken to minimize grating scattered light, particularly in the medium-resolution modes. Spectrophotometry: It should be possible
• to measure the flux at one wavelength in a spectral order relative to the flux at another wavelength in that same spectral order to 5% ; • to measure the absolute flux at a given wavelength to 10 % . Signal-to Noise : It should be possible
• to measure the profile of a spectral feature to better than 1%
• to detect and measure absorption features less than 1% deep. ence Aperture (LSA) were affected by a 30% loss of transmission and by a loss in spectral resolution. Lastly, while observations of objects in the 0.25X0.25 arcsec Small Science Aperture (SSA) retained the full spectral resolution of the spectrograph, exposure times had to be increased by factors of 4 or more to attain the signal-to-noise ratio that had been expected from pre-launch calibrations. Operation of the GHRS has been nearly uninterrupted since 1990. Observations were initially made using two optical channels. Side 1, sensitive between 1050 and 1900 A, and Side 2, sensitive between 1150 and 3300 A (Sec. 2.). However, in 1991 May, a problem developed in the grating carrousel electronics that prevented the carrousel from reaching positions needed for Side 1 observations. The problem has been corrected by flight software changes that allow the carrousel to be controlled by the Side 2 electronics. Later in 1991, the Side 1 low-voltage power supply began to operate intermittently. All GHRS science programs were put on hold from 1991 September through November while tests were conducted to isolate the problem. Ultimately, concern for overall instrument reliability required indefinite suspension of Side 1 operation, a condition that extended to the first servicing mission. Consequently, low-resolution and shortwavelength echelle observations ceased after June 1991 for the pre-COSTAR period. Of the 2600 spectra obtained for scientific research, only 160 were taken with Side 1.
Most of the algorithms for describing the GHRS performance are equally valid for Side 1 or Side 2. However, since Side 1 was not fully calibrated before its use was suspended, this report concentrates on the detailed performance of Side 2. The paper is organized as follows. Section 2 briefly describes the instrument and its basic modes of operation. Section 3 describes the performance of the detectors, including their background and fixed-pattern noise. Section 4 discusses the optical characteristics of the spectrograph, such as wavelength calibration, resolving power, and scattered light. Section 5 describes the GHRS radiometric performance.
INSTRUMENT DESCRIPTION
The GHRS is a modified Czemy-Tumer spectrograph utilizing two magnetically focused, pulse-counting digicon de- tectors. A schematic diagram of the instrument is presented in Fig. 1 . Light enters the spectrograph through one of two apertures which are located in the comer of the instrument, about 325" away from the optical axis of the telescope. The Large Science Aperture is used both for target acquisition and for science observations requiring maximum throughput and photometric accuracy. The Small Science Aperture, as projected down onto the face of a detector, matches the width of an individual diode (one resolution element). There are also two apertures for the Pt-Ne hollow-cathode lamps, which are used for locating spectra on the digicon diode arrays and for wavelength calibration. Figure 2 shows the layout of these entrance apertures in the GHRS coordinate system used throughout this paper. Measured sizes of the apertures, useful for determining the surface brightness of extended objects, are presented in Table 2 . Light entering the spectrograph is collected by an off-axis parabolic collimator and is directed to one of six gratings or three target-acquisition mirrors mounted on a rotatable grating carrousel. The gratings and acquisition mirrors are divided into two groups, referred to as Side 1 and Side 2, each with its own photon-counting digicon detector, known as D1 and D2, respectively (Table 3) . Three spectral resolution modes are available. The low-resolution mode (Κ = λ/Δλ = 2000) is provided by the G140L grating, which is used only with Side 1. The medium-resolution modes (R = 15,000-35,000) are provided by the G140M (Side 1) grating, and by the G160M, G200M, and G270M (all Side 2) gratings. The highest resolutions (/^ = 70,000-95,000) are available with the echelle grating. These quoted resolutions are only achieved in SSA observations. Table 3 summarizes the grating specifications and characteristics.
Dispersed light from the selected grating is collected by one of four focusing optical elements: parabolic camera mirrors in the case of the first-order gratings, or concave crossdisperser gratings in the case of the echelle mode. The focusing optics then direct the dispersed image to one of the two digicon detectors, which differ only in their window and photocathode material. The Side 1 (detector Dl) window is a 4 mm thick piece of lithium fluoride (LiF) overcoated with a cesium iodide (Csl) photocathode material. The Side 2 (detector D2) window is a 3 mm thick piece of magnesium fluoride (MgF2) with a cesium telluride (CsTe) photocathode. Side 1 is sensitive between 1050-1900 A and is used with the first-order G140L and G140M gratings, as well as the echelle (Ech-A). Side 2 is sensitive over the 1150-3300 A range and uses the G160M, G200M, and G270M gratings in addition to the echelle (Ech-B) grating. There is only one echelle grating, but spectral orders 33-53 are directed to the Side 1 detector, while spectral orders 18-33 go to the Side 2 detector.
Photoelectrons liberated from the digicon photocathode are accelerated under a 22.5 keV electrostatic potential and focused by permanent magnets onto a 512-element diode array. The diode array consists of 500 science diodes onto which the spectrum falls, 6 focus diodes for obtaining images, 4 large diodes for measuring background, and 2 diodes covered by gold foil for measuring cosmic rays (Fig. 3) . The active area of the photocathode is 18X26 mm in size, easily accommodating the full 25 mm length of the array. The 40 X400 μπι science diodes, placed on 50 /xm centers, were constructed to match the SSA in width and the LSA in height, i.e., to have a size of 0.25X2.0 arcsec. The effective Fig. 3 -Schematic of the digicon diode array (left end only). Individual diodes are shaded. The main array is comprised of 500 "science" diodes. "Special" diodes are used to measure the off-order and particle background. Diodes 5 and 6 are used to construct images of the field of view.
widths are slightly smaller than 0.25 arcsec (Table 3) . Each diode has its own set of signal-processing electronics, which can be adjusted in orbit. Photoelectrons from anywhere on the photocathode can be steered toward a particular diode by alteration of the current in the χ (along the diode array) and y (perpendicular to the diode array) deflection coils (Fig. 4) . Figure 5 shows an image of the active area of the photocathode.
The GHRS has two basic operating modes. The first mode is known as ACCUM, where the instrument is controlled by flight software to accumulate spectra in an on-board computer, which is then read out at the end of the exposure. Photoelectrons from the photocathode are counted during an integration period as short as 200 ms. These counts are then summed with the values from previous integrations into computer memory. The exposure time is defined by the total number of integrations performed. In the ACCUM mode, the flight software allows a full complement of spectrum sampling strategies (described below) for obtaining high signalto-noise ratio data. The second observing mode is known as RAPID readout, or direct downlink mode. In this mode, integration periods can be as short as 50 ms to as long as 12.75 s. This technique allows time-resolved spectra to be obtained, but it sacrifices the sophisticated sampling methods available in ACCUM mode since the flight software does not control the exposures.
Several spectrum sampling strategies are available in AC-CUM mode. These methods are selected by observers (cf. The GHRS Instrument Handbook issued by the STScI). The first technique, known as sub stepping, accumulates several individual spectra, each shifted by a fraction of a diode from the others. Since the SSA projects down to one diode, substepping is necessary to achieve proper Nyquist sampling and thus to recover the full spectrograph resolution. The spectral shifts can be in steps of 0.25 or 0.50 diodes. The separate spectra, optionally including nearby background measurements, are each stored in onboard memory and are only merged in the data reduction on the ground. A commonly used substep pattern has four bins for the on-order spectrum {quarter stepping), and two bins for the background above and below the spectrum.
Comb addition is used to average out the effects of diodeto-diode sensitivity variations. Here, the substep pattern is repeated four times, each time with the full pattern shifted by an integer diode. With four diodes sampling the same photocathode location, the effects of nonfunctional or noisy diodes are minimized. Since diodes adjacent to a bad channel record the spectrum, there are no gaps in the observed data, but the total counts accumulated in a bad channel are smaller, so the signal-to-noise ratio is lower than in the good channels.
The FP-SPLIT option is used to correct for pixel-to-pixel sensitivity variations at the photocathode. An observation is divided into either two or four exposures, and the grating carrousel is rotated between exposures so that the spectrum falls on different parts of the photocathode. Comparison of the two or four FP-SPLIT spectra reveals photocathode defects (fixed-pattern noise, Sec. 3.3.3) which can then be removed in the data reduction.
Finally, Doppler compensation retains the full spectral resolving power of the GHRS by counteracting the movement of the spectrum on the photocathode due to orbital motion of the HST. In this process, the flight software issues commands to adjust the χ deflection (deflection in the dispersion direction) every 60 s, so that the spectrum at the diode array remains stationary.
DETECTOR PERFORMANCE
The ultimate scientific potential of the GHRS is closely tied to the performance of the digicon detectors. The detec- tors were required to have a large dynamic range with the capability to observe both bright and faint sources. They are used in a hostile, charged-particle environment, yet must operate with minimal noise so that faint objects can be observed and weak spectral features detected. They must be highly stable to attain the necessary wavelength accuracy and retain spectral resolution. Finally, small-scale structure in the data due to the variations in the photocathode and window material must be correctable to attain the highest possible signal-to-noise ratio.
Detector Response
The GHRS detectors were built to operate with a dynamic range of 10 7 , spanning an expected background rate of 0.01 to a source rate of 10 5 counts diode -1 s -1 . For faint objects, the measured count rate for the digicon detectors is equal to the photon arrival rate. For bright objects, the interval between photon arrivals becomes comparable to the response time of the electronics and not every pulse is counted. This phenomenon, known as the paired-pulse effect, is easily corrected given the known response characteristics of the electronics (e.g., Evans 1955) . Figure 6 illustrates the response of a GHRS digicon detector as measured before launch. For input count rates less than 2000 counts diode -1 s -1 , the measured count rate underestimates the true count rate by less than 1%. The losses reach nearly 12% at 20,000 counts diode -1 s -1 and over 50% at 75,000 counts diode -1 s -1 . Ebbets and Gamer (1986) found that the true photon event rate, CDS, in photons (or counts) diode -1 s -1 can be obtained from the observed count rate, CAS obs , by the following formula:
where the electronic "dead time," t, is 10.2 /¿s by design.
Observations of UV photometric standards with Side 1 confirm that this is an appropriate value, with a possible uncertainty of ±1 /¿s. For input rates under 20,000 4. Discovered to be noa-functional during SV. Diode 3 now used for radiation monitoring. 5. As remark 3, except that 16384 bit is stuck on.
counts diode -1 s -1 (which is the case for the vast majority of GHRS observations), the 1 /xs uncertainty produces a maximum error of 1% in the recovered true photon rate. No inorbit data have been obtained for Side 2, but its electronics design is the same as for Side 1, and there is no evidence that its performance is any different. We use the same time constant for all 512 channels of each detector.
The diode array for each digicon was etched from a single large crystal of high-purity silicon. Individual diodes are large compared to typical lattice defects, so microscopic variations in their solid-state properties average out. The relative response of the diodes has been measured in orbit from flatfield lamp exposures and found to vary by only ±0.4% from diode to diode.
Since launch, three diodes on D1 and six diodes on D2 have become noisy or have developed other problems in their electronics (Table 4 ). In such cases, the diode number was entered into an on-board table of bad diodes, which causes the flight software to zero the data from that channel before any processing takes place. The discriminator threshold for a bad diode is also normally set to its maximum value (255), which effectively shuts off the diode. If a diode merely shows higher than usual noise, then the discriminator threshold is simply increased over its nominal value. Of more concern are intermittent diodes, whose gain or noise characteristics vary randomly. If persistently unstable, they are turned off.
In the ACCUM mode, the influence of "dead diodes" is minimal, because comb addition distributes the signal at any given wavelength over a number of diodes. However, observations in the RAPID mode cannot use comb addition and therefore register zero counts at the dead diodes. 
Detector Mapping Function
The detector mapping function relates the exact location on the photocathode to the χ and y deflections needed to steer a photoelectron to a diode. The uniformity and stability of the mapping affects the wavelength and photometric accuracy attainable with the GHRS. Figure 7 shows the coordinate system used to define the mapping function. The location of an event on the photocathode is given as its sample-line position, with the origin defined as the upper left comer of the photocathode mask. A sample or line unit is 50 /¿m on the photocathode. The deflection system is used to steer a photoelectron generated anywhere on the active area of the photocathode to any diode along the array. The deflection system has 4096 steps in each axis, with each step being 6.25 μιη, i.e., 1/8 diode.
The sample (s) and line (/) mapping functions relate a diode number, X, to a specific photocathode location
(2) (3) Here, D x and D y are the commanded χ and y deflections (in deflection steps), with a null deflection having D X =204S and 1)^ = 2048. X is the diode number along the main science array (from 0 to 499). S {) and L 0 are the sample and line positions of the first diode (X=0) at null jc,j deflections. The coefficients A and Β give the size of an x-or ;y-deflection step in terms of a line or sample unit (50 /¿m); Ε is the magnification factor in going from the photocathode to the diode array. The sample coefficient, B, in Eq. (2) varies slightly with j deflection. L 0 and A are determined from scans of the upper and lower mask edges illuminated by an internal flatfield lamp, while 5 0 , ß, and Ε are measured from scans of the left and right mask edges. A typical mapping function is given by s{Dy=2000)=28.80+0.1242(/^.-2048)+1.0024Z. (4) For example, at 0^ = 2000, there are almost exactly eight x-deflection steps per diode (as designed), and the plate scale at the photocathode is nearly the same as that at the diode array. Hence, we use the terms "sample" and "diode" width interchangeably. The mapping function coefficients have not changed since launch.
The deflection system is affected by the earth's magnetic field since the detector is not perfectly shielded. As the HST orbits the earth, the geomagnetic field varies by ±0.4 G. This changing field induces image motion. Thus, a full specification of the mapping function in the dispersion direction, incorporating the geomagnetic effect, is
where H x is the χ component of the geomagnetic field and G = 0.79 diode G -1 for Side 2. Geomagnetic effects on detector 1 were found to be 3 to 4 times smaller and can be generally ignored.
Detector Noise Sources

Particle background
While the GHRS detectors registered an extremely low background rate of ~4X 10~4 counts diode 1 s 1 before launch, the radiation environment in orbit was expected to elevate the background to about 0.01 counts diode -1 s -1 . This prediction has been verified by 1100 observations of the background, representing 13.6 hr of exposure time on D1 and 19.4 hr on D2. The measured background at the geomagnetic equator is 0.005 and 0.009 counts diode -1 s -1 for detectors D1 and D2, respectively (Lindler 1995) .
As discussed by Beaver et al. (1991) and Rosenblatt et al. (1991) , the main background source is the passage of cosmic rays through the digicon window, which produces a shower of photons due to the Cerenkov effect. As shown in Fig. 8 , the cosmic-ray background varies during an orbit, primarily because shielding against cosmic rays by the earth's magnetic field varies with geomagnetic latitude and longitude. The HST orbit extends between ±39!9 geomagnetic latitude (28 ?5 inclination plus 11!4 offset between geomagnetic and geographic poles). At the maximum geomagnetic latitude of the HST orbit, the background increases by about a factor of two over that at the equator.
The background is highest in the South Atlantic Anomaly (SAA) where there is the dip in the Van Allen belts over the South Atlantic. Although the GHRS can operate safely at high voltage in the SAA, no science observations are performed there because the HST fine-guidance sensors cannot track guide stars in the SAA. The GHRS detector background peaks at about 1 counts diode -1 s -1 in the SAA and then decreases rapidly to around the 0.01 counts diode -1 s -1 level for the remainder of the orbit. Figure 9 illustrates the rapid decrease in count rate as the HST emerges from the SAA and confirms the lack of fluorescent processes occurring in the detector faceplate.
Techniques of noise reduction
Since the background noise originates primarily from flashes of Cerenkov radiation, its statistical properties differ from a Poisson distribution of photons. This difference can be used to lower the background level when very faint tar- gets are observed. The probability that the diode array registers two or more photons over a short time interval from a faint source is smaller than the probability that it registers two or more photons from a noise burst. Thus, rapid sampling enables major noise events to be recognized and rejected from an exposure. Three techniques are available to the observer to reduce noise: using an anticoincidence counter built into the GHRS electronics; using the flight soft-40 60 Time (minutes) Fig. 9 -Measured background counts of D2 taken during an orbit passing through the SAA. The count rate peaked at 1 count diode -1 s _1 at the center of the SAA and dropped off smoothly until HST exit from the SAA at ί=30 min. ware to check for noise; and post-observation processing of RAPID readout data. Each has its advantages and disadvantages. The first method, using the anticoincidence circuitry, is a high-speed rejection technique. Every 10 /¿s, the circuitry compares the analog signal from the diode array to a preset limit. If this limit is exceeded, the integration is rejected from the exposure. Since the hardware only recognizes bursts of 8 counts or more, it achieves only a 15% reduction in the noise. Evidently, the majority of noise bursts do not contain enough counts to trigger this circuit.
The second method of noise reduction involves the flight software. During an ACCUM mode exposure, the software compares the sum of the counts on the diode array in a 200 ms frame time with a user-set threshold, and it discards frames with sums greater than this threshold. In-orbit dark tests indicate that this technique can reduce the background of D2 to as low as 0.002 counts diode -1 s _1 (Beaver et al. 1994) . The threshold, however, has to be carefully selected, based on the expected count rate of the object. If set too high, few frames will be rejected, and the noise contribution will remain high; if set too low, too many "good" frames will be rejected, reducing the total amount of signal from the source.
The third technique involves taking sequences of spectra in the RAPID readout mode and rejecting the noisy frames during data analysis. This method allows the observer to adjust the rejection criterion. The disadvantage is that integration times are generally limited to 0.35 s or longer, due to telemetry rate and data-volume considerations. The method has been applied to observations of the emission-line spectrum of the dMe flare star AU Mic (Maran et al. 1994) , and it resulted in a reduction of the noise from 0.011 to 0.006 counts diode -1 s -1 .
Fixed-pattern noise
Small-scale nonuniformities in the detector window and photocathode (Fig. 10) produce intensity variations in the observed spectrum. These nonuniformities result from variations in photocathode emissivity, sleaks or scratches in the window, and contamination by dust. The effects are collectively referred to as fixed-pattern noise, with fine structure referred to as granularity and larger features referred to as blemishes. Fixed-pattern noise limits the ultimate signal-tonoise ratio and introduces spurious spectral features unless steps are taken to detect and remove it.
The effect of fixed-pattern noise can be reduced by the FP-SPLIT operating mode. This technique breaks an observation into two or four exposures, between which the grating is rotated slightly, so that the spectrum is shifted on the photocathode. Simple alignment and coaddition of the exposures is often sufficient to reduce the granularity to levels below that of the statistical noise in the data and can yield a signalto-noise value up to approximately 50. To obtain spectra with a higher signal-to-noise ratio, it is necessary to determine the fixed-pattern structure as follows. The mean of the FP-SPLIT exposures (shifted to a common wavelength scale) is used as a first estimate of the true flux. The mean spectrum is then subtracted from the individual spectra, and the residuals are averaged in sample space to yield an estimate of the granularity. This new estimate is applied to the individual spectra, which are coadded again in wavelength space for a revised estimate of the true flux. The iteration is continued until convergence is met. This technique has been used to produce spectra with a signal-to-noise ratio approaching 1000:1 (e.g., Cardelli and Ebbets 1994) .
Blemishes can cause spurious features to appear in a spectrum. In G140M spectra, they are most pronounced at wavelengths between 1230 and 1260 Â, and in G160M spectra, between 1270 and 1285 A. Uncertainties in the position of the spectrum on the photocathode, resulting from thermal or geomagnetic drifts (Sec. 4.1), preclude generating correction factors for general use. However, blemishes can be removed manually from FP-SPLIT observations (Wahlgren et al. 1994) . Figure 11 (a) shows a spectrum taken with FP-SPLIT =4. The blemish remains at a constant position in sample space (marked by a vertical dashed line), while the spectrum shifts in successive FP-SPLIT exposures by about 20 data points (5 diodes per grating carrousel step X4 data points per diode in the quarter-stepping sample pattern). Figure 11(b) shows the individual FP-SPLIT spectra in wavelength space. Pseudo-spectral features resulting from the blemish are numbered. In some instances, new features appear (#2 and #4), while in others, the blemish contaminates real spectral lines (#1 and #3). Once a blemish is located, the affected diodes in each spectrum can be flagged so that they are not used when the spectra are merged. Thus, some regions of the merged spectrum will be composed of the average of three rather than four exposures and will therefore have slightly lower signal to noise than adjacent regions. Figure 11 (c) shows the results of applying this procedure to the observation in Fig. 11 (b) and compares it with the results of simply aligning and coadding individual spectra.
OPTICAL PERFORMANCE
The optical performance of the spectrograph meets or exceeds design goals for wavelength accuracy, resolving power, and spectral purity, with low stray and scattered light. The same four spectra after wavelength calibration. The blemish now appears to be several absorption features (numbered 1-4) moving progressively to shorter wavelengths for each FP-SPLIT spectrum, (c) Coadded spectra for the cases where the blemish has been identified and removed (solid) and where the individual spectra have been simply coadded (dashed).
The wavelength calibration has been significantly improved by modeling drifts of the spectral format with time, temperature, and orbital position. The resolving power, though re-duced in LSA spectra (due to HST spherical aberration), is fully attained in SSA spectra. Scattered light from the lowand medium-resolution gratings is less than l%-2% and scattered light for the echelle is correctable to 1%.
Wavelength Calibration
The GHRS wavelength calibration relates the sample position on the photocathode, 5·, to the wavelength of light incident at that position. In its most general form, the sample position is expressed as a polynomial in terms of wavelength (λ) and order number (m): s=aQ+a x rrik+a2m 2 \ 2 +03m++a 5 m 2 \+a 6 mk 2 +α Ί ηί 3 λ 3 .
(6) In practice, only a subset of these terms is needed: all gratings utilize coefficients a 0 , ¿Zj, and a2', the echelle modes need a 4 \ and gratings G160M, G200M, G270M, and both echelle modes also require α Ί (Lindler 1994) . The dispersion coefficients are derived from observations of internal Pt-Ne hollow-cathode lamps. These lamps illuminate the SCI or SC2 apertures, which have the same size as the SSA (Fig. 2) . They produce rich emission-line spectra covering the entire GHRS wavelength range. The lines are strong enough that a 30 s integration produces an adequately exposed spectrum in nearly all spectral regions. The wavelength reference consists of over 3000 lines measured at the National Institute for Standards and Technology (NIST) to an accuracy of ±0.002 A (Reader et al. 1990 ). Other factors besides accurate laboratory wavelengths influence the accuracy to which a wavelength can be assigned to a given sample position. The most important are listed in Table 5 . The largest source of error is thermal variation within the spectrograph. Figure 12 shows the change in position of a spectral line as a function of temperature. The spectral dispersion also varies with tem- perature by as much as ±0.05%. A second source of error involves the interaction of the detector with the earth's magnetic field (Sec. 3.2), which causes a spectral line to move by as much as 0.5 diode (Fig. 13) . Outgassing by the spectrograph has also produced a long-term motion as shown in Fig. 14.
To quantify these effects, we model the zero-point shift, û-q, and the dispersion, a l ,by the relations:
where Τ γ and Τ2 are temperature readings from two thermistors; ^20 ' and T u component of the geomagnetic field in the dispersion direction. Table 6 lists the calculated ζ and y coefficients. Our wavelength model (Lindler 1994) , based on 2736 observations of the Pt-Ne lamp, makes it possible to assign wavelengths to better than 1 diode, provided the observation has been taken through the S SA. With proper care (cf . Table  5 ), wavelength assignments can be accurate to 0.2-0.3 diodes, corresponding to 0.6 to 0.9 km s -1 for echelle spectra.
Spectral Resolution
The wavelength calibration lamps also offer a convenient way to measure the instrumental resolving power. These lamps produce a wealth of bright, intrinsically narrow emission lines at all wavelengths accessible to the GHRS. The apertures through which the lamps are viewed are geometrically identical to the S SA, and light from all three apertures follows nearly the same optical path through the instrument (Fig. 1) . Since the lamp apertures, SCI and SC2, are uniformly illuminated, the emission lines are slightly broader than unresolved lines from a stellar source seen through the SSA. As shown in Fig. 15 , the profile of a typical Pt or Ne emission line has a Gaussian shape with a FWHM of slightly over 1 diode. Table 3 gives the FWHM for each grating. There is no evidence that the FWHM varies with grating, wavelength, or location on the photocathode. Figure 16(a) shows the resolving power of the medium-resolution gratings, based on a FWHM=1.1 diodes, while Fig. 16(b) shows the measured resolving power for G140L spectra. Figure 17 shows the calculated resolving power for the echelle grating, based on a measured FWHM of 1.09 diodes for Ech-A, and a FWHM of 1.19 diodes for Ech-B.
As shown in Fig. 18 , spherical aberration produces a spectral line-spread function with a narrow core and pronounced, extended wings. Figure 19 compares spectra of the same star viewed through the LSA and SSA. Displacement of the target from the center of the LSA produces line-profile changes as well as an offset in wavelength (Fig. 18) the line spread function can occur due to drifts induced by the thermal and geomagnetic effects (Sec. 4.1). To avoid this problem, it is advisable to break long exposures into a sequence of shorter exposures that can be registered later during data reduction. In principle, another source of smearing is the Doppler shift resulting from the orbital motion of the ffiT, which is approximately 7.5 km s -1 , corresponding to a shift of up to ±2 diodes in the echelle modes. In practice, the Doppler shift is corrected in real time by the flight software, which adjusts the internal χ deflections every minute so as to keep the spectrum stationary on the diode array. Proper functioning of this processor was verified in early on-orbit tests. On a few occasions, however, when an observation was interrupted due to occultation by the Earth, the commanded χ deflections were out of phase with the proper Doppler offsets. The result was a "ghost spectrum" superposed on the main spectrum. This effect was most pronounced for echelle spectra and targets in the HST orbital plane. This problem existed since launch but was only identified and corrected in the summer of 1993. Fig. 18 -Estimates of the LSA line spread function for a centered point source (solid) and a source offset from the center by 0.5 arcsec (dotted). These estimates were derived from a Faint Object Camera image of a single star.
Scattered Light
Scattering of light, both parallel and perpendicular to the spectral dispersion, arises from a variety of sources, including the main diffraction gratings, mirrors, and cross disperses. Only scattering of UV photons is important, since the D2 detector is insensitive to light long ward of 3400 A (Sec. 2).
Scattered light is usually identified by its filling in the cores of highly saturated interstellar absorption lines. Spectra formed by the four holographic gratings (G140M, G160M, G200M, and G270M) show residual intensities of less than 2% of the adjacent continuum (Fig. 20) . The residual intensity in broader lines, such as Lyman a, is much less than 1%. Observations in the background sampling region also indicate scattered light levels considerably less than 1% of the continuum. Scattering seen in the ruled G140L grating shows similar characteristics. This illustrates that scattering both parallel and perpendicular to the dispersion is low for all first-order gratings.
Scattered light for the echelle modes was recognized as significant early in the development of the GHRS, and much effort was devoted to its characterization and removal (cf. Cardelli et al, 1989) . From observations of strong interstellar lines, Cardelli et al. (1993) showed that it is possible to correct for in-order background by subtraction of the scaled inter-order signal. Figure 21 shows an example of the effectiveness of this method.
Geocoronal Emission
The geocorona is comprised mainly of atoms of neutral hydrogen and oxygen in the exosphere of the earth. This gas scatters photons from solar chromospheric emission lines. The brightest geocoronal lines are hydrogen Lyman a (e.g., Meier and Mange 1973; Chakrabarti et al. 1984) and OI λ1304 (Strickland and Thomas 1976) . There is no evidence for geocoronal Ο π λ2471 emission in the available GHRS calibration spectra. The limits on the intensity are poor because most spectra taken at these wavelengths have been short observations of radiometric standard stars, and there have been no observations specifically designed to observe this line.
The intensity of the geocoronal emission depends on the viewing geometry, in particular the zenith angle of the target from the center of the earth, f, and the phase angle between HST, the center of the Earth, and the Sun, φ (Fig. 22) . The ζ dependence reflects the varying path length of the line of sight through the terrestrial exosphere to the target. The φ dependence is a diurnal variation. Maximum intensity occurs when the spacecraft is in sunlight (dayglow), and minimum intensity, during spacecraft night (the nightglow spectrum). The emission-line intensities also vary with the solar cycle, in response to solar activity. The dayglow intensity of O I λ 1304 is typically 10% the intensity of Lya. O I emission is negligible at night. Thus, observations of faint Lya or O I features benefit from being taken while in the Earth's shadow. Figure 23 illustrates the effects of geocoronal emission by showing a time-resolved series of spectra of Lya of the dMe star, AU Mic. In this series, the geocoronal emission decreases from 3 to less than 0.5 counts diode over the course of 20 min. The width of the emission corresponds to the projected size of the LSA at the diode array (8 diodes).
The intensity of geocoronal Lya can be represented by the function (Meier & Mange 1973 
where the angles φ and ζ are measured in degrees. GHRS observations in 1990 indicate that / min =4 kR and S € = 31 kR. These coefficients are expected to vary with time and solar activity. The conversion factors, k, used to compute LSA count rates are given in Table 7 . The SSA counts are smaller by a factor of 64 for the mirrors (the ratio of the aperture areas) and by a factor of 8 for the spectral modes. G140M 0.074 G160M 0.079 ECH-A 0.08 α Ratio to convert geocoronal Ly α intensity to count rate in the LSA spherical aberration, absolute fluxes of targets in the LSA can be measured if the object is well-centered and there are no other ultraviolet sources nearby. Secondly, since only a small spectral region is registered for any single exposure (Table  3) , the absolute calibration allows one to merge different parts of a spectrum to a common scale. It is particularly important in correcting the effects of sensitivity variations across broad spectral profiles. In its broadest sense, the calibration is simply the conversion factor between the count rate measured by a detector diode and the absolute flux of the source. Sensitivity is normally a function of wavelength. For the GHRS, it also depends on position on the photocathode.
RADIOMETRIC PERFORMANCE
We have separated the total spectrograph sensitivity into several components: (1) the conversion between count rate and absolute flux as measured at the center of the diode array (and for echelle spectra, near the peak of the echelle blaze function for each order), (2) vignetting functions, which describe deviations in the sensitivity along the diode array due to large-scale changes in the gain of the photocathode as well as the influence of obstructions within the light path, and (3) small-scale structure, referred to as fixedpattern noise (see Sec. 3.3. 3).
Sensitivity
The GHRS has no internal calibration source and thus relies on celestial photometric standards. LSA sensitivity calibrations for the medium-resolution and echelle gratings use the spectrophotometic standard μ Columbae (09.5 V, y-5.17). Calibration of the G140L grating uses the O subWavelength (A) Fig. 24 -Sensitivity of the GHRS gratings as a function of wavelength. The sensitivity is expressed in units of (counts diode -1 s _1 )/(erg cm -2 s -1 Â -1 ). dwarf, BD+75 0 325 (05p, ^=9.55). For the first-order gratings, a series of spectra covering the entire useful wavelength range was obtained. For the echelle mode, observations were only taken near the blaze peak. In all cases, the individual spectra were binned into 3 Â intervals and compared with similarly binned HST reference spectra (Bohlin et al. 1990 ). The resulting sensitivities are presented in Fig. 24 . Regular monitoring of these stars shows no evidence for overall change in sensitivity throughout the pre-COSTAR period.
The SSA sensitivity cannot be reliably measured in the pre-COSTAR period because of image smearing induced by the HST spherical aberration, spacecraft "jitter," and miscentering in the SSA. Figure 25 shows the ratio of SSA to LSA throughput based on observations obtained in 1990 and 1991.
Two points should be kept in mind with regard to the sensitivity calibrations. First, the flux calibration of the HST is tied to that of IUE, which is presently undergoing refinement using white dwarfs as calibrators. Figure 26 illustrates errors in the IUE (hence GHRS) calibration. The featureless UV continuum of a BL Lac object arises from synchrotron radiation, and thus has a power-law shape. Although PKS 2155-304 is highly variable, the spectrum can always be accurately fit by a power law (Bregman et al. 1987 ). The GHRS spectrum shows a 10% dip in the continuum flux Wavelength (A) between 1300 and 1500 Â, which is a sign that the present calibration is in error.
Second, G200M spectra at wavelengths greater than 2300 Â are contaminated by second-order light. Figure 27 , which compares spectra taken with the G200M and G270M gratings, illustrates this effect. The G270M grating has a blocking filter which suppresses light at wavelengths below 1650 Â, so the measurement represents the true stellar spectrum. The G200M grating lacks a blocking filter, so that spectra at wavelengths greater than 2300 Â are contaminated by second-order light from 1150 Â and longer. The strong absorption feature visible near 2430 Â is due to Lyman a (λ1215).
Vignetting of the First-Order Gratings
The GHRS sensitivity depends on photocathode position. As illustrated in Fig. 28 , a series of spectra taken at different carrousel positions with the G270M grating shows large flux differences in the overlap regions. These differences are due to changes in quantum efficiency across the photocathode and to physical obstructions, such as light baffles, within the 2960 2980 3000 3020 3040 Wavelength (A) Fig. 28 -Effects of vignetting on G270M spectra. For clarity, successive spectra are given different line styles. light path. In practice, these two effects cannot be separated and so have been combined under the general term, "vignetting."
The vignetting function is a correction factor to the sensitivity as a function of grating, wavelength, and sample position. Corrections of as much as 25% can exist, although correction factors of ^5% are much more common (Robinson 1994) . Figure 29 shows the empirically determined LSA vignetting functions for all medium-resolution gratings. In calculating these corrections, we have removed the effects of large-scale blemishes. Light from the SSA falls on a slightly different part of the photocathode and will be subject to a different vignetting. SSA corrections similar to those in Fig.  29 have been determined, but they are somewhat less reliable because of centering problems during the observations.
The Blaze Function and Vignetting for the Echelle
A well-known feature of echelle spectrographs is that the sensitivity in a given spectral order decreases toward longer or shorter wavelengths from the center of the blaze. This characteristic is known as the echelle blaze function or "ripple" (Fig. 30) . A theoretical model for the ripple {R b ) in scanning spectrographs has been presented by Bottema [1980, his Eq. (18) 
Here θ is the echelle blaze angle, S is the half angle between the collimator and the cross disperser, β is the angle of diffraction at the center of the diode array, 6 is the angle between the detector normal and the position along the detector at which a wavelength is measured, Ρ is the carrousel position used for the observation, Pq is the carrousel position at the center of the blaze, C is a normalization constant, m is the order number, s is the sample number along the detector, and / is the focal length of the spectrograph.
The blaze function was determined only for the Ech-B mode, since Side 1 operations were suspended before a full Ech-A calibration set was obtained. The standard star μ Col was the radiometric source. To eliminate the intrinsic spectral slope of the star, the echelle ripple was solved iteratively with the Ech-B absolute sensitivity and vignetting functions. An initial sensitivity curve was determined from spectra taken near the blaze peak in each of the 18 orders. A series of overlapping spectra, which sampled the full free spectral range of individual orders, was placed on an absolute flux scale based on these sensitivity values. To obtain the observed echelle blaze function, the flux at the center of each spectrum was divided by the flux measured with the firstorder gratings (Fig. 30) . Nonlinear least-squares fits to these havior was also seen in tests before launch (Cushman and Carpenter 1986 ). Correction factors were introduced into Eq. (10) to account for the varying blaze functions. The variable X was replaced with X', where
Here A controls the width of the echelle blaze function, and Β determines the position of the blaze peak. Figure 32 shows the best fit of the blaze function to order m = 20. A linear least-squares fit to A and Β for the measured orders determines the correction factors for the orders in which no data 5.60 ητιλ / 1 .e4 observations determined the model parameters β, δ, P Q , and C for Eq. (10).
Because of the large cost in telescope time, full wavelength scans were performed for only six orders. Ideally, the model parameters would be identical for all orders, since they refer to physical properties of the spectrograph. In practice, the blaze functions were found to vary in shape and the blaze peaks were offset from each other (Fig. 31) . This be- were collected (Fig. 33) . Once the blaze functions were known, vignetting corrections were determined by techniques similar to those used for the first-order gratings (Sec. 5.2). These corrections were applied to the data and the analysis was repeated to refine the sensitivity, blaze function, and vignetting calibrations. The final results for the Ech-B vignetting are presented in Fig. 34 .
CONCLUSIONS
In Table 1 , we listed performance goals defined for the GHRS by the GHRS Investigation Definition Team. In nearly all cases these goals have been met.
(1) The detector background, outside of the SAA, meets -ι .-i for D2 and the design criterion of 0.01 counts diode" substantially exceeds it for detector Dl.
(2) The detectors are highly linear over a range of count rates extending from the background noise level of 0.01 counts diode" (4) Wavelength precision of 0.3 diodes or better is attainable by special observational techniques, such as breaking long exposures into a sequence of shorter integrations and taking one or more special wavelength calibration exposures.
(5) Scattered light from the first-order gratings is exceedingly small and easily removed. Scattered light in the echelle grating is more of a problem, especially for observations using the LSA. In these cases order overlap and the broad Η ST point spread function make the scattered light difficult to measure.
(6) Fixed-pattern noise can be accurately removed from the data by the FP-SPLIT option and careful processing of the data. This technique can achieve signal-to-noise ratios that are effectively limited only by the counting statistics of the data. Signal-to-noise values approaching 1000:1 are possible.
(7) Absolute flux calibration is limited only by the accuracy of the HST spectrophotometric calibration, which is specified as being accurate to 10%.
(8) Sensitivity and vignetting for the first-order gratings are well understood, although in a few small wavelength regions for gratings G140M and G160M these functions are influenced by substantial imperfections in the photocathode window. Relative fluxes of individual first-order spectra are accurate to better than 5%. Relative fluxes for echelle spectra are less reliable because of the incomplete blaze function and vignetting-correction calibrations.
(9) Observations have been obtained with the GHRS for wavelengths ranging from below 1100 Â to more than 3300 Â. This range exceeds the original design goal. This paper is dedicated to the memory of Dr. Murk Bottema in appreciation of his auspicious and enduring contributions to the success of the Goddard High Resolution Spectrograph. As a member of the design team, he provided insightful and creative analyses of challenging issues which in large measure led to the powerful and versatile instrument which we enjoy today. His proposal for a two-mirror corrector for spherical aberration provided the motivation and conceptual foundation for the Corrective Optics Space Telescope Axial Replacement (COSTAR), whose installation during the first servicing mission restored and enhanced the performance of the HST. Murk also guided the pioneering design studies of the second generation instruments STIS and NIC-MOS. He is missed as a scientist, engineer and friend, but his contributions to the Hubble Space Telescope will endure. This work was supported entirely by the NASA Hubble Space Telescope Project via various contracts and grants to the GHRS Investigation Definition Team.
