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Regularized M -estimators of scatter matrix
Esa Ollila, Member, IEEE, and David E. Tyler
Abstract—In this paper, a general class of regularized M -
estimators of scatter matrix are proposed which are suitable also
for low or insufficient sample support (small n and large p) prob-
lems. The considered class constitutes a natural generalization of
M -estimators of scatter matrix (Maronna, 1976) and are defined
as a solution to a penalized M -estimation cost function that
depend on a pair (α, β) of regularization parameters. We derive
general conditions for uniqueness of the solution using concept of
geodesic convexity. Since these conditions do not include Tyler’s
M -estimator, necessary and sufficient conditions for uniqueness
of the penalized Tyler’s cost function are established separately.
For the regularized Tyler’s M -estimator, we also derive a simple,
closed form and data dependent solution for choosing the
regularization parameter based on shape matrix matching in
the mean squared sense. An iterative algorithm that converges
to the solution of the regularized M -estimating equation is
also provided. Finally, some simulations studies illustrate the
improved accuracy of the proposed regularized M -estimators
of scatter compared to their non-regularized counterparts in low
sample support problems. An example of radar detection using
normalized matched filter (NMF) illustrate that an adaptive NMF
detector based on regularized M -estimators are able to maintain
accurately the preset CFAR level and at at the same time provide
similar probability of detection as the (theoretical) NMF detector.
Index Terms—Geodesic convexity, Complex elliptically sym-
metric distributions, M -estimator of scatter, Regularization, Ro-
bustness, Normalized matched filter
I. INTRODUCTION
MANY data mining and classic multivariate analysistechniques require an estimate of the covariance matrix
or some nonlinear function of it, e.g., the inverse covariance
matrix or its eigenvalues/eigenvectors. Given an i.i.d. sample
z1, . . . , zn ∈ Cp from a centered, i.e., E[z] = 0, (unspecified)
p-variate distribution z ∼ F , the sample covariance matrix
(SCM) Rˆ = 1n
∑n
i=1 ziz
H
i ∈ C
p×p is the most commonly
used estimator of the unknown covariance matrixR = E[zzH].
However, in high-dimensional (HD) problems, there are many
cases that the SCM simply can not be computed, is completely
corrupted, or is inaccurate. For example, low sample support
(LSS) (i.e., p is of the same magnitude as n) is a commonly
occurring problem in diverse HD data analysis problems
such as chemometrics and medical imaging. In the case of
insufficient sample support (ISS), i.e., p > n, the inverse of
the SCM can not be computed. Thus, for example, classic
beamforming techniques such as MVDR beamforming or the
adaptive normalized matched filter cannot be realized since
they require an estimate of the inverse covariance matrix.
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Robust estimation is also a key property in HD data analysis
problems. Partly because outliers are more difficult to glean
from HD data sets by conventional techniques, but also due
to an increase of impulsive measurement environments and
outliers in practical sensing systems. The SCM is well-known
to be vulnerable to outliers and to be a highly inefficient
estimator when the samples are drawn from a heavy-tailed
non-Gaussian distribution. HD data poses additional problems
and difficulties since most robust estimators such as M -
estimators of scatter matrix [14] can not be computed in ISS
scenarios, or are equivalent to the SCM [26].
In this paper, we address this issue and propose a general
class of regularized M -estimators of scatter matrix. This class
provides practical and actionable estimators of the covari-
ance (scatter) matrix even in the problematic ISS case. The
proposed class constitutes a natural generalization of M -
estimators of scatter [14] and their complex-valued general-
izations [15], [19], and are defined as a solution to a penalized
M -estimation cost function that includes a pair (α, β) of fixed
regularization parameters. We derive a general conditions for
uniqueness of the solution using theory of geodesic convexity
which has been previously utilized in [27], [30] in studying
the uniqueness of the non-regularized M -estimators of scatter
whereas [28] focused on the regularized Tyler’s M -estimator
of scatter matrix using a particular scale invariant geodesically
convex penalty function. Our class include as special case, the
cost function for p-variate complex normal samples, for which
the unique solution of the penalized cost function is easily
found to
Rˆα,β = βRˆ + αI, (1)
which in [6], was called as the general linear combination
(GLC) estimator. It should be noted however that in [6], Rˆα,β
was not proposed as a minimizer to any optimization problem.
Our general conditions do not apply to the cost function
corresponding to Tyler’s [24] M -estimator and hence this
estimator is treated seperately, with necessary and sufficient
conditions being established to ensure the uniqueness of
solution for the penalized Tyler’s cost function. Regularized
versions of Tyler’s M -estimator have also been recently
studied in [21] for the case β = 1 − α and under more
strict conditions on the sample, and also in [3], but not in
the context as a solution to a penalized M -estimation cost
function. Estimation of the regularization parameters using
the expected likelihood approach was proposed in [1], [2]
for the regularized Tyler’s M -estimator of [3], whereas [5]
based their analysis on random matrix theory (both n and p
are large). For the regularized Tyler’s M -estimator, we also
derive a simple, closed form and data dependent solution
to compute the regularization parameter α based on shape
matrix matching in the mean squared sense. We illustrate the
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usefulness of the regularized M -estimators of scatter in radar
detection application using normalized matched filter. Finally,
we note that although our derivations are for complex-valued
case, they generalize in an straightforward manner to real-
valued case as well.
The paper is organized as follows. Section II reviews
complex elliptically symmetric (CES) distributions and the
maximum likelihood (ML) and M -estimators of the scatter
matrix parameters of the CES distributions [19]. Section III
then introduces the penalized M -estimation cost function.
The stationary points are shown to be solutions to shrinkage
type M -estimation equations. Interpretation of regularization
parameters are discussed and specific examples of regularized
M -estimators are given. In Section IV, general conditions are
presented to ensure the uniqueness of solution, with the proof
of uniqueness being based on the concept of geodesic convex-
ity. The regularized Tyler’s M -estimator is then considered in
Section V and numerical examples are given in Section VI.
Some of the proofs are reserved for the Appendix.
Notations: Let H(p) denote the class positive definite Her-
mitian (PDH) p× p matrices, |A| the determinant of a square
matrix A. Furthermore, ‖ · ‖ (resp. ‖ · ‖1) denotes the ℓ2-norm
(resp. ℓ1-norm) defined as ‖A‖2 = Tr(AHA) =
∑
i
∑
j |aij |
2
(resp. ‖A‖1 =
∑
i
∑
j |aij |) for any m× n matrix A.
II. PRELIMINARIES
A. Elliptical distributions
A continuous symmetric random vector (r.v.) z ∈ Cp has
a centered complex elliptically symmetric (CES) distribution
[19] if its p.d.f. is of the form:
f(z) = Cp,g|Σ|
−1g
(
zHΣ−1z
)
,
where Σ ∈ H(p) is the unknown parameter, called the
scatter matrix, g : R+0 → R+ is a fixed function called the
density generator and Cp,g > 0 is a normalizing constant
ensuring that f(z) integrates to one. We denote this case by
z ∼ CEp(0,Σ, g). If the covariance matrix R = E[zzH] of z
exists, then
R = c ·Σ (for some c > 0).
For example, when g(t) = exp(−t), one obtains the p-variate
complex normal (CN) distribution, denoted z ∼ CN p(0,Σ);
In this case, R = Σ. For a detailed account on properties of
CES distributions, we refer the reader to [19]. Let z1, . . . , zn
denote an i.i.d. random sample from an unspecified p-variate
CES distribution as stated above.
The maximum likelihood estimator (MLE) of scatter matrix,
denoted Σˆ, minimizes the negative log-likelihood function
(divided by n)
L(Σ) =
1
n
n∑
i=1
ρ(zHi Σ
−1zi)− ln |Σ
−1| (2)
where ρ(t) = − ln g(t). More appropriate notation would be
Ln(Σ|ρ) to emphasize the dependence on ρ and the sample.
Critical points are then solutions to the estimating equation
Σˆ =
1
n
n∑
i=1
u(zHi Σˆ
−1
zi)ziz
H
i (3)
where u = ρ′ = −g′/g.
B. M -estimators of scatter
M -estimators of scatter are generalizations of the ML-
estimators of the scatter matrix of an elliptical distribution.
They can be defined by allowing a general ρ functions in (2),
not necessarily related to any elliptical density g, in which
case we refer to (2) as a general cost function. The function
ρ is usually chosen so that the corresponding weight function
u = ρ′ is non-negative, continuous and non-increasing. Equa-
tion (3) is then referred to as an M -estimating equation. Some
examples of M - and ML-estimators are given below.
SCM (the Gaussian MLE). In the Gaussian case, ρ(t) = t
and u(t) = ρ′(t) ≡ 1, so eq. (2) becomes
L(Σ) = Tr(RˆΣ−1)− ln |Σ−1|
where Rˆ denotes the SCM. The (well-known) unique min-
imizer (assuming n ≥ p) of this function is the sample
covariance matrix, i.e., Σˆ = Rˆ.
Complex Tyler’s [24] M -estimator is based on the functions
ρ(t) = p ln t and u(t) = ρ′(t) = p
t
.
Note that this ρ-function is not related to any elliptical density
and the optimization problem (2) is now non-convex. Never-
theless, the estimator is actionable: a unique solution (up to
a scale) exists under mild conditions and the global solution
can be computed via simple fixed-point iterations; see [19],
[20], [24]. It should be noted that for Tyler’s M -estimator, the
summations in both (2) and (3) are taken only over zi 6= 0. In
the radar community, Tyler’s M -estimator is often referred to
as a fixed-point estimator, and it is known to admit numerous
ML-interpretations as shown in [4], [8], [9], [18], [25] in the
real and complex cases.
Complex Huber’sM -estimator is based on a weight function
of the form [16]
u(t) =
{
1/b, for t ≤ c2
c2/(tb), for t > c2
where c is a tuning constant defined such that q = Fχ22p(2c
2)
for a chosen q (0 < q ≤ 1), where Fχ22p(·) denotes the c.d.f.
of the chi-squared distribution with 2p degrees of freedom.
The scaling factor b is usually chosen so that the resulting M -
estimator is consistent to the covariance matrix for Gaussian
data, namely b = Fχ2
2(p+1)
(2c2) + c2(1− q)/p. If q → 1, then
Huber’s estimator approaches the SCM, and if q → 0, then
the estimator approaches Tyler’s M -estimator.
III. REGULARIZED M -ESTIMATORS OF SCATTER MATRIX
To stabilize the optimization problem an additive penalty
term α · P(Σ) can be introduced to the cost function (2),
where α ≥ 0 denotes a fixed regularization parameter. A
popular focus in the literature has been to enforce sparsity on
the precision matrix K = Σ−1 by using ℓ1-penalty function
Pℓ1(Σ) = ‖Σ
−1‖1 (4)
SUBMITTED TO IEEE TRANSACTIONS ON SIGNAL PROCESSING 3
as is done in the real-valued case in [7], [29]. The use of the
ℓ1-penalty, though, to help enforce a sparse precision matrix is
dependent on the cost function (2) being convex inΣ−1, which
holds whenever ρ(t) itself is convex. However, robust M -
estimates of scatter typically have decreasing weight functions
u(t) and hence concave ρ-functions.
In this paper, we take a different approach and focus on a
penalty function of the form
P∗(Σ) = ‖Σ−1/2‖2 = Tr(Σ−1).
Notice that
Tr(Σ−1) =
p∑
j=1
1
λj(Σ)
,
where λj(Σ)’s denote the ordered eigenvalues of Σ. Thus the
penalty term restricts 1λj(Σ) from growing without bound; this
is necessary in the ill-conditioned ISS case (n < p). In addition
to the additive penalty term αP(Σ), we impose a weight β
on the cost term
∑n
i=1 ρ(z
H
i Σ
−1zi), and thus our penalized
cost function is of the form
Lα,β(Σ) =
β
n
n∑
i=1
ρ(zHi Σ
−1zi)− ln |Σ
−1|+ αP(Σ), (5)
where β > 0, α ≥ 0 form the pair of (fixed) regularization
parameters. For the case P(Σ) = P∗(Σ) this becomes
L∗α,β(Σ) =
β
n
n∑
i=1
ρ(zHi Σ
−1zi)− ln |Σ
−1|+ αTr(Σ−1) (6)
As will be illustrated below the parameter α can be best
described as ridge (or spherizing) parameter, and the parameter
β can be best described as a robust tuning parameter.
Let Σˆ denote the minimizer of L∗α,β(Σ). The solution Σˆ
naturally depends on (α, β) but these are not made explicit
for notational convenience. It is easy to verify using matrix
differential rules that a critical point of the penalized cost
function (6) is a solution to
Σˆ =
β
n
n∑
i=1
u(zHi Σˆ
−1
zi)ziz
H
i + αI (7)
which is weighted and diagonally loaded form of the classic
M -estimating equation obtained with (α, β) = (0, 1). Express-
ing the regularized M -estimating equation in the form
I =
β
n
n∑
i=1
u(zHi Σˆ
−1
zi)Σˆ
−1
ziz
H
i + αΣˆ
−1
,
and then taking the trace shows that the solution Σˆ must satisfy
αTr(Σˆ
−1
) = p− β ·
{ 1
n
n∑
i=1
ψ(zHi Σˆ
−1
zi)
}
(8)
where ψ(t) = tu(t).
Algorithm. The regularized M -estimating equation (7)
gives rise to the following fixed point algorithm. Given any
initial value Σ0 ∈ H(p), iterate
Σˆk+1 =
β
n
n∑
i=1
u(zHi Σˆ
−1
k zi)ziz
H
i + αI (9)
until convergence. The algorithm converges to a solution of
(7) given any initial value Σˆ0. The proof of convergence is
analogous to the convergent proof for the non-regularized M -
estimators given in [10] and is given in the Appendix. For
convergence of the algorithm we need to assume that ρ(t) is
continuously differentiable and satisfies Condition 1 (stated
below in Section IV) and that the M -estimating equation (7)
has a unique solution Σ̂. Conditions for uniqueness are given
in Theorems 1, 2 and 3.
The interpretation of β as a robust tuning parameter follows
by expressing (7) in the form
Σˆβ =
1
n
n∑
i=1
uβ(z
H
i Σˆ
−1
β zi)ziz
H
i + α˜I,
where Σˆβ = Σˆ/β, uβ(t) = u(t/β) and α˜ = α/β. In
particular, note that if u(t) corresponds to Huber’s weight
function with a tuning constant c, then uβ(t) corresponds to
Huber’s weight function with a tuning constant of c˜ = c β1/2.
A more detailed discussion on tuning weight functions can
be found in [11]. For the two extreme cases c → ∞ and
c→ 0, which correspond to a regularized SCM and Tyler’s M-
estimate respectively, the role of β is more subtle. We consider
these special cases below.
GLC estimator. In the Gaussian case ρ(t) = t, the penalized
cost function (6) simplifies to the form
L∗α,β(Σ) = Tr
{
(βRˆ+ αI)Σ−1
}
− ln |Σ−1|
where Rˆ = 1n
∑n
i=1 ziz
H
i denotes the SCM. The unique
minimizer Σˆ of the function above is easily shown to the
GLC estimator (1), i.e., Σˆ = Rˆα,β . For β = 1, the solution is
the diagonally loaded SCM, Rˆα = Rˆ+αI. The interpretation
of the GLC estimator as a solution to an optimization problem
(6) differs from the motivation for the GLS estimator given in
[6]. Note that the eigenvalues of Rˆα,β are λˆi = βλˆRˆ,i + α,
where λˆ
Rˆ,i, i = 1, . . . , p denote the eigenvalues of Rˆ. Thus α
can be viewed as a ridge parameter as it provides a ridge down
the diagonal and guarantees a non-singular solution. It can be
also described as a spherizing parameter since the larger the
α, the more ”spherical” is the solution (i.e., as α gets larger,
Σˆ is shrinked towards a scaled identity matrix αI ).
Regularized Tyler’s M -estimator uses the weight function
u(t) = p/t and hence corresponds to a solution to
Σˆ =
pβ
n∗
n∑
i=1,zi 6=0
ziz
H
i
zHi Σˆ
−1
zi
+ αI, (10)
where n∗ = #{zi 6= 0; i = 1, . . . , n}. Condition (8) implies
Tr(Σˆ
−1
) = p(1 − β)/α and hence the choice β = 1 is
excluded. If we choose β = 1 − α above, then the estimator
Σˆ satisfies the constraint Tr(Σˆ
−1
) = p. Hereafter, when
using this estimator, we assume without loss of generality that
n∗ = n. This case β = 1 − α has been previously studied in
[21].
IV. UNIQUENESS AND GEODESIC CONVEXITY
In this section, we show under general conditions that there
exists a unique minimizer to the penalized likelihood or cost
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function given by (6). Hereafter, it is assumed that the function
ρ(t) satisfies the following condition.
Condition 1. The function ρ(t) is nondecreasing and con-
tinuous for 0 < x < ∞. Also, r(x) = ρ(ex) is convex in
−∞ < x <∞
Note that if the function ρ(t) in differentiable, then the
above condition holds if and only if the weight function
u(t) ≥ 0 and ψ(t) = tu(t) is nondecreasing. It readily follows
that Huber’s and Tyler’s M -estimators as well as Gaussian
MLE satisfies Condition 1.
The concept of geodesic convexity for functions of PDH
matrices plays a key role in our proof of uniqueness. This
concept has been previously utilized in [27], [30] in studying
the uniqueness of the non-regularized M -estimates of scatter
and in [28] in the case of regularized Tyler’s cost function.
A review of geodesic convexity for positive definite matrices
can be found in the aforementioned papers as well as in [23],
wherein further references can be found. We briefly review
here some important results.
Rather than treating the class H(p) as a convex cone in Cp
and using notions from complex Euclidean geometry, one can
treat H(p) as a differentiable Riemannian manifold with the
geodesic path from Σ0 ∈ H(p) to Σ1 ∈ H(p) being
Σt = Σ
1/2
0
(
Σ
−1/2
0 Σ1Σ
−1/2
0
)t
Σ
1/2
0 for t ∈ [0, 1]. (11)
Note that Σt ∈ H(p) for 0 ≤ t ≤ 1 and consequently H(p) is
said to form a geodesically convex set. A function h : H(p)→
R is then a geodesically convex function if
h(Σt) ≤ (1 − t) h(Σ0) + t h(Σ1) for t ∈ (0, 1). (12)
If the inequality is strict, then h is said to be geodesically
strictly convex. In the p = 1 dimensional real setting, geodesic
convexity/strict convexity is equivalent to the function h(ex)
being convex/strictly convex in x ∈ R. Thus, Condition 1
presumes ρ(t) to be geodesically convex.
The concept of geodesic convexity enjoys properties similar
to those of convexity in complex Euclidean space. In par-
ticular, if h is geodesically convex on H(p) than any local
minimum is a global minimum. Furthermore, if a minimum
is obtained in H(p) then the set of all minimums form a
geodesically convex subset of H(p). If h is geodesically
strictly convex and a minimum is obtained in H(p), then it
is a unique minimum.
The following key result is given in [30] for real positive
definite symmetric matrices, although it also holds for H(p).
We omit the proof for the complex case since it is analogous
to the proof for the real case given in [30].
Lemma 1. If ρ(t) satisfies Condition 1, then the cost function
L(Σ) in (2) is geodesically convex in Σ ∈ H(p). In addition,
if r(x) is strictly convex and span{z1, . . . , zn} = Cp, then
L(Σ) is geodesically strictly convex in Σ ∈ H(p).
Recall that when using the notion of convexity in com-
plex Euclidean space the cost function L(Σ) is convex in
Σ−1 ∈ H(p), but not in Σ ∈ H(p), whenever ρ(t) is
a convex function. This includes the well studied Gaussian
case ρ(t) = t. As shown below, geodesic convexity has the
interesting property that if L(Σ) being geodesically convex in
Σ ∈ H(p) the it is also geodesically convex in Σ−1 ∈ H(p).
From lemma 1, we readily obtain the following corollary,
which follows since the sum of two geodesically convex
functions is easily seen to be geodesically convex, and the sum
of a geodesically convex function and a geodesically strictly
convex function is geodesically strictly convex.
Corollary 1. For ρ(t) satisfying Condition 1, if P(Σ) is
geodesically convex/strictly convex in Σ ∈ H(p), then the
penalized cost function Lα,β(Σ) in (5) is geodesically con-
vex/strictly convex in Σ ∈ H(p) respectively.
As Lemma 2 below shows, Corollary 1 applies to the
penalty function of interest here, i.e., to P∗(Σ) = Tr(Σ−1).
Before proceeding, some further results and notations are
reviewed. For Hermitian matrices A and B of the same
order, the partial ordering A ≤ B or A < B holds if and
only if B − A is positive semi-definite or positive definite,
respectively. The matrix Σ1/2 can be viewed as the geometric
mean of Σ0 and Σ1 [23], and as in the case of positive real
numbers, it is known to be less than the arithmetic mean in
the following sense,
Σ1/2 ≤ (Σ0 +Σ1)/2, (13)
with equality holding if and only if Σ0 = Σ1. It readily
follows from its definition (11) that for K = Σ−1
Kt = K
1/2
0
(
K
−1/2
0 K1K
−1/2
0
)t
K
1/2
0 = Σ
−1
t , (14)
and consequently (13) also holds to Σ−1. Equation (14)
together with the definition of geodesic convexity shows that
geodesic convexity in Σ implies geodesic convexity in Σ−1.
Taking the trace on both side of (13) when applied to Σ−1
then gives
Tr(Σ−11/2) <
{
Tr(Σ−10 ) + Tr(Σ
−1
1 )
}
/2,
for Σ0 6= Σ1. That is, Tr(Σ−1) is midpoint geodesically
strictly convex in Σ. As with convex functions, midpoint
geodesic strict convexity along with Tr(Σ−1) being contin-
uous in Σ ∈ H(p) is sufficient to imply geodesically strict
convexity and hence we obtain our desired result.
Lemma 2. The penalty term P∗(Σ) = Tr(Σ−1) is geodesi-
cally strictly convex in Σ ∈ H(p).
Another interesting geodesically convex penalty function
was proposed by Wiesel [28, Proposition 3]. Wiesel’s penalty
has a specific property of being scale invariant. To this point,
it has been shown that under the stated conditions on ρ, the
regularized loss function (6) is geodesically strictly convex. To
show that it has a unique minimum in H(p), and consequently
to show the regularized M -estimating equation (7) admits a
unique solution, it only needs to be shown that the minimum
of (6) occurs in the interior of H(p). The following lemma
shows that this holds and consequently implies the subsequent
theorem.
Lemma 3. If ρ(t) is bounded below, then L∗α,β(Σ)→ ∞ as
Σ→ ∂H(p), i.e. the boundary of H(p).
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Proof: Since ρ(t) is bounded below, it only needs to be
shown that if Σ→ ∂H(p) then
− ln |Σ−1|+ αTr(Σ−1) =
p∑
j=1
(
α
λj(Σ)
+ lnλj(Σ)
)
→∞.
However, Σ → ∂H(p) if and only if λ1(Σ) → ∞ and/or
λp(Σ) → 0. In either case, α/λ + lnλ → ∞ and so the
lemma is established.
Theorem 1. If ρ(t) is bounded below and satisfies Condi-
tion 1, then the penalized cost function (6) has a unique mini-
mum in H(p). Furthermore, if ρ(t) is also differentiable, then
the minimum corresponds to the unique solution Σˆ ∈ H(p) to
the regularized M -estimating equation (7).
It is important to note that the existence and uniqueness
of the regularized M -estimates do not require any conditions
to be placed on the sample z1, . . . , zn for any n ≥ 1. In
particular, they exist and are unique for sparse samples, i.e.
when p < n. This is in constrast to the non-regularized M -
estimates which requires a bound on the proportion of the data
that can lie in any subspace [11].
V. REGULARIZED TYLER’S M-ESTIMATOR
An important case for which Lemma 3 and Theorem 1
do not hold is the regularized Tyler’s M -estimator since in
this case ρ(t) = p ln t is not bounded below. Hence this case
requires special treatment.
Theorem 2. For ρ(t) = p ln t, α > 0 and 0 ≤ β < 1/p, the
penalized cost function L∗α,β(Σ) in (6) has a unique minimum
in H(p), with the minimum being obtained at the unique
solution Σˆ ∈ H(p) to (10).
Proof: Since zHi Σ−1zi ≥ zHi zi/λ1(Σ), it follows that
L∗α,β(Σ) ≥ C − pβ lnλ1(Σ) +
p∑
j=1
(
α
λj(Σ)
+ lnλj(Σ)
)
,
where C = pβn
∑n
i=1 ln(z
H
i zi) does not depend on Σ. Again,
the lemma follows since for any c > 0, α/λ+ c lnλ→∞ as
λ→ 0 or as λ→∞.
Theorem 2 does not require any condition on the sample.
However, to extend this result to 1/p ≤ β ≤ 1, the following
Condition A is sufficient and the following Condition B is
necessary. These conditions holds for n/p > β whenever the
sample is in “general position”, which occurs with probability
one when sampling from a continuous complex multivariate
distribution. Note that the sufficient Condition A and the nec-
essary Condition B only differ when equality in the conditions
is possible.
Condition A. For any subspace V of Cp, 1 ≤ dim(V) < p,
the inequality #{zi∈V}n <
dim(V)
pβ holds.
Condition B. For any subspace V of Cp, 1 ≤ dim(V) < p,
the inequality #{zi∈V}n ≤
dim(V)
pβ holds.
We then have the following general result, the proof of
which can be found in the Appendix.
Theorem 3. Suppose ρ(t) = p ln t, α > 0 and 0 ≤ β < 1.
a) If condition A holds, then (6) has a unique minimum in
H(p), with the minimum being obtained at the unique
solution Σˆ ∈ H(p) to (10).
b) If condition B does not hold, then (6) does not have a
minimum in H(p), and (10) has no solution in H(p).
Note that if Σˆ
∗
is a solution to (10) when using the
shrinkage parameters (α, 1 − α), i.e., the regularized Tyler’s
M -estimator with Tr(Σˆ
−1
) = p, then the solution to (10)
when using (α, β) is just a scaled multiple of Σˆ∗, namely
Σˆ = [β/(1− α)] · Σˆ
∗
. (15)
So, when the main interest is on estimation of the covariance
matrix or scatter matrix parameter up to a scale, as is the
case in most applications, one can consider without loss of
generality (w.l.o.g.) the regularized Tyler’s M -estimator with
β = 1 − α. This existence and uniqueness of the regularized
Tyler’s M -estimator for this case, i.e., when β = 1 − α, has
also been established in [21], but only under the condition that
the data are in general position and hence Conditions A and
B are automatically satisfied for such samples.
A related regularized M -Tyler’s estimator is given in [3] as
the limit of the algorithm
Σk+1 ← (1− α)
p
n
n∑
i=1
ziz
H
i
zHi V
−1
k zi
+ αI
Vk+1 ← pΣk+1/Tr(Σk+1),
where α ∈ (0, 1) is a fixed regularization parameter. This
algorithm represents a diagonally loaded (DL) version of the
fixed-point algorithm given for Tyler’s M -estimator. It was
shown in [3] that the recursive algorithm above converges to
a unique solution, referred to as CWH estimator, regardless of
the initialization. Here, convergence means convergence in Vk
and not necessarily in Σk. It is not clear whether this estimator
can be derived as a solution to a penalized cost function.
A. Estimation of the regularization parameter
Let us define a scale measure of Σ ∈ Hp as
τ(Σ) = p/Tr(Σ−1) (16)
and V = Σ/τ(Σ) as the respective shape matrix (thus
verifying Tr(V−1) = p). Note that the regularized Tyler’s
M -estimator Σˆ using β = 1 − α can be considered as an
estimator of shape matrix V as it verifies Tr(Σˆ
−1
) = p). We
now focus on this particular estimator and derive an oracle
estimator of the shrinkage parameter α using a MSE criterion
for similarity in shape. We wish to emphasize that due to
property (15), a regularized Tyler’s M -estimator for general
choice of β value (but fixed α) is estimating the same shape
matrix as the obtained solutions will be proportional to each
other. Thus in problems where an estimate of the scatter matrix
(or covariance matrix) is only required up to a scale, one can
rather see it as a problem for estimating the shape matrix.
Since Σˆ estimator in question is an estimator of shape
matrix V, one could aim at selecting α such that Σˆ (or
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rather its approximation (17) for known V) is as close as
possible to V in the mean squared sense, i.e., E[‖Σα−V‖2].
This approach was used when deriving the oracle estimator of
shrinkage parameter α for CWH estimator [3]. Alternatively,
if we let Σ0 denote any matrix proportional to the true scatter
matrix parameter Σ, then we should aim at choosing α such
that Σ−10 Σα is as close as possible to being a scaled copy
of an identity matrix, where Σα is clairvoyant estimator of Σˆ
given Σ0, defined as
Σα = (1 − α)
p
n
n∑
i=1
ziz
H
i
zHi Σ
−1
0 zi
+ αI, (17)
where w.l.o.g. we assume hereafter that n∗ = n. We then seek
an oracle estimator αo as the minimizer of the following MSE
criterion
αo = argmin
α
E
[
‖Σ−10 Σα −
1
pTr(Σ
−1
0 Σα)I‖
2
]
Theorem 4. The oracle estimator α0 when Σ0 verifies
Tr(Σ−10 ) = p is given by
αo =
pTr(Σ0)− 1
pTr(Σ0)− 1 + n(p+ 1){p−1Tr(Σ
−2
0 )− 1}
. (18)
In the real case, the oracle estimator is
αo,R =
p− 2 + pTr(Σ0)
p− 2 + pTr(Σ0) + n(p+ 2){p−1Tr(Σ
−2
0 )− 1}
Since Σ0 is unknown, we estimate αo in (18) by simple
plug-in estimate
αˆo =
pTr(Σˆ)− 1
pTr(Σˆ)− 1 + n(p+ 1){p−1Tr(Σˆ
−2
)− 1}
, (19)
where Σˆ is Tyler’s M -estimator normalized to verify
Tr(Σˆ
−1
) = p in the case that n ≥ p. In the cases that n < p,
one can employ a regularized Tyler’s estimator with β < n/p
and α = 1− β.
VI. NUMERICAL EXAMPLES
A. Simulations study
In our first simulation set-up, the covariance matrix is Σ
is a real-valued correlation matrix (i.e., components zi have
unit variances, real and imaginary parts are uncorrelated) of
Toeplitz form
[Σ]ij = ρ
|i−j|, ρ ∈ (0, 1).
Note that when ρ is close to 0, then Σ is close to an identity
matrix and when ρ tends to 1, Σ tends a singular matrix of
rank 1. To assess the performance of the estimators, we use
the distance measure
D2 ≡ D2(Σ0, Σˆ) = ‖{p/Tr(Σ
−1
0 Σˆ)}Σ
−1
0 Σˆ− I‖
2
which measures the ability of the estimator Σˆ to estimate the
scatter matrix Σ up to its scale. Above Σ0 can be any matrix
Σ0 proportional to Σ since the distance measure verifies
D2(c1Σ, c2Σˆ) = D2(Σ, Σˆ) for c1, c2 > 0 and D2 = 0
if Σ0 ∝ Σˆ. Hence, without any loss of generality, we can
set Σ0 = Σ. In this simulation we consider the regularized
Tyler’s M -estimator with β = 1− α and the CWH estimator.
Note that β = 1 − α can be selected due to the property
(15). We also compare the results with the (non-regularized)
Tyler’s M -estimator. The samples z1, . . . , zn are generated
from CNp(0,Σ), where the dimension of the data is p = 12
and the number n of samples is n = 24 and n = 48. Note that
the simulation results would be the same if we sampled from
any centered CES distribution, including compound Gaussian
distributions, since the distribution of zi/‖zi‖ is the same for
any CES distribution.
Figure 1 depicts the graphs of D2 averaged of 1000 MC-
trials as a function of shrinkage parameter α for CWH estima-
tor, regularized Tyler’s M -estimator (referred to as RegTYL)
and Tyler’s M -estimator of scatter (referred to as TYL in the
figure caption) in the cases that ρ = 0.01, 0.5, 0.8 and the
sample size is n = 24. Figure 1 gives the results for sample
length n = 48. In both figures, the solid vertical line depicts
the value of the oracle estimator αo for the regularized Tyler’s
M -estimator given by Theorem 4 and the dotted vertical
line depicts the value of the oracle estimator αCWHo of CWH
estimator given by [3, Theorem 3].
The simulation results indicate the following. First, the
regularized Tyler’s M -estimator (RegTYL) can be viewed as
a generalization of Tyler’s M -estimator since as α → 0 its
performance tends to the performance of Tyler’s M -estimator.
This fact was also illustrated in [21]. For α ≈ 0, the
performance of the CWH estimator can still be quite different
from that of Tyler’s M -estimator. Second, the shape distance
curves are very different for RegTYL and CWH estimators for
the cases ρ = 0.5 and ρ = 0.8. Only for the case ρ = 0.05 (i.e.,
whenΣ is close to identity matrix) are they similar. In general,
though, the value of α play a different role in RegTYL and
CWH, and so comparing the two estimators for the same α is
not particularly meaningful. Third, of primary interest is the
performance of the oracle estimators for RegTYL, obtained
at αo, and the performance of the CWH oracle estimator,
obtained at say αCWH0 . The figures illustrate that these two
shrinkage generalizations of Tyler’s scatter matrix provide
fairly different estimators of scatter matrix, and that RegTYL
oracle estimator outperforms the CWH oracle estimator (when
D2 is used as a criterion). In all cases, the shrinkage estimators
(RegTYL and CHW) outperform the (non-regularized) Tyler’s
M -estimator (TYL). For the case ρ = 0.05 (i.e., Σ is being
close to an identity matrix), both of the oracle estimators are
close to being one (i.e., α0 ≈ 1 and αCWH0 ≈ 1) as expected, i.e.,
both estimators are being shrinked towards a scaled identity
matrix.
B. Radar detection using normalized matched filter
We address the problem of detecting a known complex
signal vector (target response) p in received data z = γp+ c,
where c represents the unobserved complex noise (clutter) r.v.
and γ ∈ C is a signal parameter modeled as an unknown
deterministic parameter or as a random variable depending
on the application at hand. Both the signal vector, the noise
and the received data are p-variate. In radar applications, for
example, γ is a complex unknown parameter accounting for
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Fig. 1. Distance D2 of Tyler’s M -estimator (TYL), regularized Tyler’s M -
estimator (RegTYL) and CWH estimator as a function of the shrinkage param-
eter α. Results for different correlation matrix Σ given by ρ = 0.05, 0.5, 0.8
are given from top to bottom. The dimension was p = 12, sample length
was n = 24 and the results are averages of 1000 MC trials. The solid (resp.
dotted) vertical line gives the oracle estimator α0 of RegTYL estimator in
Theorem 4 (resp. of CWH estimator in [3, Theorem 3]).
both channel propagation effect and target backscattering and
p is the transmitted known radar pulse vector. The signal-
absent vs. signal-present problem can then be expressed as
H0 : |γ| = 0 vs. H1 : |γ| > 0. (20)
We assume that c follows a centered CES distribution with a
positive definite hermitian (PDH) scatter matrix parameter Σ.
For this problem, we consider the normalized matched filter
(NMF) detector
Λ ≡ Λ(z;p,Σ) =
|pHΣ−1z|2
(zHΣ−1z)(pHΣ−1p)
H1
≷
H0
λ (21)
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Fig. 2. Distance D2 for shrinkage estimators RegTYL and CWH as a
function of the shrinkage parameter α. Set-up is as in Figure 1, but the sample
size is twice larger n = 48.
which is also referred to as constant false alarm rate (CFAR)
matched subspace detector (MSD) [22], or LQ-GLRT [8],
etc. It is well known that the distribution of Λ under H0
is Beta(1, p − 1), i.e., it is distribution-free under the class
of CES distributions [13], [18]. This fact is of great practi-
cal importance because the detector is CFAR under various
commonly used clutter models (including the K-distribution,
t-distribution, inverse Gaussian distribution which all belong
to the class of CES distributions). Thus, to obtain a probability
of false alarm (PFA) equal to a desired level PFA (e.g.,
PFA = 0.01), the rejection threshold λ can be set as the
(1− PFA)th quantile of the Beta(1, p− 1) distribution
PFA = Pr(Λ > λ|H0) = (1− λ)
p−1 (22)
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or λ = 1− PFA
1/(p−1); see e.g. [18].
However, in practice Σ is unknown and an adaptive NMF
detector Λˆ is obtained by replacing Σ by its estimate Σˆ
as in [4], [8], [12], [13]. Note that the detector requires Σ
only up to a scale since Λ = Λ(z;p, cΣ) for all c > 0
and thus an estimate of the scatter matrix Σ is required up
to a scale. Tyler’s M -estimator, often called as fixed point
estimator (FPE) in radar community, has become a popular
method to estimate the unknown scatter matrix Σ. In radar
applications Σˆ is computed from signal free (clutter only), but
the sample size n is rarely large compared to the dimension
p (LSS/ISS cases). The adaptive NMF detector Λˆ based on
the sample covariance matrix or any M -estimator of scatter
does not retain the CFAR property since an M -estimator Σˆ
(although consistent) can be a highly inaccurate estimator
in LSS/ISS cases. Naturally, the probability of detection is
severely affected as well. We now illustrate by simulations
that the regularized Tyler’s M -estimators with estimated αˆo
is able to provide the same CFAR property and probability
of detection (PD) as the theoretical NMF that is based on the
true scatter matrix Σ.
In our first simulation setting, we investigate how well the
adaptive detector Λˆ based on estimated Σ is able to main
the preset PFA in (22). For each MC trial, the simulated data
consist of received data z (used as input to NMF detector)
and the secondary data z1, . . . , zn (used as input to estimate
Σˆ). The data sets are generated as i.i.d. random samples from
p = 8 variate K-distribution CKp,ν(0,Σ) with ν = 4.5. For
10000 trials we calculated the empirical PFA (the proportion
of incorrect rejections) for a fixed threshold λ when the true
scatter matrix Σ was generated randomly for each trial data
set as follows. We generated a random complex orthogonal
p× p matrix P and a diagonal matrix D = diag(d1, . . . , dp),
where di’s were generated independently from Unif(0, 1)
distribution. Then the scatter matrix Σ was generated using
the SVD as Σ = PDPH. It should be noted that the detector
is invariant to the scale of Σ, so the scale of Unif(0, b)
distribution of eigenvalues di can be chosen to be (0, 1)
without any loss of generality. In our simulation we compare
the following estimators of Σ:
• TYL, referring to Tyler’s M -estimator Σˆ.
• GLC, referring to Rˆα,β in (1), where the parameters α
and β are estimated as proposed in [6, cf. Eq.’s (32) and
(33)].
• RegTYL, referring to regularized Tyler’s M -estimator of
scatter with parameters β = 1−αˆo and α = αˆo, αˆo given
by (19).
• CWH estimator using the plug-in oracle estimator αˆCWHo
as proposed in [3, cf. Eq.’s (13) and (14)].
Note that the shape parameter ν = 4.5 is large so that
the K-distribution is close to being Gaussian. Namely, when
ν descends towards zero, the K-distributions gets heavier
tailed. Since the K-distribution in question is not heavy-
tailed in nature, GLC estimator is expected to produce reliable
estimates. This would not be the case for ν closer to 0. Figure 3
depicts empirical PFA curves of adaptive detectors. Note that
the solid curve (n = ∞) corresponds to the theoretical PFA
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0.32 0.36 0.4 0.44 0.48
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
P
F
A
Detect ion threshold (λ )
 
 
n = ∞
n = 8
n = 16
n = 32
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(d) CWH estimator using αˆCWHo
Fig. 3. Empirical PFA for adaptive detector employing different scatter
matrix estimators under K-distributed clutter with ν = 4.5 and different
sample lengths n of the secondary data. The dimension m = 8 and the
clutter covariance matrix Σ was generated randomly for each 10000 trials.
curve in (22) for NMF Λ with known Σ. As can be seen in
Figure 3(a), when the detector is based on Tyler’s M -estimator
and the sample length is small n = 8, 16, 32, there exists
a remarkably huge gap between the observed PFA and the
desired (theoretical) PFA especially when the desired PFA is
relative large (e.g., PFA = 0.05). The performance of shrink-
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age estimators, GLC, RegTYL and CWH, depicted in Fig-
ures 3(b)–(d) illustrate their superior performance compared
to (non-regularized) Tyler’s M -estimator. RegTYL estimator
has clearly the best performance here: it is able to maintain
the empirical PFA very close to the theoretical (desired) PFA
for all sample lengths n = 8, 16, 32 considered. As can be
seen, CWH estimator has second best performance but it is
severely overestimating the true PFA when n = 8 and slightly
underestimating for n = 32. GLC estimator on other hand has
good performance only for the largest sample length n = 32
in which case there is a good match between the theoretical
PFA and empirical PFA curves. Finally, it is important to recall
again that the same graphs would be obtained (on the average)
for the TYL, RegTYL and CWH estimators if the simulation
samples are drawn from any other CES distribution due to
distribution-free property of these estimators. This is not true,
though, for the GLC estimator whose performance depends
on the underlying CES distribution. Due to its inefficiency at
longer tailed non-Gaussian distributions and vulnerability to
outliers, the GLC estimator can not be recommended in radar
applications since the clutter is often heavy-tailed (spiky) in
nature. If the shape parameter νof the K-distribution is close to
zero, then the performance of GLC estimator degrades severely
whereas the performance of RegTYL and CWH estimators
remain unaffected.
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Fig. 4. Observed PD as a function of the SCR σ2
|γ|
/σ2 of the adaptive
detector based on regularized Tyler’s M -estimator computed from n = 16
secondary (signal free) data The clutter follows CKp,ν(0,Σ) distribution
with ν = 4.5 and Σ = σ2I. The dimension is p = 8, the pulse has norm
‖p‖2 = p, signal amplitude |γ| ∼ Rayl(σ|γ|) and observed PD is averaged
of 5000 MC trials. The detection threshold λ of the adaptive detector was set
to give theoretical PFA 1%.
In the second simulation study, we inspect the PD of
the adaptive NMF detector. We only include the RegTYL
estimator in this study since it had the best performance among
the all considered estimators. Let us now assume (as in the
Swerling-I target model) that under H1 the signal amplitude
|γ| has a Rayleigh distribution with scale σ|γ|. Then for each
MC-trial, the data set consists of received data z generated
from H1 (and used as input to adaptive detector) and a
sample of secondary data z1, . . . , zn from H0 (and used to
estimate Σ required by the adaptive detector). The scatter
matrix parameter of the clutter is Σ = σ2I, ‖p‖2 = p and
the threshold λ is set to give PFA = 0.01. As can be noted
from Figure 3(c), this threshold value also accurately reflects
the observed (empirical) PFA of the adaptive detector. The
theoretical PD curve of NMF statistics Λ (based on trueΣ) can
be calculated numerically as a simple 1-dimensional integral
[18, Eq. (11)] for each fixed signal to clutter (SCR) ratio
σ2|γ|/σ
2 (dB). Figure 4 plots the theoretical PD curve as a
function of the SCR and the observed PD (the proportion of
correct rejections) over 5000 simulated independent MC trials
(for each fixed SCR = −20,−19, . . . , 19, 20 (dB)). As can be
seen the adaptive NMF detector based on RegTYL estimator
is able to maintain accurately the true PD of the (theoretical)
NMF detector. Results for sample length n = 16 of the (signal-
free) secondary data is n = 16 in our simulations.
VII. CONCLUSIONS
A general class of regularized M -estimators was proposed
that constitute a natural generalization of M -estimators of
scatter matrix by Maronna [14] but are suitable also in small
n and large p problems. The considered class was defined
as a solution to a penalized M -estimation cost function that
depend on a pair (α, β) of regularization parameters. General
conditions for uniqueness of the solution were established
using the concept of geodesic convexity. For the regularized
Tyler’s M -estimator, necessary and sufficient conditions for
uniqueness of the penalized Tyler’s cost function were estab-
lished separately and a closed form (data dependent) choice
for the regularization parameter was derived using the mean-
squared error between shape matrices. An iterative algorithm
that was shown to converge to the solution of the regularized
M -estimating equation under general conditions was provided.
Simulations studies and a radar detection example illustrated
the usefullness of the proposed methods.
APPENDIX
PROOF OF THEOREM 3
Proof: a) Express Γ = Σ−1 = γM with Tr(M) = 1,
and so L∗α,β(Σ) = L1(γ) + L2(M), where
L1(γ) = p(β − 1) ln(γ) + αγ
L2(M) =
pβ
n
{
n∑
i=1
ln(zHi Mzi)
}
− ln |M|.
Now if Σ → ∂H(p) then either γ → 0, γ → ∞, or M →
∂H(p). If γ goes to zero or infinity, it readily follows that
L1(γ)→∞ since for any c > 0, αγ − c ln γ →∞ as γ → 0
or as γ →∞.
So, we only need to consider what happens to L2(M)
as M → ∂H(p). Since the set of positive semi-definite
Hermitian matrices with trace one is compact, it is sufficient
to consider a sequence Mk → M, where M is a singular
positive semi-definite Hermitian matrix with trace one. Hence
1 < rank(M) < p. Let λ1(M) ≥ · · · ≥ λp(M) denote the
eigenvalue of M. Since eigenvalues are continuous functions,
λj(Mk) → λj(M). The spectral value decomposition gives
Mk =
∑p
j=1 λj(Mk)θk,jθ
H
k,j , whereMkθk,j = λj(Mk)θk,j
with θHk,jθk,m = δj,m. By compactness, it can be assumed
without loss of generality that θk,j → θj , j = 1, . . . , p,
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with θHj θm = δj,m. For j = 1, . . . , p, let Sj denote the
subspace of Cp spanned by {θj , . . . , θp}, Sp+1 = {0} and
Dj = Sj\Sj+1 = {z ∈ Cp | z ∈ Sj , z /∈ Sj+1}. Also, let
nj = #{zi ∈ Dj} and Nj = #{zi ∈ Sj}.
For nj ≥ 1 and zi ∈ Dj , zHi Mkzi ≥ λj(Mk)|θ
H
k,jzi|
2 ≥
λj(Mk)ck,j , where
ck,j = min{|θ
H
k,jzi|
2;zi ∈ Dj}
→ cj = min{|θ
H
j zi|
2; zi ∈ Dj} > 0.
For nj = 0, let ck,j = cj = 1. Hence,
L2(Mk) ≥
pβ
n
p∑
j=1
nj ln(ck,j)
+
p∑
j=1
(
pβnj
n
− 1
)
ln{λj(Mk)}.
The first term on the right converges to pβn
∑p
j=1 nj ln(cj) >
−∞ and for j ≤ r = rank(M), 0 < λj(M) < 1. So, to
complete the proof of part (a), it only needs to be shown that
L3(Mk) =
p∑
j=r+1
(
pβnj
n
− 1
)
ln{λj(Mk)} → ∞.
Condition A implies pβNjn < p − j + 1 for j = 2, . . . p.
Also, since nj = Nj − Nj+1 with Np+1 = 0, it follows
that
(
pβnj
n − 1
)
< aj , where aj =
(
p− j − pβNj+1n
)
for
j = 2, . . . , p. Condition A also insures that aj ≤ 0 and so(
pβnj
n − 1
)
is strictly negative. Finally, for j = r + 1, . . . , p,
ln{λj(Mk)} → −∞. Thus, each term in L3(Mk) must goes
to ∞.
b) If condition B does not hold, then there exists a subspace
Vo such that non >
do
pβ , where no = #{zi ∈ Vo} and do =
dim(Vo), with 1 ≤ do < p. Construct the sequence Γk =
Σ−1k ∈ H(p) as follows. Let Γk having eigenvalues 1 and γk,o
with multiplicities p− do and do respectively, with γk,o → 0.
Also, for every k, let the eigenspace associated with γk,o be
Vo. Part (b) then follows by showing L∗α,β(Σk)→ −∞.
To show this, note that L∗α,β(Σk) = La,k + Lo,k, where
Lo,k =
(
pβno
n
− do
)
ln(γk,o) and
La,k =
pβ
n
 ∑
zi∈Vo
ln(zHi zi) +
∑
zi /∈Vo
ln(zHi Γkzi)
−αTr(Γk).
It readily follows that La,k → La < ∞. Also, Lo,k → −∞
since log(γo,k)→ −∞ and pβnon > do.
PROOF OF CONVERGENCE OF ALGORITHM (9)
Proof: Suppose ρ(t) is continuously differentiable, sat-
isfies Condition 1, and u(t) = ρ′(t) is non-increasing. Also,
assume the M-estimating equation (7) has a unique solution.
Conditions for uniqueness are given in Theorems 1, 2 and 3.
Let Σ̂ be the unique solution to (7), and define Vk =
Σ̂
− 12
Σ̂kΣ̂
− 12
. Algorithm (9) can then be re-expressed as
Vk+1 = G(Vk) ≡
β
n
n∑
i=1
u(yHi V
−1
k yi)yiy
H
i + αΣ̂
−1
,
where yi = Σ̂
− 12
xi for i = 1, . . . , n. From (7), it follows that
G(Ip) = Ip. Note that Vk ∈ H(p), and so let λ1,k ≥ · · · ≥
λp,k > 0 denote the eigenvalues of Vk. The objective is to
show that Vk → Ip as k →∞.
Lemma 4.
(i) λ1,k > 1⇒ λ1,k+1 < λ1,k.(ii) λ1,k ≤ 1⇒ λ1,k+1 ≤ 1.(iii) λp,k < 1⇒ λp,k+1 > λp,k.(iv) λp,k ≥ 1⇒ λ1,k+1 ≥ 1.
Proof: (i) Since u(t) in non-increasing, and ψ(t) =
tu(t) is non-decreasing, it follows that u(yHV−1k y) ≤
u(yHy/λ1,k) = λ1,kψ(y
Hy/λ1,k)/y
Hy ≤ λ1,ku(yHy), and
so
Vk+1 ≤ λ1,k
β
n
n∑
i=1
u(yHi yi)yiy
H
i + αΣ̂
−1
= λ1,kG(Ip) + (1− λ1,k)αΣ̂
−1
.
Thus, Vk+1 < λ1,kG(Ip) = λ1,kIp, and so part (i) follows.
(ii) Since u(t) is non-increasing, u(yHV−1k y) ≤
u(yHy/λ1,k) ≤ u(yHy). Consequently, Vk+1 ≤ G(Ip) = Ip,
and so part (ii) follows.
The proofs for part (iii) and (iv) are analogous.
Lemma 5.
(i) lim supλ1,k ≤ 1.(ii) lim inf λp,k ≥ 1.
Proof: The proof is by contradiction. To show part (i),
presume λ1 ≡ lim supλ1,k > 1. By Lemma 4(ii), this then
implies that λ1,k > 1 for all k. So, by Lemma 4(i), it follows
that λ1,k is a strictly decreasing sequence and hence λ1,k ↓
λ1 > 1.
Next, note that Lemma 4 also implies that the sequences
λ1,k and λp,k are both bounded away from 0 and ∞. Hence,
there exists a convergent subsequence Vk(j) → V ∈ H(p),
with λ1(V) = λ1 > 1. Here, λ1(V) ≥ · · · ≥ λp(V) >
0 denote the eigenvalues of V. Furthermore, by continuity,
Vk(j)+1 → G(V) with λ1{G(V)} = λ1. However, Lemma
4(i) implies λ1 = λ1{G(V)} < λ1(V) = λ1, a contradition.
Hence part (i) holds. The proof to part (ii) is analogous.
By Lemma 5 we have 1 ≤ lim inf λp,k ≤ lim supλ1,k ≤ 1,
which implies limλp,k = limλ1,k = 1. Thus, Vk → Ip.
PROOF OF THEOREM 4
Proof: Denote
C =
p
n
n∑
i=1
ziz
H
i
zHi Σ
−1
0 zi
= Σ
1/2
0
( p
n
n∑
i=1
uiu
H
i
)
Σ
1/2
0 (23)
where ui = Σ−1/20 zi/‖Σ
−1/2
0 zi‖ for i = 1, . . . , n. Hence the
clairvoyant estimator is Σα = (1 − α)C + αI. First we note
that the MSE criterion is
∆(α) = E
[
‖Σ−10 Σα −
1
pTr(Σ
−1
0 Σα)I‖
2
]
= Tr
(
Σ−20 E
[
Σ2α
])
−
1
p
E
[
Tr2(Σ−10 Σα)
]
.
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Then observe that
Tr(Σ−10 Σα) = Tr
(
(1 − α)Σ
−1/2
0
( p
n
n∑
i=1
uiu
H
i
)
Σ
1/2
0 + αΣ
−1
0
)
= p(1− α) + αTr(Σ−10 ) = p
where the 3rd identity follows from the fact that Tr(Σ−10 ) =
p. This result then implies that finding the minimum of
∆(α) is equivalent to finding the minimum of ∆∗(α) =
Tr
(
Σ−20 E
[
Σ2α
])
.
Next we show that a neat closed-form expression for ∆∗(α)
can be obtained by using the following identities:
E[C] = Σ0 (24)
E[C2] =
p{Σ20 +Tr(Σ0)Σ0}
n(p+ 1)
+
(n− 1
n
)
Σ20. (25)
The proofs rely on representation of C in (23) in terms of
i.i.d. r.v.’s ui which possess a uniform distribution on complex
p-sphere and properties of their moments as stated in [17,
Lemma 4]. Derivation is similar to the Proof of Theorem 2 in
[3] and is therefore omitted.
Next note that
E[Σ2α] = E[((1 − α)C+ αI)
2]
= 2α(1− α)E[C] + α2I+ (1 − α)2E[C2]
and hence using (24), (25) and the fact that Tr(Σ−10 ) = p,
gives
∆∗(α) =2α(1− α)p+ α2Tr(Σ−20 )
+ (1− α)2
{
p(p+ pTr(Σ0))
n(p+ 1)
+
(n− 1
n
)
p
}
=α2(Tr(Σ−20 )− p) + (1 − α)
2 p(pTr(Σ0)− 1)
n(p+ 1)
+ C
where a constant C does not depend on α. The minimizer αo
of ∆∗(α) (and hence of ∆(α)) is thus αo = a/(a+ b), where
a (resp. b) denotes the multiplier term of (1− α)2 (resp. α2)
in the expression of ∆∗(α) above. This then gives the stated
result in the complex-valued case.
The proof for the real-case follows similarly, the only
difference being that the idenitity in Eq. (25) in the real case
is
E[C2] =
p
n(p+ 2)
{2Σ20 +Tr(Σ0)Σ0}+
(n− 1
n
)
Σ20.
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