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ABSTRACT. Statistical imputation methods such as the Markov chain Monte Carlo 
(MCMC) simulation technique and the EM algorithm have been popular in recent 
years when a portion of the observations are missing due to experimental constraints 
or the data structure. In this paper, we compare differences in these approaches 
through studying an ecological parameter estimation problem when observational data 
consist of both process error and observation error. Assuming that, with initial 
population size 0N , the logarithm of the population size )(tN at time t approximately 
follows a Wiener process. Also, the exact as well as estimated total population sizes 
from the sampling are available for the first few observations. The MCMC procedure 
and the EM algorithm are applied to estimate the population parameters. An algorithm 
called Markov chain maximization (MCM), which is a hybrid of the MCMC and the 
EM algorithm, is also proposed. The monotonic convergence of the EM algorithm 
failed in this particular setting, and may yield very unstable estimates as a result. The 
MCMC method generally performed well in simulation studies. The MCM algorithm 
was substantially better than the EM algorithm, and performed exceptionally well in 
estimating the process error parameter. But it had similarly poor performance to that 
of the EM algorithm in the observation error estimate. It should be noted for 
ecological studies on population growth, that long periods of observations with errors 
might have an accumulative effect on parameter estimates. 
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