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In this paper, we consider a fractional backward heat conduction problem (FBHCP) in the
two-dimensional spacewhich is associatedwith a deblurring problem. From three different
perspectives, we give all kinds of regularization methods. Based on a general form of
regularization methods, we devise some newmethods. Deblurring experiment shows that
the new regularization methods work well for restoration of images.
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1. Introduction
One of the most classical inverse and ill-posed problems in mathematical physics is to reconstruct the past from
imprecise knowledge of the present. This is usually referred to ill-posed backward determination problem,which is in nature
‘‘unstable’’ because the unknown solution has to be determined from indirect observable data which contain measurement
error. One example is the parabolic equations backward in time. Currently, the two most significant areas of application of
backward parabolic equations are hydrologic inversion and image deblurring. In hydrologic inversion, the aim is to identify
sources of groundwater pollution by reconstructing the contaminant plume history [1,2]. The idea of using the backward
diffusion equation to restore images blurred by Gaussian may be found in an early paper on image processing by Kovasznay
and Joseph [3].
There has been growing interest in recent years in the development of numericalmethods for solving parabolic equations
backward in time. In the context of approximation methods for the problem, many approaches have been investigated. For
examples, [4–7] have approximated the BHCPs by various quasi-reversibility methods. Tautenhahn and Schröter [8] have
established an optimal error estimate for a special BHCP. Seidman [9] has established an optimal filteringmethod for solving
a BHCP. Mera [10] and Jourhmane [11] have used boundary elementmethod based regularization techniques for solving the
BHCPs. In addition, Hào [12] has devised a mollification method. Liu [13] has used a group preserving scheme to solve the
backward heat equation numerically.
We define the Fourier transform of a function h(x, y)with respect to the variables x, y as follows:
hˆ(ξ , η) =

R2
h(x, y) exp(−2π i(ξx+ ηy))dxdy. (1.1)
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Following [14], we consider space invariant point spread functions p(x, y) and formulate the original deblurring problem
as that
R2
p(x− µ, y− ν)f (µ, ν)dµdν = g(x, y)+ n(x, y) = gδ(x, y), (1.2)
where f (x, y) is the desired unblurred image, g(x, y) is the blurred image that would have been recorded in the absence of
noise, and n(x, y) is the random noise, gδ(x, y) is the actual recorded image. The type and intensity of the blurring caused by
p(x, y), together with the magnitude of n(x, y), finally limit the quality of the restoration that can be achieved.
Thus, we can formulate the deblurring problem (1.2) in the frequency domain as
pˆ(ξ , η)fˆ (ξ , η) = gˆδ(ξ , η). (1.3)
For a fixed β with 0 < β ≤ 1 and a constant γ > 0, consider the linear fractional diffusion final value problem in
L2(R2) [15,16],
ut(x, y, t) = −γ (−∆)βu(x, y, t), t > 0, u(x, y, T ) = gδ(x, y), (1.4)
where the fractional differential operator (−∆)β is defined by
(−∆)βu(x, y, t) =

R2
(4π2ξ 2 + 4π2η2)β uˆ(ξ , η, t) exp(2π i(ξx+ ηy))dξdη. (1.5)
Problem (1.4) reduces to the classical case when β = 1. Applying Fourier transformation to (1.4) with respect to x and y, we
obtain
uˆt(ξ , η, t) = −γ (4π2)β(ξ 2 + η2)β uˆ(ξ , η, t) (1.6)
which is a first-order ordinary differential equation, now using final value condition uˆ(ξ , η, T ) = gˆδ(ξ , η) in the frequency
domain, we can easily get the unique Fourier space solution for problem (1.4)
uˆ(ξ , η, t) = exp(γ (T − t)(4π2)β(ξ 2 + η2)β)gˆδ(ξ , η), t > 0. (1.7)
We rewrite (1.7) equivalently in the form of an operator equation
Aˆt uˆ(ξ , η, t) = gˆδ(ξ , η), 0 ≤ t < T , (1.8)
where Aˆt := exp(−γ (T − t)(4π2)β(ξ 2 + η2)β) : L2(R2)→ L2(R2) is a multiplication operator in the frequency domain.
From (1.7), u(x, y, t) can be found by inverse Fourier transformation
u(x, y, t) =

R2
exp(2π i(ξx+ ηy)) exp(γ (T − t)(4π2)β(ξ 2 + η2)β)gˆδ(ξ , η)dξdη. (1.9)
Comparing (1.3) and (1.8), setting pˆ(ξ , η) = exp(−γ (4π2)βT (ξ 2 + η2)β), T > 0, we may identify the blurred image
g(x, y) with the temperature distribution at time t = T in an infinite two-dimensional medium whose initial temperature
distribution is given by the unblurred image u(x, y, 0) = f (x, y). This involves solving the fractional diffusion equation
backwards in time. For a fixed 0 < t < T , we call the solution u(x, y, t) a partial restoration. For the case t = 0, we call the
solution u(x, y, 0) a full restoration.
We give special attention to the point spread function p(x, y)with its Fourier transform (optical transfer function):
pˆ(ξ , η) = exp(−γ T (4π2)β(ξ 2 + η2)β), T > 0. (1.10)
For each fixed T > 0, the above equation is also the Fourier transformation of an isotropic Lévy stable probability density
function with exponent 2β . In physical (x, y) space, such probability densities are bell-shaped functions. β = 1 corresponds
to the Gaussian density, β = 12 corresponds to the Lorentzian density.
Let g(x, y) denotes the exact data, i.e., the noiseless blurred image, and we would actually have noisy data function
gδ(x, y) ∈ L2(R2) (i.e., the actual recorded image), for which
∥gδ(x, y)− g(x, y)∥ ≤ δ, (1.11)
where the constant δ > 0 represents a bound on the measured error, ∥ · ∥ denotes the L2-norm. A priori knowledge about
the true solution is an essential element in the successful computation of ill-posed inverse problems [17,18]. We assume
there exists a constant E > 0, such that the following a priori condition holds
∥u(·, ·, 0)∥ ≤ E. (1.12)
We recall that the solution for problem (1.4) is given by (1.7).
Since e(ξ
2+η2)β (4π2)βγ (T−t)whichwe call it amplified factor of data is unboundedwith respect to variables ξ and η for fixed
0 < t < T and γ > 0, and the exact solution uˆe(ξ , η, t) := e(ξ2+η2)β (4π2)βγ (T−t)gˆ(ξ , η) with respect to ξ and η is assumed
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to be in L2(R2), we can see that, for 0 < t < T the exact data function gˆ(ξ , η)must decay rapidly as ξ, η →∞. However,
we only have the noisy data gδ(ξ , η) ∈ L2(R2). We cannot expect the observed data gδ(ξ , η) have the same decay in the
frequency domain as the exact data gˆ(ξ , η), the solution uˆ(ξ , η, t) = gˆδ(ξ , η)e(ξ2+η2)β (4π2)βγ (T−t) will not, in general, be in
L2(R2) for a fixed 0 < t < T . Hence, if we try to solve problem (1.4) numerically, high frequency components in the error δ
are magnified and can destroy the solution. Therefore regularization methods should be employed to solve the problem.
In this paper, we give a survey on the regularization methods for the deblurring problem. Especially, we use a general
form of the regularization to propose some new regularization methods.
The paper is organized as follows. In Section 2,we give the regularizationmethodswithin the framework of regularization
theory. In Section 3, we give the regularization methods which are different from Section 2. Combining Section 2 with
Section 3, we formulate a general form of regularization methods in Section 4. Based on the general form, we gave some
new regularization methods. In the last section, we investigate the new regularization methods in a deblurring experiment.
2. Methods based on existing theory
Since the problem (1.4) can be formulated as the problem of the operator equation (1.8), we can devise many
regularization methods within the framework of regularization theory [17]. Let us review some known knowledge on
regularization theory.
Consider the linear ill-posed operator equation
Ax = y, (2.1)
where A : X → Y is a linear injective, closed operator between infinite-dimensional Hilbert spaces X and Y with non-closed
range R(A). For problem (2.1), many regularization operators can be written in the form,
Rα := gα(A∗A)A∗ (2.2)
with some function gα satisfying
lim
α→0 gα(λ) =
1
λ
, (2.3)
where the operator function gα(A∗A) is well defined via the spectral representation gα(A∗A) =
 a
0 g(λ)dEλ. Here A
∗A = a
0 λdEλ, {Eλ} denotes the spectral family of the operator A∗A and a is a constant satisfying ∥A∗A∥ ≤ a with a = ∞ if
A∗A is unbounded. In general, the exact solution xĎ ∈ X is required to satisfy a so-called source condition, otherwise the
convergence of the regularization method approximating the problem can be arbitrarily slow.
In this paper, we consider the operator equation with unperturbed data
Aˆt uˆ(ξ , η, t) = gˆ(ξ , η). (2.4)
With the existing general regularization theory, e.g. [17], we can construct various regularization methods by choosing
the function gα(λ).
For the spectral cut-off method, we have
gα(λ) =

1
λ
, λ ≥ α,
0, λ < α.
(2.5)
By (1.8), using this method, we get a regularization solution with noisy data
uˆαδ (ξ , η, t) =

eγ (4π
2)β (ξ2+η2)β (T−t)gˆδ(ξ), e−2γ (4π
2)β (ξ2+η2)β (T−t) ≥ α,
0, e−2γ (4π
2)β (ξ2+η2)β (T−t) < α.
(2.6)
For
gα(λ) = 1
α + λ, (2.7)
we have the classical Tikhonov regularization solution
uˆαδ (ξ , η, t) = (α + e−2γ (4π
2)β (ξ2+η2)β (T−t))−1gˆδ(ξ , η). (2.8)
Considering that Aˆt in (1.8) is a self-adjoint operator, we can get Lavrentiev regularization solution [19]:
uˆαδ (ξ , η, t) = (α + e−γ (4π
2)β (ξ2+η2)β (T−t))−1gˆδ(ξ , η). (2.9)
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From the viewpoint of optimization, we can get a modified version of the classical Tikhonov regularization method. The
Tikhonov regularization method [20] consists of looking for the solution for problem (1.4), and minimizes the quadratic
functional: the method consists of looking for the solution for problem (1.4), and minimizes the quadratic functional:
∥Atu(·, ·, t)− gδ(·, ·)∥2 + α∥u(·, ·, 0)∥2, (2.10)
where At : u → g is the forward operator for problem (1.4), α = δ2/E2 with δ and E given by (1.11) and (1.12),
respectively. Noting (1.7), we have uˆ(ξ , η, 0) = e(ξ2+η2)β (4π2)βγ T gˆδ(ξ , η) and uˆ(ξ , η, t) = e(ξ2+η2)β (4π2)βγ (T−t)gˆδ(ξ , η).
Therefore uˆ(ξ , η, 0) = eγ t(4π2)β (ξ2+η2)β uˆ(ξ , η, t).
By Parseval’s identity and according to (1.8), the variational problem becomes
∥e−γ (T−t)(4π2)β (ξ2+η2)β uˆ(ξ , η, t)− gˆδ(ξ , η)∥2 + α∥eγ t(4π2)β (ξ2+η2)β uˆ(ξ , η, t)∥2. (2.11)
Let uˆδα, tik(ξ , η, t) be the solution of the above problem, then it satisfies the Euler equation
[e−2γ (T−t)(4π2)β (ξ2+η2)β + αe2γ t(4π2)β (ξ2+η2)β ]uˆδα, tik(ξ , η, t) = e−γ (T−t)(4π
2)β (ξ2+η2)β gˆδ(ξ , η). (2.12)
The Tikhonov regularization solutionuδα, tik(ξ , η, t) in the frequency domain can be given by
uˆδα, tik(ξ , η, t) =
eγ (T−t)(4π2)β (ξ2+η2)β
1+ αe2γ T (4π2)β (ξ2+η2)β gˆδ(ξ , η). (2.13)
Similarly, some other methods such as iteration methods [17] can also be given. For examples, we can design the
Landweber iteration method for the present problem (1.4):
uˆδk(ξ , η, t) = uˆδk−1(ξ , η, t)+ ω(gˆδ(ξ , η)− Aˆt uˆδk−1(ξ , η, t)), for k = 1, 2, . . . , ω > 0. (2.14)
The iterative Lavrentiev method can be given by
(Aˆt + α)uˆδk(ξ , η, t) = gˆδ(ξ , η)− αuˆδk−1(ξ , η, t), for k = 1, 2, . . . , α > 0. (2.15)
3. Methods based on modified problems
Applying some idea from the regularization methods for sideways heat equation [12], we can have different regulariza-
tion schemes bymodifying the problem. In this section, wewill see that the proposed regularizationmethods are not within
the framework of regularization theory which is investigated in Section 2.
3.1. Modified equation method
Inspired by [21], by using central difference with step length α to approximate uxx and uyy, we can get a regularized
problem (with noisy data) with β = 1:
ut(x, y, t) = γ

u(x+ α, y, t)− 2u(x, y, t)+ u(x− α, y, t)
α2
+ u(x, y+ α, t)− 2v(x, y, t)+ u(x, y− α, t)
α2

, (x, y) ∈ R2, 0 < t < 1,
u(x, y, T ) = gδ(x, y), (x, y) ∈ R2.
(3.1)
We can easily get a solution in the frequency space for problem (3.1):
uˆαδ (ξ , η, t) = e
γ (T−t)

4 sin2(παξ)
α2
+ 4 sin2(παη)
α2

gˆδ(ξ , η). (3.2)
According to the above formula, we can devise the central difference regularization method for the problem (1.4) which is
given by
uˆαδ (ξ , η, t) = e
γ (T−t)

4 sin2(παξ)
α2
+ 4 sin2(παη)
α2
β
gˆδ(ξ , η). (3.3)
Some other modified equation methods also called quasi-reversibility can be found in [4].
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3.2. Modified boundary method and error analysis
We follow the idea from [6] where they used a quasi-boundary method (or the so-called modified boundary method) for
solving a classical backward heat equation. Consider the problem with noisy data for FBHCP:
(uδ)t(x, y, t) = −γ (−∆)βuδ(x, y, t),
uδ(x, y, T ) = gδ(x, y), x, y ∈ R2. (3.4)
We try to use a quasi-boundary regularization method to solve the problem, i.e.,
(uαδ )t(x, y, t) = −γ (−∆)βuαδ (x, y, t),
uαδ (x, y, T )+ αuαδ (x, y, 0) = gδ(x, y), x, y ∈ R2, (3.5)
where α > 0 is a small parameter.
By the technique of Fourier transform, we get the solution of the problem (3.5) in the frequency domain:
uˆαδ =
e(ξ
2+η2)β (4π2)βγ (T−t)
1+ αe(ξ2+η2)β (4π2)βγ T gˆδ(ξ , η). (3.6)
Lemma 3.1. Let 0 < t < T , then [22]
sup
s>0
est
1+ αesT ≤ α
− tT . (3.7)
For problem (1.4), we can obtain the error estimate between the regularized solution uαδ (x, y, t) and the exact solution
u(x, y, t).
Theorem 3.1. Suppose u(x, y, t) be the solution of the problem with the exact data g(x, y) and uαδ (x, y, t) be the regularization
solution defined by (3.6) with the noisy data gδ(x, y), let (1.11) and the a priori condition (1.12) hold. If α = ( Tt − 1) δE , then for
fixed 0 < t < T we have the error estimate
∥uαδ (·, ·, t)− u(·, ·, t)∥ ≤
T
T − t

T
t
− 1
 t
T
δ
t
T E1−
t
T . (3.8)
Proof. By Parseval’s identity and triangle inequality,
∥uαδ (·, ·, t)− u(·, ·, t)∥ = ∥uˆαδ (·, ·, t)− uˆ(·, ·, t)∥ ≤ ∥uˆα(·, ·, t)− uˆ(·, ·, t)∥ + ∥uˆαδ (·, ·, t)− uˆα(·, ·, t)∥. (3.9)
For the second term on the right-hand side of (3.9), we have
∥uˆαδ (·, ·, t)− uˆα(·, ·, t)∥ =
 e(ξ
2+η2)β (4π2)βγ (T−t)
1+ αe(ξ2+η2)β (4π2)βγ T (gδ −g)
 , (3.10)
and
∥uˆαδ (·, ·, t)− uˆα(·, ·, t)∥ ≤ α−(1−
t
T )δ. (3.11)
For the first term on the right-hand side of (3.9), we have
∥uˆα(·, ·, t)− uˆ(·, ·, t)∥ =
 e(ξ
2+η2)β (4π2)βγ (T−t)
1+ αe(ξ2+η2)β (4π2)βγ T gˆ(ξ , η)− e
(ξ2+η2)β (4π2)βγ (T−t)gˆ(ξ , η)

=
α e(ξ
2+η2)β (4π2)βγ (2T−t)
1+ αe(ξ2+η2)β (4π2)βγ T gˆ(ξ , η)
 . (3.12)
By (1.7),
gˆ(ξ , η) = uˆ(ξ , η, 0)
e(ξ2+η2)β (4π2)βγ T
,
∥uˆα(·, ·, t)− uˆ(·, ·, t)∥ = α
 e(T−t)(ξ
2+η2)β (4π2)βγ
1+ αe(ξ2+η2)β (4π2)βγ T uˆ(ξ , η, 0)

≤ α sup
ξ,η∈R2
e(T−t)(ξ2+η2)β (4π2)βγ
1+ αe(ξ2+η2)β (4π2)βγ T ∥uˆ(·, ·, 0)∥.
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Fig. 1. The plot of H(t).
By the a priori assumption (1.12), we have
∥uˆα(·, ·, t)− uˆ(·, ·, t)∥ ≤ αE sup
ξ,η∈R2
e(T−t)(ξ2+η2)β (4π2)βγ
1+ αe(ξ2+η2)β (4π2)βγ T ; (3.13)
and
∥uˆα(·, ·, t)− uˆ(·, ·, t)∥ ≤ αEα−(1− tT ) = α tT E. (3.14)
According to (3.11) and (3.14), we get
∥uαδ (·, ·, t)− u(·, ·, t)∥ ≤
T
T − t

T
t
− 1
 t
T
δ
t
T E1−
t
T . 
Remark. We need to show that the coefficient TT−t (
T
t − 1)
t
T before δ
t
T E1−
t
T in (3.8) is bounded. For example, if we take
T = 1, the coefficient TT−t ( Tt − 1)
t
T becomes H(t) := 11−t ( 1t − 1)t . The plot of H(t) is shown as Fig. 1.
4. Methods based on self-designed filter
Through observation, we could conclude a general form of regularization methods given by
uˆαδ (ξ , η, t) = F(α, ξ, η, β, γ , T , t)gˆδ(ξ , η), with fixed parameters β, γ , T , t. (4.1)
The function F(α, ξ, η, β, γ , T , t) has the following two properties:
(1) For fixed ξ, η, F(α, ξ, η, β, γ , T , t) approaches to e(ξ
2+η2)β (4π2)βγ (T−t) as α → 0;
(2) For fixed α, F(α, ξ, η, β, γ , T , t) is uniformly bounded with respect to ξ, η.
Obviously, the property (1) guarantees the convergence of the approximate solutions, the property (2) guarantees the
stability of the approximate solutions. On the other hand, one can conclude a general form of regularization methods
considered by [23]
uˆαδ (ξ , η, t) = G(α, ξ, η, β, γ , T , t)e(ξ
2+η2)β (4π2)βγ (T−t)gˆδ(ξ , η), with fixed parameters β, γ , T , t. (4.2)
The function G(α, ξ, η, β, γ , T , t) has the following two properties:
(1)′ For fixed ξ, η,G(α, ξ, η, β, γ , T , t) approaches to 1 as α → 0;
(2)′ For fixed α, G(α, ξ, η, β, γ , T , t) is uniformly bounded with respect to ξ, η.
Obviously, according to (3.3), the function F(α, ξ, η, β, γ , T , t) in (4.1) has the form
F(α, ξ, η, β, γ , T , t) := eγ (T−t)

4 sin2(παξ)
α2
+ 4 sin2(παη)
α2
β
.
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Fig. 2. (Left) the original image f (x, y); (right) the blurred image g(x, y).
But the method (4.2) exclude (3.3). Based on the aforementioned idea, we can give a self-designed regularization method
uˆαδ (ξ , η, t) =
e(ξ
2+η2)β (4π2)βγ (T−t)
[1+ αe(ξ2+η2)β (4π2)βγ nT ]s gˆδ(ξ , η), with 1 ≤ n ≤ 2, 0 < s ≤ 1. (4.3)
Obviously, for s = 1, n = 1, it is the modified boundary method. For s = 1, n = 2, it is the Tikhonov method. For
0 < s < 1, n = 2, it is the fractional Tikhonov method [24]. For example, we can also give a regularization as follows:
uˆαδ (ξ , η, t) =

1− α
α2 + e−(ξ2+η2)β (4π2)βγ (T−t)

e(ξ
2+η2)β (4π2)βγ (T−t)gˆδ(ξ , η). (4.4)
5. A deblurring experiment
In this section, we describe an experiment to illustrate the ability of the regularization methods to restore the image in
the deblurring process.We aremore interested in the newmethod (4.3). Numerical implementation is completed byMatlab
in IEEE double precision with unit round-off 1.1 · 10−16. Although in practice the exact knowledge on the a priori bound is
seldom available. Fix s = 1, we use (4.3) to restore the image for three cases.
(1) For n = 1, (4.3) is the quasi-boundary method (QB).
(2) For n = 1.5, (4.3) is the revised quasi-boundary method (RQB).
(3) For n = 2, (4.3) is the Tikhonov method (TK).
Nowwe describe the numerical experiment. The original image ‘‘cameraman.tif’’ f (x, y) consists of a 256×256 array. The
original image f (x, y) was artificially blurred by convolution with a point spread function p(x, y) whose Fourier transform
is given by (1.10) with T = 1, γ = 0.03, β = 0.50. Blurring was accomplished in the Fourier domain by using two-
dimensional FFT algorithms. The result of blurring is denoted by g(x, y) which corresponds to the blurred noiseless image
in (1.2). Both f (x, y) and g(x, y) are shown in Fig. 2.
Define the discrete L2 norm of f (x, y) by
∥f ∥ =

256−2
256
j,k=1
f (xj, yk)2
 1
2
. (5.1)
We find ∥f ∥ = E = 134.1.
The random noise n(x, y) in (1.2) is added to g(x, y) by setting
n(xj, tk) = σ rjk max{g(xj, yk)},
where σ denotes the noise level and rjk is a random number drawn from a uniform distribution in the range [−1, 1]. The
blurred and noisy image gδ(x, y) = g(x, y) + n(x, y) is input into the deblurring algorithms. In numerical experiment, we
fixedσ = 0.001, corresponding to 0.1% noise,we find ∥n∥ = δ = 0.1.Weuse the full reconstruction at t = 0 to approximate
the original image f (x, y), as shown in Fig. 3. For the sake of fairness, in the numerical tests, the regularization parameters
α is taken as α = 7.2 ∗ 10−4 in three methods.
The error behavior of these three deblurring methods are summarized in Table 1.
The quasi-boundary reconstruction image is affected globally by graininess that tends to obscure fine details. Such
graininess results from noise contamination in the deblurring process. From Fig. 3, we conclude that the proposed quasi-
boundary methods are effective. As shown in Table 1, we see that the revised quasi-boundary method is the best among
these three methods.
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Fig. 3. Full restoration. (Left) quasi-boundary method; (middle): revised quasi-boundary method; (right) Tikhonov method.
Table 1
Error behavior of regularization methods.
Method L2 error
QB regularization 0.49
RQB regularization 0.15
TK 0.16
6. Concluding remarks
In this paper, for a deblurring problem, firstwe gave some regularizationmethodswithin the framework of regularization
theory. Second, we devised some regularization methods which are not within the framework of regularization theory.
Based on the proposed methods, we formulated a general form of regularization methods. According to the general form
of regularization methods, we devised some new regularization methods. Especially, some quasi-boundary regularization
methods are provided for solving the deblurring problem. For the quasi-boundary regularization methods, we proved the
error estimates with optimal order. Numerical tests discover that the quasi-boundary methods have good approximation.
The numerical example shows that the newly proposed methods are better than the classical Tikhonov method if the noise
is relatively small. It is well-known that the classical Tikhonov method is robust and effective. Why did the newly proposed
methods have better approximations than the Tikhonov method? We need some theoretical interpretation. This work will
be done in the future.
Although in practical problems, the deblurring problem involves blind deconvolution which seeks to deblur an image
without knowing the cause of the blur. So far, most methods to blind deconvolution have been iterative. The iterative
methods may be not stable. Even if the iterative process is stable, a large number of iterations and a good initial guess
are necessary to resolve fine details. The methods presented here would speed up such iterative procedures by providing a
good initial guess.
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