Abstract This paper presents a real-time hardware implementation of a gradient domain dynamic range compression algorithm for high dynamic range (HDR) images. This technique works by calculating the gradients of the HDR image, manipulating those gradients, and reconstructing an output low dynamic range image that corresponds to the manipulated gradients. Reconstruction involves solving the Poisson equation. We propose a Poisson solver that utilizes only local information around each pixel along with special boundary conditions, and requires a small and fixed amount of hardware for any image size, with no need to buffer the entire image. The hardware implementation is described in VHDL and synthesized for a field programmable gate array (FPGA) device. The maximum operating frequency achieved is fast enough to process high dynamic range videos with one megapixel per frame at a rate of about 100 frames per second. The hardware is tested on standard HDR images from the Debevec library. The output images produced have good visual quality. The input image and its scale versions (for k = 0, 1, 2, 3, 4), each full-size. I 0 is the logluminance high dynamic range input image, and the scale versions are each produced by applying a 2D approximate Gaussian filter to the input image I out The full-size output image, a low dynamic range version of the input u, v Indices used for pixels in local windows and gradient matrices. A local window is cut out around a particular pixel (i, j) in the full-size inputs I k Local (6 9 6) windows extracted from the fullsize input and scale images (for k = 0, 1, 2, 3, 4). Indices are u = -1, 0, 1, 2, 3, 4 and v = -1, 0, 1, 2, 3, 4 I out The (6 9 6) local output window produced in one step of the local method. Indices are u = -1, 0, 1, 2, 3, 4 and v = -1, 0, 1, 2, 3, 4. Given that the windows are extracted around pixel (i, j) in the full-size input and scale images, pixel (2, 2) from this output image is pixel (i, j) in the fullsize output image I
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List of symbols i, j Indices used for pixels in full-size images; i = 0, 1, 2,…,N-1 and j = 0, 1, 2,…,N-1 I k The input image and its scale versions (for k = 0, 1, 2, 3, 4), each full-size. I 0 is the logluminance high dynamic range input image, and the scale versions are each produced by applying a 2D approximate Gaussian filter to the input image I out The full-size output image, a low dynamic range version of the input u, v Indices used for pixels in local windows and gradient matrices. A local window is cut out around a particular pixel (i, j) in the full-size inputs I k Local (6 9 6) windows extracted from the fullsize input and scale images (for k = 0, 1, 2, 3, 4). Indices are u = -1, 0, 1, 2, 3, 4 and v = -1, 0, 1, 2, 3, 4 I out G H , G V 4 9 4 matrices, horizontal and vertical gradients for each of the 16 pixels in the middle of a local window, computed using forward differences. Indices are u = 0, 1, 2, 3 and v = 0, 1, 2, 3 H k , V k 4 9 4 matrices, the horizontal and vertical gradients for each of the 16 pixels in the middle of a local window at each scale (for k = 0, 1, 2, 3, 4), computed based on central differences. Indices are u = 0, 1, 2, 3 and v = 0, 1, 2, 3 C k A 4 9 4 matrix, the one-norm of the horizontal and vertical gradients based on central differences for each of the 16 pixels in the middle of a local window. Indices are u = 0, 1, 2, 3 and v = 0, 1, 2, 3 W A 4 9 4 matrix, an attenuation factor for the horizontal and vertical gradients for each of the 16 pixels in the middle of a local window. Indices are u = 0, 1, 2, 3 and v = 0, 1, 2, 3 G H ;Ĝ V 4 9 4 matrices, the horizontal and vertical gradients for each of the 16 pixels in the middle of a local window after manipulation. Indices are u = 0, 1, 2, 3 and v = 0, 1, 2, 3 divĜ A 3 9 3 matrix, the divergence of the manipulated gradients, computed using backward differences. Indices are u = 1, 2, 3 and v = 1, 2, 3
Introduction
Modern digital cameras are equipped with advanced computer graphics hardware and software for producing high dynamic range (HDR) images that meet the increasing demand for more range, color depth, and accuracy. HDR images capture wide intensity ranges and depict the realworld scenes being imaged more accurately than do conventional images. However, HDR images have intensity ranges much higher than standard display devices can support and must therefore be mapped to a lower intensity range before they can be displayed on these devices. Many tone mapping operators (TMOs) have been developed in the literature for this purpose. Implementing TMOs in real time is a challenging task but is also required if the TMO is to be embedded within a camera as part of an electronic viewfinder, or within a display device for real-time display of HDR video. TMOs include iterative methods [1] , nonlinear filters [2] [3] [4] , and image appearance models [5, 6] ; however, there is no published evidence of real-time implementation of these quite complex methods. Two well-known TMOs that can be implemented at close to real-time rates are the Reinhard operator [7] and Fattal's operator [8] . Both involve relatively modest amounts of computation. A separate body of work explores image processing for applications similar to but distinct from tone mapping, such as non-photorealistic surface detail enhancement, done using multiscale decompositions and filtering in ways that reduce the computational load [9] .
We focus in this work on the TMO proposed by Fattal [8] , which is based on manipulating the HDR image in the gradient domain. The human eye is more sensitive to relative changes in local intensities than to absolute intensities. Fattal's operator is implemented on a gray scale image in the logarithmic domain as gradients obtained from the logarithm of input pixels are ratios, or relative changes, in the linear domain. Gradients of high magnitude, which correspond to parts of the image to which the eye is highly sensitive, are attenuated; this compresses the dynamic range of the output image without much effect on output image quality. Similarly, gradients of small magnitude are magnified so that fine details that would not otherwise be visible can be seen. Once the gradients have been manipulated, an inverse gradient transform is done to find an output image that corresponds to the manipulated gradients; this step is equivalent to solving the Poisson equation. After an inverse logarithm transform, the result is a reconstructed output image that can be displayed on standard display devices, while preserving details in both dark and bright regions of the image.
Solving the Poisson equation is the most computationally intensive part of any gradient domain method, including Fattal's operator. In previous work [10] , we developed a technique for modifying Fattal's operator so that the Poisson equation is solved repeatedly, but only in small windows. The method requires more computations than other approaches; however, the computations are such that they are highly parallelizable and use only local information. With the local approach, there is no need to buffer an entire frame of image data. However, all results in [10] are based on floating-point simulations. This paper describes a complete real-time implementation of our local Fattal's operator, with full consideration of the effects of fixed-point quantization and computational structures on the quality of the output image. Both hardware performance and signal processing aspects of the design are simultaneously considered so that systemlevel trade-offs can be made. The implementation uses simple hardware, of a size that is independent of the size of the image being processed, with only small memory buffers.
The Poisson equation plays an important role in gradient domain image processing techniques, including tone mapping. It also finds wide application throughout photography; different photography artifacts, such as lighting, shadow, and reflection [11] [12] [13] , can be removed by processing the gradients of the image and solving the Poisson equation to reconstruct a processed image. It is also used in an image editing program allowing artists to paint in the gradient domain with real-time feedback [14] , and in a tool of seamless importation of new regions to replace parts of an image to affect texture, illumination, and color in local regions [15] . While we discuss the proposed technique in the context of tone mapping, it could be used in these other applications as well.
The remainder of this paper is organized as follows. Section 2 describes existing methods for solving the Poisson equation. Section 3 describes Fattal's operator. Section 4 describes the proposed local version of Fattal's operator, including the local Poisson solver. Section 5 gives the results of a qualitative assessment of the proposed approach. Section 6 details the hardware implementation of proposed local Fattal's operator. Section 7 shows the hardware costs and synthesis details when Fattal's operator using our local Poisson solver is implemented on an FPGA device. Simulation results in Sect. 8 show how the hardware implementation of Fattal's operator performs on HDR images from the Debevec library [16] . Finally, we conclude the paper in Sect. 9 and lay a path for possible future work.
Poisson solvers
Once an input image has been manipulated in the gradient domain, it may be that no image exists whose gradients exactly match the manipulated gradients. As a result, the objective of the inverse gradient transformation is to find the image I out whose gradients most closely match the manipulated gradients in a least mean square sense. This is equivalent to solving the Poisson equation
where r 2 is the Laplacian operator and divĜ is the divergence of the manipulated gradient domain image.
The Poisson equation is a traditional differential equation with boundary conditions. It is computationally intensive to solve because the only known boundaries are the borders of the image. This implies that solution of the Poisson equation for even a single pixel requires computations involving the entire image; in other words, although the gradient domain operator is local in nature, solving for the image with a particular gradient requires global information. Because global information is needed, a traditional Poisson solver requires that a complete image frame be buffered.
The fast Fourier transform (FFT)-based method is a well-known technique for solving the Poisson equation. The FFT-based solver is a direct approach giving an exact solution when such a solution exists. Implementing this method in real time is not feasible as it is hardwareexpensive and memory-intensive. Any technique that requires the entire image requires that an entire image frame be buffered, which requires an amount of memory dependent on the image size. This makes the hardware size dependent on image size, introduces one image frame of lag in the computation, and makes implementation in real time difficult.
Two approaches are taken in the literature to solve the Poisson equation in real time. The first approach, suggested by Wang [17] , tiles the image into small blocks and applies an FFT-based Poisson solver independently to each small block. This approach fixes the hardware size, since regardless of the image size the blocks processed are 8 9 8. The shortcoming to this block-based approach is that the output images have blocking effects around the 8 9 8 blocks; i.e., there are visible tile lines in the output image. Further, the approach, which uses discrete sine transforms within each 8 9 8 block, is still quite computationally intensive.
The second approach uses a multigrid iteration to find an approximate solution to the Poisson equation for the entire image in one piece. The multigrid approach gives almost a real-time implementation; as an example, [18] reported processing an one megapixel image in 0.3 s. However, the multigrid approach requires a large amount of embedded memory. Note that the method must buffer an entire frame before it can start the iteration. This method is also not attractive for real-time implementation as the hardware cost is high, and it requires even more memory than the FFT [18, 19] .
Our local method for solving the Poisson equation is fundamentally different from traditional methods. Rather than work with the entire image at once to find the complete output image, our local Poisson solver finds one pixel of the output image at a time, considering it to be the center pixel in a 3 9 3 neighborhood from the input image, with zero Dirichlet boundaries, and solving a Poisson equation for an image consisting only of that neighborhood. To find the complete output image, the local Poisson solver is slid over the entire image.
The local Poisson solver requires a different divergence calculation from traditional methods. In traditional methods, one divergence is calculated for each pixel in the image, and all of the divergences are needed in order to solve the Poisson equation. In the local method, nine divergences are calculated for each pixel in the image, and only those nine divergences are needed in order to solve the local Poisson equation. Thus, the local method requires nine times as many divergence calculations as the traditional method; however, the redundancy is such that computations can be done locally and in parallel, with simple hardware and no need to buffer an entire frame of data.
We note that our local Poisson solver gives a perfect reconstruction of the full-size image when no manipulation in the gradient domain is done, i.e., the local Poisson solver finds an exact solution for the inverse gradient transformation when one exists, just as the traditional full-image FFT-based solver would. When manipulation in the gradient domain is done, our local Poisson solver gives different results from the traditional method, but still results in high-quality output images.
Fattal's operator
Fattal [8] has proposed an effective method for compressing the dynamic range of HDR images. The block diagram for Fattal's operator is shown in Fig. 1 . The inputs to the system are an HDR image in the logarithmic luminance domain and its scale images. A HDR image in the logarithmic luminance domain can be produced using a HDR camera. The scale images of the input image are obtained from a Gaussian pyramid of the HDR image. The original Fattal's operator [8] does not specify the number of scales; in this work, four scales are used. For our implementation, each scale image is full resolution, with the same number of pixels as the original image; each pixel in a scale image is the Gaussian-weighted average of a neighborhood of the pixel in the original image. The largest and coarsest scale image, at scale index 4, uses a 32 9 32 pixel Gaussian. While we do not report on hardware to compute the multiscale Gaussian pyramid in this work, previous work has shown that it can be effectively approximated in real time [20] , and our results use this approximation.
In Fig. 1 , the gradient transformation block transforms the input image into the gradient domain. The attenuation factor computation block computes the attenuation factors used to manipulate the image in the gradient domain. An attenuation factor is computed for each pixel in the gradient domain image; the factor is determined using information about gradients in the original image and in all four scale images. In the gradient manipulation block, the magnitudes of each gradient domain pixel are multiplied by the attenuation factor for that pixel. The result is an image, still in the gradient domain, whose dynamic range is compressed. An inverse gradient transformation is done on the manipulated gradient domain image to return to the logarithmic luminance domain. In the inverse logarithm transformation block, the logarithmic luminance output image produced by the inverse gradient transformation is converted to linear luminance by taking the inverse logarithm of each pixel. The result is a linear luminance (gray scale) image of low dynamic range, appropriate for display on a standard display device.
Proposed local Fattal's operator
Our local version of Fattal's operator is described next. Each tone-mapped pixel in the low dynamic range output image is determined using an independent application of Fattal's operator on a 3 9 3 window surrounding the corresponding pixel in the input image. Thus, in the local version of Fattal's operator, all blocks in Fig. 1 are computed considering a 3 9 3 window from the input logarithmic luminance HDR image to be the ''entire'' input image, and corresponding 3 9 3 windows from the four scale images to be the ''entire'' scale images. The output is then a single tonemapped output pixel, taken from the center of the output 3 9 3 image. The full-size tone-mapped image is found by repeatedly applying Fattal's operator, once for each pixel in the output image, as the 3 9 3 window slides over the fullsize input image.
Fattal's operator calculates various gradients and divergences using forward, central, and backward differences; after being cut from the full-size input and scale images, the 3 9 3 windows must be extended to 6 9 6 to accommodate the various differences. The extension is out , the 6 9 6 windows that are used to find the single pixel I i,j out in the tone-mapped output image are: ; ð2Þ
for k = 0, 1, 2, 3, and 4, where each full-size image I k is itself extended with zeros as needed at its boundaries.
To keep track of the individual pixels, our mathematical notation uses two sets of indices; we use i and j for the indices of the pixels in the full-size images, with i = 0, 1, 2,…,N-1 and j = 0, 1, 2,…,N-1, and u and v for the indices of a pixel within the extended 3 9 3 windows that are centered on pixel (i, j), with u = -1, 0, 1, 2, 3, 4 and v = -1, 0, 1, 2, 3, 4. Variables that involve only the windows are in script. In the remainder of this section, which describes the computations for computing the single output pixel I i,j out , only the (u, v) indices are carried in the equations. Using this indexing, the 6 9 6 windows are: 
for k = 0, 1, 2, 3, and 4. The output window is then a 3 9 3 window I out indexed with u = 1, 2, 3 and v = 1, 2, 3; the single output pixel I i,j out in the full-size image generated by this application of Fattal's operator is the pixel I out 2;2 in the middle of the output window. The gradient transformation block calculates gradients around each pixel in the 3 9 3 window cut from the original HDR image; each gradient has both a horizontal component and a vertical component. The gradients are computed using forward differences as:
for u = 0, 1, 2, 3 and v = 0, 1, 2, 3; because backward differences of these gradients will be needed later, 16 gradients are needed for the 3 9 3 window. The window can now be considered to be represented in the gradient domain.
The attenuation factor computation is an important step in Fattal's operator as it decides the extent to which the gradients of the HDR image are attenuated or magnified.
An attenuation factor is needed for each of the 16 gradients in the window; computations involve the image I 0 and its four scale images from a Gaussian pyramid I k (k = 1, 2, 3, and 4). First, horizontal and vertical gradients based on central differences are calculated:
and then an one-norm of the gradients is computed:
for u = 0, 1, 2, 3 and v = 0, 1, 2, 3 and at each scale k = 0, 1, 2, 3 and 4. A two-norm or an infinity-norm can also be used in place of the one-norm; our experiments show that they give similar results. The one-norm is used for ease of hardware implementation. The attenuation factors for the 16 gradients are calculated using the onenorms of the central differences at the five scales:
ð7Þ for u = 0, 1, 2, 3 and v = 0, 1, 2, 3, where a and b are parameters used to control the attenuation. In the gradient manipulation block, the manipulated gradients are obtained by multiplying the gradients in both horizontal and vertical directions with their corresponding attenuation factors:
for u = 0, 1, 2, 3 and v = 0, 1, 2, 3, where hats are used to designate that the gradients have been manipulated. An inverse gradient transformation is done on the manipulated gradients to find the 3 9 3 image I out whose gradients most closely match the manipulated gradients in a least mean square sense. This is equivalent to solving the Poisson equation
where r 2 is the Laplacian operator and divĜ is the divergence of the manipulated gradient image. The divergence is a 3 9 3 matrix whose elements can be computed using backward differences as: out is passed through a Laplacian operator, which serves to take a moving average in the window. The 2D kernel of the Laplacian operator used for this purpose is
The operator is passed over each pixel in the output window in turn, centered over the pixel, so that a weighted average is computed for each pixel. The neighbors of each of the pixels along the boundary of the 
Further, the divergence calculation in (10) 
Thus, the inverse gradient transformation is accomplished, and the tone-mapped output pixel I out 2;2 is found, with a simple computation that involves only additions, subtractions, and bit shifts.
The final step of Fattal's operator is to compute the inverse base-2 logarithm of the output pixel to convert it to linear luminance form.
Assessment of local Fattal's operator
Image quality metrics require a perfect image with which to compare. Since we do not have a perfect tone-mapped image, there being no ideal tone-mapping algorithm, a conclusive quantitative assessment of the quality of our proposed local method is difficult. Instead, we present a qualitative assessment by comparing output images obtained using our technique with those obtained using a global FFT-based approach for solving the Poisson equation, even while noting that a full-image FFT is not realizable in real time. For this assessment, floating-point simulations of the two methods in Matlab are used.
We obtain test images from the Debevec library of HDR images. The images in the library are color, with each color component represented in an unsigned (32, 0) format. Fattal's operator works on gray-scale images, and therefore, the Nave image must be transformed to gray scale before tone mapping, and back to color afterward; we do so using the process suggested in [8] . The conversion from color to gray scale is done by calculating a luminance value for each input pixel as:
The conversion back to color produces a linear red output pixel R out of the tone-mapped output image using:
where R in and L in are the linear red and luminance components of the input HDR image, and L out is the linear luminance component of the tone-mapped image. The exponent s is color saturation factor; [8] suggests a value between 0.4 and 0.6. The linear green and blue pixels G out and B out of the tone-mapped color output image are computed similarly.
To fairly compare our proposed local method to a global FFT-based method, it is important to first pick the best a and b parameters for controlling attenuation of gradients for each method. The attenuation factor is designed to attenuate gradients of magnitude greater than a and to magnify gradients of magnitude smaller than a. The a parameter affects the contrast of the output image, with higher values of a giving higher contrast; thus, too high an a value leads to saturation of pixels, with loss of detail in the bright parts of the image, while too low an a value results in a low contrast output. Because our local method produces different gradients, particularly around the borders of the local windows, we expect the local and global methods to require quite different values of a. The value of b determines the degree of tone mapping. As the value of b is decreased, the tone mapping algorithm produces poor quality and strange output images. Higher values of b do not tone map the image properly; detail in dark and bright regions are lost. In fact, for b equal to 1, there is no compression of the high dynamic range image as the attenuation factor would be equal to 1. The parameter b is assumed to be less than 1 and is generally chosen to be between 0.85 and 0.95 [8] .
One way to decide on values for the a and b parameters is to look at a histogram of pixels for the tone-mapped output image. A good quality image has a histogram with pixel values spread throughout the intensity range in a Gaussian-like distribution that spreads widely from the center toward the edges of the intensity range. Figure 2 shows the histogram for Nave image obtained after tone mapping using our local method, implemented in Matlab with a = 1.5 and b = 0.9. The x-axis shows the intensity range using 256 bins normalized between 0 and 1, and the y-axis shows the number of pixels in each bin. The histogram has a Gaussian-like spread, suggesting that the parameters a = 1.5 and b = 0.9 are suitable choices for implementing the TMO in hardware. Note that this choice of parameter values also gave good quality tone-mapped images for the remaining images from the Debevec library.
The parameters were further tuned in a qualitative assessment done by a group of 109 first-year electrical and computer engineering students, who viewed a series of images in a large lecture hall on a projection screen. In a test aimed to determine the best parameters for our local method, we showed a total of nine different images for different a and b combinations, two at a time. The nine images combined a and b values around our established base values: a values of 1.25, 1.50, and 1.75 were combined with b values of 0.89, 0.90, and 0.91. After each pair was shown, a vote by show of hands was taken as to which of the two images was ''better''. The image of the pair with the most votes was then compared to the next image in the set. Thus, the winner at the end of the sequence was judged to use the best combination of a and b for the Nave image. These parameters were a = 1.75 and b = 0.89. A second test, which aimed to determine the best a and b parameters for the global FFT-based method, was similar, except that there were 12 combinations in the set. The best parameters for the global FFTbased method were a = 0.005 and b = 0.91. The winners from both tests are shown in Fig. 3 .
A third test was done to compare the local and global methods, each using their best parameters. Students were not told which method was ours, or given any information about the research study until after the assessment was complete. In the third test, the winners from the first two sets were shown side by side on the projection screen. The students used paper ballots to record their answers to three qualitative assessment questions: Which image is better? Which image shows better detail in dark areas? Which image shows better detail in bright areas? Based on [21] , humans may make assessments of scenes mainly based on contrast and color and therefore, we would expect a different outcome when isolating detail as the attribute to judge. Results of this test are summarized in Table 1 . It is clear that the local approach outperformed the global approach in all three categories. The results of the qualitative assessment are somewhat unexpected, in that they show that the local version of Fattal's operator produces output images that are not simply similar in visual quality to images produced using a global FFT-based method, but are actually better. We note that Fattal's original operator cannot be considered an ''optimal'' method for dynamic range compression; while the global method is optimal in that it solves for the output image that best matches the manipulated gradients in a mean square error sense, the method of manipulating the gradients itself may not be the best method possible. The local method draws from same intuition used to guide Fattal's operator, but produces different manipulated gradients, and also uses those gradients differently. In the course of doing simulations, we noted that Fattal's original operator produces an output image with comparatively low local contrast; it is the local method's ability to produce images with higher contrast that we believe leads to better local details and better visual quality.
Hardware implementation
Hardware implementation of our local version of Fattal's operator, using the local Poisson solver, is described next. The input to the hardware is a 3 9 3 window of the HDR image in the logarithmic luminance domain and 3 9 3 windows from the four scales of the Gaussian pyramid obtained from the full resolution HDR image; the output is a single tone-mapped pixel. The entire tone-mapped output image is produced by repeated application of the hardware as a 3 9 3 window slides over the full-size input image; thus, each pixel of the tone-mapped output image is produced completely independently of the other output pixels, using only the 3 9 3 window surrounding that pixel. The hardware is fully pipelined and can take in a new 3 9 3 window in each clock cycle.
For hardware implementation, an appropriate data format must be chosen for each signal value. We denote a fixed-point format with n total bits and a least significant bit weighting of 2 -f as a (n, -f) format; such a format has n -f integer bits. Throughout our design, the precision of a signal is decided by analyzing the effect of fixed-point quantization on the quality of the output image. We assume that the input pixels, which are logarithmic, have a (15, -10) unsigned fixed-point format; this format covers a large enough dynamic range to represent high dynamic range images, including those from the Debevec library. In the gradient domain, each vertical and horizontal component, computed by (4) using a forward difference, requires a signed (16, -10) format. Which image has better details in the dark areas?
105
Which image has better details in the bright areas? 27 82 
Attenuation factor calculation
Calculating the attenuation factor as defined by (5), (6), and (7) is computationally intensive, with multiple multiplications of values with large number of bits. The computation can be simplified by first converting the five one-norms of central differences in (6) to a floating-point representation as:
where the mantissa m u,v k is a six-bit number in an unsigned (6, -6) format and the exponent e u,v k is a four-bit unsigned integer. Figure 4 shows the hardware to calculate the central difference for a single scale k in a floating-point (mantissa and exponent) format. It consists of a horizontal central difference block and a vertical central difference block to calculate the horizontal and vertical central differences, respectively, of the input pixels at scale k. The hardware to implement each central difference in (5) involves simple subtractions and a right shift operator to achieve the division by two. The absolute value of the central differences needed to compute the one-norms in (6) are approximated using ones-complements. This makes the hardware simpler because taking the ones-complement involves simply inverting all of the bits. The error is one least significant bit, which is negligibly small. After obtaining the one-norms of the central differences, they are converted to a floating-point mantissa and exponent format.
A total of 16 attenuation factors are needed for a single 3 9 3 window. As shown in Fig. 5 , the top corner boundary pixel has a zero central difference in the image and its four scale images; hence, its attenuation factor is zero. Moreover, because the top and left boundaries are all zeros, it happens that
for k = 0, 1, 2, 3, and 4, so that the corresponding attenuation factors W 0,1 and W 1,0 are equal. Thus, there are 14 unique attenuation factors to be calculated.
The attenuation factor, using the floating-point representation with a mantissa and exponent, can be rewritten as:
We use a = 1.5 and b = 0.9, the base values from our previous experiment. Figure 6 shows how the central differences at the four scales, in floating-point format, are used to calculate the attenuation factor. Each signal is annotated with its fixedpoint format. The product of the central differences must be found; this is done by multiplying all of the mantissas and adding all of the exponents. The advantage of computing the attenuation factor in floating-point is that multiplications, now involving only the mantissas, are only six bits by six bits. After each multiplication, the mantissa of the product is normalized so that it stays between 0.5 and 1, and the exponent of the product is changed accordingly. The values of the two power terms in (18) are obtained using lookup tables. The first lookup table, for the mantissa of the final product, is simplified because the most significant bit of the mantissa is always an implied '1', and does not need to be used as part of the address; the size of the lookup table is 2 5 9 9 bits. The exponent lookup table is 2 7 9 14 bits. The values from the two lookup tables are multiplied together to get the final attenuation factor for each pixel. The attenuation factors for all the pixels in the 3 9 3 window, including the top and left boundaries of the window, are calculated in a similar way.
Each of the 14 unique attenuation factors to be calculated for each pixel in the output image is in a (15, -9) unsigned format.
Gradient manipulation and Poisson solver
The manipulated gradients are obtained by multiplying the gradients in both horizontal and vertical directions with their corresponding attenuation factors, as shown in (8) . Modified gradients are in a signed (15, -10) format; they require one fewer integer bit than the gradients because large gradients are attenuated. The hardware for gradient transformation and gradient manipulation on a 3 9 3 block is shown in Fig. 7 . Equation (13) combines the divergence calculations with the Poisson solving equation to produce the tone-mapped output pixel from the manipulated gradients using a computation that involves only additions, subtractions, and simple shifts; the output pixel is in a signed (15, -10) format.
Inverse logarithm transformation
The final step of Fattal's operator is to compute the inverse base-2 logarithm of the output pixel. We separate the output pixel into a signed integer part X with five bits and a fraction part Y with ten bits. Hence, out . If the number of positions to be shifted is negative, the barrel shifter outputs a zero. If the number of positions to be shifted is greater than or equal to eight, the barrel shifter saturates its output to 255. The fraction bits of the output of the barrel shifter are truncated to get the final inverse base-2 logarithm of the output image pixel, in an unsigned (8, 0) format.
Hardware cost and synthesis details
The hardware cost for implementing Fattal's operator using the local Poisson solver is described next. Our approach is to design a piece of hardware that can do all the computations within a 3 9 3 window in a single clock. As the window slides across the image, the hardware then produces one output pixel per clock. The window is updated as the pixels of the input video stream enter the system, row by row. Because the window is 3 9 3, two rows of the image and its four scale images must be buffered; this is a total of ten rows of pixels. With 15 bits per pixel and 1,024 pixels per row, the buffer is 150 Kbits.
In order to compute these 14 attenuation factors simultaneously, each computation has its own dedicated hardware. The computations required for computing a single attenuation factor are at most 24 additions, four 6 9 6 multiplications, one 14 9 9 multiplication, and two lookup tables of 2 5 9 9 and 2 7 9 14 bits, respectively. Hence, to calculate the 14 attenuation factors, we need a total of 336 additions, 56 6 9 6 multiplications, 14 14 9 9 multiplications, and 14 lookup tables of 2 5 9 9 and 2 7 9 14 bits, respectively. The computations for obtaining the modified gradients require 17 adders and 23 16 9 15 multipliers. The Poisson equation is solved using equation (13) with additions and shifts, and involves 23 adders. The inverse logarithm transformation involves a lookup table of 2 10 9 8 bits. An FPGA device is used for the hardware implementation as FPGAs are rich in wired multipliers and embedded memory, permitting low cost implementation. The Fattal's operator is described in VHDL and synthesized using Altera's Quartus II 8.1 Web Edition toolset. Table 2 summarizes the results of the synthesis from Quartus. An operating frequency of 114.18 MHz is achieved. This operating frequency is capable of processing 100 frames per second for an one Megapixel frame. Note that this is a large improvement over [18] , which implemented the same operator using a multigrid solver for the Poisson equation and reported around three frames per second for an one Megapixel frame.
Assessment of hardware implementation
We now consider the quality of the output images produced by the hardware implementation of the method. The implementation has been tested on HDR images in the Debevec library. The images in the library are converted Fig. 6 Hardware to compute attenuation factor from the central differences of the five scales in floating-point (mantissa and exponent) format from color to gray scale, and back to color, using the methods already described. The output color images have values in (8, 0) format, so that each color component can have values between 0 and 255. While our hardware results do not include this color conversion, converting to color in hardware is relatively simple. Adding color conversion hardware should have negligible effect on the frame rate; because the conversion to color can be added as additional pipelined stage, the clock rate and the throughput should not be affected. However, the addition will introduce some additional lag from input to output.
The input to the system is the logarithm luminance of the gray-scale image and its four scale images. All five images are converted to fixed-point (15, -10) format; Fig. 7 Hardware to obtain gradients and manipulated gradients these images are the inputs to our hardware. For the results reported here, the scale images are obtained using a hardware-friendly approximate Gaussian pyramid previously proposed in [20] for standard deviations of 1, 2, 4, and 8, as would be necessary were the entire system to be implemented in real-time embedded hardware. Our hardware implementation is verified by comparing the output image produced by a fixed-point Matlab simulation with the output of a simulation of the behavioral VHDL using ModelSim. Figure 8 shows the tone-mapped HDR images from the Debevec library obtained using our hardware. The system compresses the high dynamic range of the original images effectively, without introducing halo artifacts. Fine details are reproduced well, and the dark regions can be seen clearly. In addition, our sliding window method has the benefit that it does not introduce any blocking effects.
For any real-time implementation, it is important to understand how fixed-point quantization effects have influenced the quality of the output. Figure 9 shows the Nave image, obtained using a floating-point implementation of our local Fattal's operator that uses an exact Gaussian pyramid. Comparing this image with the output of the hardware, we notice that our fixed-point representations and hardware simplifications do not have a significant effect on the quality of the output image. To quantify the amount of error introduced by the use of fixed-point arithmetic, we use: PSNR ¼ 10 log 10 255
where MSE is the mean square error between the output image obtained using the floating-point implementation of the local Fattal's operator and that using the fixed-point implementation.
The PSNR values are shown in Table 3 . It is evident from the high PSNR values that our fixed-point implementation is close to a floating-point one. Figure 10 shows the output Nave image obtained using our local technique to the image obtained using the blockbased FFT Poisson solver proposed by Wang [17] , which is implementable in real time. For each technique, the attenuation parameters used to obtain these images are chosen so as to produce a high-quality output image. As might be expected, using a block-based technique to solve the Poisson equation caused blocking artifacts in the resulting tone-mapped image. In contrast, the output using our local Poisson solver has clear details and moderate contrast, and does not suffer from blocking or halos.
Conclusion
The proposed hardware for Fattal's operator using the local Poisson solver has been successfully implemented in an FPGA device and produced output images with good visual quality. The approximations used in the hardware implementation make it possible to process images in real time on an embedded system and do not affect the quality of the output image when compared to that without approximations. The hardware implementation described produces gray scale images. However, the conversion to color is simple to implement in hardware.
In the proposed hardware implementation, we use fixed values for the attenuation factor parameters. We are currently investigating new hardware that computes the attenuation factors and manipulates the gradients in the logarithmic domain. The new hardware will give the user the freedom to vary the parameters of the attenuation factors thus adding more flexibility to the system, and it can be implemented in a simple multiplier-free platform.
(a) (b) Fig. 9 The Nave image obtained using the proposed fixed-point and floating-point implementations of the Fattal's operator: a as processed using the proposed fixed-point implementation of the Fattal's operator; b as processed using a floating-point implementation of the Fattal's operator 
