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In this paper, we consider and study a new unified algorithm for obtaining the 
approximate solution of the generalized quasi complementarity of finding u E K(u), 
a closed convex set in R”, such that 
F(u) E K*(u), (u-m(u), F(u))=@ 
where F is a mapping from R” into itself and K*(u) is the polar cone of K(u) and m 
is a point-to-point mapping from R” into itself. The algorithm includes, as a special 
case, many existing algorithms for solving generalized complementarity problems. 
1 1986 Academic Press. Inc. 
1. INTRODUCTION 
Variational inequality theory is rich and exciting, and within it one can 
find a wealth of powerful ideas which not only reveal fundamental facts on 
the quantitative behaviour of solutions but also provide a natural 
framework for applying the new numerical methods. Variational 
inequalities have been generalized and extended to study a wide class of 
important problems arising in various branches of engineering and 
mathematical sciences. Closely related to the variational inequality problem 
is the complementarity problem, which plays an important and fundamen- 
tal role in general equilibrium theory, economics, management sciences, 
and operations research. 
In recent years, various useful extensions of these two different problems 
have been introduced and analyzed. An important and useful 
generalization of the variational inequality is the quasi variational 
inequality introduced and considered by Bensoussan and Lions [ 11. On 
the other hand, Habetler and Price [2] and Karamardian [3] have con- 
sidered the generalized complementarity problem, which is a natural 
generalization of the complementarity problem. Recently, another 
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generalization of the complementarity problem has been considered by 
Pang [4] and Noor [S], where it is called the quasi (implicit) complemen- 
tarity problem. 
In 1971, Karamardian [3] showed that if the set involved in a 
variational inequality is a convex cone, then variational inequality and 
complementarity problems have the same solution set. Pang [4] proved 
that the same relation is true for the quasi complementarity problem and 
quasi variational inequality problem. Noor [6] has shown that the 
solution of a class of quasi variational inequalities can be obtained from an 
iterative scheme, which is obtained by using the projection technique. 
Motivated and inspired by the recent research going on on these fields, 
we introduce and study a new class of quasi complementarity problems, 
which is called the generalized quasi complementarity problem. We use the 
variational inequality approach to suggest and analyze an algorithm for 
linding the approximate solution of the generalized quasi complementarity 
problem. The convergence of the approximate solution to the exact 
solution is proved under certain conditions. We also discuss and derive 
several known results from our main results. 
In Section 2, after reviewing some basic notations and facts, we introduce 
the generalized quasi complementarity problem and discuss several special 
cases. Algorithms and convergence results are discussed in Section 3. 
2. PRELIMINARIES 
Given a continuous mapping F from R" into itself, a point-to-point map- 
ping m, we consider the quasi complementarity problem of finding u such 
that 
u 3 m(u), F(u) 3 0, (u-m(u), F(u)) = 0, (2.1) 
which has been studied and introduced in [S]. Here (., ,) denotes the inner 
product in R". Let K be a convex cone with its polar cone K*, that is, 
If the convex cone K also depends upon the solution itself, then we 
introduce the generalized quasi complementarity problem (GQCP) of 
finding u E K(u) such that 
F(u) E K*(u), (m -m(u), F(u)) = 0, (2.2) 
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where K*(u) is the polar cone of K(u). In many important applications, 
K(U) has the form 
K(u) = m(u) + K. (2.3) 
In this case K*(u) = (m(u) + K)* = m(u) AK*. 
We note that if the point-to-point mapping m is zero, then the problems 
(2.1) and (2.2) are equivalent to finding u such that 
24 3 0, F(u) 2 0, (u, F(u)) = 0 (2.4) 
and 
F(u)EK*, (u, I;(u)) = 0, (2.5) 
which are known as the nonlinear complementarity problem and 
generalized complementarity problem, respectively. Problems (2.4) and 
(2.5) have been extensively studied by Cottle [7], Karamardian [3], 
Fang [S], and Aganagic [9]. 
If F is an affine of the form F(u) = Mu + q, ME R" ’ n, q E R", then (2.1) is 
equivalent to finding u such that 
u 3 m(u), Mu+q30, (u-m(u),Mu+q)=O, (2.6) 
which is known as the linear quasi (implicit) complementarity problem 
(see [4, 51). In particular, if the mapping m is zero, then problem (2.6) 
reduces to the standard linear complementarity problem 
u 3 0, Mu+q30, (u, Mu + q) = 0. (2.7) 
Mangasarian [lo] and Ahn [ 1 l] have studied problem (2.7) using the 
iterative methods and have shown that under certain conditions on M, the 
approximate solution converges to the exact solution. 
Related to these complementarity problems, there are variational 
inequality problems. The quasi variational inequality problem is to find 
u E K(u) such that 
(F(u), u - u) 3 0, for all u E K(u). (2.8) 
It is well known that if the convex set K(u) is independent of the solution U, 
that is, K(u) = K, then problem (2.8) is equivalent to finding u E K such that 
(F(u), u - u) 3 0, for all VEK, (2.9) 
which is known as variational inequality. For the applications of 
variational inequality and numerical methods, see [ 121. 
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3. MAIN RESULTS 
We need the following results in order to suggest an algorithm for 
finding the approximate solution of the generalized quasi complementarity 
problem (2.2). The first is a generalization of a result of Pang [4] and 
Karamardian [ 31. 
LEMMA 3.1. If K is a convex cone in R”, then u is a solution of the 
generalized quasi complementarity problem (2.2) tf and only tf u sutisfies the 
quasi variational inequality (2.8), where K is defined by (2.3). 
Proof: Suppose that u solves (2.2). Since K(u) = m(u) + K, so v E K(u) 
can be written as v = m(u) + Z, for all z E K. 
Now 
(F(u), v - u) = (F(u), m(u) + ; - u) 
= (F(u), m(u) - u) + (F(u), 2) 
= (Qu), =I, since (F(u), m(u) -- u) = 0, 
3 0, since F(u) E K*(u). 
Thus it follows that if u solves the problem (2.2) u satisfies the quasi 
variational inequality problem (2.8). 
Conversely suppose that u E K(u) satisfies (2.8) then clearly u-m(u) E K, 
which implies that 2(u - m(u)) E K, since K is a convex cone by assumption. 
Also 0 E K implies that m(u) E K(u). Taking v = 2(u - m(u)) and v = m(u) in 
(2.8), we obtain 
(F(u), u-m(u)) > 0 and (F(u), u-m(u))<OO, 
from which it follows that 
(F(u), u -m(u)) = 0. (3.1) 
It remains to show that F(u) E K*(u). Taking v = m(u) + z in (2.8), we 
obtain 
0 d (F(u), v - u) = (F(u), m(u) + z - u) 
= (F(u), --)> by using (3.1). 
This implies that F(U) E K*(u), which is the required result. 
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LEMMA 3.2. (Noor [6]). For K given by (2.3), UE K(u) satisfies the 
quasi variational inequality (2.8) if and only if u E K(u) satis$es the relation 
u=TIm(u)+M,[u-pF(u)-m(u)]+(l+n)u, O<A<l (3.2) 
where p > 0 is a positive constant and m is a point-to-point mapping. 
It is clear that Lemma 3.1 implies the equivalence of the generalized 
quasi complementarity problem and quasi variational inequality, whereas 
Lemma 3.2 shows that the generalized quasi complementarity problem 
(2.2) can be formulated as a fixed point problem of solving 
where 
f(u)=Ilm(u)+P,[u-pF(u)-m(u)]+(l -A)u, 
with a positive p > 0 and 0 < A< 1. 
Based on these observations, we now propose the following new unified 
algorithm for the generalized quasi complementarity problem (2.2). 
ALGORITHM 3.1. For any given u0 E K, compute 
z4,+,=Im(u,)+;1P,[u,,-pF(u,,)-m(u,)]+(l-;I)u,,, n=O, 1,2 ,... (3.3) 
where 0 < A < 1, p > 0 is a constant. 
We also need the following concepts. 
DEFINITION 3.1. A mapping T: R” + R” is said to be: 
(i) Strongly monotone, if there exists a constant CY > 0 such that 
(Tu-Tu,u-o)3a~~u-v~~*, for all U, u E R”. 
(ii) Lipschitz continuous, if there exists a constant b > 0 such that 
II Tu - W G P I/u - 4, for all U, u E R”. 
In particular, it follows that CY < j3. 
We now study those conditions under which the approximate solution 
obtained by Algorithm 3.1 converges to the exact solution u of the 
generalized quasi complementarity problem (2.2). 
THEOREM 3.1. Let the mapping F be strongly monotone and Lipschitz 
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continuous. If the mapping m is Lipschitz continuous and u,, , and u are 
solutions satisfying (3.3) and (2.2), then 
un+1+u in R”, 
for 
a2-4P2(Y-Y2) 1 
B’ ’ 
a> 28Ji3, and Yd-, 2 
where y is the Lipschitz constant of m. 
Proof. From Lemma 3.1 and Lemma 3.2, we see that the solution u of 
(2.2) can be characterized by the relation (3.2). Hence from (3.2) and (3.3) 
we have 
IIU n+l - ull 6 \llbm(u,) + 1P,[u, - pF(u,) - m(u,)] + (1 -i) u,, - im(u) 
-APK[u-pF(u)-m(u)] -(l -i)ull 
6 1 llm(4J - m(u)ll + 1 llu,, - u - dfIu,I -F(u)) - m(4J + m(u)ll 
+(l-~)ll%-4 
8 21 llm(4J - m(u))ll + Ilk - u - P(F(u,) - Qu))ll 
+ (1 -~)ilU,-Ull. 
Now be the strong monotonicity and Lipschitz continuity of F, we obtain 
II~,-~-P(F(‘(u,)-F(~))II~~(~ -~w+P~P~)II~,-~II~. 
Thus using the above inequality and Lipschitz continuity of m, we obtain 
llu .+,-ul16(2dy+(l-~)+iJ1-2crp+p2p2)~1un-u~~, 
= 0 II% - 41, 
where @=(A 1 -2crp+p2P2+21y+ 1 -I)< 1 for 
u2-4B2(Y-Y2) 
ci > 2PJF-c and 
1 
P’ ’ 
Yb-. 
2 
Hence the BanachhPicard theorem [13] now guarantees that the 
approximate solutions u, obtained from (3.3) converges strongly to u, the 
exact solution of (2.2), which is the required result. 
Special Cases 
(i) If the point-to-point mapping m is zero, that is, the Lipschitz 
constant y is zero, and A = 1, then Theorem 3.1 is exactly the same as that 
proved by Fang [S] and Aganagic [9]. 
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(ii) If the mapping m is zero, then Algorithm 3.1 becomes 
U n+l=IZPKCU,-pF(u,)l+(l-~)u,, 12 = 0, l,... 
where 0 <id 1 and p > 0 is a constant which is an iterative scheme for 
obtaining the approximate solution of the generalized complementarity 
problem (2.5), which appears to be new. 
(iii) For the zero mapping m, the result of Lemma 3.2 is exactly the 
same as that obtained by Noor and Noor [14] for the variational 
inequalities. 
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