We consider a class of quantum Hall topological insulators: topologically nontrivial states with zero Chern number at finite magnetic field, in which the counter-propagating edge states are protected by a symmetry (spatial or spin) other than time-reversal. HgTe-type heterostructures and graphene are among the relevant systems. We study the effect of electron interactions on the topological properties of the system. We particularly focus on the vicinity of the topological phase transition, marked by the crossing of two Landau levels, where the system is a strongly interacting quantum Hall ferromagnet. We analyse the edge properties using the formalism of the nonlinear σ-model. We establish the symmetry requirement for the topological protection in this interacting system: effective continuous U(1) symmetry with respect to uniaxial isospin rotations must be preserved. If U(1) symmetry is preserved, the topologically nontrivial phase persists; its edge is a helical Luttinger liquid with highly tunable effective interactions. We obtain explicit analytical expressions for the parameters of the Luttinger liquid. However, U(1) symmetry may be broken, either spontaneously or by U(1)-asymmetric interactions. In either case, interaction-induced transitions occur to the respective topologically trivial phases with gapped edge charge excitations.
I. INTRODUCTION
Interacting topological [1] [2] [3] [4] [5] [6] [7] [8] [9] systems are currently an active area of research [10] [11] [12] [13] [14] [15] [16] [17] . Of particular interest are the situations, when interactions can change the singleparticle picture in a qualitative way and lead to effects not present in the non-interacting system. Theoretical proposals of such a nontrivial behavior include a "topological Mott insulator"
10 , "Kondo topological insulator" 11, 12 , interaction-induced topological phases in graphene 13, 14 , and first-order topological phase transitions 15 . Most of these predictions require sufficiently strong electron interactions and were made for "strongly cor- It is thus desirable to expand the range of possibilities to attain the regime of strong effective interactions in topological systems, and it is even more desirable to be able to tune the strength of interactions by experimentally feasible means.
In this work, we have identified a class of topological systems, in which such conditions can be realized even for weak bare interactions by applying the orbital magnetic field. The interactions are tunable by the magnetic field and their strength is controlled by the proximity to the topological phase transition. The vicinity of the topological phase transition is automatically the regime of strong effective interactions, in which Coulomb interactions are crucial for both bulk and edge properties and lead to a nontrivial interplay of topological and interacting phenomena.
An important theoretical advantage of such a system is that it can be analyzed in a well-controlled way. In particular, this allowed us to determine the symmetry requirements for topological protection in this system, which is one of the key questions raised in the studies of interacting topological systems.
A. Quantum Hall topological insulators
We consider a class of electron systems that we dub quantum Hall topological insulators (QHTIs): (quasi) two-dimensional (2D) electron systems with zero Chern number ν = 0 at finite magnetic field B that can still be topologically non-trivial (TnT) and exhibit counterpropagating edge states. Since the time-reversal sym- metry is broken by the magnetic field, the TnT phase must be protected by some other symmetry. In a system with appreciable spin-orbit interaction, such symmetry is some spatial symmetry (e.g., inversion, reflection, or rotation). In a system with negligible spin-orbit interaction, axial spin rotation symmetry can also play the role of such symmetry. We will refer to this symmetry responsible for the topological protection of a noninteracting QHTI as the physical symmetry, in order to contrast it to the effective, or emergent, U(1) symmetry, which will be demonstrated to be central for an interacting system.
One possible type of the Landau level (LL) structure of a QHTI would exhibit a crossing of two LLs at some value B * of the magnetic field: one LL, to be labelled a, originates from the valence band and moves upward with increasing B, and the other LL, to be labelled b, originates from the conduction band and moves downward, see A number of previously studied theoretical models and real physical systems are relevant to the class of QHTIs. The single-particle behavior of Figs. 1 and 2 has been identified 18 in the Bernevig-Hughes-Zhang model 2 for the direction of the magnetic field perpendicular to the 2D structure. This behavior is likely to have topological origin and be protected a spatial symmetry. This model is directly relevant to HgTe/CdTe 3 and InAs/GaSb 6,7 heretostructures, which are established 2D topological insulators at zero field, protected by the time-reversal symmetry.
Other likely QHTI systems are graphene single-and multi-layer structures. Noninteracting graphene exhibits counter-propagating edge states 19 at finite magnetic field due to spin splitting by the Zeeman field and the fact that graphene is a semimetal. It can be seen as a QHTI protected by the continuous axial spin rotation symmetry 20 . Although directly relevant, graphene also has a few peculiarities and its LL structure differs from that in Fig. 1 ; the focus of the present work are the QHTIs with a spectrum of the type in Fig. 1 .
To be clear, we emphasize that according to the above definition QHTIs are not necessarily new topological systems symmetry-wise, in regard to the existing classifications [21] [22] [23] [24] . The key requirement here is that the orbital magnetic field is explicitly present and the system is in the quantum Hall (QH) regime. This leads to physical phenomena, stemming mainly from the "flat-band" property of the LL spectrum in the bulk (Fig. 2) , that are specific to the QH regime and otherwise may hardly be realized.
B. Quantum Hall ferromagnet at the topological phase transition
The QHTIs with the LL structure as in Fig. 1 are particularly appealing for the study of the interplay of interactions and topology: due to the near degeneracy of the two LLs in vicinity of the single-particle topological phase transition point B * , electron interactions become the dominant effect that drives the physics there. Thus, in QHTIs, effective interactions are tunable by the magnetic field, and the regime of strong effective interactions is experimentally accessible even in a system with weak bare interactions.
In this work, we investigate the effect of electron interactions on the topological properties of QHTIs with the LL structure shown in Fig. 1 , particularly focusing on the regime of strong effective interactions in the vicinity of the single-particle topological phase transition.
The zero Chern number ν = 0 corresponds to halffilling of the two crossing LLs a and b, with on average one electron per two states. Analogous to the Hund exchange mechanism in atoms, at such commensurate filling factor, interactions make the electron system particularly prone to polarization in the 2D ab space. This results in the formation of the "ferromagnetic" ground state, see Fig. 3 , in which electrons at each orbital occupy exactly the same state
characterized by the unit-vector "isospin"
see Fig. 4 . Throughout, τ 0 and τ = (τ x , τ y , τ z ) will denote the unity and Pauli matrices in the ab space. Exactly at the crossing point and in the approximation of the SU(2)-symmetric interactions in the ab space, the isospin n can be completely arbitrary and the state describes spontaneous breaking of SU (2) symmetry. This phenomenon is referred to as quantum Hall ferromagnetism (QHFMism) 25 .
The bulk single-particle and interaction effects responsible for the deviation from this fully degenerate SU(2)-symmetric situation, as well the effect of the edge, can be taken into account within a low-energy field theory, the nonlinear σ-model, for the isospin order parameter (OP) n(r; t) generalized to configurations slowly varying in time and space. We derive the closed form of such σ-model in the coordinate space. Crucial for the description of the edge properties, we incorporate the effect of the edge as a boundary condition for the order parameter. This allows us to study most properties of interest analytically. The analysis of the properties of the edge excitations follows the approach developed in Refs. [26] [27] [28] [29] [30] for the ν = 0 QH state in graphene. Their properties are governed by the spatially inhomogeneous textures of the order parameter at the edge.
We calculate the bulk phase diagram, ground state edge textures, and edge charge excitations. For the interacting TnT phase, we derive and analyze the low-energy theory for the gapless edge excitations.
C. Main findings
As the central general result, we find that topological properties of this interacting many-body system are directly tied to its effective symmetry: the U(1) symmetry with respect to rotations about the isospin z axis is responsible for the topological protection.
We demonstrate that if U(1) symmetry is preserved, the single-particle TnT phase with fully filled |a LL, corresponding to n = n z = (0, 0, 1) isospin in the QHFM formalism, remains TnT in the presence of interactions in most of the range 0 ≤ B < B * . The edge excitations remain gapless but take the form of collective excitations described by the helical Luttinger liquid. We obtain explicit analytical expressions for the parameters of the Luttinger liquid in the QHFM regime. We find that the effective interactions in this Luttinger liquid are highly tunable: weak (with the interaction parameter 31 K ≈ 1) at small magnetic fields B B * , but strong (K 1) in the QHFM regime in the vicinity of the single-particle phase transition B * . More precisely, "preserved U(1) symmetry" means that both the bulk ground state and the many-body Hamiltonian are U(1)-symmetric. According to the violation of one of these conditions, we identify two mechanisms of the U(1) symmetry breaking, which lead to the loss of topological protection and eventual transitions to the TT phases.
First, U(1) could be broken spontaneously: upon increasing B, a second-order phase transition from the TnT phase n = n z to the phase with spontaneously broken U(1) symmetry may occur. The gap in the edge excitation spectrum of this broken-U(1)-symmetry phase grows monotonically upon further increasing B, starting from the zero value at the phase transition. Also, upon approaching this phase transition from the TnT n = n z phase, the edge Luttinger liquid becomes infinitely strongly interacting (K → 0).
Second, the many-body Hamiltonian can be U(1)-asymmetric: interaction terms can be present that fully respect the physical symmetry, responsible for the topological protection of the non-interacting system, but break U(1) symmetry. Such terms transform the Luttinger liquid model for the edge excitations of the TnT n = n z phase into the sine-Gordon model 31 . As B is increased, such terms will result in the phase transition to the state with broken U(1) symmetry at the edge and gapped edge excitations.
In either of the scenarios, the phase transitions from the TnT to the TT phases occur at the magnetic fields B lower than the single-particle phase transition point B * and are thus interaction-induced topological quantum phase transitions.
The rest of the paper is organized as follows. In Sec. II, we present the projected Hamiltonian. In Sec. III, we derive the low-energy theory for the QHFM. In Sec. IV, we obtain the bulk phase diagram. In Sec. V, we obtain the ground state configurations for a system with an edge. In Sec. VI, we study the edge charge excitations. In Sec. VII, we derive the Luttinger liquid model for the edge excitations in the TnT phase. In Sec. VIII, we establish U(1) symmetry as the requirement for topological protection. In Sec. IX, we present concluding remarks.
II. PROJECTED HAMILTONIAN

A. Restricted Hilbert space of two intersecting
Landau levels
We will work under the approximation where only the two intersecting LLs a and b in Fig. 1 are taken into account, while other LLs are neglected. This is a standard approximation for quantum Hall systems, justified for weak Coulomb interactions, when the energy separation between the LLs of interest and other LLs is much larger than the interaction energy scale set by the Coulomb energy
Here, e * is the electron charge screened by the dielectric environment with the constant κ, and
is the magnetic length, in which e is the electron charge, c is the speed of light, and B z is the component of the magnetic field perpendicular to the sample plane,
⊥ . We assume arbitrary orientation of the magnetic field relative to the quasi 2D sample, although this point will not be important.
We will work in the Landau gauge, in which the singleparticle states are characterized by the one-dimensional momentum p along the edge y direction. The singleparticle states of the LLs of interest are |ap and |bp .
(2.2)
We assume no discrete degeneracies (such as valleys) of these LLs.
We consider a half-infinite two-dimensional sample occupying the region x < 0, see Fig. 2 . The states with p 0 are then the bulk states, for which the coordinatemomentum correspondence holds, and the states with p 0 correspond to the edge states, localized over l near the edge. The electron annihilation operators will be denoted as c ap and c bp ; in the formulas below, we join them into a two-component spinor
for compactness.
B. U(1)-symmetric projected Hamiltonian
We first consider the following many-body "projected" Hamiltonian, operating within the states (2.2) of the intersecting LLs:
] :, (2.7)
The labels 1 and 2 designate single-particle and twoparticle interaction terms, respectively; the labels • and are explained below. The term (2.5) describes the energy spacing between the two LLs of interest, equal to 2h z . The energy h z (B) is a function of the magnetic field B (Figs. 1 and 2): it decreases monotonically with increasing the magnetic field, starting from positive values and changing to negative values at the crossing point B = B * . Close to the crossing point, one may expand it to the linear order as
Next, the term (2.6) describes the effect of the edge. The dispersion function (p) > 0 is shown schematically in Fig. 2 ; it has a plateau (p) ≈ 0 in the bulk (p 0) and grows monotonically at the edge p 0. Note that although the two branches at the edge do not have to be exactly particle-hole symmetric and an additional energy term 0 (p)τ 0 could be added, it produces only a trivial n-independent term in the σ-model derived below; so, we neglect it.
Crucially, due to the assumed topological protection by the physical symmetry, the single-particle termsĤ 1• + H edge 1• do not couple the |ap and |bp states. The singleparticle spectrum ±[−h z + (p)] ofĤ 1• +Ĥ edge 1• describes two LL with counter-propagating edge states at 0 < h z (TnT phase) and a fully gapped spectrum, both in the bulk and at the edge, at h z < 0 (TT phase).
Due to this decoupling of the |ap and |bp states, the single-particle HamiltonianĤ As we shall find below, this effective continuous U(1) symmetry is central to the properties of the edge charge excitations of the interacting system and the associated topological properties. For this reason, we consider the form of two-particle interactions, presented in Eqs. (2.7) and (2.8) , that preserves this U(1) symmetry. We also split these interactions into two parts, the SU (2) ), α = 0, x, y, z, will not matter for our considerations, only the presented structure of the terms in the isospin space will. The only condition we assume is that the U(1)-asymmetric terms are much smaller than the SU(2)-symmetric ones, in order to make the low-energy field theory a controlled expansion. The SU(2)-symmetric interactions have the typical scale of the Coulomb energy,
The HamiltonianĤ [Eq. (2.4)] thus possesses U(1) symmetry. We now consider possible U(1)-asymmetric terms.
C. U(1)-asymmetric terms
The mechanisms of (non-spontaneous) U(1) symmetry breaking could be grouped into two categories according to an important symmetry distinction between them. 1) One category is when already the physical symmetry responsible for the topological protection of a noninteracting system is violated. Consequently, the U(1) symmetry is then broken already at the single-particle level. The corresponding terms have the form of the isospin "Zeeman" field acting in the xy plane:
Such terms result in the coupling between the a and b LLs. The "orientation" of this field in the xy plane, set by the angle ϕ 1∅ , depends on the choice of the relative phase factor between the |ap and |bp states and is largely arbitrary.
2) Another category is when the physical symmetry is preserved. Then no single-particle terms breaking U(1) symmetry are allowed. However, interactions that preserve the physical symmetry but break U(1) symmetry could be present:
(2.14) where the sum ∅ α1α2 contains only U(1)-asymmetric terms. The structure of such interactions depends on specific physical symmetry, which does provide some constraints on the matrix elements V (
), but for most physical symmetries such U(1)-asymmetric interactions would be allowed. For the σ-model approach we employ, however, the detailed knowledge of their structure is not necessary, only the corresponding anisotropy function is required. The latter can be derived using symmetry considerations, as we illustrate in Sec. III C.
III. LOW-ENERGY NONLINEAR σ-MODEL
A. Quantum Hall "ferromagnet"
Close to the crossing point h z = 0 of the LLs, the SU (2) 
is an exact eigenstate ofĤ 2 . Here, |0 is the "vacuum" state with both LLs empty and
is the operator creating an electron in the state |n According to Eq. (1.1), the isospin at the "poles" of the Bloch sphere n = ±n z (θ = 0, π), corresponds to pure |n z = |a or | − n z = |b states. Any other state with −1 < n z < 1 (0 < θ < π) is a coherent mixture of |a and |b states. For a wide class of repulsive interactions, one can expect this eigenstate to be an exact ground state by the Hund's rule argument. This is the main assumption of the QHFMism theory 25 , also employed in this paper. Importantly, the many-body wave-function Ψ(n) is an eigenstate ofĤ 2 for any choice of the isospin n. It thus describes the state with spontaneously broken SU(2) symmetry; the unit vector n represents the OP of the family of degenerate ground states.
B. U(1)-symmetric nonlinear σ-model
The effects of the other, SU(2)-asymmetric, terms in the Hamiltonian on the ground state and excitations of the QHFM can be taken into account within a low-energy field theory, the σ-model. As long as the energy scales of these terms are much smaller than the Coulomb scale (2.12) of the SU(2)-symmetric interactions, the σ-model presents a controlled systematic low-energy expansion about the exact ground state (3.1) ofĤ 2 .
For the Hamiltonian given by Eqs. (2.4), (2.13), and (2.14), the derivation of the σ-model is rather standard and follows the general recipe 25 . The new aspect is incorporating the effect of the edge with counter-propagating states into the real-space σ-model, which we perform below at the end of this section.
In the nonlinear σ-model, the homogeneous and static isospin OP n of the state (3.1) is generalized to configurations n(r; t) that vary slowly in time and space. The constraint n 2 (r; t) = 1 is satisfied locally. The low-energy dynamics and energetics is described by the Lagrangian functional; for the bulk part (all terms exceptĤ 
The 
is expressed in terms of the SU(2)-symmetricĤ 2 interactions.
The energy function E(n z ) describes the effect of the bulk termsĤ 1• +Ĥ 2• that have the symmetry lower than SU (2) . To derive it, it is sufficient to take the expectation value
of the corresponding terms with respect to the state Ψ(n)
s 1 is the number of orbital states, equal to the number of flux quanta threading the sample.) The term u 2 n 2 z quadratic in n arises from the SU(2)-asymmetric two-particle interactionsĤ 2• and can be referred to as the "anisotropy" term; the anisotropy energy equals
We will consider the more interesting case of positive anisotropy energy u > 0, which is called "easy-plane" anisotropy, since the energy • , which describes the edge. Its effect can be presented as an effective boundary condition for the order parameter n(r; t) as follows. We first note that the edge states (p 0) are also "half-filled" (one electron per two states) and thus their occupation can be described by the same isospin OP: the filling factor remains the same for both bulk (p 0) and edge (p 0) states. At such p that the energy (p) becomes much greater than the energies u and h z of the SU(2)-asymmetric terms, electrons occupy the "hole" branch of the edge spectrum, i.e., the states |bp with the negative energy − (p), which corresponds to n = −n z . Since the edge states with p 0 are localized at spatial scales ∼ l Bz near the edge x = 0 of the sample and n(r; t), by assumption, varies at much larger scales, the effect of the edge may be described in the real space by the boundary condition n(x = 0, y; t) = −n z , n z = (0, 0, 1).
(3.8)
Thus, the effect of the edge amounts to "pinning" the OP in the state that corresponds to the occupation of the "hole" branch of the edge spectrum.
Equations ( 
The additional terms in the σ-model originating from the U(1)-asymmetric terms (2.13) and (2.14) in the full Hamiltonian, Sec. II C, are considered below.
C. U(1)-asymmetric terms
The single-particle termĤ 1∅ [Eq. (2.13)] that breaks U(1) symmetry produces the following additional contribution to the energy function (3.6):
The structure of the anisotropy energy function arising from the U(1)-asymmetric two-particle interactionsĤ 2∅ [Eq. (2.14)] depends on the specific physical symmetry. It can be derived via group-theoretical considerations without using any information about the interaction matrix elements in Eq. (2.14). As an example, we will consider the inversion symmetry.
In this case, the LLs states a and b are characterized by opposite inversion parities + and −. Therefore, the isospin components transforming according to Eq. (1.4) as n x,y ∼ |a b| and n z ∼ |a a| − |b b| have − and + parities, respectively.
The anisotropy function arising from two-particle interactions is a quadratic function of n. It must be invariant under inversion, i.e., have + parity. All quadratic functions with + parity are
The most general form of the anisotropy function is an arbitrary linear combination of these terms.
It is convenient to choose the basis functions as
Then, the combination n 
of the two remaining functions represents the U(1)-asymmetric contribution to the anisotropy function.
D. Outline of the approach
The remaining part of the paper is devoted to the analysis of the obtained σ-model, with the focus on the properties of the edge excitations. The fact that the effect of the edge has been reduced to the boundary condition (3.8) in the coordinate space is a technical advantage that will facilitate the analysis of the problem and enable us to obtain explicit analytical expressions for many quantities of interest.
The approach we use to study the edge excitations follows that developed in a series of papers [26] [27] [28] [29] [30] for the ferromagnetic (F) and canted antiferromagnetic (CAF) [32] [33] [34] [35] phases in the ν = 0 state in graphene with armchair-type boundary. Although graphene has a few additional peculiarities (most importantly, the presence of valley degrees of freedom, which makes the QHFM physics richer), there are mathematical and physical similarities to our model. Another related system is a QH bilayer with an inverted band structure, studied theoretically in Ref. 36 . The model Hamiltonian considered in Ref. 36 essentially coincides with the U(1)-symmetric part of our model, but the focus and methods of analysis of Ref. 36 differ from ours in several respects. We point out the analogies between our and these two systems as we move along.
As originally recognized in Ref. 26 for the F phase of the ν = 0 state in graphene with armchair-type boundary, the physics of the edge in the QHFMs at ν = 0 is governed by the fact that the order favored at the edge due to the propagating edge states may be different from that favored in the bulk. This leads to a spatially inhomogeneous OP texture at the edge, which connects the bulk and edge orders. This ground state texture, which can be referred to as the domain wall, then determines the properties of the edge excitations.
Since, as already mentioned above, U(1) symmetry will turn out to be crucial for the existence of the TnT phase in this interacting system, in the next Secs. IV-VII we perform the analysis of the U(1)-symmetric model, Eqs. (3.3)-(3.6), and (3.8), and consider the effect of the U(1)-asymmetric terms (3.9) and (3.10) afterwards in Sec. VII C.
IV. BULK PHASE DIAGRAM
In this section, we obtain the bulk mean-field phase diagram for the U (1) . The minimum isospin configuration will be denoted as n ∞ and referred to as the bulk ground state. The minimal energy will be denoted as
In the case u > 0 of the easy-plane anisotropy we consider, minimization of E(n z ) within the interval −1 ≤ n z ≤ 1 gives the following phases
with the respective energy minima
The phases are shown in Fig. 5 . The phases n ∞ = ±n z at u < h z and h z < −u, respectively, are fully polarized along the direction z of the field h z . According to the meaning of the isospin, see Eqs. (1.1), (1.2), and (1.3), the n ∞ = ±n z phases correspond to the occupation of either |+n z = |a or |−n z = |b LLs, respectively. The Slater- determinant ground state Ψ(n) [Eq. (3.1)] in the n ∞ = ±n z phases is thus the same as in the noninteracting system.
In the "intermediate" phase n ∞ = n * (ϕ 0 ) at −u < h z < u, the isospin has the optimal projection
on the z direction and arbitrary orientation in the xy plane, parameterized by the angle ϕ 0 . It is convenient to introduce the dimensionless field
normalized by the anisotropy energy u. Thus, in the intermediate phase, electrons are in a coherent mixture
of the two LL states. The appearance of this intermediate phase is the first important distinction from the noninteracting picture. The U(1) symmetry is thus preserved in the n ∞ = ±n z phases, but it is spontaneously broken in the intermediate n ∞ = n * (ϕ 0 ) phase. The phase transitions at h z = ±u are of the second order. According to the dependence (2.9) of h z (B) on the magnetic field, the transition points h z = ±u, correspond to the values
of the magnetic field, respectively.
An analogous phase diagram was obtained for a double-layer system 36 . Also, the region 0 ≤ h z reproduces the part of the phase diagram for the ν = 0 state in graphene [32] [33] [34] , where the n ∞ = n z and n ∞ = n * (ϕ 0 ) phases correspond to the F and CAF phases, respectively. For graphene, the isospin n would correspond to the spin polarization of one of the sublattices of the honeycomb crystal lattice.
V. SYSTEM WITH AN EDGE, GROUND STATES
In this section, we obtain the ground state configurations of the OP n(r) taking the effect of the edge into account. Such configurations, to be denoted n 0 (r), minimize the energy functional (3.5),
under the boundary condition (3.8) constraint. The ground state configuration n 0 (r) is a stationary point of the energy functional. In terms of the spherical angles θ and ϕ [Eq. (1.3)], the stationary-point equations read
(Throughout, we will denote the energy dependence E(θ) = E(n z = cos θ) on θ by the same function, since it should not lead to confusion.) Since in the presence of the edge the translational symmetry along y direction is still preserved, the ground state configuration is y-independent, n 0 (x, y) ≡ n 0 (x): changes of the isospin with y would only result in the rise of the gradient energy.
Away from the edge in the bulk, i.e., asymptotically at x → −∞, the ground state configurations must approach the constant value
of the bulk ground state order n ∞ , which, depending on h z , is one of the orders (4.2), (4.3), or (4.4) that minimize E(n z ), as obtained in the previous section. Therefore, whenever n ∞ differs from the boundary order [Eq. (3.8)]
is a spatially inhomogeneous domain-wall configuration along x that "connects" these orders.
Further, due to the U(1) symmetry of the energy function E(n z ) and boundary condition (3.8) , it is clear that the angle ϕ(x) ≡ ϕ 0 in the spherical parametrization (1.3) of n 0 (x) is constant and arbitrary: similarly, changes in ϕ would only result in the rise of the gradient energy. Note that Eq. (5.2) is satisfied automatically by a constant ϕ.
Therefore, the ground state configuration has the following form
(5.5) For the angle θ(x) dependent only on x and the constant ϕ 0 , the energy functional (3.5) per unit length in the y direction reduces to
(5.6) The ground state configuration θ 0 (x) minimizes this functional and thus satisfies its stationary point equation
(which is evidently equivalent to Eq. (5.1) under these assumptions). Equation (5.7) needs to be supplemented by the boundary conditions
following from Eqs. (5.3) and (5.4), where θ ∞ is the angle of the bulk order n ∞ .
The solution of this boundary problem can be facilitated by noticing the analogy of Eq. (5.7) with the Newton equation for a point particle in one dimension, where θ and x play the roles of coordinate and time, respectively. The equation has an integral of motion 9) equivalent to the total energy of the effective particle. It can be obtained by multiplying Eq. (5.7) by ∇ x θ and integrating once over x. The gradient term ρ 2 (∇ x θ) 2 in Eq. (5.9) plays the role of the kinetic energy, while −E(θ) plays the role of the potential energy. The value of this integral of motion is set by its value −E ∞ in the bulk [Eqs. (4.5), (4.6), and (4.7)], where ∇ x θ → 0. Equation (5.9) can be further integrated, which produces an implicit dependence of θ 0 (x) on x given by
(5.10)
The functional form (3.6) of E(n z ) allows for explicit integration of Eq. (5.10) in terms of elementary functions and subsequent inversion. The explicit forms of the solutions are
Here,h z is the dimensionless field defined in Eq. (4.9) andx
is the dimensionless coordinate normalized by the length scale
set by the anisotropy energy u. The solutions, therefore, have the scaling form θ 0 (x) = θ 0 (x; u, h z ) = θ 0 x;h z . These solutions θ 0 (x) minimize the functional The functions are plotted in Fig. 6 . In the n ∞ = n z and n ∞ = n * (ϕ 0 ) phases, θ 0 (x) grows monotonically from the bulk value θ ∞ at x = −∞ to π at the edge x = 0. Since θ ∞ corresponds to the minimum of E(θ) the effective particle starts at "time" x = −∞ at the maximum −E ∞ of its potential energy −E(θ), i.e., in an unstable equilibrium position, and "falls down" the potential energy curve. In the n ∞ = −n z phase, the bulk and edge orders are the same and θ 0 (x) ≡ π is a constant.
The solutions θ 0 (x) approach the asymptotic bulk value θ ∞ exponentially over the length scales 
At both phase transitions h z = ±u, these length scales become infinite.
Exactly at the h z = u phase transition, the solution takes the form
as follows from both Eqs. (5.11) and (5.12) in the limits h z → u ± 0. It approaches the bulk value θ ∞ = 0 as a power law θ 0 (x) ≈ −2/x. We emphasize that even exactly at the phase transition h z = u, the domain wall has the spatial scale l u , although the bulk asymptotic value is approached according to a power law, and not exponentially. This point will be important for the considerations below in Sec. VI D.
Close to the h z = −u transition, when h z + u u, the bulk value θ ∞ is close to π, and the solution simplifies to
Most important for topological properties are, however, the degeneracies of the isospin solutions n 0 (x|ϕ 0 ) [Eq. (5.5)]. According to the possible bulk phases, we have the following three cases.
1) In the
2)], the ground state solution n 0 (x|ϕ 0 ) is degenerate according to the arbitrary angle ϕ 0 . Note though that the bulk order is nondegenerate since at n ∞ = n z the angle ϕ 0 is undefined and the U(1) symmetry is not spontaneously broken in the bulk. So, this degeneracy occurs (at the mean-field level) at the edge and not in the bulk.
2) In the n ∞ = n * (ϕ 0 ) phase realized at −u < h z < u [Eq. (4.3)], the ground state configuration n 0 (x|ϕ 0 ) is degenerate according to the arbitrary angle ϕ 0 , equal to the one of the asymptotic bulk configuration n * (ϕ 0 ). So, this degeneracy describes the spontaneous breaking of U(1) symmetry in the bulk and there is not extra degeneracy at the edge.
3) In the n ∞ = −n z phase realized at h z < −u [Eq. (4.4)], the bulk and edge orders are exactly the same, and the ground state solution for the system with an edge is a constant n 0 (x) ≡ −n z and thus nondegenerate (ϕ 0 is undefined).
The properties can also be illustrated with the help of the Bloch sphere, see Fig. 8 . The ground state domain wall configurations n 0 (x|ϕ 0 ) can be visualized as geodesic paths connecting the bulk n ∞ and edge −n z orders and parameterized by the coordinate x. In the n ∞ = n z phase, the bulk and edge orientations are exactly opposite, and there is an infinite number of geodesics, parameterized by the angle ϕ 0 . In the n ∞ = n * (ϕ 0 ) phase, for a given angle ϕ 0 in the bulk, the geodesic connecting n * and −n z is unique: it is a path in the vertical plane of the constant ϕ 0 . As we show in the next Sec. VI, these degeneracy properties of the ground state solutions are key to the properties of the charge edge excitations.
We calculate the ground state energy of the system with an edge. It is sensible to subtract the asymptotic bulk contribution and thus define the energy quantities
and can be referred to as the domain-wall energy. This quantity is not extensive in the x direction and indeed describes the energy associated only with the domain-wall isospin texture at the edge. Exploiting the integral of motion (5.9), the domain-wall energy can be presented as
and calculated explicitly using the expressions (5.11) and (5.12) for the ground state solutions. For the n ∞ = n z phase [the same can be done for the n ∞ = n * 0 (ϕ) phase], we obtain
where are dimensionless functions of the normalized fieldh z , the latter two arising from the anisotropy u 2 (n 2 z − 1) and "Zeeman" −h z (n z − 1) contributions to E(θ 0 (x)) − E ∞ , respectively. The function F (h z ) is plotted in Fig. 14 .
Importantly, as we will see below in Secs. VI B and VII, the dependence (5.21) of the domain-wall energy on parameters u and h z defines not only the ground state but also the properties of the low-energy edge excitations of the n ∞ = n z phase. 
VI. SYSTEM WITH AN EDGE, CHARGE EXCITATIONS A. General considerations
Having established the properties of the ground states of the system with an edge, we now turn to the analysis of its charge excitations.
As is well-known 25 , QHFM systems support charge excitations, which are described by the configurations of the OP with nonzero topological charge, equal to the electric charge. For the system in question, with the OP being the isospin-1 2 , the charge density of a configuration n(r) is given by
The total net charge of the configuration is then given by the integral
This topological charge is the invariant of the mapping realized by n(r) from the coordinate space of r to the 2D Bloch sphere; it can be visualized as the number of times the sphere is wound as the space of r is explored. In this article, we will be interested in the excitations with integer charge q, whose boundary values are the same as in the ground state. In principle, excitations with noninteger charge q are also possible if the ground state has broken continuous symmetry, which is indeed the case for the intermediate phase n ∞ = n * (ϕ 0 ), but they are outside of the scope of this paper.
The difference
between the energy of a configuration n(r) and of the ground state configuration n 0 (x) will be called the excitation energy of n(r). The configuration n q (r) of charge q will be further designated with a superscript. Denote n q 0 (r) the charge-q configuration that minimizes the energy (3.5) among all charge-q configurations n q (r),
Clearly, the ground state configuration n 0 (x|ϕ 0 ) has zero charge (the charge density κ[n 0 ] ≡ 0) and hence n 0 = n q=0 0 . The excitation energy (6.3) q is a growing function of q, and therefore the unit-charge q = ±1 excitations, for which the Bloch sphere is covered once, determine the gap, ∆ = ∆ q=±1 .
The minimal-energy charge-q configurations n q 0 (r) satisfy the same stationary-point Eqs. (5.1) and (5.2) as the ground state n 0 (x|ϕ 0 ), since they describe any local minimum in the configuration space. In order not to contain "extensive" contributions to the excitation energy (6.5), proportional to the size of the system, the configurations n q 0 (r) must asymptotically approach the ground state configuration n 0 (x|ϕ 0 ):
The finite-size region, where most of the winding of the Bloch sphere occurs, n q 0 (r) differs from n 0 (x|ϕ 0 ), and the charge density κ[n q 0 ](r) is located, can be referred to as the core of the charge excitation.
For the considered system with an edge, one should distinguish between bulk and edge charge excitations. In the bulk excitations, known as skyrmions, the core is located deep in the bulk, away from the domain wall at the edge, such that its effect can be neglected. In the edge excitations, the core is located in the domain wall. At the qualitative level, it is clear that the energy of the edge charge excitation will generally be smaller than that of the bulk skyrmion: since in the ground state n 0 (x|ϕ 0 ) some changes in the isospin orientation are already present, less additional changes are required in n q 0 (r) to wind the whole Bloch sphere; hence, the smaller the energy cost. The general properties of bulk skyrmions are well-understood 25 ; below, we concentrate on the edge excitations.
B. Gapless edge excitations of the n ∞ = nz phase
We first look at the n ∞ = n z phase with preserved U(1) symmetry in the bulk.
According to the previous section, in the n ∞ = n z phase, the bulk isospin orientation is exactly opposite to the edge isospin orientation and there is an infinite number of geodesics n 0 (x|ϕ 0 ), parameterized by the angle ϕ 0 , connecting these two orientations, see Fig. 8 . This degeneracy allows one to construct a charge excitation by winding the angle ϕ 0 in the y direction along the edge 26, 30 . In fact, the Ansatz (θ(x), ϕ(y)) for n(r) [Eq. Introducing the sample boundaries along the y direction at y = ± Ly 2 and imposing the periodic boundary condition
for the solution to Eq. (6.6), we obtain
where q is integer. The integer q is indeed the topological charge of the configuration, as can be confirmed from either the geometric considerations or explicit calculation according to Eqs. (6.1) and (6.2). The energy functional then becomes
We notice that the gradient term 9) and the gap (6.5)
of charge-q edge excitations of the n ∞ = n z phase is expressed exactly in terms of the domain-wall energy (5.21). The isospin configuration of the charge-q excitation in the n ∞ = n z phase has the form 11) and is shown in Fig. 9 .
The gap (6.10) is finite only due to the finite size L y of the sample in the y direction and vanishes in the limit L y → ∞. Therefore, the phase n ∞ = n z supports gapless edge charge excitations, similar to the findings of Refs. 26,30. The leading term in the large-size limit L y → ∞ can be obtained as an expansion
Here,
is the energy associated with the gradient term; it is due to SU(2)-symmetric interactions and is thus set by the Coulomb energy. Equation (6.12) can also be obtained in a simpler way, approximating θ q 0 (x) ≈ θ 0 (x; u, h z ) [Eq. (6.9)] by the ground state configuration (5.11), i.e. taking n q 0 (r) ≈ n 0 (x|ϕ q 0 (y)), in which case the gap contains only the gradient term
which does agree with Eq. (6.12).
C. Gapped edge excitations of the n ∞ = −nz and n ∞ = n * (ϕ0) phases
The above construction of the gapless charge excitations in the n ∞ = n z phase is possible due to two conditions realized in the ground state n 0 (x|ϕ 0 ): (i) preserved U(1) symmetry in the bulk and (ii) continuous degeneracy of the ground state solution at the edge. In the other two phases, one of these conditions is violated. In the intermediate phase n
3)], the U(1) symmetry is spontaneously broken in the bulk and, for a given bulk order, characterized by the angle ϕ 0 , the ground state solution n 0 (x|ϕ 0 ) is unique. In the n ∞ = −n z phase [Eq. (4.4)], the U(1) symmetry is preserved in the bulk, but the bulk and edge orientations are exactly the same and the ground state solution is just a constant n 0 (x) ≡ −n z . These crucial differences in the ground state edge configurations of the phases are visualized in Fig. 8 . As a result, in both phases, the ground state solution is unique for a given bulk order and analogous construction of the gapless charge excitations is not possible. The edge charge excitations are therefore gapped. In the intermediate n ∞ = n 0 (ϕ 0 ) phase, the typical edge charge configuration n 1 0 (r) has the form shown in Fig. 10 , as we also demonstrate numerically, see Sec. VI E.
In fact, in the phase n ∞ = −n z , the lowest energy integer-charge excitations are the bulk skyrmions, with the core infinitely far (relative to its size) away from the edge. This can be understood from the following argument. The bulk skyrmions are the minimal-energy configurations in an infinite sample among all charged configurations with the constraint n(r → ∞) = −n z . For the half-infinite sample, when the boundary condition n(x = 0, y) = −n z [Eq. (3.8)] is imposed, one can continue the half-plane configurations to the whole plane with the constraint n(x > 0, y) = −n z in the other halfplane. This would constrain the possible set of configurations, which can only result in an increase of the excitation energy compared to that of the bulk skyrmions, for which such a constraint is absent. In other words, placing the core closer to the edge in this case can only result in an energetically less favorable configuration. Therefore, the n ∞ = −n z phase has the largest energy of charge excitations among all three phases, given by that of the bulk skyrmion,
When the term (higher order in gradients) describing the Coulomb self-interaction of the charge density κ[n](r) [Eq. (6.1)] is neglected, as done in the σ-model we study, the skyrmion energy is given by
and its size is formally zero 37 due to the presence of the energy E(n z ) of the SU(2)-asymmetric terms.
The general qualitative behavior of the edge charge excitation gap ∆ q (h z ) (6.5) in the intermediate n ∞ = n * (ϕ 0 ) phase can be understood from the continuity argument. Since the transitions at h z = ±u are continuous second-order transitions and the intermediate phase continuously interpolates between the n ∞ = n z and n ∞ = −n z phases, ∆ q (h z ) monotonically and continuously grows upon decreasing h z in the range −u < h z < u, starting from zero value at h z = u and reaching its maximal value of ∆ q sk at h z = −u. Since the bulk phase is controlled solely by the normalized dimensionless field h z [Eq. (4.9)], the gap has the following scaling form
where∆ q (h z ) is a dimensionless function ofh z . An analogous continuous growth of the edge excitation gap was earlier predicted for the CAF phase of the ν = 0 state in graphene, originally employing a similar continuity argument 34 and within a simplified picture of singleparticle edge excitations 35 . The transport behavior well consistent with this scenario was shortly after observed in both bilayer 38 and monolayer 20 graphene. More recently, an analytical estimate for the edge excitation gap of the CAF phase was obtained 27 within a low-energy theory approach analogous to the one employed here; the estimate we make below is in accord with that result.
D. Intermediate phase close to the phase transition hz = u
In the intermediate phase n ∞ = n * (ϕ 0 ) close to the phase transition h z = u, i.e., when the deviation
is negative and small, |δh z | 1, the gap∆ q (h z ) 1 is also small and can be estimated analytically.
First, by analogy with the construction for the n ∞ = n z phase, consider the configuration n 0 (x|ϕ q (y)) obtained from the ground state configuration [Eqs. (5.5) and (5.12)] for the intermediate phase by slowly (i.e., at scales much larger than the domain-wall width l u ) winding the angle ϕ q (y) q times as the y direction is spanned. The shape of ϕ q (y) is to be optimized. The excitation energy δE[n 0 (x|ϕ q (y))] [Eq. (6.
3)] of such a configuration would also contain only the gradient contribution, analogous to Eq. (6.10). However, since, unlike the n ∞ = n z phase, the bulk asymptotic angle θ ∞ = θ * = 0 [Eq. (4.8)] is nonzero in the intermediate phase, the integral 0 −∞ dx . . . would not be constrained to the domainwall region of size l u , but would also contain an extensive contribution proportional to the size of the sample in the x direction. Besides, due to the winding of ϕ q (y), the asymptotic value n 0 (x = −∞|ϕ q (y)) = n * (ϕ q (y)) would differ from that n q (x = −∞, y) = n * (ϕ 0 ) of the bulk ground state. Qualitatively, the charge-q configuration n q (r) must have the form shown in Fig. 10 for q = 1. Nonetheless, for a given ϕ q (y), the energy is still minimized well by the configuration n 0 (x|ϕ q (y)) in the domain-wall region. It is in the bulk region, where the configuration needs to be modified.
The proximity to the phase transition allows one to efficiently separate the domain-wall and bulk contributions as follows. The asymptotic bulk order n ∞ = n * (ϕ 0 ) deviates only a little from n z : from Eq. (4.8), the optimal angle in the bulk ground state is given by
When the isospin n(r) is close to n z , such that its angle θ(r) θ * , the energetics is governed by this smaller scale |δh z | u and the associated spatial scale
is much larger than the domain-wall width l u [see also Eq. (5.16)]. We choose a length scale x 0 such that
Since x 0 l u , the ground state configuration n 0 (x = −x 0 |ϕ 0 ) at x = −x 0 is already close to its bulk asymptotic value θ 0 (x = −x 0 ) ≈ θ * . We emphasize that even exactly at the phase transition h z = u, the domain wall width is l u , only the bulk value is approached as a power law and not exponentially, see Eq. (5.17). So, for the sought charge-q configuration n q (r), we consider the above ground state configuration with the adiabatically changing angle ϕ q (y) only in the region up to this distance from the edge:
Due to the other condition l δhz x 0 , the contribution to the excitation energy from the region −x 0 < x < 0 is not extensive and can be approximated as
Here and below, # indicates undetermined numerical factors that are beyond the accuracy of the considered approximation. In the remaining "bulk" region x < −x 0 , the configuration n q (r) must connect the boundary values n q (x = −∞, y) = n * (ϕ 0 ) and n q (x = −x 0 , y) = n 0 (x|ϕ q (y)) ≈ n * (ϕ q (y)). Since at both boundaries the isospin is close to n z , the isospin n q (r) is close to n z within the whole region, and therefore, according to the above, varies over the spatial scales on the order of l δhz or greater.
In fact, the bulk region x < −x 0 "traps a vortex" of charge q (not to be confused with the skyrmion charge): when going along its rectangular boundary, the phase ϕ q (x, y) winds the circle q times (all at the x = −x 0 boundary), while the angle θ ≈ θ * remains almost constant. The leading contribution to the energy of such a vortex configuration comes from the region outside of its core -the region where the isospin covers the solid angle θ θ * . This contribution is logarithmic; to obtain it, one may consider the radial form θ(r, φ) = θ * , ϕ(r, φ) = qφ, where r = r(cos φ, sin φ), relative to the "center" of the vortex in the bulk region x < −x 0 , the point at which n q 0 (r) = n z in Fig. 10 . This gives
The lower limit is determined by the size |q|l δhz of the vortex core. In our case, the upper limit l |q|l δhz is set by the distance from the vortex core to the edge. This same scale l has to match the extent of ϕ q (y) in the domain wall in the y direction (the size of the "winding region"). Estimating ∇ y ϕ q (y) ∼ q/l and adding the domain-wall (6.18) and bulk (6.19) contributions, for the excitation energy of the so-constructed configuration one obtains
The dimension l is the only remaining variational parameter. Minimization of this energy with respect to L yields the leading terms of the asymptotics expansion
for the gap of charge edge excitations in the intermediate phase n ∞ = n * (ϕ 0 ) close to the phase transition h z = u. The minimum (6.21) of Eq. (6.20) is reached at the optimal length
The numerical factor C ∼ 1 cannot be determined within the accuracy of the considered logarithmic approximation. For unit charge q = ±1, the estimate (6.21) agrees with that of Ref. 27 .
E. Numerical calculations
We also confirm the above-presented behavior by calculating the unit-charge q = 1 edge excitations numerically. The configurations n 1 0 (r) that deliver the energy minimum (6.4) within the q = 1 sector are found by solving the discretized version of the stationary-point Eqs. (5.1) and (5.2). We solve them using a variant of the multi-grid relaxation methods for boundary value problems 39 . The calculations are performed for a finite-size
2 ) with dimensions L x and L y . For all sizes L y indicated in Fig. 11 , except the largest one (L x , L y ) = (120, 160) √ 2l u , we considered square samples with L x = L y . The gap∆ 1 (h z ) is calculated using a discretized version of Eq. (6.5). The plots for the gap∆ 1 (h z ) as a function of the normalized fieldh z for several different system dimensions L x,y /l u are presented in Fig. 11 .
In the region u < h z of the n ∞ = n z phase, the numerically calculated gap∆ 1 (h z ) accurately agrees with the exact analytic dependence (6.10) onh z and L y , thus confirming that the edge charge excitations are gapless in the infinite-size limit L y → ∞. The typical edge charge configuration n 1 0 (r) in the n ∞ = n z phase has the form shown Fig. 9 , in full agreement with the analytical expressions (6.7), (6.9), and (6.11). In the region −u < h z < u of the intermediate phase n ∞ = n * (ϕ 0 ), the gap becomes independent of the sample dimensions L x,y , as they become larger than the size of the configuration. Close to the transition point h z = u in the intermediate phase, for large enough L x,y /l u , the numerical data points fit to the analytical estimate (6.21): for the largest-size sample (L x , L y ) = (120, 160) √ 2l u (with the smallest size effects), fitting to the data points (h z ,∆ 1 (h z )) = (0.955, 1.058), (0.920, 1.715), (0.875, 2.484), we obtain ln C = 4.27.
The available numerical data for∆ 1 (h z ) in the intermediate phase range −u < h z < u visually extrapolate well to the value∆ 1 (h z = −1) = 4π [Eqs. (6.15) and (6.16)] of the bulk skyrmion at the phase transition point
The typical edge charge configuration n 1 0 (r) in the n ∞ = n * (ϕ 0 ) phase is shown in Fig. 10 . In Fig. 12 , the angle functions θ As h z decreases in the range −u < h z < u, this size monotonically decreases, becoming smaller than l u .
These behaviors of the gap and size of the excitation with decreasing h z in the −u < h z < u region are in accord with the general arguments of Sec. VI C that in the n ∞ = −n z phase at h z < −u, the charge excitations are skyrmions with zero size [for the considered model with neglected Coulomb self-interaction of the charge density (6.1)].
F. Summary
To summarize, in this section, we studied the edge charge excitations. We found that the properties of the charge excitations of the phases n ∞ = ±n z with preserved U(1) symmetry remain qualitatively the same in the presence of strong interactions: the TnT phase n ∞ = n z has gapless edge excitations and the TT phase n ∞ = −n z has gapped edge excitations. However, collective charge excitations of the interacting system are microscopically quite different from the single-electron excitations of the noninteracting system.
In the intermediate phase n ∞ = n * (ϕ 0 ) with spontaneously broken U(1) symmetry the edge charge excitations are gapped. This suggests that the U(1) symmetry is responsible for the topological protection in this strongly interacting system. This important point will be further substantiated in the next Sec. VII, where we study the low-energy edge dynamics of the TnT phase n ∞ = n z , including the effects of (non-spontaneous) U(1) symmetry breaking, Secs. II C and III C.
We point out here that, since rigorous mathematical definitions of topological phases in interacting systems are currently an actively researched subject, in this article, we adopt an intuitive nomenclature, whereby we refer to the phases with gapless and gapped edge excitations as TnT and TT phases, respectively.
We also point out that while the properties of the edge excitations of the three phases are different, their bulk charge excitations are qualitatively the same: the bulk charge gap is finite in all three phases and never closes during the transformation from the TnT n ∞ = n z to the TT n ∞ = −n z phase with increasing h z . This is another qualitative distinction from the single-particle noninteracting picture, where the topological phase transition is associated with the closing of the bulk gap.
VII. HELICAL LUTTINGER LIQUID A. Derivation
In the previous Sec. VI, it was demonstrated that the n ∞ = n z phase at u < h z is characterized by gapless charge edge excitations. In this section, we derive the effective low-energy theory describing the dynamics of these edge excitations. The criterion for the applicability of such a low-energy theory is quite clear at the physical level: the nondegenerate bulk ground state n ∞ = n z has a gapped excitation spectrum and the theory is valid at energies below this gap h z − u, i.e, as long as the bulk is not excited. This criterion will be established more rigorously below.
The gapless edge excitations originate from the degeneracy of the (mean-field) ground state solution n 0 (x; ϕ 0 ) at the edge, characterized by an arbitrary angle ϕ 0 . Essentially, now we would like to include the slow variations of the angle ϕ 0 in space and time and perform a gradient expansion. Since some terms in the original Lagrangian L[θ, ϕ] [Eqs. (3.3)-(3.6)] couple the ϕ(r; t) and θ(r; t) variables, θ(r; t) cannot just be considered as static and replaced by the ground state configuration θ 0 (x). However, the deviations from the ground state configurations due to slowly varying ϕ(r; t) will be small, and so the Lagrangian L[θ, ϕ] may be expanded in deviations δθ(r; t) about θ 0 (x), θ(r; t) = θ 0 (x) + δθ(r; t).
(7.1)
The deviation must satisfy the boundary condition δθ(x = 0, y; t) = 0. (7.2)
For now, we assume a general, but slow, dependence of ϕ(r, t) on r and t; further approximations to follow.
To the leading order in gradients of ϕ(r; t), it is sufficient to expand different terms to the lowest necessary order in δθ(r; t). This way, for the kinetic term (3.4), we have
The termφ 2 cos θ 0 is an inconsequential full time derivative and may be dropped. For the reason to be provided below, we keep the derivative ∂ θ cos θ 0 = − sin θ 0 as is, without explicitly differentiating it. In the gradient term
in Eq. (3.5), keeping only the zero-order term is sufficient. The remaining terms
in Eq. (3.5) do not depend on ϕ(r; t) and need to be expanded to quadratic order (the zero-order ground state energy E[n 0 ] may be dropped and the linear order in δθ(r; t) vanishes since θ 0 (x) minimizes exactly this functional). Here,Û = −ρ∇ 2 y +Û x , (7.6)
Collecting these leading terms [Eqs. (7. 3), (7.4), and (7.5)], we approximate the initial Lagrangian as
(7.9) The structure of the Lagrangian (7.9) allows for further approximations.
First, we observe that in both terms containing the ϕ(r; t) variable, the function sin θ 0 (x) is present, which constrains them to the domain-wall region of size l u . We split the field ϕ(x, y; t) = Φ(y; t) + δ x ϕ(x, y; t)
into an x-independent average Φ(y; t) ≡ ϕ(x, y; t) x (7.10) along x and fluctuations δ x ϕ(x, y; t), which are, by this construction, zero on average,
There is certain freedom in the definition of this average. Since the parametrization by the spherical angles becomes degenerate at θ = 0, π, a meaningful average requires a weight function that takes that into account. The most reasonable weight function seems to be sin θ 0 (x), and so we define the average as
Although other similar choices could also be used, to the leading order, when δ x ϕ is just neglected, the exact definition of the average is not essential. Since at low energies ϕ(x, y; t) varies over spatial scales exceeding the domain wall size l u , the fluctuations of the field ϕ(x, y; t) in the x direction across the domain wall, described by δ x ϕ(x, y; t), will produce a parametrically smaller contribution than those in the y direction along the domain wall, described by Φ(y; t). Thus, to the leading order, δ x ϕ(x, y; t) may be neglected and the field ϕ(x, y; t) → Φ(y; t) (7.11) may be approximated by a quasi-1D field Φ(y; t). After this approximation, the gradient term becomes (∇ϕ) 2 → (∇ y Φ)
2 . Next, we analyze the properties of the operatorÛ x [Eq. (7.7)]. The operatorÛ x has the form of the Hamiltonian for a Schrödinger particle in 1D with the potential energy ∂ 2 θ E(θ 0 (x)) [Eq. (7.8)], plotted in Fig 13, and the "hard wall" boundary condition (7.2). In the bulk,
which represents the mass of the "isospin wave" in an infinite system. The minimum
is reached at the edge and is negative. The "potential energy" ∂ of the domain wall; for h z < 4u, it also has a "barrier". From this analogy with the quantum-mechanical problem, we conclude that the operatorÛ x has a continuous eigenvalue spectrum in the energy range (h z − u, +∞), but it could also have discrete levels in the range (−h z −u, h z −u), which would correspond to the "states" bound within the well. However, we have checked numerically that there are no such discrete eigenvalues. In fact, only the positive range (0, h z − u) requires a check for bound states, since negative eigenvalues are prohibited becauseÛ x is a quadratic form of the expansion about the minimum-energy configuration and is therefore a positive-definite operator.
Thus,Û x has only a continuous "massive" eigenvalue spectrum that starts from h z −u > 0. The eigenfunctions are extended and can basically be viewed as bulk isospin waves somewhat modified at the edge. Due to these properties, the operator −ρ∇ 2 y inÛ [Eq. (7.6)] may be neglected compared toÛ x ,
(7.12)
The approximations (7.11) and (7.12) allow us to further simplify the Lagrangian (7.9) as
(7.13) The Lagrangian (7.13) is a second-order functional polynomial in δθ(r; t).
Consider the configuration δθ 0 [Φ](r; t) that delivers the minimum of −L [δθ, Φ] with respect to δθ(r; t) for a given Φ(y; t). It satisfies the stationary-point equation
(7.14) This is a differential-in-x equation, and its solution can thus be formally written as
where
The reason for the notation ∂θ 0 (x) will become clear shortly.
In terms of this minimum configuration and the deviation δθ(r; t) = δθ(r; t) − δθ 0 [Φ](r; t) from it, the Lagrangian (7.13) can be rewritten identically as
. (7.17) This procedure essentially amounts to completing the square of the quadratic polynomial in the functional sense. This way, decoupling of the field Φ(y; t) and the variables ("free modes") δθ(r; t) of the operatorÛ x has been achieved. Since the latter have a gap h z − u, their contribution may be neglected below this energy scale. In the end, this amounts to replacing −L [δθ, Φ] in Eq. (7.13) by its minimum with respect to δθ(r; t). This minimum is given by the first two terms in Eq. (7.17) and represents the sought effective Lagrangian:
The y-dependent 1D field Φ(y; t) is the only remaining variable, while the rest is fixed functions of x. This allows us to separate them and write the final Lagrangian for the edge excitations of the n ∞ = n z phase in the form:
(7.18)
We recognize in Eq. (7.18) the Lagrangian of a Luttinger liquid, with the phase field Φ(y; t) at the edge being the collective bosonic variable. The parameters v and K are given by
Due to the scaling form θ 0 (x) = θ 0 (x;h z ) of the ground state solution (5.11), the parameters can be expressed in terms of the dimensionless functions F t,y (h z ) of the normalized fieldh z = h z /u. We recognize that
, which is not surprising, since this quantity has already appeared in an essentially identical calculation of Eq. (6.12) in Sec. VI B. On the other hand, without additional insights, calculating F t (h z ) would require first finding the solution ∂θ 0 (x) [Eq. (7.16) ] to the differential equation (7.14) and then calculating the integral in Eq. (7.19 ). Below we provide a more elegant and streamlined way of deriving the low-energy model (7.18), which not only allows us to obtain the explicit expression for F t (h z ), but also uncovers the origin of the low-energy model in the degenerate ground state solution. The above derivation is nonetheless useful for justifying the employed approximations.
We make two crucial observations about the general structure of the Lagrangian (3.3)-(3.6).
First, we observe that the kinetic termφ 2 cos θ [Eq. (3.4)] has the same structure as the "Zeeman" term −h z cos θ in Eqs. (3.5) and (3.6), in whichφ 2 plays the role of an additional (in general, time-and coordinatedependent) "Zeeman" field.
Second, as already noticed in Sec. VI B, we observe that the gradient term 
After the two key approximations, (i) considering only-y-dependent configurations ϕ(r; t) → Φ(y; t) [Eq. (7.11)] and (ii) neglecting the gradient terms ∇ y θ [Eq. (7.12)], the Lagrangian density per unit length in the y direction
becomes equivalent to the functional (5.6) for the ground state with the modified parameters. The functional (7.21) is minimized by the modified ground state configuration θ 0 (x; u − ρ(∇ y Φ) 2 , h z +Φ 2 ) [Eq. (5.11)] and the minimum
is expressed in terms of the domain wall energy (5.21). Its expansion up to the quadratic order in the derivatives yields the form
of the Luttinger liquid Lagrangian (7.18). As in Eq. (7.3), the term linear inΦ is an inconsequential full time derivative and may be dropped. This allows us to express the parameters
of the Luttinger liquid in terms of the derivatives of the domain-wall energy and thus calculate the coefficients F t,y [Eqs. (7.19 ) and (7.20)] explicitly as
24)
The functions are plotted in Fig. 14 . Their asymptotic expressions at the transition point and at large h z are
Also, according to this approach, the function δθ 0 [Φ](r; t) [Eqs. (7.15 ) and (7.16)] can be identified as the linear term of the expansion of θ 0 (x; u, h z +Φ 2 ) inΦ 2 . Therefore, the function (7.16)
is the derivative of the ground state solution with respect to h z . Inserting this form into Eq. (7.19) for F t (h z ), we then observe that the integrand is a full derivative with respect to h z (which is the reason for not differentiating ∂ θ cos θ 0 explicitly), and the coefficient can alternatively be expressed in terms of
29) which, of course, agrees with (7.24) .
This method of the derivation of the Luttinger liquid model (7.18) as an expansion of the modified domainwall energy also allows us to determine the restrictions on the allowed magnitude of fluctuations. The domainwall energy dE power expansion (7.23) is valid as long as the fluctuation energiesΦ 7.30) are much smaller than the deviation h z − u from the transition point. This deviation, as one would expect, coincides with the gap of the neutral bulk excitations (isospin waves).
In this regard, we caution about using the unexpanded functional (7.22) at fluctuation energiesΦ and ρ(∇ y Φ) 
B. Analysis
The Luttinger liquid model (7.18) describes the edge excitations of the n ∞ = n z phase, realized at u < h z ; its collective variable is the angle Φ(y; t) varying with time t and coordinate y along the edge. To the leading approximation, the isospin texture associated with Φ(y; t) is given by the "deformed" ground state configuration n 0 (x|Φ(y; t)) [Eqs. (5.5) and (5.11)]. The field Φ(y; t) thus corresponds to polarization in the xy isospin plane.
Simultaneously, this edge isospin texture carries electric charge. According to Eq. (6.1), the charge density per unit length in the y direction, integrated over a crosssection of constant y, reads
The associated electric current in the y direction equals
as follows from the continuity equatioṅ
Therefore, the single field Φ(y; t) carries both isospin and charge degrees of freedom, "locked" to each other, and the Luttinger liquid (7.18) represents an isospin "helical" liquid 16 . The theory is fully characterized by two parameters: the velocity v of the linear gapless excitation spectrum ω = vk and the dimensionless parameter K describing the effective strength of interactions 31 . We remind the reader that in a generic Luttinger liquid K = 1 corresponds to a noninteracting system; 0 < K < 1 is the range of repulsive interactions, the stronger the interactions, the smaller K; and 1 < K is the range of attractive interactions, the stronger the interactions, the larger K.
From Eqs. (7.19 ) and (7.20) , the parameters are expressed in terms of the functions F t,y (h z ) [Eqs. (7.24) and (7.25)] as
point, h z → u + 0. The Luttinger liquid therefore becomes infinitely strongly interacting at the transition point. We note though that the energy window of applicability of this low-energy theory narrows accordingly, see Eq. (7.30); for larger fluctuations, the Luttinger liquid model becomes invalid. The Luttinger liquid models for the edge excitations in the form of Eq. (7.18) were obtained in Ref. 36 for the double-layer system with inverted band structure and in Ref. 29 for the F phase of the ν = 0 state in graphene. However, in Ref. 36 , the expression for the coefficient F t (h z ) at the time-derivative term does not diverge at the phase transition h z → u + 0. This divergence is physical and to be expected, since the 1D model should fail at the phase transition, where the bulk modes become gapless. In Ref. 29 , only the scaling of the parameters F t,y (h z ), v(h z ), K(h z ) at the phase transition h z → u + 0 was determined, which does agree with our asymptotic results, whereas we obtain explicit analytical expressions (7.19), (7.20) , (7.33) , and (7.34) for them at all u < h z .
The helical Luttinger liquid model for the edge excitations above was derived in a controlled way in the QHFM regime, realized in the vicinity of the topological phase transition at B = B * . However, the single-particle TnT phase is realized in the whole range 0 ≤ B < B * of magnetic fields. It is safe to argue that if, in the presence of interactions, the Luttinger liquid persists in the region of strong effective interactions near the transition point, it also persists at all magnetic fields down to zero, i.e., in the range 0 ≤ B < B * − δB u . Consider the "bare" velocity v 0 (B) of the counterpropagating single-particle edge states at the crossing point of their energy curves, (p) = h z . It is largest at zero field B = 0 and monotonically decreases down to zero v 0 (B → B * − 0) = 0 at the single-particle phase transition point, as shown schematically in Fig. 16 . The effective strength of the interactions at the edge can be characterized by the dimensionless parameter e 2 * /v 0 (B), which is also roughly equivalent (for a "sharp enough" edge) to the ratio ε /h z characterizing the strength of interactions in the bulk. The effective strengths of interactions in the bulk and at the edge are thus in accord with each other.
We remind that we work under the assumption of weak bare Coulomb interactions, Sec. II A, which can also be formulated as v 0 (B = 0) e 2 * . Thus, at zero or small fields B B * , the edge states are weakly interacting and the corresponding low-energy theory can be derived using the standard procedure 31 based on the linearization of the spectrum and will have the form of a Luttinger liquid. The velocity v(B = 0) ≈ v 0 (B = 0) of the collective excitations of this Luttinger liquid will be close to the bare velocity and the interaction parameter K ≈ 1 will be close to unity, corresponding to weak effective interactions.
On the other hand, in the QHFM regime, as we have shown above, the effective interactions in the Luttinger liquid are strong, with v(B) e [Eqs. (7.37 ) and (7.38)]. The regime of intermediate effective interaction strength with v ∼ e 2 * and K ∼ 1 occurs at the verge of the QHFM regime, at such fields
where h z (B) ∼ ε (B). In this intermediate-strength regime, the weakly and strongly interacting Luttinger liquids must continuously connect. Thus, the helical Luttinger liquid describing the edge excitations of a QHTI persists in almost the whole range of the noninteracting TnT phase, 0 ≤ B < B * −δB u , and is highly tunable there: the magnetic field allows one to tune the effective interactions between weak at lower B and infinitely strong at higher B, close to the topological transition to the intermediate phase n ∞ = n * (ϕ 0 ) at B = B * − δB u . The corresponding behavior of the velocities v(B) and interaction parameter K(B) in the whole range is plotted schematically in Fig. 16 .
However, we remind that the derived Luttinger liquid theory for the edge was obtained under the specific assumption of U (1) Φ(y; t) → Φ(y; t) + φ.
We now turn to the analysis of the effects that break U(1) symmetry, Secs. II C and III C.
C. Broken U(1) symmetry 1. Broken physical symmetry, single-particle effect
As explained in Sec. II C, there are two categories of U(1)-asymmetric terms: ones that break the physical symmetry and exist already at the single-particle level, E 1∅ (n) [Eq. (3.9)], and the ones that preserve the physical symmetry and can arise only from interactions, E 2∅ (n) [Eq. (3.10)]. If small, these terms can be incorporated into the Luttinger liquid model (7.18) .
Proceeding along the same lines as in Sec. VII, we expand the term dy cos(Φ(y; t) − ϕ 1∅ ), (7.40) to the 1D Lagrangian of the edge excitations, where [Φ] describes the sineGordon model 31 , the properties of which are well-studied. Its excitation spectrum is gapped at K < 2, i.e., including all repulsive interactions, 0 < K < 1, the noninteracting case K = 1, and an (irrelevant for the considered system) range 1 < K < 2 of attractive interactions.
Thus, as expected, if the physical symmetry is broken, there is no topological protection already at the singleparticle level (K = 1). As a result, in the presence of repulsive interactions (K < 1), the system is in a TT phase with broken U(1) symmetry and gapped edge excitations for all magnetic fields B ≥ 0.
Preserved physical, but broken U(1) symmetry, interaction effect
Similarly, expanding the term of the second category about the ground state, and keeping only the zerothorder term in δθ,
and performing the substitution (7.11), we obtain a contribution
dy cos 2(Φ(y; t) − ϕ 2∅ ) (7.42) to the 1D Lagrangian of the edge excitations, where
Note that the coefficient u 1D 2∅ appears to be given by the same function F y (h z ) [Eq. (7.20) ] as for the gradient term.
Therefore, for preserved physical symmetry (inversion), the edge is described by the Lagrangian
. This is also a sine-Gordon model, but Eq. (7.42) differs from Eq. (7.40) by the numerical factor (2 instead of 1) in the cosine argument. As a result, the edge ground state breaks U(1) symmetry (the field acquires a finite expectation value Φ = 0) and the edge excitations become gapped in a different range of interaction strength, namely at K < 
VIII. ROLE OF U(1) SYMMETRY FOR TOPOLOGICAL PROTECTION
One of the key questions raised in the studies of topological systems is how interactions affect the topological properties. A common understanding is that a noninteracting topological insulator is generally not guaranteed to remain such in the presence of interactions. Our present findings allow us to specify the symmetry requirements for the topological protection in the presence of interactions.
We remind that the QHTIs we consider are protected by some physical symmetry, see Sec. I A. Due to this symmetry, two relevant LLs (Fig. 1) have different transformation properties and are thus not coupled at the single-particle level. As a result, the projected singleparticle Hamiltonian within these two LLs possesses U(1) symmetry with respect to uniaxial isospin rotations [Eqs. (1.3) and (2.11)].
Aggregating the results of Secs. VI and VII, we conclude that this effective continuous U(1) symmetry is the one responsible for the topological protection in the presence of interactions in (at least) this class of systems, QHTIs. If U(1) symmetry is preserved, the TnT phase with gapless edge charge excitations persists for any effective strength of interactions, even in the QHFM regime of strong interactions, realized in the vicinity of the singleparticle topological phase transition.
However, we find that the physical symmetry alone is generally not sufficient to protect the TnT phase in the presence of interactions. The interactions preserving the physical symmetry can still break U(1) symmetry and thereby destroy the TnT phase for strong enough effective interactions.
More precisely, "preserved U(1) symmetry" means that both (i) the bulk ground state and (ii) the interacting projected Hamiltonian are U(1)-symmetric. Accordingly, the two mechanisms by which U(1) symmetry can be broken correspond to violation of one of these conditions:
(1) First, as demonstrated in Sec. IV, even the U(1)-symmetric interactions (condition (ii) satisfied) with the right properties ("easy-plane" anisotropy) can result in a bulk ground state with spontaneously broken U(1) symmetry (condition (i) violated): the n ∞ = n * 0 (ϕ 0 ) phase. As demonstrated in Sec. VI, this phase has gapped edge charge excitations and is thus TT.
(2) Second, as demonstrated in Secs. II C and III C, interactions can (depending on the physical symmetry) contain terms that preserve the physical symmetry, but break the effective U(1) symmetry (condition (ii) violated). As then shown in Sec. VII C, these terms result in a phase transition to the TT phase with broken U(1) symmetry at the edge and gapped excitation spectrum. At the same time, the U(1)-symmetric bulk ground state n ∞ = n z may still persists beyond this transition (condition (i) satisfied). We mention that similar types of interactions have earlier been considered 16 in the studies of helical Luttinger liquids for the edge of 2D topological insulators protected by time-reversal symmetry.
The transitions from the TnT phase to either of these TT phases occur upon increasing the magnetic field B, as the single-particle phase transition point B * is approached and the effective interactions get stronger, but at fields lower than Fig. 16(c) . Thus, these are interaction-induced topological quantum phase transitions, enabled due to the tunability of the effective interactions by the magnetic field, Sec. VII B.
IX. CONCLUSION
In this work, we studied the effect of electron interactions on the topological properties of quantum Hall topological insulators. Due to the crossing of Landau levels at the single-particle topological phase transition, its vicinity is automatically the regime of strong effective interactions. An appealing theoretical aspect of such a system is that it can be studied in a controlled way within the framework of quantum Hall ferromagnetism.
A particular attention was paid to establishing the requirements for the topological protection in this interacting system. We find that this question is ultimately related to the effective symmetry of the system: the continuous U(1) symmetry is a necessary condition for the topologically nontrivial phase to persist in the regime of strong effective interactions.
If U(1) symmetry is preserved, the edge of the topologically nontrivial phase is described by the helical Luttinger liquid. The effective interactions of this Luttinger liquid are highly tunable by the magnetic field B: they are weak (for weak bare Coulomb interactions) at small B and grow as B is increased, becoming strong in the quantum Hall ferromagnet regime in the vicinity of the single-particle topological phase transition.
The U(1) symmetry may be broken, however, either spontaneously or by the interactions that are explicitly U(1)-asymmetric. In either scenario, this eventually results in a phase transition to a topologically trivial phase with gapped edge excitations, which can be achieved by tuning the interaction strength by the magnetic field.
The tunability of interactions, the accessibility of the regime of strong effective interactions even in a system with weak bare interactions, and the possibility to realize interaction-induced topological phase transitions are among the properties that make quantum Hall topological insulators an attractive class of systems for investigating the interplay of interactions and topology, both theoretically and experimentally.
