Four experiments are presented in which adults learned to comprehend a new syntactic construction in their native language. Experiments 1 and 2 demonstrate that adults quickly learn to comprehend the new construction and generalize it to new verbs. Experiment 3 shows that experience with the novel construction affects the processing of a construction already known to the participants and with which the novel construction is temporarily ambiguous. Experiment 4 demonstrates that the influence of a novel construction on the comprehension of familiar constructions is affected by the processing that occurred while the novel construction was learned. These results are discussed in the context of the constraint satisfaction approach to sentence processing and episodic-processing accounts of memory.
Although the most rapid and successful language acquisition occurs during childhood, there is ample evidence that adults remain capable of learning new linguistic patterns in their native language. Studies from sociolinguistics and experimental psychology document adults' continued ability to learn new words (e.g., Chaffin, 1997; Chaffin, Morris, & Seely, 2001; Markson & Bloom, 1997) , phonological patterns (e.g., Dell, Reed, Adams, & Meyer, 2000; Labov, 1994 Labov, , 2001 Onishi, Chambers, & Fisher, 2001) , and syntactic constructions (e.g., Kroch, 1989 Kroch, , 2001 Sankoff, 2002) . Whereas this phenomenon has been documented in the literature, there have been relatively few systematic studies of the processing mechanisms that support this learning. This is particularly true in the case of adults learning new syntactic constructions.
This research represents an initial attempt to characterize the processes that occur as adults repeatedly encounter, and learn to comprehend, a novel syntactic construction in their native language. This work is aimed at achieving two goals: (a) collecting observations of the online events that occur as readers learn to comprehend a new construction and (b) assessing the extent to which extant learning-based theories of sentence comprehension provide the kinds of processing mechanisms required to account for the readers' behavior. These goals are addressed in four experiments that give readers training on a construction with which they are unfamiliar: the needs construction (e.g., "The meal needs cooked"). The experiments are designed to assess both readers' changing performance in reading the needs construction and the way that exposure to the needs construction affects their comprehension of other more familiar types of sentences.
The training in our experiments represents a case in which native English speakers from the upper midwest (all of the research participants in these experiments were from Wisconsin and Minnesota) come into contact with a feature of another English dialect. Specifically, the needs construction is a feature of American English spoken in the northern midlands dialect region, which extends from western Pennsylvania (most notably around Pittsburgh) through Ohio, Indiana, Illinois, parts of Iowa, and regions west of Iowa, extending to the Pacific Ocean (the construction is also a feature of the English dialects spoken in regions of Scotland; for details, see Murray, Frazier, & Simon, 1996; Murray & Simon, 1999 . In discussing the outcome of this exposure to a new construction, we draw a distinction between the claim that our readers are "learning to comprehend" the needs construction (which is our claim) and the claim that the readers have "acquired" the construction.
1 This distinction is drawn because the term acquisition is better reserved for cases in which the language user both comprehends and produces the structure in question. Because no attempt is made to monitor the language production of the participants in these experiments, it is impossible to assess the extent to which they have acquired the construction as opposed to learning to comprehend it in the context of the experiment.
The claim that participants in these experiments are learning to comprehend the needs construction amounts to the claim that experience with the construction produces changes in the language-processing system such that future encounters with the construction are processed with more facility. Thus, our primary index of learning was the change in reading time that occurs across repeated exposure to the construction. More specifically, claiming that participants are learning to comprehend the needs construction depends on observing a differential speed-up in reading times for this construction relative to the other sentence types in the experiment (whose reading times will also speed up as a result of the participants' adaptation to the experimental tasks). It can be said that participants have learned to comprehend the construction when they read the needs construction as quickly as they read more familiar constructions in their native language. In addition to this primary index of learning, we also collected the reading time from follow-up sentences (see Experiment 1) and accuracy on comprehension questions (see Experiments 2-4) as evidence that whereas the readers are speeding up in processing the needs construction, they nonetheless show evidence of understanding what the sentence means (rather than speeding up because they had stopped paying attention to the task).
In the following pages, we sketch two accounts of the learning processes that occur as readers gain facility in comprehending the needs construction. The first account is based on the constraint satisfaction approach to language comprehension (e.g., MacDonald, Pearlmutter, & Seidenberg, 1994; McRae, SpiveyKnowlton, & Tanenhaus, 1998) . The constraint satisfaction approach is singled out for consideration because it is a theory of language comprehension that is built on mechanisms that can support language processing and language learning within the same system. As such, it is the most appropriate theory of sentence processing to extend to the comprehension of novel constructions. The second account is based on episodic-processing accounts of memory (e.g., Kolers & Roediger, 1984; Whittlesea & Wright, 1997) . Although episodic-processing approaches to memory have not previously been applied to sentence processing, they present a set of assumptions about learning that differ from those used in existing formulations of the constraint satisfaction account.
Constraint satisfaction theories of language processing are based on the claim that language users are sensitive to many levels of probabilistic information in their environment. Individuals have been shown to be sensitive to information about the co-occurrence of particular syllables (e.g., Saffran, Aslin, & Newport, 1996) , the co-occurrence of particular words (e.g., Landauer & Dumais, 1997) , and the relative frequency of occurrence of particular syntactic structures (e.g., Jurafsky, 1996) . Probabilistic information forms the foundation of language acquisition (e.g., MacWhinney & Bates, 1989; Saffran et al., 1996) and language processing (e.g., MacDonald et al., 1994; McRae et al., 1998) . Indeed, researchers have claimed that language acquisition and language processing are subserved by the same mechanisms, which remain operative throughout the life span (Seidenberg & MacDonald, 1999) .
Constraint satisfaction theories propose that sentence processing proceeds by initially activating (in parallel) many possible interpretations for the sentence. The interpretations compete for activation on the basis of probabilistic information from the comprehender's experience with language. More probable interpretations receive higher levels of activation and are thereby more likely to be initially selected as the best interpretation for the sentence; less probable interpretations receive lower levels of activation, lose the competition for selection, and are temporarily inhibited (for a more detailed discussion of the architecture of constraint satisfaction models, see MacDonald et al., 1994; McRae et al., 1998; .
Constraint satisfaction theories can approach readers' ability to learn to comprehend the needs construction in a relatively straightforward manner. On first encountering a string of words such as "The meal needs cooked," there are a couple of possibilities available to the comprehender. One possibility (the correct one) is that the sentence is a deviant version of the familiar structure exemplified by "The meal needs to be cooked." Another possibility is that "The meal needs cooked. . . " is the beginning of a longer sentence (e.g., "The meal needs cooked vegetables to make it complete"). At this point, the sentence can either terminate after the word cooked or continue in a manner consistent with the needs construction (e.g., "The meal needs cooked given that dinner is in half an hour"). Both contingencies support the interpretation that this new sentence is a deviant version of the more standard ". . . needs to be cooked . . . " sentence pattern.
To borrow a metaphor from connectionist models, when the comprehension system arrives at the solution that "The meal needs cooked" means something akin to "The meal needs to be cooked," a correction signal will be sent to adjust the model weights. Because the needs construction is a new pattern, the change in the weights will be relatively large. With repeated exposures to the needs construction, these large weight changes produce the rapid acquisition of the new pattern. The learning can be rapid even when exposures to the needs construction are interspersed with the reading of other familiar sentence structures because the familiar structures will produce comparatively small changes in the weights (thereby not substantially disrupting the changes associated with the needs construction).
On the basis of this learning mechanism, constraint satisfaction theories make the following predictions regarding how exposure to the needs construction will affect processing of other types of sentences: First, because the connectionist formalisms adopted by constraint satisfaction theories are good at pattern generalization, it is expected that readers who learn the needs construction will readily generalize the construction to new verbs that share the semantic and pragmatic properties of "needs" (e.g., "wants"; Levin, 1993) . Second, exposure to the needs construction should have an impact on the way that sentences such as "The meal needs cooked vegetables to make it complete" are processed. Because this prediction is important for the experiments presented here, the primary sentence types used in these studies are labeled as follows:
1. The meal needs to be cooked given that dinner is in an hour. Sentence 1 is called standard because it is the standard version of the needs construction used in the dialect of our participants. Sentence 2 is an example of the needs construction. Sentence 3 is called the modifier construction because it uses the postneeds participle as a modifier for the ensuing noun.
According to constraint satisfaction theories, when readers who have previously encountered the needs construction encounter a sentence beginning "The meal needs cooked . . . ," they face an ambiguity: Is "cooked" the end of the clause, or a modifier for an upcoming noun? Depending on the specific implementation of the constraint satisfaction approach, there are two possibilities for how exposure to the needs construction will affect processing of the modifier construction. First, because of the strong changes in the weights produced by recent experience with the needs construction, the needs interpretation of the ambiguity in the sentence may be preferred. The preference for the needs interpretation functions both to speed processing of the needs construction and to slow the processing of the modifier construction. This is because the modifier interpretation of the sentence initially loses the competition for selection in processing the sentence (and is temporarily inhibited). The second possibility is that exposure to the needs construction will have little influence on the reading of the modifier construction. This prediction is based on the observation that the participants have far more experience with the modifier construction than with the needs construction. Whereas a limited set of exposures to the needs construction may be sufficient to speed the comprehension of that construction, this limited set of exposures may be insufficient to alter the composition of the network weights enough to substantially affect the way that the familiar modifier construction is processed.
An alternative approach to readers' ability to learn to comprehend the needs construction can be sketched in terms of the episodic-processing approach to memory (e.g., Kolers, 1973 Kolers, , 1979 Morris, Bransford, & Franks, 1977; Whittlesea & Wright, 1997) . Episodic-processing theories start from the observation that when a particular stimulus is encountered, there are many possibilities for processing that stimulus. For example, if you see a word on the side of a building, you can do many things with the word. You can pronounce the word, compare the word with other words on the building, or describe the shape and color of the letters in the word. Episodic-processing accounts claim that your memory for the word incorporates elements of the processing that was done on the word. That is, your memory of the word will be different, depending on whether you pronounced the word, labeled the color of the word, or did something else. Episodic-processing effects have been observed in a wide range of experimental settings (e.g., Hintzman, 1986; Jacoby, 1983; Kolers, 1973 Kolers, , 1976 Kolers, , 1979 Roediger, Weldon, & Challis, 1989; Whittlesea, 1987; Whittlesea & Brooks, 1988 ). Logan's (1988 Logan's ( , 2002 ) work on skill acquisition provides an example of how an episodic-processing approach can be applied to readers' increasing facility in processing the needs construction. In the initial stages of training, readers encounter the needs construction and must engage in a sequence of processing to arrive at a meaning for the sentence (perhaps processing of the sort suggested by the constraint satisfaction account of sentence processing). When the readers encounter the needs construction again, they can draw on this previous processing episode to aid in comprehending the current sentence. The comprehension of the second sentence also leaves a trace of the processing that went into arriving at a meaning for the needs construction. As these processing episodes accumulate, they become easier to retrieve, speeding processing of the needs construction.
Like the constraint satisfaction theory, the episodic-processing approach suggests that previous experience with language will play a strong role in determining how language is processed in the present. Hintzman's (1986) MINERVA 2, a general episodic memory model, demonstrates how an episodic-processing account can be formalized in a way that is sensitive to the same kinds of probabilistic information in the linguistic input that connectionist models are. Thus, episodic-processing theories are largely compatible with constraint satisfaction models of language processing and make largely the same predictions. However, they differ from constraint satisfaction theories in that they claim that one's memory for linguistic events is sensitive to the processing that was performed during those events, rather than being sensitive only to the relative probabilities of different processing outcomes.
Episodic-processing theories make many of the same predictions about learning the needs construction that were made by the constraint satisfaction approach. As episodes of processing the needs construction accumulate in memory, the construction gets easier to process. Once the reader has learned to comprehend the needs construction, the construction should generalize to new verbs. As in the case of the constraint satisfaction account, generalization to new verbs is largely driven by the similarity between the needs construction and new sentences such as "The dog wants walked." For example, the fact that both sentences share the same structure fosters the retrieval of needs-processing episodes to support the comprehension of the novel wants sentences.
One place where the predictions of the episodic-processing theory differ from those of the constraint satisfaction approach is in the effect of the needs construction on the modifier construction. As discussed earlier, the first few times participants read a sentence such as "The meal needs cooked given that dinner is in half an hour," they will initially interpret the sentence as an example of the modifier construction. It is not until they reach the word given that they realize this interpretation is incorrect. That is, the first few episodes of processing the needs construction will involve having initially selected a modifier interpretation of the sentence. Contrary to the predictions of the constraint satisfaction theory, the episodic-processing theory claims that the incorrect modifier interpretation is not inhibited once the meaning of the sentence is revised. Rather, it lingers in the comprehension system and becomes a part of the processing trace for the needs construction (at least during these early trials when participants are unfamiliar with the needs construction; see Christianson, Hollingworth, Halliwell, & Ferreira, 2001; Traxler, Pickering, & Clifton, 1998 , for data supporting the idea that the incorrect interpretation of ambiguous sentences is not always discarded during language comprehension).
2 When readers later encounter a sentence that begins "The meal needs cooked . . . ," the incoming sentence retrieves processing episodes from the recently encountered examples of the needs construction. The retrieved processing episodes include traces of having selected the modifier interpretation of this early part of the sentence. That is, at the point in the sentence where the reader has encountered the words needs cooked, the comprehension system retrieves processing episodes that can support the comprehension of either the needs construction or the modifier construction. To borrow a description from Bock and Griffin (2000) , the comprehension system is now "tuned" to handle processing of both the needs construction and the modifier construction. As a consequence, the episodic-processing account predicts that recent experience with the needs construction should facilitate processing of the modifier construction.
Experiment 1
The purpose of Experiment 1 was twofold. First, whereas work in sociolinguistics suggests that adults are capable of learning to comprehend new constructions in their native language (e.g., Kroch, 1989 Kroch, , 2001 , we are aware of no experimental studies of this phenomenon. Experiment 1 was designed to take a first step toward filling this gap by demonstrating adults' ability to learn to comprehend new construction in their native language in an experimental setting. The second aim of this experiment was to demonstrate that adults could learn to comprehend the needs construction under different training conditions. As discussed below, some participants were exposed to the needs construction by reading examples of the construction embedded in a series of short texts. Others were exposed to the needs construction by hearing examples of the construction embedded in a series of short conversations.
Experiment 1 was conducted in three phases. In Phase 1, the participants were told that they were going to engage in a norming study. The participants were to listen to a tape containing 10 short conversations and rate each conversation on a couple of dimensions (e.g., "How friendly was the conversation?"). Half the participants heard conversations that contained examples of the needs construction (there were five tokens of the construction used across the 10 conversations), whereas the other half did not hear any examples of the construction. Phase 2 of the experiment was a delay period that was estimated to last between 2 and 4 min.
Phase 3 of the experiment was a reading task. Participants were asked to read passages such as the example in Appendix A. Each passage began with an introduction that established an interaction between two characters. Following the introduction, participants read one of two critical sentences: a needs sentence ("The grass needs cut.") or a standard sentence ("The grass needs to be cut"). The subsequent follow-up sentences were manipulated as a check to be sure that the participants comprehended the critical sentences properly. Half of the time the follow-up sentence was consistent with the meaning of the critical sentence ("The grass had been growing all summer, and was high yet again"), and half of the time it was inconsistent with the meaning of the critical sentence ("The grass had burned out earlier in the summer, and hadn't grown at all since then"). Each passage concluded with a wrap-up sentence.
The primary measure of learning in this experiment was the reading time of the critical sentences. Initially, participants should read the (unfamiliar) needs sentences more slowly than the (familiar) standard sentences. If the participants learn to turn the novel needs form into a meaning with alacrity, this difference should be attenuated by the end of the experiment. The reading time of the follow-up sentences was intended as a check to ensure that the participants were deriving the correct meaning from the needs construction. A standard finding in the text-reading literature is that sentences that are consistent with the meaning of the preceding text are easier to read than those that are inconsistent with the preceding text (e.g., Glenberg, Meyer, & Lindem, 1987; Kintsch, 1988; O'Brien & Albrecht, 1992 ). Thus, if readers know that "The floor needs cleaned" means something akin to "The floor needs to be cleaned," they should read the consistent follow-ups faster than the inconsistent follow-ups throughout the reading task. Finally, to assess whether participants learned to comprehend the needs construction in the listening task, we looked at the reading times of the first few critical sentences in the reading task. If the participants who heard the needs construction in the conversations picked up on the form (i.e., they learned to turn the form into a meaning), they should initially read the critical needs sentences faster than the participants who did not hear any needs sentences in the conversations.
Method
Participants. The participants were 50 introductory psychology students from the University of Wisconsin-Madison; they received extra credit in exchange for their participation. For this and all other experiments reported here, participation in the experiment was restricted to individuals who grew up in Wisconsin or Minnesota. That readers from Wisconsin and Minnesota are unfamiliar with the needs construction was verified by pretesting. In a grammaticality judgment task given to 60 introductory psychology students from these states, all of the participants rejected the needs construction as ungrammatical.
Materials. Forty-eight critical texts of the sort depicted in Appendix B were generated for this experiment.
3 Another 48 texts of similar format (but without needs sentences and manipulated follow-up sentences) were generated to serve as fillers. The 48 critical texts and 48 filler texts were divided into two sets of 48 texts (Set A and Set B, each containing 24 critical and 24 filler passages). Each set was read by roughly half the participants.
Fifteen conversations were recorded for the conversation-rating task. The conversations were improvised around a set topic (e.g., last night's basketball game) by undergraduate members of the lab. Each conversation lasted between 50 and 110 s. Five of the conversations were designated as "filler" conversations and appeared in both the needs-training condition and the control condition. The remaining 10 conversations constituted five pairs of conversations. The 2 conversations in each pair were kept as similar as possible, except that 1 conversation included a token of the needs construction, whereas the other did not (the conversation without the needs construction did not feature any examples of the standard construction). The 5 needs conversations plus the 5 filler conversations constituted the needs-training condition; the 5 control conversations plus the 5 filler conversations constituted the control training condition.
Procedure. Participants were informed that there would be a couple of components to their participation in the experiment. First, they were to listen to a set of conversations recorded for another experiment. They were instructed to sit quietly in a booth while listening. The conversations were presented over a small tape player. At the end of each conversation, the participant was told to rate the conversation on several dimensions: "How friendly was the conversation?" "How well do the conversants appear to know each other?" and "How realistic does the conversation sound?" The participants performed ratings for 10 conversations. Half the participants rated conversations that contained the needs construction, whereas the other half did not.
On the completion of the rating task, the experimenter collected the rating form and removed the tape player from the booth. The participants were then oriented toward the computer in the booth and instructed on how to perform the reading task. The change between tasks took approximately 2-4 min.
The participants read the instructions for the reading task off the computer monitor. They were told that there would be two tasks to perform. First, they would read a series of texts sentence by sentence. A sentence would appear on the screen, and they were to read it as quickly and carefully as they could. As soon as they were sure that they understood the sentence, they were to press the space bar to advance to the next sentence. They were to proceed like this until the end of the passage. At the conclusion of each passage, a set of asterisks appeared on the screen to signal the participant to get ready for the second part of the trial, a probe-response task. The asterisks remained on the screen for 1 s, after which a probe word appeared. Participants were to indicate whether the word was related to the preceding passage or not. Half of the time, the correct response was yes, and half of the time the correct response was no. The probe task was included in the experiment to provide a motivation for the participants to read the passages carefully.
Participants read 48 texts (24 critical texts, 24 filler texts). Texts were randomized within blocks of eight trials. Of the eight trials, four were filler texts, two were critical texts that used the needs construction (one with a consistent follow-up, and one with an inconsistent follow-up), and two were critical texts that used the standard construction (one with a consistent follow-up, one with an inconsistent follow-up). Half the participants saw texts from Set A and half saw texts from Set B. The order of presentation of the texts was randomized for each participant.
Design and analysis. To control for sentence length, the reading time for both the critical sentences and follow-up sentences underwent separate regression analyses, with length entered as a predictor variable. The regression analyses were run on sentences from the critical trials only. The residuals from the regression analyses were entered into the data analyses reported below. For all experiments reported in this article, analyses conducted on the raw reading times produced essentially the same results.
4
The regression-based procedure described above (and used for all experiments reported here) is a variant of the technique Ferreira and Clifton (1986) introduced to correct for length effects. There are two primary differences between their technique and ours. First, they included both filler and critical items in their regression analyses, whereas we included only critical items. Second, they calculated a separate regression analysis for each participant, whereas we performed one analysis across all participants. These changes were implemented in response to the unique features of our experimental designs. Because each sentence appeared in a needs and standard version in the experiment, sentence length (in Experiment 1) and word length (in Experiment 2) were generally balanced across conditions. However, because sentence presentation was randomized for each participant, there were cases in which the longer sentences or words were unevenly distributed across the cells of the design. Because we were interested only in adjusting for slight imbalances in the distribution of particular texts across the cells of the experiment, we included only critical items in the regression analysis. Our decision to perform the regression analysis across all participants (rather than for each individual participant) was motivated by the between-subjects components of our designs in Experiments 2-4. Given that some participants would be trained on a novel construction, whereas others would not see a novel construction, it was likely that the regression for those trained on the novel construction would result in residuals on a different scale than those not trained on the novel construction. This would make it difficult to make between-group comparisons. Thus, we ran the regression analysis on all participants to ensure that the residuals across groups would be on the same scale.
The analyses reported throughout the article include data from all sentences, whether or not the response to the probe word (see Experiment 1) or the comprehension question (Experiments 2-4) was correct. Significant effects are accompanied by partial omega squared ( 2 ), a metric of effect size calculated per Keppel (1991) . A value of .01 corresponds to a small effect, a value of .06 corresponds to a medium effect, and a value of .15 corresponds to a large effect (Cohen, 1977) . All partial omega squared values were calculated on the basis of the analysis by subjects. As per the recommendation of Keppel (1991) , simple main effects comparisons are computed in the following manner: Within-subjects tests are computed with a unique error term for each analysis, whereas between-subjects tests are computed on the basis of a pooled error term. For the between-subjects tests calculated on the basis of a mixed-factorial design, we report pooled mean square error values and adjusted degrees of freedom (mean square errors and adjusted degrees of freedom were calculated using a Microsoft Excel workbook, downloaded from Baguley, 2003) . Finally, to condense the reporting of statistical results throughout the article, we present only the results of analyses conducted with subjects as a random factor (i.e., the traditional F1 analysis). The results of analyses conducted with items as a random factor (i.e., the traditional F2 analysis) are essentially the same as the analyses reported here.
5
The reading times for the critical sentences were analyzed using a 2 (sentence type: needs construction vs. standard construction) ϫ 3 (time period: Trials 1-4, 4 -8, and 9 -12) within-subjects analysis of variance (ANOVA). The data from the follow-up sentences were analyzed using a 2 (sentence type: needs construction vs. standard construction) ϫ 2 (follow-up type: consistent follow-up vs. inconsistent follow-up) ϫ 3 (time period: Trials 1-4, 4 -8, and 9 -12) within-subjects ANOVA. The reading times for the first two critical sentence trials in the reading task were analyzed to observe transfer between the listening task and the reading task. These data were analyzed with a 2 (training condition: needs conversations vs. control conversations) ϫ 2 (sentence type: needs construction vs. standard construction) mixed-factor ANOVA, with training condition as the between-subjects factor. Because of the randomization scheme and the use of two sets of texts, there were a number of cases in which particular texts were not presented in a particular time period with a particular follow-up type (e.g., Text 28 may not have appeared with an inconsistent follow-up sentence during Trials 9 -12). Because of the number of empty cells in the data, it was not practical to do full-text analyses for the follow-up sentences or the transfer data.
Performance on the probe-response items was uniformly high across conditions (means ranging from 92% to 96% correct), and there were no statistically significant effects involving accuracy. Consequently, these data are not discussed below.
Results
The results of Experiment 1 are presented in Table 1 . Because the conversation training had little effect on the reading times of the critical and follow-up sentences beyond the first two trials, we collapsed the reported means and analyses across this variable in all cases except when we analyzed the first trials of the reading task. Results reported as significant are significant with the Type I error rate set at .05, unless otherwise noted.
Critical sentences. Follow-up sentences. The data from the critical sentences demonstrate that the participants were able to learn to comprehend the needs construction quickly (i.e., within 12 trials). As further evidence for the claim that participants were gaining facility in mapping between the needs construction form and its intended meaning, the data show that participants read the consistent follow-up sentences faster than the inconsistent follow-ups. This pattern was observed across all time points in the experiment for both the needs and standard critical sentences (see the middle section of The data from the follow-up sentences counter the argument that the reading times for the needs and standard sentences converged at the end of the experiment not because the participants had learned anything, but because they had started to ignore the task (i.e., they were no longer reading for meaning). If the participants had started to ignore the task, one would expect that the reading times of the consistent and inconsistent follow-up sentences would have converged as well. This was not the case. Alternatively, it might be expected that the difference in reading times for the consistent and inconsistent follow-ups would have increased across the experiment. That is, as participants interpret the needs construction with more facility, the difference between the consistent and inconsistent follow-ups should become more marked. We did not observe this pattern in the data, probably because the participants arrived at the correct interpretation of the needs construction throughout the experiment, even though it took them longer to do so at the beginning of the experiment.
Reading time on Trials 1-2. We analyzed the first few trials of the reading task to determine whether hearing the needs construction in the conversation-rating task had any effect on the initial reading of the construction. The data are reported in Table 2 
Discussion
There were two important results in this experiment. First, the reading time of the critical sentences demonstrates that participants can quickly learn to turn the needs construction into a meaning. Whereas the novel construction initially caused processing difficulty, the difficulty was largely attenuated within 12 exposures to the construction. This result is in keeping with both the constraint satisfaction and episodic-processing theories. Additionally, these data are among the first to show a learning effect of this kind in the context of a language comprehension task (cf. Bienvenue & Mauner, 2003) .
The second finding of interest is the transfer effect observed on the first two trials of the reading task. The participants in the needs-training condition learned to comprehend a novel syntactic pattern in a somewhat representative task (i.e., listening to people have a conversation). These participants were able to learn to comprehend the new pattern from only a few exposures buried within about 10 -12 min of conversation. Whereas the following experiments do not continue to explore this manipulation, the data suggest that more representative tasks such as these can be an interesting vehicle through which to explore learning effects in language processing. Experiment 2 Experiment 1 showed that readers and listeners quickly learned to comprehend a new construction. Experiment 2 was designed to extend these results in two ways. First, to get a finer grained look at what happens as participants learn to comprehend the needs construction, this experiment introduced a different methodology: a word-by-word sentence reading task. Experiment 2 also expands on the previous experiment by testing a specific prediction made by the constraint satisfaction and episodic-processing theories (e.g., Kolers & Roediger, 1984; MacDonald et al., 1994; Whittlesea & Wright, 1997) . After readers learn to comprehend a new construction based around a single verb, they should readily extend the construction to a new verb that is similar to the first (similarity being defined by the presence of overlapping semantic and syntactic features in the two verbs). This prediction was tested by first training readers on the needs construction and then asking them to read sentences that have the same syntactic structure, but use a new verb: wants (e.g., "The dog wants walked"). Experiment 2 was conducted in two phases. Phase 1 was the training phase during which readers were introduced to the needs construction. The introduction was achieved by asking the participants to read sentences such as Sentence 4:
4. The meal needs cooked given that dinner is in an hour.
Participants in the needs-training condition read 10 sentences of this sort in Phase 1. The remaining participants (in the control training condition) read the same 10 training sentences, but in the standard version (e.g., "The meal needs to be cooked given that dinner is in an hour"). This phase of the experiment was designed to replicate the learning effect found in Experiment 1: Participants should initially struggle to understand the needs construction, but this difficulty should be attenuated over repeated exposure to the structure.
Whereas the prediction from Experiment 1 was that participants would experience processing difficulty upon first encountering the needs construction, the word-by-word reading methodology allows for the generation of a more specific prediction. This prediction comes from the operation of constraint satisfaction models of sentence processing (e.g., MacDonald et al., 1994) . When participants are unaware of the needs construction, they should initially interpret the opening sequence of words ("The meal needs cooked . . .") as the beginning of the modifier construction. When participants encounter the next word (given), they realize that the interpretation they selected is incorrect and revise their interpretation of the sentence to that of the needs construction. Thus, the initial processing difficulty, and the locus of the learning effect, should be focused around the word given.
Phase 2 of the experiment followed directly from the first. In this phase, participants no longer saw any examples of the needs construction. Instead, they started reading examples of the same construction using the verb wants (these are referred to as wants sentences):
5. The valiant hero wants recognized for his courageous actions.
If the predictions discussed in the introduction are correct, participants who were trained on the needs construction should read this sentence with relative ease.
Method
Participants. The participants were 40 introductory psychology students from the University of Wisconsin-Madison; they received extra credit in exchange for their participation. Half the participants were in the needs-training condition, and the other half were in the control training condition.
Materials. Fifty sentences were generated for this experiment. Ten sentences, such as Sentence 4, were generated for the Phase 1 training (needs and standard sentences were the same, except that the standard sentences had "to be" inserted after "needs"). Ten sentences, such as Sentence 5, were generated for Phase 2. The remaining 30 sentences were filler sentences of various sorts (e.g., "The sheep walked across the yard to exit through the gate"). In addition, a comprehension question was written for each sentence (e.g., "The meal needs cooked given that dinner is in half an hour" was followed by "Is dinner in an hour?"). The materials for this and subsequent experiments are presented in Appendix B.
Procedure. Participants were told that they were going to read a series of sentences word by word. They were told to read the sentences as quickly and carefully as they could. A trial began with a prompt to get ready for the sentence. The participant was to press the space bar of the computer keyboard to see the first word of the sentence. They were told to press the space bar to move to each subsequent word in the sentence. At the end of the sentence, the words "***GOT IT?***" were displayed on the screen. The participants were told to press the space bar again when they were sure they understood the sentence. Once they pressed the space bar, the comprehension question appeared on the screen. Participants responded by pressing keys labeled Y or N on the keyboard.
The order of presentation for sentences was randomized individually for each participant, with the constraint that needs sentences were only presented in the first 25 trials of the experiment (10 needs sentences and 15 filler sentences) and wants sentences were only presented in the last 25 trials of the experiment (10 wants sentences and 15 filler sentences). Presentation of items was randomized in blocks of five trials. Within each block, participants read 2 critical sentences (i.e., needs or wants sentences) and 3 filler sentences.
There were six dependent variables in this experiment. Reading times were recorded for each of the four words in the region of interest (" . . . needs cooked given that . . . "). These positions are referred to as Region 1, Region 2, Region 3, and Region 4 in the analyses and tables that summarize the data. The time required to press the space bar on the ***GOT IT?*** probe was also recorded. The final dependent variable was the participants' accuracy on the comprehension questions.
Design and analysis. To control for length effects, the reading times for words in each of the four positions in the region of interest were entered into separate regression analyses, using length as a predictor variable. Only words from the critical sentences were entered into the regression analysis. The residuals from the regression analyses were entered into the data analyses discussed below. Note that because of the methods used to compute residuals, reading times can be directly compared within each word position, but not across word positions.
Two primary analyses were conducted on the dependent variables. The first focused exclusively on the data from Phase 1. A 2 (training: needs vs. control) ϫ 3 (time period: Trials 1-3, 4 -7, and 8 -10) mixed-factorial ANOVA was conducted, with training as a between-subjects variable. In comparing the reading of the needs and standard sentences, the words to be were excluded from the data from the standard sentences such that both sentences were analyzed on the words needs, cooked, given, and that. The second analyses involved the data from the end of Phase 1 (Trials 8 -10) and from the first half of Phase 2 (Trials 1-5 from Phase 2). These analyses were aimed at observing differential transfer effects between the training conditions and the wants sentences. The data were analyzed using a 2 (training: needs vs. control) ϫ 2 (time: end of Phase 1 vs. beginning of Phase 2) mixed-factor ANOVA, with training as a between-subjects variable.
The data and statistical analyses reported for this and subsequent experiments focus on the Phase 1 reading times in Regions 1-4 as well as the reading times from the same regions in the first half of Phase 2. The data from the second half of Phase 2, the ***GOT IT?*** probes, and the accuracy on the comprehension question are not reported in detail. The reading times from the second half of Phase 2 are not reported in detail for two reasons. First, the experiments are designed to determine how learning to comprehend the needs construction influences the reading of other kinds of sentences. These effects are best observed in the initial trials of Phase 2, in which the effects of learning the needs construction are not contaminated by any learning that goes on in the transfer phase of the experiment. Second, these data revealed no statistical effects of theoretical interest. The ***GOT IT?*** and accuracy data are not reported (except for the participants' overall accuracy for the experiment) because there were no statistically reliable effects of theoretical interest in any of the experiments. The results of the main statistical analyses are presented in the table that accompanies each experiment. Simple main effects tests are reported in the text.
Results
The mean reading times for the region of interest in Phase 1 and Phase 2 are presented in Table 3 . The results of the two primary analyses described above are reported in Participants in the needs-training condition read the critical sentences more slowly than participants in the control training condition in Trials 1-3, F(1, 85) ϭ 12.58, MSE ϭ 26,324, 2 ϭ .12, but this difference was not significant in Trials 4 -7 or Trials 8 -10 (Fs Ͻ 1).
Last trials of training to first half of Phase 2. We analyzed transfer effects between the training conditions in Phase 1 and the reading of the wants sentences by comparing reading times in the last time period of Phase 1 (Trials 8 -10) with those at the beginning of Phase 2 (Trials 1-5). The critical result was a significant Training ϫ Time interaction in Region 3, F(1, 38) ϭ 17.82, and Region 4, F(1, 38) ϭ 12.62. Simple main effects showed that participants in the needs-training condition did not slow down substantially when they began to read the wants sentences (Regions 1-4: Fs Ͻ 1.38), whereas participants in the control training condition did slow down when first reading the wants sentences. We observed this effect in Region 2, F(1, 19) 
Discussion
There are two main findings in this experiment. First, the reading times in Phase 1 replicate the learning effect of Experiment 1 in a new paradigm. Participants initially had difficulty understanding the needs construction, but this difficulty largely vanished within the 10 training trials. This effect was observed in Region 3, as predicted by the constraint satisfaction theory. Second, the reading time of the wants sentences at the beginning of Phase 2 clearly shows that participants who learned to comprehend the needs construction were able to generalize this learning to processing the same construction with a new verb. This finding supports both the constraint satisfaction and episodic-processing theories. 6 Evidence that adults have learned to comprehend the needs construction in this and the subsequent experiments comes primarily from the between-subjects comparison of the reading times of the needs and standard sentences. The critical feature of these comparisons is the observation that the differences in reading times for the needs and standard sentences is largely attenuated by the end of Phase 1 of the experiment. Further evidence for this claim comes from the observation of the reading times for the filler sentences in this experiment (Experiment 2). Participants in the control training condition read the filler sentences as quickly as the standard sentences in all time periods of the experiment. Participants in the needs-training condition initially read the needs sentences more slowly than the filler sentences (especially in Region 3), but this difference disappeared by the end of Phase 1. Furthermore, the reading times for the filler sentences were equivalent across both training conditions. Thus, the learning effect observed in Region 3 of the sentences is limited to the needs construction. Importantly, the pattern of reading times for the filler sentences did not differ across training conditions. This suggests that participants in the needs-training condition were not adopting an unusual reading strategy because they encountered a novel construction in their training. These observations from the filler sentences (equivalent reading times across training conditions, identical patterns of reading times across training conditions, and the initial difference between reading of the needs sentences and the filler sentences in Region 3 for participants in the needs-training condition) provide further (within-subject) behavioral evidence for the claim that participants in the needs-training condition were learning something specific in learning to comprehend the needs construction. This pattern of reading times was observed in Experiments 2-4. Note. The region of interest for the needs sentences covered the words needs cooked given that (Regions 1, 2, 3, and 4, respectively). The region of interest for the wants sentences covered the words wants recognized for his (Regions 1, 2, 3, and 4, respectively).
Experiment 3
Experiments 1 and 2 demonstrated that readers and listeners quickly learn to comprehend a novel syntactic construction and that they are willing to extend the new construction to at least one other verb. In Experiment 3, our focus shifts to a new question: How does exposure to the needs construction affect the processing of structures with which the participants are already familiar? More specifically, this experiment addressed how exposure to the needs construction affects the processing of the modifier construction.
To determine what effect the needs construction has on the reading of the modifier construction, we conducted an experiment similar to Experiment 2. Phase 1 of the experiment was the training phase in which participants were trained either on the needs construction or on the standard construction. In Phase 2 of the experiment, participants continued to read the needs construction (in the needs-training condition) or the standard construction (in the control training condition) and also began to read the modifier construction. The control training condition was intended as a baseline condition to observe reading of the modifier construction in participants who are unaware of the needs construction.
In the introduction to Experiment 2, we noted that participants in the needs-training condition would experience processing difficulty on the word given (Region 3) in the initial stages of Phase 1. This is because the opening sequence of the training sentences, "The meal needs cooked . . . ," is ambiguous between a needs construction interpretation and a modifier interpretation, and readers would not expect the needs continuation because it was unknown to them. The effect that exposure to the needs construction has on the processing of the modifier construction depends on how the comprehension system deals with this ambiguity. The constraint satisfaction account described by MacDonald et al. (1994) suggests that the incorrect modifier reading of the needs sentences in Phase 1 of the experiment is temporarily inhibited when the reader realizes that this interpretation is incorrect. Training on the needs construction should therefore either interfere with the processing of the modifier construction or have no effect on the processing of the modifier construction (depending on the specifics of the constraint satisfaction system such as the duration of the inhibition). As discussed earlier, the episodic-processing account makes the opposite prediction: Training on the needs construction should facilitate processing of the modifier construction.
Method
Participants. The participants were 42 introductory psychology students from the University of Wisconsin-Madison; they received extra credit in exchange for their participation. There were 21 participants in each training condition.
Materials. Sixty-five sentences were generated for this experiment. The 10 needs sentences (and their respective standard versions) from Experiment 2 were used as the training items in this study. Sixteen additional sentences were generated for Phase 2. These sentences were written such that they had the same beginning ("The meal needs cooked. . . . ") but continued differently to create one needs sentence and one modifier sentence from each sentence stem (the standard sentences were created by adding a "to be" phrase to the needs sentences). The 30 filler items from Experiment 2 were used in this experiment; 9 more filler sentences were added to fill out the design of the experiment. As in Experiment 2, a comprehension question was generated for each sentence (see Appendix B).
Procedure. The procedure was essentially the same as for Experiment 2. The only change was that in the second phase of the experiment, participants in the needs-training condition read both needs sentences and modifier sentences, whereas participants in the control training condition read standard and modifier sentences.
Design and analysis. The reading times were corrected for length in the same manner as in Experiment 2.
There were two main analyses in this experiment. The first involved the data from Phase 1. A 2 (training: needs vs. control) ϫ 3 (time: Trials 1-3, Trials 4 -7, Trials 8 -10) mixed-factor ANOVA (training is between subjects) was done on the reading times from Phase 1 to observe the learning effect seen in the previous experiments. The second analysis compared the reading times of all of the sentences in the first half of Phase 2. A 2 (sentence type: needs/standard vs. modifier) ϫ 2 (training: needs vs. control) mixed-factor ANOVA (training is between subjects) was performed on these reading times. This analysis was intended to test whether 
Results
The mean residual reading time for Regions 1-4 are presented in Table 5 . The results of the two primary analyses described above are reported in Tables 6 and 7 . The results reported in the text below focus on the analyses of most theoretical importance. Average accuracy on the comprehension questions was 93.6%. Results reported as significant are significant with the Type I error rate set at .05, unless otherwise noted.
Phase 1. The data from Phase 1 replicate Experiment 2. There was a significant Training ϫ Time interaction in Region 3, F(2, 80) ϭ 5.74. Participants in the needs-training condition read the critical sentences more slowly than participants in the control training condition in Trials 1-3, F(1, 98) ϭ 12.65, MSE ϭ 105,623, 2 ϭ .12, but this difference was attenuated in Trials 4 -7 (F Ͻ 1) and Trials 8 -10 (F Ͻ 1). As before, these data suggest that readers in the needs-training condition are initially misinterpreting the needs sentences as examples of the modifier construction.
Phase 2 (Trials 1-4): All sentence reading times. The critical result from the reading times in the first half of Phase 2 was a Sentence Type ϫ Training interaction in Region 3, F(1, 40) ϭ 16.36. Simple main effects revealed that whereas participants read the needs and standard sentences with equal facility (F Ͻ 1), participants in the needs-training condition read the modifier construction more quickly than participants in the control training condition, F(1, 58) ϭ 18.36, MSE ϭ 28,848, 2 ϭ .22. Further simple main effects analyzing the data from Regions 1-4 show that the facilitation effect on the modifier construction was limited to the modifier sentences themselves and was not due to more general differences in reading between participants in the two training conditions. Comparing the reading time of the needs and standard sentences revealed no statistically reliable differences (Fs Ͻ 2.51, p Ͼ .12), suggesting that readers in both training conditions were processing sentences at approximately the same speed. Thus, the difference in reading seen in Region 3 is isolated to the modifier sentences.
The general facilitation of processing for the modifier construction in the needs-training condition does not mean that the modifier sentences were processed with complete ease. Simple main effects comparing the reading of needs sentences with modifier sentences (in the needs-training condition) showed that readers were slower reading the modifier construction in Region 4, F(1, 20) ϭ 4.42, MSE ϭ 27,530, 2 ϭ .08. Simple main effects comparing the reading of the standard and modifier sentences (in the control training condition) showed that readers were slower reading the modifier construction in Region 3, F(1, 20) 
Discussion
The important finding from this experiment is that readers who were trained on the needs construction read the modifier construction faster than participants who trained on the standard construction. These results support the predictions of the episodicprocessing account, and they contradict both predictions from the constraint satisfaction theory. More broadly, these data suggest that the initial misinterpretation of the needs construction during training is more than a simple detour in the learning process. Rather than being inhibited or discarded, the modifier interpretation appears to be a part of the memory traces generated while learning the needs construction. When the reader encounters the modifier construction in Phase 2 of the experiment, these early traces of the modifier construction work to facilitate processing of the structure when it first appears. That is, the traces of the modifier interpretation activated when the participant reads "The meal needs cooked . . . " speeds reading of the construction relative to its reading in the control condition (in which readers have not previously considered a modifier interpretation of the training sentences). This finding is consonant with the results reported in Christianson et al. (2001) , who showed that the initial misinterpretation of garden path sentences can linger even after a reinterpretation of the sentence has been made. The data reported here extend these results, showing that not only does the misinterpretation linger but also that it can remain in memory long enough to affect the processing of subsequent sentences.
Experiment 4
The results of Experiment 3 provide general support for episodic-processing theories of memory: Training on the needs construction facilitates reading of the modifier construction relative to the reading of modifier sentences following training on the standard construction. The episodic-processing theory claims that the facilitation effect is the result of a specific set of events as readers learn to comprehend the needs construction. First, it is proposed that upon encountering ". . . needs cooked . . . ," readers Note. The region of interest for the needs sentences in Phase 1 and Phase 2 covered the words needs cooked given that (Regions 1, 2, 3, and 4, respectively). The region of interest for the modifier sentences (Phase 2) covered the words needs cooked vegetables given (Regions 1, 2, 3, and 4, respectively).
mistakenly select the modifier interpretation of the sentence. Evidence for this misinterpretation was observed in Phase 1 of Experiments 2 and 3. Readers experienced the greatest processing difficulty (and showed the greatest learning gains) in Region 3, exactly as one would expect if participants had initially selected the modifier interpretation of the sentence. The second component of the episodic-processing account is that these misinterpretations become part of one's memory for the needs construction (see Christianson et al., 2001 , for another demonstration of this phenomenon). When the reader encounters another needs sentence, the incoming sentence retrieves stored processing episodes for turning the construction into a meaning. In Phase 2 of Experiment 3, when the participants read "The meal needs cooked . . . ," they retrieve the needs-processing episodes, which contain traces of having initially selected the modifier interpretation. These active traces of the modifier interpretation facilitate processing of the sentence when it turns out to be an example of the modifier sentence (rather than a needs sentence). Reading the modifier construction is slower in the control training condition because the participants do not have these previous selections of the modifier interpretation to draw on in interpreting the sentence.
The episodic-processing approach is based on the idea that traces of the processing done on a stimulus become a part of the memory for that stimulus. This leads to a straightforward prediction regarding the relationship between the needs construction and the modifier construction: If the processing of the needs construction is altered such that readers do not first select the modifier interpretation (i.e., the experimental context is biased such that the needs interpretation of the training sentences is much more likely than the modifier interpretation), then the facilitation effect should disappear. Experiment 4 was designed to test this prediction.
There were five conditions in this experiment. Two of these replicate previous experiments. Participants were trained on the needs construction in Phase 1 and then read either the modifier construction (noninstructed needs-modifier condition) or the wants sentences (noninstructed needs-wants condition) in Phase 2. Participants were expected to behave as they did in previous experiments, showing little processing difficulty in moving from the needs construction to modifier or wants constructions.
Two further instructed conditions were designed to test the prediction that changing the processing of the needs construction will remove the facilitation effect on the modifier construction. In both of these conditions, participants received additional instructions before beginning the reading task. The participants were told that they were going to read a type of sentence with which they were unfamiliar. The participants were given a short example of the needs construction (e.g., "The floor needs cleaned"), and told that it meant something akin to the standard construction (e.g., "The floor needs to be cleaned"). Next, the participants were told that they were going to be reading examples of the needs construction that were longer than the initial example. They were then given an example of this longer construction (e.g., "The floor needs cleaned before tomorrow morning"). This was designed to introduce participants to the kind of sentence that they were going to read in the experiment in such a way that the likelihood they would initially select the incorrect modifier interpretation of these sentences would be reduced. 7 After this training, the participants engaged in the standard Phase 1 training, followed by Phase 2 reading that involves either the modifier (instructed needs, modifier condition) or the wants (instructed needs, wants condition) sentences.
The episodic-processing account makes several predictions regarding these four conditions. First, the initial instruction on the needs construction should create a context in which it is unlikely that readers will initially select the modifier interpretation when they process the needs construction. The learning effect typically observed in Region 3 during reading in Phase 1 should be attenuated by this initial training. Second, because the modifier interpretation was not selected during the processing of the sentence, participants who receive the additional instruction will not have traces of having selected the modifier construction in their memory of the needs construction. Thus, the instruction should remove the facilitation effect on the modifier construction. That is, participants given the instruction should read the modifier construction more slowly in Region 3 than participants who were not given the initial instruction (just as participants in the control training conditions did). Third, the effect of the instruction on Phase 2 reading should be limited to the modifier construction. The needs-processing traces stored during training condition should still facilitate processing of the wants sentences.
Even if the predicted pattern of results is obtained, there is an important difference between the instructed-and noninstructedtraining conditions that could cloud the interpretation of the results. Participants in the instructed condition encounter 8 needs constructions during the instruction period then read 10 more needs sentences in Phase 1. This is a total of 18 needs sentences read before encountering the modifier and wants sentences in Phase 2. Participants in the noninstructed condition only read 10 needs sentences before Phase 2. This makes it unclear whether it is the instructions (and consequent lack of consideration of the modifier interpretation) that remove the facilitation effect on the modifier or the extra exposure (and, perhaps, additional strengthened priming of the specific needs interpretation) that is doing so. To test among these possibilities, a fifth condition was added to the experiment. Participants in this condition read 18 needs constructions in Phase 1 of the experiment and then read the modifier construction in Phase 2 (noninstructed needs 18 -modifier condition).
Method
Participants. The participants were 105 introductory psychology students from the University of Wisconsin-Madison. Participants were given extra credit in exchange for their participation. There were 21 participants in each of the five experimental conditions.
Materials. The 10 needs sentences read in all training conditions were the same training sentences used in Experiments 2 and 3. In addition, the 10 wants sentences used in Experiment 2 were used in this experiment. For this experiment, eight additional needs sentences were constructed for the initial instructions (and for the additional reading in the noninstructed needs 18 -modifier condition). An additional 10 new modifier sentences were constructed for Phase 2. The new sentences were used in this experiment to show that the facilitation effect observed in Experiment 3 generalizes to a different set of sentences. Twelve additional filler sentences were generated to fill out the trials in the noninstructed needs 18 -modifier condition (see Appendix B for materials).
Procedure. In the noninstructed conditions, the procedure was identical to that used in Experiment 2. Participants read 10 needs sentences in Phase 1 and then read either 10 modifier sentences or 10 wants sentences in Phase 2. In the noninstructed needs 18 -modifier condition, the procedure was essentially the same, save that participants read 18 needs sentences in Phase 1.
In the instructed conditions, participants were given initial instruction on the needs construction. Participants were told that they were going to read a type of sentence with which they were not familiar. They were given an example of this sentence type: "The floor needs cleaned." The participants were told that this sentence meant the same thing as "The floor needs to be cleaned." Next, participants were told that they would read longer versions of the same sentence type, such as "The room needs lighted so we can read our books." The participants then read another seven examples of this sort aloud. After this initial instruction, participants engaged in the reading task as in the noninstructed conditions.
Design and analysis. The reading data were corrected for length in the same manner as in Experiment 2.
The data analysis strategy for Experiment 4 is similar to that used in previous experiments. The first set of analyses examined data from Phase 1. These data were analyzed with a Training (instructed vs. noninstructed) ϫ Time (Trials 1-3, Trials 4 -7, Trials 8 -10) ANOVA, with training as a between-subjects factor. Because participants in the noninstructed needs 18 -modifier condition received 18 needs trials in Phase 1, the data from Trials 1-3, Trials 4 -7, and Trials 16 -18 were used in this analysis. The second set of analyses compares reading from the last trials of Phase 1 (Trials 8 -10 or Trials 16 -18, depending on the condition) with the first trials of Phase 2 (Trials 1-5). Separate analyses were done on the data from participants who read the modifier construction in Phase 2 and on the data from participants who read the wants sentences in Phase 2. These data were analyzed with a Training (instructed vs. noninstructed) ϫ Time (end of Phase 1 vs. beginning of Phase 2) mixed-factor ANOVA, with training as a between-subjects factor.
Results
The mean residual reading times from this experiment are presented in Tables 8 and 9 . The results of the two primary analyses described above are reported in Table 10 . The results reported in the text below focus on the analyses of most theoretical importance. Average accuracy on the comprehension questions was 94%. Results reported as significant are significant with the Type I error rate set at .05, unless otherwise noted.
Phase 1. The critical result from Phase 1 was the Training ϫ Time interaction observed in Region 3, F(2, 206) ϭ 4.22. Participants in the instructed-training conditions initially read Region 3 faster than participants in the noninstructed-training conditions in Trials 1-3, F(1, 194) ϭ 4.49, MSE ϭ 81,825, 2 ϭ .02, but this difference was not significant at any other point in Phase 1 (Fs Ͻ 1). 8 The initial difference in reading time suggests that the instructions were successful in making it unlikely that readers would select the modifier interpretation of the needs sentences in this phase of the experiment.
9
Last trials of Phase 1 to first trials of Phase 2 (modifier conditions). The important result from this analysis was a Time ϫ Training interaction in Region 3, F(2, 60) ϭ 3.43. Simple main effects revealed that participants in the instructed-training condition slowed down in moving from the needs sentences to the modifier sentences, F(1, 20) ϭ 4.21, MSE ϭ 45,549, p ϭ .053, 2 ϭ .07, whereas participants in the noninstructed conditions sped up slightly (but not significantly) in moving from the needs sentences to the modifier sentences, replicating Experiment 3 (Fs Ͻ 1). Another set of simple main effects revealed that participants in the instructed condition read the modifier sentences more slowly than participants in the noninstructed conditions in Regions 1, 2, and 4 as well (Fs Ͼ 5.47, 2 s Ͼ .02). Note. The region of interest covered the words needs cooked given that (Regions 1, 2, 3, and 4, respectively).
average learning effect in the needs-training condition was 320.2 ms (95% confidence interval: 159.5 Յ learning effect Յ 480.9). In the same experiments, the average learning effect in the control training condition was 105.8 ms (95% confidence interval: 73.17 Յ learning effect Յ 138.43). The learning effect in the instructed conditions in Experiment 4 was 111 ms, and the learning effect in the noninstructed conditions was 205 ms. The effect in the instructed condition clearly falls into the interval for the control training conditions, whereas the effect in the noninstructed condition clearly falls into the interval for the needs-training conditions. This implies that reading in the instructed conditions was akin to reading in the control training conditions of the other experiments, in which no garden path effects were observed.
9 It might be argued that the reading times in the instructed conditions do not reflect normal language processing because we had, in some sense, told the participants what to do in the experiment. To counter this argument, we ran a control study. Instead of providing the participants with explicit instruction on the needs construction, we asked them to read a series of passages containing the construction (surrounded by filler passages), as in Experiment 1. The reading of whole sentences such as "The floor needs cleaned" was intended to introduce the participants to the needs construction in such a way that the modifier construction did not come into play. After finishing this reading task, the participants were told that they were going to engage in another unrelated experiment. This experiment was identical to the Phase 1 training used in Experiments 2-4. The reading times from this task were virtually identical to the reading times from the instructed conditions in Experiment 4. This suggests that the pattern of data in the instructed conditions was the result of a particular kind of previous experience with the needs construction (i.e., one in which the modifier interpretation was not initially selected) rather than experimentergenerated expectations.
Last trials of Phase 1 to first trials of Phase 2 (wants conditions).
There were no significant effects in this analysis. Simple main effects showed that the readers did not slow down in moving from the needs sentences to the wants sentences (Fs Ͻ 2.30, p Ͼ .145), and that reading of the wants sentences themselves did not differ across training conditions (Fs Ͻ 1).
Discussion
There are four important results in this experiment. First, in Phase 1, participants in the instructed conditions initially experienced less processing difficulty than participants in the noninstructed conditions in Region 3. This suggests that the readers in the instructed-training conditions were not selecting the modifier interpretation of the needs sentences during training. Second, readers in the instructed-training condition slowed down when they first read the modifier sentences, whereas readers in the noninstructed-training condition sped up slightly when they first read the modifier sentences. Third, participants in the instructed and noninstructed-training conditions behaved identically in their reading of the wants sentences. Fourth, it was shown that the lack of a facilitation effect on the modifier construction in the instructed-training condition was not simply because of extra exposure to the needs construction. This conclusion is supported by the facilitation effect on the modifier sentences seen in the noninstructed needs 18 -modifier condition, in which the participants showed the facilitation effect despite encountering the same number of needs sentences as in the instructed-training condition. These observations provide clear support for the episodicprocessing account.
General Discussion
We began this project with two goals. First, we wanted to characterize the processing events that occur as adults gain facility in comprehending a novel construction in their native language. The results of our experiments suggest that adults can quickly learn to comprehend a new construction, that the new construction is readily generalized to verbs other than those seen during initial training, and that exposure to the new construction affects the way that more familiar constructions are processed. Our second goal was to assess the extent to which extant psycholinguistic theories could capture readers' behavior in these experiments. We focused on the constraint satisfaction approach to sentence comprehension because its duality as a model of language processing and language learning made it the most appropriate of all existing theories to be applied to the learning of a new construction. Whereas the constraint satisfaction approach aptly characterized the pattern of reading times seen in Phase 1 of Experiments 2-4, it did not make the correct prediction for how exposure to the needs construction affects processing of the modifier construction. An episodicprocessing approach to memory straightforwardly predicts the facilitated reading of the modifier construction after training on the needs construction.
Together with Christianson et al.'s (2001) study of garden path sentences, the results of Experiments 3 and 4 challenge the widely held view that the less preferred interpretation of an ambiguous sentence is discarded during the comprehension process (e.g., Frazier & Clifton, 1996; MacDonald et al., 1994) . Because this view features prominently in virtually every extant theory of sentence processing, these results suggest that most sentence processing theories are either incorrect or incomplete. At the same time, our data point to one direction in which theories of sentence processing might be developed, namely by incorporating elements of the episodic-processing approach to memory into their architecture. It is interesting to note that the episodic-processing account sketched in the introduction to this article is essentially a merger of the episodic-processing account and the constraint satisfaction account. The "processing work" that formed the memory trace for episodes of comprehending the needs construction is exactly the kind of processing that is done by a constraint satisfaction model. Although it may be too early to develop a detailed episodic-processing theory of language processing (i.e., one that makes commitments to particular kinds of syntactic knowledge), one route toward developing such a theory might be to expand on this type of architecture. That is, the dynamic trajectory of events that unfold as a sentence is comprehended leaves a memory trace in the language-processing system, and these episodic traces are retrieved to support comprehension of subsequent sentences. An account of this sort would be sensitive to both global probabilistic information (abstracted across many individual episodes of sentence processing) and more specific elements of one's linguistic experience (as in these experiments).
Although the episodic-processing effect observed in Experiments 3 and 4 are not predicted by extant theories of sentence processing, they are not unanticipated in the literature. For example, episodic-processing effects in speech processing have been reported by Nygaard and Pisoni (1998) . Participants were trained on the voices of unfamiliar speakers, who produced either individual words or sentences. These participants outperformed untrained participants on transfer tasks only when the transfer task required processing that matched the processing done during training (e.g., when training and transfer involved the processing of isolated words). Furthermore, Goldinger (1998) has discussed how an episodic memory system can account for a range of findings in the literature on lexical processing. More recently, Hughes and Whittlesea (2003) have reported episodic-processing effects in a semantic-priming task. Our data provide an extension of these results, demonstrating that episodic-processing effects can also be observed in online sentence-processing tasks.
Our data are also consistent with work on structural priming (e.g., Bock, 1986; Chang, Dell, Bock, & Griffin, 2000) . Structural priming has been studied most extensively in language production (e.g., Bock, 1986; Pickering & Branigan, 1998; Weiner & Labov, 1983) , where the phenomenon of interest is that speakers are more likely to produce a sentence having a particular structure given recent exposure to another sentence of the same structure (e.g., one is more likely to produce a passive sentence given recent exposure to another passive sentence). Structural priming has been studied less frequently in language comprehension, for which it has been shown that sentences are processed with greater ease when they have been preceded by another sentence of the same syntactic structure (cf. Bienvenue & Mauner, 2003; Branigan, Pickering, Liversedge, Stewart, & Urbach, 1995) . Our participants' increased facility in comprehending the needs construction given repeated exposure to examples of the construction can be seen as another demonstration of structural priming in language processing. The proposal that the mechanisms responsible for structural priming (such as the learning mechanisms specified by Chang et al., 2000) may underlie our participants' increasing facility in understanding the needs construction is in accord with work in child language acquisition. For example, Brooks and Tomasello (1999) demonstrated that structural priming plays a role in children's acquisition of syntactic constructions. Thus, our data support the possibility that a mechanism that functions in child language acquisition may also play a role in adults' continued ability to learn new constructions in their native language (cf. Seidenberg & MacDonald, 1999) .
Nevertheless, there are important limitations to these data. First, our studies concerned adults' learning to comprehend a single construction. To gain a broader picture of adults' ability to handle novel syntactic constructions, similar studies should be done with a range of novel constructions and a range of transfer conditions. Such studies will be necessary to find the limits on adults' capacity to learn new constructions and to further address the issue of what exactly it is that participants have learned in the experiments. For example, did the participants learn something new and general about English, or was their learning specific to this experimental context (i.e., akin to learning to comprehend someone's idiolect)? Without a definitive answer to this question, the most conservative conclusion that can be drawn from these data is that repeated exposure to a novel construction can lead to more facile comprehension of that construction and can have an influence on the processing of other kinds of sentences, provided those other sentences are encountered in a context in which traces of having encountered the novel construction will be retrieved.
Another limitation to this work is that the data do not allow us to discern whether the participants learned to comprehend the needs construction via "normal" comprehension processes or whether they were engaging a more conscious or strategic form of processing to handle the construction. On the one hand, it is not clear that it is necessary to invoke any special processing strategies to account for the pattern of reading times observed in these experiments. Whereas a constraint satisfaction model would initially struggle with the novel needs construction, given the similarity of this construction to the standard construction, it is likely that the comprehension system could arrive at the correct interpretation for the sentence without requiring any additional assumptions. On the other hand, the facilitated reading of the modifier construction observed in Experiment 3 is straightforwardly predicted by the episodic-processing account we sketched. Finally, whereas the effect of the instruction manipulation in Experiment 4 appears to be indicative of a special processing strategy, this need not be the case. We can view the instructions as a form of contextual information that weights the competition between the needs and modifier interpretations of the training sentences in Phase 1 toward the needs interpretation, therefore explaining the effect entirely within the context of existing approaches to sentence processing.
Although it may not be necessary to invoke unusual, strategic processing strategies to explain our data, the data do not conclusively rule out the possibility that participants in the needs-training condition were using such strategies. Even if this is the case, we do not feel that it trivializes the results of our experiments. There are many situations in which language comprehenders are faced with input that is novel or otherwise nonoptimal for the operation of the language-processing system, such as when one listens to a speaker whose accent or use of particular syntactic constructions is unfamiliar. It may be the case that successful comprehension in some or all of these contexts requires the use of unusual strategies to accommodate the atypical linguistic input. The increasing facility that one has in processing the atypical input might therefore reflect either faster access to these strategies, adjustment in the normal mechanisms of language processing, or some combination of both.
Broader conclusions about what happens as individuals acquire a new syntactic construction (in the sense of learning to comprehend and produce the construction) must be delayed pending more extensive studies of the learning process.
These experiments take a first step toward understanding how adults learn to comprehend novel constructions. Of course, our results only scratch the surface of a series of critical theoretical questions about the interaction between learning, memory, language acquisition, and language processing. Although much work remains to be done to understand these interactions, this work will be rewarded by a deeper understanding of one of the most complex skills that humans master.
