The stochastic theta method gives a computational procedure for simulating ordinary stochastic differential equations. The method involves a free parameter, θ. Here, we characterise the precise value of θ beyond which the region of linear asymptotic stability of the method becomes unbounded. The cutoff point is seen to differ from that in the deterministic case. Computations that suggest further results are also given.
Introduction.
We consider the numerical solution of autonomous scalar Itô stochastic differential equations (sdes) dX(t) = f (X(t))dt + g(X(t))dW (t), t > 0, X(0) = X 0 , (1.1) driven by the standard Wiener process W (t) [4, 5] . In particular, we study the stochastic theta method (stm) class, which is also known as the family of implicit Euler methods [3, 4, 6] . Applying the stm with fixed stepsize ∆t > 0 produces approximations X n ≈ X(t n ), with t n = n∆t, of the form
Here each V n is an independent Normal(0, 1) random variable, so that ∆t 1 2 V n represents the Brownian path increment W (t n+1 ) − W (t n ). Specifying a value of θ determines a particular stm. We restrict ourselves to the standard range θ ∈ [0, 1]. For θ = 0 we recover the explicit Euler-Maruyama method and for θ > 0 the method is implicit.
We focus on the stability of the method (1.2) on the linear, multiplicative noise, test equation
where λ, µ ∈ R are constants and we assume that X 0 = 0 with probability one. For our stability analysis, we may also assume without loss of generality that µ ≥ 0. The sde (1.3) may be said to be asymptotically stable if lim t→∞ X(t) = 0 with probability one. It is known [5] that asymptotic stability for (1.3) is equivalent to λ − 1 2 µ 2 < 0. (1.4) Analogously, the numerical solution X n arising when the stm (1.2) is applied to (1.3) may be said to be asymptotically stable if lim n→∞ X n = 0 with probability one, [3] .
Applying the method (1.2) to the test problem (1.3) produces the recurrence
where we have defined x := ∆tλ and y := ∆tµ 2 , and we have assumed that 1 − θx = 0. We will define the stability region S θ ⊂ R 2 by S θ := {(x, y) : x = 1/θ, y ≥ 0 and stm is asymptotically stable}.
Note that in the (x, y) variables the sde asymptotic stability condition (1.4) becomes y > 2x. From a numerical analysis perspective, it is of interest to compare the asymptotic stability properties of the sde and numerical solution. So far, mean-square stability studies have proved more popular [2, 4, 6] , largely because the analysis is more tractable. However, asymptotic stability is at least as relevant as mean-square stability in many modelling contexts [5] . Higham [3] recently gave a characterisation of the asymptotic stability region S θ and our main purpose here is to show how that can be used to determine precisely when S θ is bounded. We also present some numerical computations that suggest further results.
Stability result.
The following characterisation of S θ comes directly from [3, Lemma 5.1].
Lemma 2.1. (x, y) ∈ S θ ⇔ E (log |a + bV n |) < 0, (2.1) where E(·) denotes the expected value.
We note that for a = 0, the inequality in (2.1) may be written log |a| + γ(c) < 0, (2.2) where c := b/a and γ(c) := E (log |1 + cV n |), so that γ(c) :=
