Introduction. In this paper, we relate the existence of Radically integral, linear transformations taking a quadratic form ƒ in m variables into a quadratic form g in n variables with the representation of g by ƒ rationally without essential denominator. Before stating our result, we introduce some terminology and recall some known theorems on the subject.
and g do not necessarily contain the same number of variables. Siegel's proof must be modified to give the extension, as it uses, to a large degree, square matrices and their inverses, which do not exist in case ƒ and g contain different numbers of variables. We now state the extension theorem formally. Its proof and a corollary will then occupy the remainder of the paper. We now combine Lemmas 1,2, and 3 to see that for any quadratic form with matrix in J*, there exists an equivalent form in J 2 of one of the following kinds: (1) a diagonal matrix; (2) a matrix with powers of 2 times the matrices of binary quadratic forms of type (1.1) on the principal diagonal and O's elsewhere; and (3) a matrix which is a mixture of (1) and (2), containing matrices of both unary and binary quadratic forms on its principal diagonal and O's elsewhere.
THEOREM. Let S and T be symmetric, nonsingular matrices in J, of orders m and n, respectively. If there exists a transformation in each J p and a transformation in R w , each taking S into T, then S represents T rationally without essential denominator.

Canonical forms for quadratic forms with matrices in
2. The main lemma for the proof of the theorem. In this section, we state and prove the main lemma used in the proof of the theorem. We shall use of the results of §1, as well as the following two theorems from a paper of Siegel [6, pp. 536, 538], designated as Lemmas 4 and 5.
LEMMA 4. Let S and T be symmetric matrices in J, of orders m and n, respectively. Let P designate any one of the fields R, R^, and R p . Then if Co S Co = Tisa representation of T by S in P, then each other representation CSC = T in P, for which (Co SC -T)"
1 exists, can be written in the form, We prove Lemma 6 by induction on n, finding it necessary to prove it first for n = 1 and n = 2.
Case I. n = l. Case III. n^3. If £ is odd, we assume the lemma true for n -1 and proceed to show it holds for n. By a well known theorem, 4 since p is odd, there exists a unimodular transformation, say C p , in J Pf taking T into a form, where Ç« 0 is an n -1 by n -1 matrix in / p and g a is a scalar in J p .
If p is even, we use the results of §1 to obtain a canonical form in J% for T in J2. The first possibility mentioned there, (1), gives us the same kind of form Q a that we have just indicated for an odd p, and we handle (1) exactly as the case for p odd. To treat (2), we proceed with an induction proof, assuming the theorem for n -2 and proving it for n. We rely here upon the fact that the lemma has been proved for both n~\ and n = 2. For the third possibility, we may surely make an induction proof, for which, at each stage of the induction, either the treatment for (1) or that for (2) will be suitable.
We consider now the proof for (2), wherein the theorem is assumed true for n -2 and is to be proved for n. From the previous discussion we know there exists a unimodular transformation, C2, in J 2 , taking T into a form Qb which is schematically either 
.
where Q b0 is an n -2 by n -2 matrix in J 2 and k is a non-negative, rational integer. Form (ii) follows directly from (1.1), since the unimodular matrix 
'C o)'
We now define V=BC P and V 9 = B P C P , noting that V'SV = V P SV P = Q. If we partition V and V p into F=(Z7, w) and V P = (W, w), where u and w each designate a unicolumnar matrix in case g is a scalar and each a duocolumnar matrix in case q is a 2 by 2 matrix, we see readily that U'SU = W'SW= Qo, that tf'Sti = W'Sw = 0 and that u'Su -w'Sw = #.
Then by the hypothesis of our induction, with B replaced by U, B p by W, and T by Q 0 , we see that there exists an automorph, say H, in J p of Qo, such that for 1^ = Wff, it is true that
We take w = wL, where L is an automorph of q in J to be chosen later, and V P = (W, #). Then W'Sw = 0 implies 2TI^'SwZ, = 0; that is, W^Sw = 0. Thus, since surely T^/5# = H'Q 0 H=Qo and w'Sw = q, we have 7/ SF^Q. Now, schematically,
If q is of form g a , we take L successively equal to +1 and -1. Thus we first assume w -w, whence expansion of the above determinant, (2.3), by the last column will give us
where if is a linear combination of the elements of w. If, on the other hand, we assume that w=-w, we see that the above determinant becomes 
