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FROM DIMERS TO WEBS
CHRIS FRASER, THOMAS LAM, AND IAN LE
Abstract. We formulate a higher-rank version of the boundary measurement map for
weighted planar bipartite networks in the disk. It sends a network to a linear combination
of SLr-webs, and is built upon the r-fold dimer model on the network. When r equals 1,
our map is a reformulation of Postnikov’s boundary measurement used to coordinatize
positroid strata. When r equals 2 or 3, it is a reformulation of the SL2- and SL3-web
immanants defined by the second author. The basic result is that the higher rank map
factors through Postnikov’s map. As an application, we deduce generators and relations
for the space of SLr-webs, reproving a result of Cautis-Kamnitzer-Morrison. We establish
compatibility between our map and restriction to positroid strata, and thus between webs
and total positivity.
1. Introduction
The Grassmannian Gr(k,n) of k-planes in Cn is an algebraic variety which is well-loved
in combinatorics. This paper links two combinatorial tools – briefly, dimer configurations
and webs – which have been used to study Gr(k,n) and its (homogeneous) coordinate ring.
Both approaches have a similar flavor – each involves certain planar diagrams in a disk,
and each relies heavily on local diagrammatic moves/relations amongst such diagrams.
We show that this resemblance is not coincidental, and that these approaches are dual in
a sense that we make precise. Moreover, statements on each side can be translated to the
other to give meaningful consequences.
The first approach starts with a choice of network N , meaning a planar bipartite graph
in the disk whose edges are weighted by nonzero complex numbers. Such a network comes
with two parameters: n (the number of boundary vertices) and k (the excedance, cf. (2.1)).
The key operation is Postnikov’s boundary measurement map
(1.1) N ↦ (∆I(N))I∈([n]
k
) ∈ Gr(k,n)
sending a network N to its (n
k
) boundary measurements. Each boundary measurement
∆I(N) is a complex number obtained by summing over dimer configurations of N whose
boundary data is I. The striking feature is that for any network, the ∆I(N) satisfy the
well-known Plu¨cker relations, so the image of the boundary measurement is a point in the
Grassmannian.
The second approach considers a distinguished class of functions on Gr(r,n), indexed by
planar diagrams known as SLr-webs. Let us consider the spaceW(r,n) = HomSLr((Cr)⊗n,C),
i.e. the vector space of SLr-invariant multilinear function of n vectors. The homogeneous
coordinate ring C[Gr(r,n)] can be viewed as an algebra of SLr-invariants, and W(r,n) is
a certain subspace of C[Gr(r,n)]. We will call elements of W(r,n) tensor invariants.
An SLr-web diagram is a planar bipartite graph in the disk, with its edges labeled
by positive integers so that the labels around each internal vertex sum to r. (See the
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left hand side of (5.4) for an example when r = 4. Edges with label 1 are suppressed.)
We denote by FS(r) the vector space of formal sums of SLr-web diagrams (it is related
to the free spider category [1]). Each web diagram determines an element1 of W(r,n).
Intuitively, web diagrams determine tensor invariants as follows: an edge in a web diagram
with label a corresponds to a copy of the exterior power ⋀a(Cr), and each interior vertex
v corresponds to an SLr-invariant map between the exterior powers adjacent to v. The
web diagram indicates how to compose these building blocks to create more complicated
tensor invariants. The map FS(r) → W(r,n) is surjective; i.e. SLr-invariants coming
from webs span the space of tensor invariants.
Webs can be used to study more general tensor invariant spaces, and other homogeneous
pieces of C[Gr(k,n)], but in this introduction, we will focus on a particular situation
where our results are easiest to state. Thus, we restrict attention to networks N whose
number of boundary vertices n is a multiple of its excedance k, i.e. n = kr. For these N ,
we construct an r-fold boundary measurement map
(1.2) N ↦Webr(N) ∈ W(r,n),
sending a network to a particular formal sum of webs. Its key feature (our Theorem 4.4)
is that it factors through the boundary measurement map (1.1). That is – if N and N ′ are
two networks with the same boundary measurements (and hence which give the same point
in the affine cone over the Grassmannian G̃r(k,n)), then Webr(N) =Webr(N ′) as tensor
invariants, even though these will typically look different as elements of FS(r). When r is
2 or 3, this reduces to the construction of Temperley-Lieb immanants and web immanants
via the double-dimer and triple-dimer models studied by the second author [10]. We
also show (Theorem 8.1) that (1.2) induces a natural isomorphism W(k,n) ≅ W(r,n)∗.
Moreover, both spaces W(k,n) and W(r,n) are irreducible Sn-modules, where Sn acts
on the tensor invariant spaces by permuting the vectors. As Sn-modules, we have that
W(k,n) ≅ W(r,n)∗ ⊗ ǫ where ǫ is the sign representation. Thus, we get a canonically
defined Sn-equivariant pairing between SLk- and SLr-invariant spaces. For small values
of k and r, we draw the resulting “web duality pictures” in an Appendix.
We will lay out the contents of this paper while mentioning the applications of our main
construction. Section 2 reviews the boundary measurement map for networks via dimer
configurations [10], as well as the local moves on networks which preserve the boundary
measurements. We also review in this section how boundary measurements, networks,
and local moves, can be used to study the positroid stratification of the Grassmannian.
Section 3 gives the basics of tensor invariants and web diagrams. In Section 4 we make
our main definition, i.e. the r-fold boundary measurement map (1.2), and introduce the
closely related immanant map. Section 5 gives a self-contained proof that the r-fold
boundary measurement factors through Postnikov’s boundary measurement map. The
key tool is a lemma about sign-coherence for webs that we conjecture is related to total
positivity.
Section 6 discusses one of our main applications. One of the deepest results on the
boundary measurement map is that if networks N and N ′ have the same boundary mea-
surements, then N ′ is connected to N by a sequence of local moves [16]. Likewise, a
1in fact, the diagrams defined in this introduction only determine a tensor invariant up to a sign. The
sign is determined by a procedure called a tagging of the web.
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guiding problem in the history of web combinatorics was to find a complete set of dia-
grammatic moves describing the kernel of the map FS(r) →W(r,n). This problem was
solved for r = 3 by Kuperberg [9], studied further by Kim [6] and Morrison [13], and settled
for all r by Cautis, Kamnitzer, and Morrison in [1]. We show that the completeness of the
relations in [1] follows from Theorem 4.4 and the connectedness result for networks. We
remark that the results in [1] hold in greater generality than ours – those authors work
in a quantum deformation of our setting. We are hopeful that an understanding of this
will lead to a quantum deformation of the dimer model.
In Section 7, we make a connection between webs and positroid varieties. Here, we
extend the results of Sections 4 and 5 to the context of positroids. The totally nonnegative
Grassmannian Gr(k,n)≥0 is the set of real points in Gr(k,n) with nonnegative Plucker
coordinates [16]. The matroidM of a totally nonnegative point x ∈ Gr(k,n)≥0 is known as
a positroid. The Zariski-closures of the positroid strata are known as positroid varieties [7].
The homogeneous coordinate ring C[Π] of a positroid variety Π = ΠM is a quotient of
C[Gr(k,n)]. We show that the homogeneous pieces of C[Π] are dual to certain naturally
defined subspaces of tensor invariants (cf. (7.4)), and suggest a way to compute the
dimensions of these pieces using webs. We believe that our duality reflects deep relations
between positroids and webs.
We denote by [n] the set of positive integers {1, . . . , n}, and by (S
k
) the collection of
k-element subsets of a set S.
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2. Networks, boundary measurements, and positroid strata
2.1. The dimer model in the disk. We denote by Gr(k,n) the Grassmannian of k-
dimensional subspaces in a fixed n-dimensional complex vector space. It has a projective
embedding Gr(k,n) ↪ P(nk)−1, and we denote by G̃r(k,n) ⊂ C(nk) the affine cone over
Gr(k,n) with respect to this embedding. Points in the affine cone are collections of (n
k
)
coordinates satisfying the well-known Plu¨cker relations. The homogeneous coordinate ring
C[Gr(k,n)] (or equivalently, the coordinate ring of the affine cone G̃r(k,n)) is generated
by Plu¨cker coordinates (∆I)I∈([n]
k
). If we represent a point in x ∈ G̃r(k,n) by a k×n matrix
of maximal rank, then ∆I(x) is the k × k minor of this matrix with columns I.
By a planar bipartite graph in the disk we mean a graph G embedded in a closed disk,
with its vertices colored in two colors (black and white) such that edges join vertices of
opposite color. Furthermore, label the vertices on the boundary of the disk 1, . . . , n in
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counterclockwise order, and require that that ith boundary vertex is incident to at most
one boundary edge bi.
Furthermore, for the sake of simplicity, throughout this paper we will require that each
of the boundary vertices of G is black.
By a network N we will mean a planar bipartite graph in the disk whose edges have
been weighted by nonzero complex numbers. In examples, an edge drawn without an edge
weight is implicitly assumed to have edge weight equal to 1.
A dimer configuration on N (or almost perfect matching of N), is a collection π of edges
of N such that each interior vertex is used exactly once in π (and each boundary vertex
is used one or zero times). The boundary subset ∂(π) ⊂ [n] is the set of boundary vertices
that are used in π. The cardinality k = ∣∂(π)∣ depends only on the underlying bipartite
graph G, not on the choice of π or the edge weights on N . Explicitly:
(2.1) k = ∣∂(π)∣ = no. of interior white vertices in G minus no. of interior black vertices.
We call the number k in (2.1) the excedance of N .
Remark 2.1. The requirement that boundary vertices of a planar bipartite graph G are
always black simplifies our statements, but can be removed. Any graph G′, possibly with
white vertices on the boundary, can be turned into a graph G whose boundary vertices
are all black, by adding one edge at each white boundary vertex (if i is a white boundary
vertex, we drag it into the interior of the disk, and connect it to a newly created black
boundary vertex by a newly created edge). Dimer configurations π on G with boundary
∂(π) = I are in bijection with dimer configurations π′ of G′ such that I is the union of the
black vertices used in π′ with the white vertices not used in π′, cf. [10] for further details.
For a network N and a dimer cover π on N , the weight wt(π) is the product of the
weights of the edges used in π.
The boundary measurement ∆I(N) is a weight generating function for dimer configu-
rations with boundary I:
(2.2) ∆I(N) = ∑
π∶∂(π)=I
wt(π).
Proposition 2.2 (Kuo [8], Postnikov-Speyer-Williams [17], Lam [11]). Let N be a network
of excedance k, with n boundary vertices, and with at least one almost perfect matching.
Then the boundary measurements (∆I(N))I∈([n]
k
) ∈ C
(n
k
) determine a point X˜(N) in the
affine cone G̃r(k,n), and thus a point X(N) ∈ Gr(k,n).
That is, the boundary measurements satisfy the Plu¨cker relations. If N has no al-
most perfect matchings, then all of its Plu¨cker coordinates are zero, so X(N) is not a
well-defined point in Gr(k,n). We make the standing assumption that all networks N
considered in this paper have an almost perfect matching.
2.2. Local moves. It is easy to verify that the following local moves can be applied to
a network N to yield a new network N ′ satisfying X(N ′) = X(N). Thus the Plu¨cker
coordinates for X˜(N) and X˜(N ′) differ by a common scalar α and we write X˜(N) =
αX˜(N ′).
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(G) Gauge equivalence: If edges e1, e2, . . . , ed are the edges incident to an interior
vertex v, we can rescale all of their edge weights by the same constant α ∈ C∗.
The resulting network N ′ satisfies X˜(N) = αX˜(N ′).
(M1) Spider move, square move, or urban renewal: assuming the leaf edges of the spider
have been gauge fixed to 1, the transformation is
(2.3) a′ =
a
ac + bd b′ =
b
ac + bd c′ =
c
ac + bd d′ =
d
ac + bd
a
d
b
c
a′b′
d′c′
and satisfies X˜(N) = (ac + bd)X˜(N ′).
(M2) two-valent vertex removal. If v has degree two, we can gauge fix both incident
edges (v, u) and (v, u′) to have weight 1, then contract both edges (that is, we
remove both edges, and identify u with u′). Note that if v is a two-valent vertex
adjacent to boundary vertex i, with edges (v, i) and (v, u), then this move can
only be applied when u has degree at most two.
(R1) Multiple edges with same endpoints is the same as one edge with sum of weights.
(R2) Leaf removal: Suppose v is a leaf, and (v, u) the unique edge incident to it. Then
we can remove both v and u, and all edges incident to u. If (u, v) is a boundary
edge bi, then the leaf cannot be removed.
(R3) Dipoles (two degree one vertices joined by an edge) can be removed.
On the other hand, the following is one of the deepest results on the combinatorics of
networks:
Theorem 2.3. [Postnikov [16]] If N and N ′ satisfy X(N) = X(N ′), then they are con-
nected to each other by a finite sequence of these moves. If furthermore both of these
networks have the minimal number of faces in their move-equivalence class, then they are
connected by a finite sequence using (M1) and (M2) only.
2.3. Positroids. Considering boundary measurement maps for various bipartite graphsG
leads to a special stratification of the Grassmannian by positroid varieties. The positroid
varieties are distinguished in many senses – they are exactly the varieties that can be
obtained by projecting Richardson varieties from the flag variety [7], they are exactly the
compatibly split Frobenius subvarieties of Gr(k,n) with respect to the standard split-
ting [7], the (open versions of) positroid varieties are exactly the symplectic leaves with
respect to a Poisson structure on Gr(k,n) [4]. We only review what we will need here
and refer the reader to [7; 11].
The totally nonnegative Grassmannian Gr(k,n)≥0 consists of points in the Grassman-
nian Gr(k,n) that can be given by k × n matrices with real entries, all of whose Plu¨cker
coordinates are nonnegative.
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For any point x ∈ Gr(k,n), the matroid of x is the realizable matroid M(x) formed by
the subsets I ∈ ([n]
k
) such that ∆I(x) ≠ 0. The matroid variety associated to a matroid
M is the closure in Gr(k,n) of {x ∈ Gr(k,n)∶ M(x) =M}.
A matroid is a positroid if it is the matroid of a totally nonnegative point x ∈ Gr(k,n)≥0.
Its corresponding matroid variety Π = ΠM is called a positroid variety. The open positroid
variety
○
ΠM is defined to be the subset of Π not belonging to a lower-dimensional positroid
variety; it is a Zariski open subset of Π. The intersection
○
Π∩Gr(k,n)≥0 is called a positroid
cell and is homeomorphic to RdimΠ>0 .
Unlike general matroid varieties which can have arbitrarily bad singularities, positroid
varieties are normal and Cohen-Macaulay. Likewise, while the problem of indexing
matroid varieties (that is, recognizing representable matroids) is essentially hopeless,
positroids are indexed by a well-behaved family of combinatorial structures. Here is
one way of indexing positroid strata:
Theorem 2.4 (Postnikov, Knutson-Lam-Speyer [7]). Let G be a planar bipartite graph
in the disk. Then as N varies over all possible edge-weightings of G by nonzero complex
numbers, the boundary measurements X(N) sweep out a Zariski dense subset of a single
positroid variety Π = Π(G). Furthermore, every positroid variety Π arises in this way
from some planar bipartite graph G. If we restrict attention to networks N with positive
real edge weights, then the boundary measurements sweep out the entire positroid cell
Gr(k,n)≥0 ∩ ○Π. In particular, if a given boundary measurement ∆I is not identically zero
on G, then ∆I(N) is positive for each choice of network N with R>0 edge weights.
We denote by M(G) the positroid such that ΠM = Π(G). We say that G (or N)
represents the top cell if its positroid M(G) is the uniform matroid, or equivalently, if its
positroid variety Π(G) is equal to the Grassmannian Gr(k,n).
3. Tensor invariants and webs
Let U be an r-dimensional vector space. We denote by ⋀a(U) the ath exterior power
of U . Throughout this paper we assume we have chosen a basis E1 . . . ,Er for U , thus
giving an isomorphism ⋀r(U) ≅ C under which the volume form E1 ∧⋯∧Er ↦ 1.
Let V1, . . . , Vn be a sequence of irreducible representations of SL(U). A tensor invariant
is an element of the space
HomSL(U) ( n⊗
i=1
Vi,C) .
In this paper, we will be interested in tensor invariants of fundamental representations.
Let λ = (λ1, . . . , λn) be a sequence of integers satisfying
(3.1) 0 ≤ λi ≤ r for i = 1, . . . , n, and λ1 + λ2 +⋯ + λn = kr for some k.
We are interested in the space
(3.2) Wλ(U) = HomSL(U) ( n⊗
i=1
λi
⋀(U),C) .
The dimension of the space (3.2) is the coefficient of the Schur polynomial s((kr))(x1, . . . , xr)
in the product of r elementary symmetric polynomials ea1(x1, . . . , xr)⋯ear(x1, . . . , xr). By
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iterating the dual Pieri Rule, this is the number of r × k tableaux, of content λ, whose
entries are strictly increasing along rows and weakly increasing down columns.
The simplest example, which the reader is encouraged to have in mind throughout, is
when n = kr and λ = (1, . . . ,1). In this case we prefer to denote W(1,...,1)(U) by W(r,n).
The space W(r,n) is the vector space of SLr-invariant multilinear functions on n vectors.
Its dimension is the number of standard Young tableaux with r rows and k columns.
Webs are a particular way of encoding tensor invariants by using planar diagrams. We
will define these tensor invariants in two steps, by introducing untagged webs followed by
tagged webs.
Definition 3.1. An untagged web W is a planar graph in the disk, with each directed edge
e = (u, v) labeled by a multiplicity m(e) = m(u, v) ∈ [r − 1], so that reversing directions
replaces a by r−a, that is m(u, v)+m(v, u) = r for all directed edges (u, v). Furthermore,
at each interior vertex, there exists a way to direct the edges so that the sum of the
incoming multiplicities equals the sum of the outgoing multiplicities. The degree λ(W )
is the sequence of multiplicities (m(b1), . . . ,m(bn)) obtained by directing all boundary
edges away from the boundary.
We will see that an untagged web W determines a tensor invariant in Wλ(U), up to a
sign. The sign is determined by choosing a tagging of the web, which we now define.
Definition 3.2 (Tagged web). A tagged SLr-web Wˆ is a planar graph in the disk subject
to the following. First, each edge or half-edge of Wˆ is directed and labeled by a multiplicity
in one of the three following ways
(3.3)
a
a
r − a
pair tag
a
r − a
source tag
.
The “tiny edges” decorating the second and third edge types are called tags and they
provide us with a preferred choice of side for the given edge. Second, we require that each
interior vertex of Wˆ is modeled on one of the following two pictures:
(3.4)
a1 a2 . . .
...
as−1 as
a1 +⋯as
wedge
a1 a2 . . .
...
as−1 as
a1 +⋯as
shuffle .
Thirdly and finally, we require that each boundary edge in Wˆ is a source. The degree
λ(Wˆ ) = (λ1, . . . , λn) of Wˆ is the sequence of edge multiplicities of the boundary edges.
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We adopt the convention throughout that Wˆ stands for a tagged web as in Defini-
tion 3.2, and will reserve the symbol W for untagged webs, or for the weblike subgraphs
that we discuss later. We will refer to the data of tagging by the letter O, writing
Wˆ = Wˆ (W,O).
The definition of a tagged web could in principle allow for “wedge and shuffle” vertices,
in which there are multiple edges flowing in both the inward and outward direction in (3.4).
However, these will not come up in practice in our paper, so we do not work with this
definition.
It will be important for us to note that by tagging sufficiently many edges in Wˆ , one
can always ensure that there are no oriented cycles in Wˆ . We will always assume that Wˆ
has been tagged in this way, because this simplifies the association of a tensor invariant
to each web.
Denote by FSλ(r) the space of finite formal C-linear combinations of tagged SLr-web
diagrams of degree λ. Now we explain how an SLr-web Wˆ of degree λ determines a tensor
invariant Wˆ ∈ Wλ(U). This induces a linear map FSλ(r) →Wλ(U) that is known to be
surjective.
An edge with multiplicity m(e) in Wˆ encodes a copy of ⋀m(e)(U). Each of the interior
vertices (3.4) encodes an SL(U)-invariant map between the indicated tensor powers of
fundamental representations. The first vertex encodes the exterior product map
(3.5)
a1
⋀(U)⊗⋯⊗ as⋀(U)→ a1+⋯+as⋀ (U)
given by x1 ⊗ x2 ⊗⋯⊗ xs ↦ x1 ∧ x2 ∧⋯∧ xs. The second vertex encodes the map
(3.6)
a1+⋯+as
⋀ (U) → as⋀(U)⊗⋯⊗ a1⋀(U)
given by sending the wedge product x1 ∧⋯∧ xb ∈ ⋀b(U) to the signed sum of shuffles
(3.7) ∑±(xi1 ∧ xi2 ∧⋯∧ xias)⊗⋯⊗ (xib−a1+1 ∧ xib−a1+2 ∧⋯ ∧ xib) ∈
as
⋀(U)⊗⋯⊗ a1⋀(U)
where the summation is over permutations (i1, i2, . . . , ib) of (1,2, . . . , b) such that indices
are increasing in each block: i1 < i2 < ⋯ < ias , . . ., ib−a1+1 < ⋯ < ib. The sign ± is the
sign of the permutation (i1, i2, . . . , ib), multiplied by the “global sign” of the permutation(b − as + 1, . . . , b, . . . ,1, . . . , a1) Note that in both cases, the cyclic order of the edges in
(3.4) is crucial for specifying signs.
The tagged edges in (3.3) should be thought of as degenerate cases of the maps (3.5)
and (3.6), where the tag stands encodes a copy of ⋀r(U), which we canonically identify
with C using the volume form. Thus the pair tag ⋀a⊗⋀r−a → ⋀r ≅ C produces a number
obtained by pairing the two incoming tensors, and source tag “creates” two tensors using
the shuffle ⋀r → ⋀a⊗⋀r−a. Note that the side of the edge that the tag occurs on matters,
because, for example, the maps ⋀a⊗⋀r−a → ⋀r ≅ C and ⋀r−a⊗⋀a → ⋀r ≅ C differ by a
sign.
To evaluate Wˆ on a simple tensor x1 ⊗⋯⊗ xn ∈⊗ni=1⋀
λi(U), we imagine placing each
tensor xi at boundary vertex i. We repeatedly compose the four basic morphisms – wedge,
shuffle, pair, and source – as indicated by the arrows in Wˆ to obtain the value Wˆ (x1 ⊗
⋯⊗ xn).
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Remark 3.3 (Taggings and perfect orientations). In practice, the following recipe will
work to specify a tagging for the webs we consider in this paper. Suppose that we have an
untagged webW whose underlying graph G is a bipartite graph. Orient all the edges inW
from white to black, and further suppose that the weights of the directed edges around
each vertex sum to r. These conditions characterize the r-weblike subgraphs that appear
in this paper. In this situation, we can tag the web by choosing a perfect orientation of
G.
A perfect orientation of a planar bipartite graph G in the disk is a choice of direction
on each edge of G such that every white vertex has outdegree 1 and every interior black
vertex has indegree 1. To get a perfect orientation of G, just choose an almost perfect
matching of G: given an almost perfect matching π, we obtain a perfect orientation by
directing each edge e from white to black if e ∈ π (resp. black to white if e ∉ π). The
r-weblike subgraphs defined below always have almost perfect matchings (in fact, they are
a union of r almost perfect matchings), so they can be perfectly oriented. Furthermore, if
G has excedance k, then any perfect orientation for G will have exactly k boundary sinks
(and exactly n − k boundary sources). By adding a pair tag at each of the k boundary
sinks, we get a tagged web. The only reason we don’t use this construction in general
is that there is no guarantee that the resulting web does not contain oriented cycles. To
obtain such a web, we may need to add more tags along interior edges, introducing sources
and pairings.
Example 3.4. Consider the SL4-web Wˆ in (3.8). The edge mutiplicities are red, and mul-
tiplicities equal to one are omitted. The underlying bipartite graph for Wˆ has excedance 2.
In the second figure, we show how to evaluate Wˆ on the tensor product of basis vectors
E = E1 ⊗E2 ⊗E3 ⊗E4 ⊗E3 ⊗E2 ⊗E1 ⊗E4 ∈ U⊗8. We abbreviate E123 = E1 ∧E2 ∧E3 etc.
(3.8)
3
2
1
8
7
6
5
4
2
3
3
3
E3
E2
E1
E4
E1
E2
E3
E4
E23
E231
E1
E123
E143
.
To begin, place the ith vector in E at boundary vertex i. Vectors flow along directed
arrows until they reach a black vertex, which in this case happens when E1 ∧ E2 ∧ E3
arrives at the interior black vertex. The map (3.6) splits this tensor up as a signed sum
(3.9) E1 ⊗ (E2 ∧E3) −E2 ⊗ (E1 ∧E3) +E3 ⊗ (E1 ∧E2).
The signs come from (3.7). The evaluation is a sum of contributions from three terms,
but only the first term pairs nontrivially with the vectors at 6 and 8. The pairings for
this term are (E1 ∧ E4 ∧ E3) ∧ E2 = −1 and (E2 ∧ E3 ∧ E1) ∧ E4 = 1. The evaluation is
Wˆ ∣
E
= 1 ⋅ −1 ⋅ 1 = −1, obtained as the product of the sign at the shuffle, at vertex 6, and at
vertex 8.
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Remark 3.5. Definition 3.2 is not the usual definition of a web [1; 9]. Typically, the
definition comes with an added requirement that every interior vertex be trivalent (as a
degenerate case of this, bivalent interior vertices are also allowed). Requiring trivalence
is reasonable, because it can be shown that all possible SL(U)-equivariant maps amongst
tensor products of various ⋀a(V ) come from compositions of maps involving three tensor
factors [13]. Likewise, using (M2), any network N can be transformed to a networkN ′ with
interior vertices of valence at most three, without changing the boundary measurements.
However, the trivalent restriction is not necessary for the current work.
Example 3.6 (Webs in small rank). Let us describe SLr-webs Wˆ in the multilinear
case λ = (1, . . . ,1), for r = 1,2,3. In each case, we have vectors v1, . . . , vn sitting at the
boundary vertices 1, . . . , n. When r = 1, then U ≅ C, and Wˆ is a union of isolated interior
edges (these do not affect the tensor invariant and can be removed) and edges based at
boundary vertices. Thus Wˆ encodes a monomial in the vectors v1, . . . , vn. When r = 2, an
SL2-web Wˆ consists of a disjoint union of a) tagged cycles, and b) directed paths vi → vj
between boundary vertices. An oriented cycle contributes a multiplicative factor of ±2
(depending on the tagging) when Wˆ is evaluated on v1, . . . , vn. Changing the orientation
on a path changes the web by a minus sign. Thus, ignoring these signs, and removing all
cycles, SL2-webs are spanned by crossingless matchings on the boundary vertices. In fact,
these crossingless matchings are a basis for W(2,2r).
A result in similar spirit is true when r = 3. In this case, the sign of a web does not
depend on tagging. SL3-webs are typically drawn as bipartite graphs without directed
edges, with the convention that the edge multiplicities are given by m(b,w) = 1, where b
is a black vertex and w is a white vertex. The SL3 skein relations provide diagrammatic
rules for expressing any SL3-web in terms of a basis of non-elliptic webs [9], i.e. webs that
are without 2-valent vertices or interior faces bounded by four or fewer sides (cf. [3] for a
summary of these results).
For r ≥ 4, the set of SLr-webs is a distinguished spanning set, but the existence of a
web basis satisfying enough “desirable” properties is unknown.
Finally, let us recall the relationsip between webs and the Grassmannian. Each Plu¨cker
coordinate ∆I ∈ C[Gr(k,n)] is an SLk-invariant function of the column vectors v1, . . . , vn ∈
Ck representing a point in Gr(k,n).
In general, there is a Zn-grading of C[Gr(k,n)] given by the degree in each column.
For example, ∆123∆256 ∈ C[Gr(3,6)] has degree (1,2,1,0,1,1). The coordinate ring de-
composes as
(3.10) C[Gr(k,n)] = ∞⊕
r=1
⊕
λ1+⋯λn=rk
C[Gr(k,n)]λ,
where the inner direct sum is over λ as in (3.1). Note that C[Gr(k,n)]λ is given by the
invariant space
HomSLk( n⊗
j=1
Symλj(Ck),C).
Our main construction will give a duality between the graded piece C[Gr(k,n)]λ of the
homogeneous coordinate ring of the Grassmannian and the SLr-invariant space Wλ(U),
where λ satisfies (3.1). We will discuss in Section 8 that these spaces are naturally dual
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using purely representation-theoretic considerations. However, our work manifests this
duality explicitly in terms of webs and dimers.
If n = rk, the invariant space W(k,n) sits inside C[Gr(k,n)] as the multilinear piece
λ = (1, . . . ,1). It is spanned by the r-fold products of Plu¨cker coordinates ∆I1⋯∆Ir
satisfying I1 ∪⋯ ∪ Ir = [n]. Thus our results will provide a duality between W(k,n) and
W(r,n). We examine this duality pictorially in the Appendix.
4. The main construction
In this section we make the connection between dimer configurations and webs. Suppose
we are given r dimer configurations π1, . . . , πr on N . By superimposing them we naturally
obtain what we call an r-weblike subgraph:
Definition 4.1. An r-weblike subgraph W ⊂ G (alternatively, W ⊂ N) is a subgraph of G,
using all the vertices of G, with each edge e of W labeled by a multiplicity m(e) ∈ [r], in
such a way that the sum of the multiplicities around each interior vertex is r. The weight
of W is the product wt(W ) = ∏ewt(e)m(e) of the edge weights raised to the indicated
multiplicity. The degree of W is its sequence λ(W ) = (m(b1), . . . ,m(bn)) of boundary
multiplicities, where b1, . . . , bn are the boundary edges.
Each r-weblike subgraph W determines an untagged SLr-web by giving each black-
white edge (b,w) the multiplicity of this edge in W . Thus, one can get a tensor invariant
Wˆ (W,O) from W by choosing a tagging O. For any two such choices of tagging O and
O′, the resulting tensor invariants are equal up to a sign: Wˆ (W,O) = ±Wˆ (W,O′). In
Section 5, we define a sign sign(W,O) ∈ {±1} so that the tensor invariant
(4.1) W ∶= sign(W,O)Wˆ (W,O).
does not depend on O. In other words, there is a “correct” choice of sign for the tensor
invariant represented by W . With this in mind, we can formulate the main definition of
this paper.
Definition 4.2. Let N be a network of excedance k and λ satisfy (3.1). We denote by
(4.2) Webr(N ;λ) ∶= ∑
W⊂G, λ(W )=λ
wt(W )W ∈ Wλ(U),
the weighted sum over the r-weblike subgraphs of G with degree λ. It is a C-linear
combination of the various boldfaceW ∈ Wλ(U), with the wt(W )’s serving as coefficients.
We think of Webr(N ;λ) as an r-fold boundary measurement. When r = 1, the choice
of λ is equivalent to the choice of I ∈ ([n]
k
), and Web1(N ; I) is a variant of the boundary
measurement ∆I(N) (2.2). Whereas ∆I(N) is a number, our Web1(N ; I) lies in Wλ(U),
which in this case is isomorphic to C.
We denote by Webr(N) ∶=∑λWebr(N ;λ) ∈⊕λWλ(U).
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Example 4.3. Consider the pair of networks N and N ′ given by
(4.3)
a c
b
d
e
f
c′ a′
b′
d′
e
f
,
where a′, b′, c′, d′ are related to a, b, c, d according to the spider move (2.3)
(4.4) a′ =
a
ac + bd
b′ =
b
ac + bd
c′ =
c
ac + bd
d′ =
d
ac + bd
.
Their parameters are k = 2 and n = 6, and the letters a, a′, b, b′, . . . , e, f ∈ C× denote
edge weights. Let us consider r = 3 and λ = (1,1,1,1,1,1). The network N has three
r-weblike subgraphs with degree λ. The 3-fold boundary measurement Web3(N ;λ) is a
linear combination
(4.5)
abcdef + a2c2ef 2 2 + b2d2ef
2
2
with coefficients depending on a, . . . , f . On the other hand, Web3(N ′;λ) is a linear com-
bination of two webs
(4.6)
a′c′ef
2
2
+ b′d′ef
2
2
.
The following theorem says that the r-fold boundary measurements factors through
Postnikov’s boundary measurement map.
Theorem 4.4. If N and N ′ are two networks satisfying X˜(N) = X˜(N ′), thenWebr(N ;λ) =
Webr(N ′;λ) ∈ Wλ(U).
That is, even though the right hand sides of (4.2) are different elements of FSλ(r),
they are equal as tensor invariants in Wλ(U). We prove Theorem 4.4 in Section 5.
Example 4.5. Continuing with Example 4.3, recall that a′, b′, c′, d′ are related to a, b, c, d
by (2.3). The networks N and N ′ are related by (M1), and X˜(N) = (ac + bd)X˜(N ′). It
follows that Web3(N ;λ) = (ac + bd)3Web3(N ′;λ). By equating the coefficient of abcdef
FROM DIMERS TO WEBS 13
in (4.5) with the coefficient of abcdef(ac+bd)3 in (4.6), we deduce the square move for SL3-webs:
(4.7)
=
2
2
+
2
2
.
4.1. Immanants. Now consider any functional ϕ ∈ Wλ(U)∗ on the SLr tensor invariant
space, where λ satisfies (3.1). From Theorem 4.4, the number
(4.8) ϕ(Webr(N ;λ))
is independent of the choice of network N representing the point X˜(N) ∈ G̃r(k,n).
Now let G be a bipartite graph that represents the top cell. As we vary over networks
N with underlying graph G, the map X˜(N) ↦ ϕ(N) defines a function on the subset of
G̃r(k,n) swept out by X˜(N)’s.
Proposition 4.6. The function X˜(N)↦ ϕ(Webr(N ;λ)) extends to a (uniquely defined)
element of C[Gr(k,n)]λ; this function does not depend on the choice of G.
We will prove Proposition 4.6 in Section 5. It leads naturally to the following definition:
Definition 4.7 (Immanant map). The linear map Imm ∶Wλ(U)∗ → C[Gr(k,n)]λ defined
by Imm(ϕ)(X˜(N)) = ϕ(Webr(N ;λ)) is called the immanant map.
Another of our main theorems is the following.
Theorem 4.8. The immanant map Imm ∶Wλ(U)∗ → C[Gr(k,n)]λ is an isomorphism.
Thus, we obtain a canonical pairing of Wλ(U) with C[Gr(k,n)]λ, described more ex-
plicitly in (5.16) and (5.17). In the multilinear case λ = (1, . . . ,1), this pairing is the
unique (up to scalars) Sn-equivariant pairing of the web spaces W(r,n) and W(k,n),
cf. Section 8.
Remark 4.9. When r is 2 or 3, the second author previously defined SL2- and SL3-web
immanants [10]. These are obtained via (4.8) when the functional ϕ ∈ W(r,n)∗ is the dual
functional to an element of the web basis. In the case that r ≥ 4, since we are without a
notion of a web basis, we believe the r-fold boundary measurement Webr(N) is the more
fundamental object.
5. Proof of the main theorems
Definition 5.1 (Consistent labeling). Let W be an r-weblike subgraph of a planar bipar-
tite graph G with n boundary vertices, and with boundary edges b1, . . . , bn. A consistent
labeling of W is a labeling of each edge e inW by a subset S(e) ⊂ [r] so that ∣S(e)∣ =m(e),
and such that the union of the sets around each interior vertex is [r]. Equivalently, one
can require that the sets S(e) are disjoint around each vertex.
14 CHRIS FRASER, THOMAS LAM, AND IAN LE
Let ℓ be a consistent labeling. From the following pair of equalities of multisets
⋃
all edges
S(e) = ⋃
white vertices
[r]
⋃
all non-boundary edges e
S(e) = ⋃
interior black vertices
[r],
it follows that the multiset S(b1) ∪⋯∪ S(bn) satisfies
(5.1) S(b1) ∪⋯ ∪ S(bn) = {1k,2k, . . . , rk}.
We refer to S = (S(b1), . . . , S(bn)) as a list of boundary label subsets.
We can also associate to any labeling ℓ a list of boundary location subsets I = (I1, . . . , Ir) ⊂[n], defined by Ii = {j ∈ [n]∶ i ∈ S(bj)}. From the preceding argument, we know that
each ∣Ii∣ has size k. Furthermore,
(5.2) I1 ∪⋯∪ Ir = {1λ1 ,2λ2 , . . . , nλn}
as multisets, where λ is the degree of W .
The data of boundary labels S = (S1, . . . , Sn) ⊂ [r] satisfying (5.1), and the data of
boundary locations I = (I1, . . . , Ir) ⊂ [n], satisfying (5.2), are dual to each other (in the
sense of combinatorial design theory), i.e. one can be recovered from the other.
Recall we have a vector space U with basis E1, . . . ,Er satisfying E1 ∧E2 ∧⋯ ∧Er = 1.
To any subset S ⊂ [r] with ∣S∣ = a we can associate the tensor ES ∈ ⋀a(U) by taking the
wedge of the basis vectors labeled by S, in ascending order. If S = (S1, . . . , Sn) is a list of
boundary label subsets, we obtain in this way a tensor ES ∈⊗nj=1⋀
λj(U) by
(5.3) ES = ES1 ⊗ES2 ⊗⋯⊗⋯⊗ESn .
It will be convenient to replace the multiset {1k,2k, . . . , rk} by an honest set A ={11,12, . . . ,1k,21,22, . . . ,2k, . . . , r1, . . . , rk} which we refer to as the alphabet. We intro-
duce the obvious total order 11 < 12 < ⋯ < 1k < 21 < ⋯ < rk on A. We let C⟨A⟩ be the free
vector space with basis A, and with volume form 11 ∧12 ∧⋯∧ rk = 1 ∈ ⋀rk(C⟨A⟩). We will
think of the numbers 1, . . . , r as colors : for is, jt ∈ A we say that is and jt have the same
color if i = j.
If we read the indices of the basis vectors in (5.3) from left to right, we get a word w′(S)
in which each of the numbers 1, . . . , r appears exactly k times. We let sign(S) = 1 or −1
depending on whether the number of inversions of w′(S) is even or odd. Equivalently, we
can think of the entries of w′(S) as elements of A by making the subscripts increase by
one from left to right. We let w(S) ∈ A denote the word obtained from w′(S) in this way.
Then sign(S) is the value of the wedge product of w(S) ∈ ⋀rk(C⟨A⟩).
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Example 5.2. Let G be the bipartite graph underlying Example 3.4. Here is a particular
4-weblike subgraph W ⊂ G, and a consistent labeling ℓ of W :
(5.4)
3
2
1
8
7
6
5
4
W =
2
3
2
1
1
3
4
ℓ =
23
4
4
1
2
.
The labeling ℓ of W has boundary location subsets I = ({1,7},{2,6},{3,5},{4,8}) and
boundary label subsets S = ({1},{2},{3},{4},{3},{2},{1},{4}). The tensor ES (5.3) is
the 8-fold tensor E from Example 3.4. The sign sign(S) is given by 11∧21∧31∧41∧32∧22∧
12 ∧ 42 = −1. The SL4-web Wˆ from Example 3.4 is a tagging of W , obtained by directing
the edges of G according to (3.8) (cf. Remark 3.3). The labeling ℓ of W determines the
flow of tensors along the edges of Wˆ pictured in (3.8), specifically we replace S in ℓ by
ES for edges directed black to white and by E[4]/S for edges directed white to black.
As Example 5.2 suggests, consistent labelings ofW with boundary S are closely related
to evaluating Wˆ on the tensor ES .
Definition 5.3. Denote by a(S ;W ) the number of consistent labelings of W with fixed
boundary label subsets S .
The following seemingly innocuous lemma is the key technical result underpinning our
main theorems. The proof of the lemma is somewhat intricate, and has minimal bearing
on the rest of the paper, so it may be skipped on a first reading.
Lemma 5.4. Let W be an r-weblike subgraph of a planar bipartite graph G, and Wˆ =
Wˆ (W,O) a choice of tagging for W . Then there is a sign sign(W,O) ∈ {±1}, such that
for any list of boundary label subsets S, we have
(5.5) Wˆ ∣
ES
= sign(S) sign(W,O)a(S ;W ).
It is fairly easy to see (and we elaborate on this below) that consistent labelings with
boundary S give rise to terms in the evaluation of Wˆ on ES . Therefore, the key assertion
in this lemma is that each of these terms contributes to the evaluation with the same sign.
Let us also emphasize that the sign sign(W,O) is independent of the boundary input ES .
Thus for any r-weblike subgraph W , the tensor invariant W = sign(W,O)Wˆ (W,O) ∈
Wλ(U) of (4.1) is characterized by the equation
(5.6) W∣
ES
= sign(S)a(S ;W ).
for every list of boundary label subsets S .
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Proof. Let us consider a consistent labeling ℓ with boundary label subsets S . The choice
of tagging on Wˆ prescribes how to evaluate Wˆ on ES . Our first goal is to explain why the
consistent labeling ℓ gives a term in the evaluation of Wˆ on ES . This evaluation involves
many terms because of the vertices where we perform the shuffle operation.
For a given labeling ℓ, we can place tensors on the edges of Wˆ as governed by ℓ. If
an edge (or half-edge if the edge is tagged) is labeled by the set S in ℓ, let us place the
tensor ES along that edge if it is directed black to white and place the complementary
tensor E[r]/S along the edge if it is directed white to black. A tensor along a given edge
in a given term represents some partial stage of the evaluation Wˆ on ES . Because ℓ is
consistent, the incoming flow of basis vectors equals the outgoing flow at each interior
vertex, and no two basis vectors flow through the same interior vertex. Thus, once we
have placed the appropriate tensor on each edge of Wˆ as indicated by ℓ, we get a sign for
this term which contributes to the final evaluation.
Thus, each consistent labeling corresponds to a term in Wˆ ∣
ES
, and the nonzero terms
in the evaluation of Wˆ on ES are counted by a(S ;W ). The nontrivial assertion is that
once S is fixed, every term contributes with the same sign. The content of the proof lies
in understanding these signs. The signs come from two places: the shuffles at interior
vertices and the pairings at each tag.
We begin our sign analysis by associating to a consistent labeling ℓ a flow of vectors
along the directed edges of Wˆ . Specifically, if i ∈ S ⊂ [r] and ES is at a given edge (or
half-edge) of this term, then we say that the basis vector Ei flows along that edge. The
evaluation begins with tensors ES1 , . . . ,ESn at the boundary vertices. Each of these ESi
is itself a wedge product of basis vectors. By keeping track of how such a boundary basis
vector flows along the web, we get a path from the boundary to a tag.
In this way, the labeling ℓ provides us with rk paths starting at boundary sources and
ending at tags. These paths are naturally indexed by the multiset {1k, . . . , rk}, and we
index them by elements of the alphabet A by adding subscripts in counterclockwise order
along the boundary.
For the sake of simplicity, we will assume that there are no interior sources in Wˆ , so
that the term is completely described by the union of these rk paths (if there are interior
sources, the argument below can be repeated with slight modifications).
Let us take these rk paths from the boundary to the tags and isotope them slightly so
that they are disjoint at the boundary, and are noncrossing except in transverse crossings
in small neighborhoods of interior shuffle vertices. Thus when a of these paths flow along
an edge of multiplicity a, the a paths have a natural order from left to right. For each
tag there will be exactly r paths ending at the tag.
Definition. A flow on a tagged web Wˆ is a collection of rk paths starting at the boundary
and ending at tags, where the number of paths flowing along each edge is the multiplicity
of the edge, and where the paths are labeled by the alphabet A. We will usually isotope
these paths so that we get a parallel paths along each edge of multiplicity a and so that
the crossings of these paths are concentrated in a neighborhood of shuffle vertices.
To summarize, a consistent labeling ℓ provides us with a flow, which we will also call ℓ.
The consistent labeling from Example 5.2, which corresponds to the term in the evaluation
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computed in Example 3.4, has the following flow:
(5.7)
31
21
11
42
12
22
32
41
We will now consider flows which do not necessarily come from consistent labelings.
In a general flow, it is not required that the paths along each edge are of different colors
(likewise for the paths flowing into a tag). This requirement holds precisely for flows
coming from consistent labelings. As an intermediate step, we will associate a sign ǫ(ℓ) =
ǫ(ℓ,O) to any flow ℓ on Wˆ , not necessarily coming from a consistent labeling. The sign
ǫ(ℓ) is a topological invariant of the rk paths from the boundary to the tags. It knows
nothing about structure of the set A other than that it consists of rk elements (and thus
it does not know about the colors of these rk elements).
Let t1, . . . , tk be a list of the tags in Wˆ . For each tag ti, we let Ci ∈ (Ar) be the set of
labels of the r paths ending at ti. We refer to Ci as a tag subset. Within each tag subset,
the terms are ordered (from left to right) according to how they flow into the tag, where
we recall that if x and y are complementary tensors flowing into a tag and x is left of
y (when the tag points north) then the tensors are ordered x ∧ y. The ordered set Ci
naturally gives rise to an element of ⋀rC⟨A⟩, which by abuse of notation we also call Ci.
Then the sign ǫ(ℓ) is defined by
ǫ(ℓ) ∶= C1 ∧C2 ∧⋯∧Ck ∈ rk⋀C⟨A⟩.
For any list of boundary subsets S , there is a canonical way of flowing according to O,
namely the one in which strands cross maximally at each interior shuffle vertex. According
to (3.7), there is no sign at interior shuffle vertices associated with such a flow. We let
ℓcanon(S) denote the canonical flow with boundary S . This canonical flow is a device that
gives us a reference point for analyzing signs.
Let S0 be list of boundary label subsets whose word is lexicographically smallest, i.e.
w(S0) = 11 12 13 . . . rk. For any other choice of boundary label subsets S , the canonical
flows have signs related by
(5.8) ǫ(ℓcanon(S0)) = ǫ(ℓcanon(S)) sign(S).
Now suppose we have a consistent labeling ℓ with boundary subset S . We can get from
ℓcanon(S) to ℓ by performing a sequence of swaps at shuffle vertices. Clearly, each such
swap changes the sign ǫ by a factor of −1. We have that
(5.9)
ǫ(ℓ) = ǫ(ℓcanon(S)) (−1)# of shuffle swaps ℓcanon(S)→ ℓ = ǫ(ℓcanon(S)) (sign of shuffle swaps).
18 CHRIS FRASER, THOMAS LAM, AND IAN LE
Now we compute ǫ(ℓ) by computing the number of transpositions required to transform
ǫ(ℓ) into 11∧12∧⋯∧rk. First, within each tag subset, we can rearrange the terms so that
they are increasing in A. We will refer to this as the inversions within tags. In addition
to alphabetizing within each tag, we must perform a transposition for each inversion
involving two elements of different tag subsets. We will refer to this latter number of
inversions as the inversions between tags. Thus, we have that
(5.10)
ǫ(ℓ) = (−1)inversions within tags (−1)inversions between tags = (sign within tags)⋅(sign between tags).
We need one final observation: the contribution of ℓ to Wˆ ∣
ES
has sign equal to (sign of
shuffle swaps) times (sign within tags). Putting this together with (5.8) through (5.10),
the sign of the contribution of ℓ is thus
(5.11)(sign within tags) (sign of shuffle swaps) = ǫ(ℓcanon(S0)) (sign between tags) sign(S).
Thus the proof is finished once we show the following: the sign between tags is the same
for any consistent labeling ℓ of Wˆ , regardless of the choice of boundary label subsets S .
Recall that for a consistent labeling ℓ the rk paths are labeled by the alphabet A by
adding subscripts in counterclockwise order.
This last claim follows from two subclaims: first, since ℓ is a consistent labeling, all of
the tag subsets are copies of [r]. Thus, the number of inversions between tags involving
elements of a different color does not depend on ℓ. For example, if 4 is in the tag subset
C3, then it will be in inversion with the copies of 1,2,3 in the tag subsets C4,C5, . . . .
Second, we need to check that the total number of inversions between elements of the
same color (and in different tags) does not depend on the consistent labeling ℓ. Thus we
have reduced the proof of the lemma to the second subclaim, which we now state formally:
Claim. Fix a tagged web Wˆ . Consider any consistent labeling ℓ of Wˆ . Suppose that ℓ
has boundary label subset S . Adding subscripts in counterclockwise order, we get a flow
on Wˆ with paths labeled by A. Then the signs between tags for elements of A of the
same color is independent of ℓ (and hence S).
Up to this point, the sign analysis has been mostly “soft” reasoning. Proving this
second subclaim requires using the planarity of Wˆ in an essential way.
Let us cut the boundary of the disk between boundary vertices n and 1, flattening the
web Wˆ so that the boundary vertices are drawn on the x-axis in R2 in the order 1, . . . , n,
and the web Wˆ is drawn in the upper half plane. The flow ℓ gives rk directed paths
from the x-axis to the tags, colored by the elements of [r]. Let us make the assumption
that the x-coordinates of the boundary vertices, the tags ti, and the intersection points
between the rk paths are pairwise distinct. Let us assume furthermore that the tags are
ordered t1, . . . , tk by the x-coordinates, from left to right.
Fixing the boundary data S , the flow ℓcanon(S) is the one in which these paths cross each
other maximally, and any consistent labeling ℓ with boundary S is obtained by resolving
certain of the crossings in ℓcanon(S). Furthermore, a key observation that we use later is
that if the labeling is consistent, then two paths of the same color never intersect.
For each pair (p, tj) of a path p ending at ti, and a tag tj (where i ≠ j), we define the
nesting number n(p, tj) of the pair (p, tj) to be the total number of intersection points of
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p with the vertical ray Rj going upwards from tj to ∞. We define n(p, ti) = 0 if p ends
at ti. For any labeling ℓ, we can define the total nesting number of ℓ as the sum of the
nesting numbers for all pairs (p, tj).
We now argue that when we resolve a crossing in a flow, the total nesting number does
not change. Let p, q be two paths ending at ti and tj respectively. Since we have assumed
that Wˆ has no oriented cycles, there are no oriented cycles in the flow. It follows that
p (resp. q) has no self intersections, and(5.12)
the intersection points of p ∩ q appear in the same order on p and q.(5.13)
When we resolve a crossing of p and q, the quantity n(p, tk) + n(q, tk) for k ≠ i, j clearly
remains unchanged. Let us decompose the path p (resp. q) into two segments pbpa (resp.
qbqa) so that the crossing happens when pa ends and pb begins (likewise for qa and qb).
We will be done if we show that n(p, tj) + n(q, ti) ≡ n(qbpa, ti) + n(pbqa, tj) mod 2. We
can decompose n(p, tj) as #pa ∩Rj +#pb ∩Rj and so on for the other paths. Certain of
these contributions cancel modulo 2, and our claim reduces to checking that
(5.14) #(pa ∪ qa) ∩ (Ri ∪Rj) ≡ 0 mod 2.
Indeed, each of #(pa ∪ qa) ∩ (Ri) and #(pa ∪ qa) ∩ (Ri) is even, which follows from the
fact that tj (resp. ti) cannot lie inside a bounded region enclosed by pa, qa and the x-axis
by (5.12) and (5.13).
Thus the total nesting number of any consistent labeling ℓ with boundary S is the
same as the total nesting number of ℓcanon(S). The total nesting number of ℓcanon(S) is
independent of S because the flow of the paths for ℓcanon is defined topologically (without
regard to color).
Moreover, because ℓ is a consistent labeling, and therefore two paths of the same color
never cross, the total nesting number coincides with the number of inversions between
elements of the same color modulo 2. This completes the proof of the claim and the
lemma. 
The following result relates tensor evaluation of webs to boundary measurements of
networks; it serves as the fundamental link between webs and dimers.
Proposition 5.5. Let N be a network with excedance k. Let I = (I1, . . . , Ir) be a list of
subsets satisfying (5.2), dual to S = (S1, . . . , Sn) satisfying (5.1). Then
(5.15) ∆I1(N)⋯∆Ir(N) = sign(S)Webr(N ;λ)∣ES .
We still find the statement of Proposition 5.5 surprising, yet the importance of this
statement for us is belied by the simplicity of the proof.
Proof. We have that
∆I1(N)⋯∆Ir(N) = ∑
r-weblike subgraphs W , degree =λ
a(S ;W )wt(W )
= sign(S)∑
W
Wwt(W )
= sign(S)Webr(N ;λ)∣ES .
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∗
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11 12 21 41 31 32 34 22 13 42 23 43
Figure 1. An example of a flow that could come from an SL4-web on 12
vertices. The ∗’s are tags and the dashed lines are the rays. The total
number of nestings for this flow is 1, witnessed by the path through 21
going above the first tag. The flow is not consistent because two black
strands end at tag 1. It can be made consistent (for example) by resolving
the crossing between strands 11 and 21 and also between 22 and 13, which
does not change the total nesting number. Once these two resolutions are
made, the total number of inversions between colors is 1 (witnessed by the
inversion between 12 and 11), which matches the initial total number of
nestings.
The first equality follows by considering superpositions of dimer configurations (π1, . . . , πr)
with boundary subsets (I1, . . . , Ir) and grouping them according to the r-weblike subgraph
they determine. The second equality follows from Lemma 5.4, and the third equality from
the definition (4.2). 
Proof of Theorem 4.4. From (5.15), the evaluation of Webr(N ;λ) on a basis tensor ES
can be expressed in terms of boundary measurements, which only depend on X˜(N).
Evaluation at ES for varying S determines an element ofWλ(U). This proves Theorem 4.4.

Proof of Proposition 4.6 and Theorem 4.8. First note that for each list of boundary label
subsets S , there is a functional eval(ES) ∈ Wλ(U)∗ given by evaluation at ES . Fur-
thermore, by (5.15), the function X˜(N) → eval(ES)(Webr(N ;λ)) agrees with the func-
tion X˜(N) ↦ sign(S)∆I1(N)⋯∆Ir(N). This latter function is a regular function on
G̃r(k,n). Since the set of points of the form X˜(N) is Zariski dense in G̃r(k,n), the
function X˜(N) → eval(ES)(Webr(N ;λ)) extends uniquely to a regular function on all
of G̃r(k,n). The resulting extension is the image of the immanant map. Now we note
the functionals eval(ES) span Wλ(U)∗, so we conclude that every element of ϕ ∈ Wλ(U)∗
gets sent to a a regular function on G̃r(k,n) by the immanant map. This proves Propo-
sition 4.6.
Since r-fold products ∆I1⋯∆Ir of Plu¨cker coordinates span the graded piece ofC[Gr(k,n)]λ,
the immanant map is surjective. A dimension count verifies that the map is an isomor-
phism. We will see another argument for the equality of dimensions in Section 8. This
proves Theorem 4.8. 
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Finally, let us extract some consequences. First, the pairingWλ(U)⊗C[Gr(k,n)]λ → C
can be given in simple terms as follows:
⟨W,∆I1⋯∆Ir⟩ = sign(S)W∣ES = a(S ;W )(5.16)
⟨Webr(N ;λ), f⟩ = f(X˜(N)).(5.17)
In (5.16) we let (I1, . . . , Ir) be a list of subsets, dual to S , and let W be an r-weblike
subgraph with tensor invariant W ∈ Wλ(U). In (5.17) we let f ∈ C[Gr(k,n)]λ and N be
any network of excedance k. Note in particular that (5.16) is always nonnegative. The
equation (5.17) follows from checking the special case where f =∆I1⋯∆Ir , which was the
content of Proposition 5.5.
Second, we can give another interpretation of the duality between C[Gr(k,n)]λ and
Wλ(U). Let G be a bipartite graph representing the top cell. Let us pick a collection of
edges of G so that varying the weights we of those edges (keeping the rest of the weights as
1) gives a a rational parametrization (C×)k(n−k) → Gr(k,n). We now think of the weights
we as variables, and form the sum
(5.18) Webr(G;λ) ∶= ∑
W⊂Gλ(W )=λ
wt(W )W.
Here, wt(W ) are monomials in the edge weight variables we. Specializing the edge-
weights to complex numbers gives an element of Wλ(U). Thus we get elements of Wλ(U)
depending algebraically on points of G̃r(k,n). Our above analysis shows that we can then
view Webr(G;λ) as giving rise to an element
Webr(G;λ) ∈ C[Gr(k,n)]λ ⊗Wλ(U)
which is the pairing between these two spaces. We have that
Webr(G;λ)∣ES = sign(S)∆I1⋯∆Ir
for any boundary label subsets S , and in fact, this characterizes Webr(G;λ) ∈ C[Gr(k,n)]λ⊗
Wλ(U). In particular, we emphasize that Webr(G;λ) is independent of G (as long as G
represents the top cell).
Since Webr(G;λ) realizes the duality between C[Gr(k,n)]λ and Wλ(U), it must be a
full-rank tensor in C[Gr(k,n)]λ ⊗Wλ(U). From this, it can be seen that as N varies, the
various Webr(N ;λ) span Wλ(U). This will also follow from Theorem 7.4.
Let us also formulate the following positivity conjecture.
Conjecture 5.6. Under the isomorphism Wλ(U) ≅ C[Gr(r,n)]λ, the functions W take
nonnegative values on the cone G̃r(r,n)≥0 over the totally nonnegative Grassmannian.
In Section 7, we show that webs in W(r,n) are naturally dual to certain elements of
C[Gr(k,n)], and that this duality behaves well under restriction to positroid subvarieties
Π ⊂ Gr(k,n). Our positivity conjecture 5.6 says that SLr-webs are positive when thought
of as functions on the Grassmannian Gr(r,n). To briefly explain the reasoning, we first
note that the positivity property of Conjecture 5.6 is known to hold for the canonical basis
by the work of Lusztig [12]. In the r = 2 or r = 3 cases, W expands positively as a sum
of non-elliptic web basis elements. These web basis elements are known to coincide with
the canonical basis for r = 2, and share many similar properties with the canonical basis
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in the case r = 3. Finally, we view the sign coherence in Lemma 5.4 as a manifestation of
positivity.
Example 5.7. As a simple example of Conjecture 5.6, consider the single cycle web
W ∈ W(3,9) (the second web in the first row of Figure 3), with its boundary vertices
numbered so that vertices 1,4,7 connect to the interior hexagon of W . Multiplying by
the Plu¨cker coordinate ∆479 and using the skein relations, one sees that ∆479 ⋅W is a sum
of two cluster monomials. It follows thatW can be expressed as a Laurent monomial with
positive coefficients in Plu¨cker coordinates for C[Gr(3,9)], and therefore takes positive
values on G̃r(3,9)≥0. See [2, Proposition 16]), for a more general version of this argument
(that does not explicitly mention positivity) in the case r = 3.
6. Deducing skein relations from moves on networks
According to Theorem 4.4, the element Webr(N) only depends on X˜(N). Thus it
is unchanged when we perform the local moves from Theorem 2.3 to N . However, the
expression for Webr(N) as a weighted sum of r-weblike subgraphs will change after each
local move, since the weblike subgraphs change. In this way, we obtain relations between
certain linear combinations of SLr-webs.
As it turns out, the diagrammatic relations on webs we obtain in this way are exactly
the Cautis-Kamnitzer-Morrison relations [1]. This will be the content of Theorem 6.1]
and Corollary 6.2. We can interpret this fact in two ways: On the one hand, it is possi-
ble (though perhaps tedious) to use the Cautis-Kamnitzer-Morrison relations to give an
alternative proof Theorem 4.4 – one checks that if N and N ′ are related by a local move
on networks, then Webr(N) and Webr(N ′) differ by a skein relation. We believe that our
approach to Theorem 4.4, based on Proposition 5.5 and Lemma 5.4, is somewhat more
illuminating. On the other hand, in this paper we will use Theorem 4.4 to derive dia-
grammatic relations amongst webs, and use our duality setup to prove that the relations
we obtain in this way are a complete set of diagrammatic relations.
Our r-weblike graphs are closely related to, but slightly different from the webs consid-
ered in [1]. These differences require some care when comparing moves on bipartite graphs
and diagrammatic relations on webs. Thus we will begin with diagrammatic relations on
r-weblike subgraphs before proceeding to the case of webs.
6.1. r-weblike graph relations. We begin by illustrating how the various skein relations
on r-weblike graphs can be derived from relations on networks.
Consider the space FWλ(r) of finite formal C-linear combinations of r-weblike graphs
(i.e, labeled bipartite graphs such that the sum of labels around every interior vertex
equals r). We will later compare this with the space FSλ(r) of formal C-linear combina-
tions of SLr-web diagrams.
There is a surjection FWλ(r)↠Wλ(U) from the evaluation equation (5.6), that is, by
sending a r-weblike graph W to the tensor invariant given by its boldface version W.
We begin by listing all the diagrammatic moves that can be performed to an r-weblike
graph W without changing the value of the tensor invariant W. Of these moves, the last
move is the only truly interesting one.
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● Two-valent vertex removal (6.1). There is also an analogous move to (6.1) which
has the colors reversed. For simplicity, we drew all neighboring edges in (6.1) with
multiplicity 1, though in general they may have any multiplicity.
● Bigon removal (6.1). Parallel edges, with multiplicities a and b, can be replaced
by one edge with multiplicity a + b, at the cost of a multplicative factor (a+b
b
). As
before, colors can be reversed.
● Leaf and dipole removal. Edges with multiplicity r or 0 can be removed from
r-weblike graphs.
● The square move for r-weblike graphs (6.2). Notice that the diagrams in (6.2) con-
nect to the “outside” with multiplicity j from the southwest, ℓ from the southeast,
r+v−s−ℓ from the northeast, and r+s−v−j from the northwest. If j, ℓ, v are fixed,
there is a square move for each s satisfying max(0, v−ℓ, v+j−r) ≤ s ≤ min(j, r−ℓ).
(6.1)
a r − a =
a
b
= (a + b
b
) a + b
(6.2)
j − s r − ℓ − s
v
sr − j
ℓ − v + s
=∑
t
(j − ℓ + v − s
t
) r − j − v + t
v + j − s
ℓ − v + t
r − ℓ
s − t
v − t
Theorem 6.1. The relations amongst networks imposed by Theorem 4.4 generate the
kernel FWλ(r)↠Wλ(U).
Corollary 6.2. The four diagrammatic relations listed above generate the kernel FWλ(r)↠
Wλ(U).
Before proving Theorem 6.1, we will show how Corollary 6.2 follows from it.
Proof of Corollary 6.2. Let us briefly explain how the relations (6.1) and (6.2) can be
deduced from network moves. The two-valent vertex removal (M2) for networks implies
two-valent vertex removal (6.1) for r-weblike graphs. The parallel edge removal (R1) for
networks implies the bigon removal move (6.1) for r-weblike graphs. Leaf and dipole
removal (R2), (R3) for networks give leaf and dipole removal for r-weblike graphs.
Thus we now focus on the most interesting move on networks (M1), and show that it
implies the square move for r-weblike graphs (6.2).
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Suppose N and N ′ are are related by a square move involving edge weights a, b, c, d ∈ C∗
(6.3)
a c
b
d
c′ a′
d′
b′
.
We need to compare the r-weblike subgraphs coming from the networks N and N ′.
Each such weblike subgraph can be built by fixing the edge multiplicites m(e) for edges e
outside the local fragment (j from the southwest, ℓ from the southeast, and so on, as
described above), then choosing the edge multiplicities inside the local fragment in a way
that is compatible with the outside. Thus the numbers j, ℓ and s−v are fixed throughout
this computation. We will let s be variable (so that s determines v).
(6.4)
j − s r − ℓ − s
v
sr − j
ℓ − v + s
.
The contribution to wt(W ) from the edges in the local fragment is aj−sbvcr−ℓ−sds.
On the other hand, in N ′, for the same value of outside multiplicities, the filling inside
will look like
(6.5)
r − j − u
v + j − s
ℓ − u
r − ℓ
u − v + s
u
where the values of j, ℓ, v − s agree with the fixed values, but u can vary. Notice that s
and v only occur in (6.5) together via their difference s − v.
Now we denote by Ws the weblike subgraph indexed by s in (6.4) and denote by W ′u the
one indexed by u in (6.5). We sum up the boldfaceWs with their weights and theWu with
their weights. Since the points in the affine cone are related by X˜(N) = (ac + bd)X˜(N ′),
it follows that Webr(N) = (ac + bd)rWebr(N ′). Writing out what this means:
∑
s
aj−sbvcr−ℓ−sdsWs = (ac + bd)r∑
u
(a′)ℓ−u(b′)u(c′)r−j−u(d′)u−v+sW′u
= (ac + bd)j−ℓ+v−s∑
u
aℓ−ubucr−j−udu−v+sW′u.
Now we fix a value of s, and we also fix the exponent t of bd in the binomial formula
expansion of (ac + bd)v+j−ℓ−s. In order to match the weights on the left and right hand
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side, the value of u must be v − t. The corresponding equality is
(6.6) Ws =∑
t
(j − ℓ + v − s
t
)W′v−t ∈ Wλ(U),
which is the square move (6.2).
Thus we see that the local moves on networks imply the four diagrammatic moves for
r-weblike graphs that preserve the corresponding tensor invariants. 
Proof of Theorem 6.1. Now, we will give an “abstract proof” that diagrammatic moves
amongst r-weblike subgraphs we obtain in this way are a complete set of relations.
Let us denote by K the kernel FWλ(r) →Wλ(U) and abbreviate FW = FWλ(r). Let
N (k) denote the set of networks of excedance k whose underlying graph G represents the
top cell. We will denote by C[N (k)] the linear space of functions f ∶N (k) → C with the
property that for any fixed graph G, the map f is a polynomial in the edge weights on
G. The space C[N (k)] is a very large space of functions.
We say that f ∈ C[N (k)] is consistent of order r if f(N) = αrf(N ′) whenever X˜(N) =
αX˜(N ′). The space of consistent functions of order r is canonically identified with the
space
C[Gr(k,n)](r) ∶=⊕
λ
C[Gr(k,n)](λ)
where the sum is over λ such that λ1 +⋯+ λn = kr.
There is a map Imm† ∶ FW∗ → C[N ] sending a functional ϕ ∈ FW∗ to the function
on networks N ↦ ϕ(Webr(N ;λ)), where we now think of Webr(N ;λ) as an element of
FW . It is defined similarly to the immanant map Imm but on the space of formal sums
of weblike graphs. This map obviously fits into a commutative diagram
(6.7) (FW/K)∗
 _

≅
++❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
FW∗
Imm†
// C[N (k)] C[Gr(k,n)](λ)? _oo
.
The diagonal arrow in this diagram is the immanant map Imm ∶Wλ(U)∗ → C[Gr(k,n)]λ.
Going diagonally and then left, we arrive at the space of consistent functions of order r
on networks inside C[N (k)] which have degree λ.
The image of the downward arrow is K⊥.
The main claim which needs to be checked is that Imm† is an injection. Let us first see
that the fact that Imm† is an injection allows us to finish the proof. Suppose that Imm† is
an injection. Then it follows that ϕ ∈ FW∗ defines a consistent function on networks if and
only if ϕ ∈K⊥. To put it another way, whether or not ϕ lies in K⊥ is detected by whether
Imm†(ϕ) is a consistent function on networks. A function in C[N (k)] is consistent if an
only if it transforms appropriately under local moves. Therefore, the relations defining
K⊥ are exactly those forced on ϕ by the local moves on networks (cf. Proposition 2.2). In
other words, we need that
Imm†(ϕ)(N) = αr Imm†(ϕ)(N ′) whenever X˜(N) = αX˜(N ′).
We now prove the injectivity of Imm†. Namely, if a functional ϕ ∈ FW∗ satisfies
ϕ(Webr(N ;λ)) = 0 for all networks N of excedance k, then ϕ must be 0. Equivalently,
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we must prove that the various {Webr(N ;λ)} span FW as we vary N over all networks
representing the top cell.
Now let G be a fixed bipartite graph that represents the top cell. The graph G has a
finite number of r-weblike subgraphs. Let W1, . . . ,Wℓ be the list of all of the r-weblike
subgraphs of G having degree λ. We claim that there exists a list N1, . . . ,Nℓ of networks
with underlying graph G such that the matrix
(6.8) (wtNi(Wj))i,j=1,...,ℓ
is invertible. First suppose that such N1, . . . ,Nℓ exist. The rows of the matrix give the
terms of Webr(Ni;λ), so for each j there exists a linear combination of the {Webr(Ni;λ)}
giving the r-weblike subgraph Wj . By varying G, we then conclude that any r-weblike
subgraph W is in the span of {Webr(N ;λ)}, and {Webr(N ;λ)} spans FW .
The existence of N1, . . . ,Nℓ follows from a standard argument. The expression for
Webr(N ;λ) consists of a monomial in the edge weights of G multiplied by each weblike
subgraphWi. Because theWi all differ, the monomial attached to each web has a different
multidegree. Then a standard Vandermonde-type argument shows that one can specialize
the edge-weights appropriately so that the matrix (wtNi(Wj)) is invertible. 
6.2. Cautis-Kamnitzer-Morrison relations. Recall we denote by FSλ(r) the space
of formal sums of tagged SLr-web diagrams of degree λ. Any tagged web gives a tensor
invariant, so that we get a surjection FS(r)↠Wλ(r). Cautis, Kamnitzer, and Morrison
[1] gave a set of diagrammatic relations describing the kernel of this surjection. Let us
briefly write down these relations (see [1, Section 2] for pictures and discussion):
● Switching a tag [1, (2.3)]. If e is a tagged edge with multiplicities a and r−a, then
changing which side the tag is on contributes a factor (−1)a(r−a).
● Tag migration [1, (2.7),(2.8)]. Suppose an interior white vertex v has an incident
edge e with a tag pointing in the clockwise direction around v (the tag can be
either a pair or a source tag, and the vertex v can be either a shuffle or wedge
vertex). Let e′ be the next edge incident to v in the clockwise direction from v.
Then the tag on e can be migrated to a tag on e′ pointing in the counterclockwise
direction, without any change of sign.
● Wedge product is associative [1, (2.6)] and shuffle is coassociative.
● Bigon removal [1, (2.4)]. A pair of directed edges v → u, of multiplicities a and
b, can be replaced by a single edge v → u with multiplicity a + b, at the cost of a
factor (−1)ab(a+b
b
).
● The square move for tagged webs:
(6.9)
= ∑
t
(j − ℓ + v − s
t
)j − s ℓ + s
v
s
j
ℓ − v + sj − s + v
ℓ
j + v − t
ℓ − v + sj − s + v
ℓ − v + t
ℓ
s − t
v − t
j
,
Theorem 6.3. [Cautis-Kamnitzer-Morrison] The five relations listed above generate the
kernel FS(SLr)↠Wλ(U).
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We note that the results in [1] are more general than ours – they describe all dia-
grammatic relations amongst fundamental representations of the quantum group Uq(sln),
whereas our current proof only makes sense in the “classical” (q = 1) setting. Addition-
ally, they provide certain redundant relations that are needed to describe the kernel if one
wishes to work over Z[q, q−1] instead of C(q). In our version, we work over C.
Now we explain how Theorem 6.3 can be deduced from our Corollary 6.2.
There are three differences between r-weblike graphs and webs. First, and most im-
portant, r-weblike graphs do not come with a tagging. Recall that tagging an r-weblike
graph W gives a web Wˆ = Wˆ (W,O), where O refers to the data of the tagging. From
any r-weblike graph W , we associate a canonical invariant W ∶= sign(W,O)Wˆ . One of
the advantages of working with our tensor invariants W is that the signs come naturally
built-in.
The second difference between r-weblike graphs and webs is purely a matter of conven-
tion and is less serious: Cautis-Kamnitzer-Morrison require that vertices in their webs are
of degree three, whereas ours can be arbitrary. For this reason, they need additional asso-
ciativity relations that we do not. These relations follow from two-valent vertex removal
on networks.
The third difference is also less serious. We require our graphs to be bipartite, so that
in order to go from a web to an r-weblike graph, we will sometimes need to contract edges.
The fact that edge contractions give r-weblike graphs that are related by allowable moves
again follows from two-valent vertex removal.
We now proceed with the proof. The first two relations in Theorem 6.3 have to do with
tagging. These tagging relations generate a subspace of relations R ⊂ FSλ(r).
There is a linear map FSλ(r) ↠ FWλ(r) defined by replacing a tagged web Wˆ =
Wˆ (W,O) by its “underlying r-weblike subgraph” with a sign: Wˆ ↦ sign(W,O)W ∈
FWλ(r).
Let us be more specific about how to obtain an r-weblike graph from Wˆ . Any edges
in Wˆ joining vertices of the same color should be contracted, so that we end up with
a bipartite graph. If necessary, we may need to use tag switches and migrations before
contracting. Once this is done, if e is an edge (or half-edge) with multiplicity a, and if e
points from a white vertex to a black vertex, then e has multiplicity r − a in W , while if
it points away from a black vertex towards a white vertex, it has multiplicity a. Finally,
forget about all the directions on the edges. The resulting labeled diagram is an r-weblike
graph.
The quotient FSλ(r)/R is exactly the image of FSλ(r) in FWλ(r). We have that the
map FSλ(r)↠Wλ(r) factors as
FSλ(r)↠ FWλ(r)↠Wλ(r)
There are relations on FSλ(r) that come from the kernel of the first map. These are
precisely the relations R ⊂ FSλ(r) coming from tagging. These relations follow from our
analysis of tags in Lemma 5.4.
The remaining relations on FSλ(r) come from “tagging” (i.e., adding tags to) relations
in FWλ(r). Thus, to find a complete set of diagrammatic relations amongst tagged webs,
we need to lift the relations defining ker(FWλ(r)↠Wλ(r)) to FSλ(r).
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Let us do this in the most interesting case of the square move. The square move for
r-weblike graphs (6.2) can be lifted to a relation in FSλ(r) by tagging as follows
(6.10)
sign(W,O) =∑
t
sign(W ′t ,O′t)(j − ℓ + v − s
t
)j − s ℓ + s
v
s
j
ℓ − v + sj − s + v
ℓ
j + v − t
ℓ − v + sj − s + v
ℓ − v + t
ℓ
s − t
v − t
j
,
where we have chosen a tagging outside the local fragment that is compatible with the
tagging inside the fragment shown above. Then (6.9) follows once one checks that all of
the signs, sign(W,O) and sign(W ′t ,O′t), are equal and do not depend on t. This can be
proved by analyzing the canonical flows through the local fragments, as described in the
proof of Lemma 5.4.
We briefly mention how to lift the remaining relations. Two-valent vertex removal for
r-weblike graphs allows us to contract and expand edges to derive the associativity of
wedge for tagged webs. In a similar fashion, bigon removal for r-weblike graphs lifts to
the bigon removal for tagged webs.
7. Positroids and webs
In this section we fix a positroid M and consider a graph G such that M(G) =M (see
Section 2.3). Let ΠM = ΠG be the corresponding positroid variety.
7.1. The immanant map for a positroid. Let I(M) ⊂ C[Gr(k,n)] be the (homoge-
neous) ideal generated by {∆I ∶ I ∉M}. By [7], I(M) is a prime ideal, and its vanishing
set in Gr(k,n) is the positroid variety ΠM. The homogeneous coordinate ring ΠM is thus
given as the quotient
(7.1) C[ΠM] = C[Gr(k,n)]/I(M),
noting that by [7], ΠM ⊆ Gr(k,n) is projectively normal. The grading (3.10) descends
to a grading on C[ΠM]. One of our goals will be to give a description of the graded
pieces C[ΠM]λ via tensor invariants.
Recall that the immanant map (for the top cell) is an isomorphism
Imm ∶Wλ(U)∗ → C[Gr(k,n)]λ.
We now define an immanant map ImmM ∶Wλ(U)∗ → C[ΠM]λ for the positroid M by the
equation
ImmM(ϕ)(X˜(N)) = ϕ(Webr(N ;λ))
for N any assignment of edge weights to G.
Proposition 7.1. The function X˜(N)↦ ϕ(Webr(N ;λ)) extends to a (uniquely defined)
element of C[ΠM]λ.
Proof of Proposition 7.1. The proof is the same as the proof of Proposition 4.6 after noting
that the set of points of the form X˜(N) is Zariski dense in Π̃M. We get that ImmM(ϕ)
is a regular function on Π̃M, and that thus the immanant map ImmM is well-defined. 
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Let us note that the immanant map is characterized as the map that (up to sign)
sends eval(ES) to the function ∆I1⋯∆Ir where S and I = (I1, . . . Ir) are dual. Therefore
ImmM = πM ○ Imm, where πM ∶ C[Gr(k,n)]λ↠ C[ΠM]λ denotes the quotient map.
7.2. Partial evaluation of webs. Let I(M)λ denote the degree λ part of the positroid
ideal I(M). We now give a description of the subspace
(I(M)λ)⊥ ∶= {x ∈Wλ(U) ∶ ⟨x, f⟩ = 0 for all f ∈ I(M)λ} ⊆Wλ(U)
where ⟨⋅, ⋅⟩ denotes the pairing between Wλ(U) and C[Gr(k,n)]λ. Thus the inclusion(I(M)λ)⊥ ↪Wλ(U) is dual to the surjection πM ∶ C[Gr(k,n)]λ ↠ C[ΠM]λ.
We now define the notion of the partial evaluation of a web. Let Wˆ ∈ Wλ(U) be an
SLr-web, where λ1 + ⋅ ⋅ ⋅ +λn = kr. The copies of ⋀λ1(U), . . . ,⋀λn(U) gives us kr locations
to plug in vectors v1, . . . , vkr. For example, the first λ1 vectors are plugged into boundary
vertex 1 as the wedge v1 ∧⋯∧ vλ1 , and so on.
Definition 7.2. Let I = {i1, . . . , ik} ∈ ([n]k ). Let U ′ ⊂ U be the subspace spanned by
E1, . . . ,Er−1. Then the partial evaluation map along I
Wλ(U) →Wµ(U ′)(7.2)
x ↦ x∣
I↦Er
(7.3)
is the linear map obtained by specializing the input vectors vi1 , vi2 , . . . , vik to the last
basis vector Er, and then restricting the remaining vectors to lie in the subspace U ′. The
resulting function is SLr−1-invariant. We have µi = λi − 1 or µi = λi depending on whether
i ∈ I or i ∉ I. It satisfies µ1 + ⋅ ⋅ ⋅ + µn = (r − 1)k. In the multilinear case λ = (1, . . . ,1),
partial evaluation along I is a linear map W(r,n) ↦W(r − 1, n − k).
We can now make the key definition of this section. For a positroid M, we denote by
(7.4) Wλ(U)(M) = {x ∈ Wλ(U)∶ x∣I↦Er = 0 for all I ∉ M}.
We get a collection of subspaces Wλ(U)(M) of the SLr-tensor invariant space indexed by
positroids M for the Grassmannian Gr(k,n).
If W is an r-weblike subgraph, its partial evaluation along I is zero if and only if W
has no consistent labelings in which there are r’s at the boundary edges indicated by I,
cf. Example 7.6. We note that the partial evaluation of a web W will often decompose as
a sum of several SLr−1-web invariants.
Theorem 7.3. LetM be a positroid with positroid variety ΠM. Then we haveWλ(U)(M) =(I(M)λ)⊥. In particular, these two spaces have the same dimension.
Proof. I(M)λ is spanned by the r-fold products of Plu¨cker coordinates ∆I1⋯∆Ir satisfying
(5.2) such that at least one of the Ii satisfies Ii ∉ M. By reordering indices, let us assume
that Ir ∉ M.
Thus, the dual space (I(M)λ)⊥ is the subspace of tensor invariants x ∈ Wλ(U) that
pair to zero with each of these r-fold products. From (5.15), pairing to 0 with (I1, . . . , Ir)
means that x∣
ES
= 0 where S is dual to (I1, . . . , Ir). If we fix Ir, this holds for all choices
of I1, . . . , Ir−1 if and only if the partial evaluation x∣Ir↦Er = 0 ∈ Wµ(U ′). By varying Ir
over all subsets not in M, we see that the dual space is exactly (7.4) as claimed. 
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Theorem 7.4. Let G be a planar bipartite graph with positroid M. Then the subspace
Wλ(U)(M) is spanned by either of the following sets:
● the elements Webr(N ;λ), as N varies over the (infinitely many) networks whose
underlying graph is G;
● the elements W, as W varies over the (finitely many) r-weblike subgraphs of G
with degree λ.
This characterization of C[ΠM]λ may be easier to work with than the characterization
using promotion and cyclic Demazure crystals given in [11, Section 12].
Proof. First we prove that the various Webr(N ;λ) span the subspace Wλ(U)(M). From
(5.17), we see immediately that Webr(N ;λ) pairs to zero with any r-fold product as in
the proof of Theorem 7.3 (since ∆Ir(N) = 0 on ΠM). Thus Webr(N ;λ) ∈ Wλ(U)(M).
On the other hand, if f ∈ C[Gr(k,n)]λ pairs to 0 with every Webr(N ;λ), then by (5.16)
we have f(X˜(N)) = 0 for every network N representing G. Since the set of points of the
form X˜(N) is Zariski dense in the affine cone over ΠM, we deduce that f is the zero
polynomial, i.e. f ∈ I(M)λ. This shows the various Webr(N ;λ) span the dual space(I(M)λ)⊥.
Finally, the span of the various Webr(N ;λ) coincides with the span of the weblike
subgraphs of G, as follows from the from the argument inverting the transition matrix
(6.8) in the proof of Theorem 6.1. 
Thus for a fixed G associated to a positroid M, the r-weblike subgraphs contained in
G are forced to evaluate to 0 on certain basis tensors. This seems to be a completely new
phenomenon. Also surprising is the fact that the elements W, for r-weblike subgraphs of
a bipartite graph G representing the top cell, must span the invariant space W(k,n).
The statement that the weblike subgraphs of G span the subspace (7.4) also implies
some non-obvious compatibilities between webs, the partial evaluation map (7.2) and
positroids. We indicate one such compatibility in the following examples.
Example 7.5. Let Ilast = {n − k + 1, . . . , n} so that ∆Ilast is the Plu¨cker coordinate
occupying the last k columns. We consider the positroid M = {([n]
k
)}/Ilast. It is a
positroid, because it can be written as an appropriate intersection of cyclically rotated
Schubert matroids [14]. The ideal I(Π)λ is the set of multiples of ∆Ilast inside I(Π)λ, i.e.
I(Π)λ = ∆IlastC[Gr(k,n)]µ, where µ is obtained from λ by decrementing along I.
If G is a bipartite graph with positroid M, let W1, . . . ,Ws be a set of r-weblike sub-
graphs of G of degree λ such that W1, . . . ,Ws is a basis for Wλ(U)(M). We can extend
W1,W2, . . . ,Ws to a basis W1, . . . ,Ws,Ws+1, . . . ,Ws+t of Wλ(U) consisting entirely of
weblike graphs. Then the number t is given by
(7.5) t = dim(I(Π)λ) = dim(C[Gr(k,n)]µ) = dim(Wµ(U ′)),
where the last equality follows from duality. On the other hand, since span(Ws+1, . . . ,Ws+t)∩
Wλ(U)(M) = {0}, we deduce that the partial evaluations ofWs+1, . . . ,Ws+t along Ilast are
linearly independent in Wµ(U ′). Thus, these partial evaluations are a basis for Wµ(U ′).
As we have already said, these partial evaluations are not guaranteed to be SLr−1-webs.
Example 7.6. Let us the illustrate the previous example in a particular case. We let
k = r = 3 and λ = (1, . . . ,1), so we are considering the space W(3,9) of SL3-invariant
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Figure 2. SL2-webs from SL3-webs via partial evaluation.
multilinear functions of 9 vectors v1, . . . , v9. Its dimension is the number of 3×3 standard
Young tableaux, which is 42. The non-elliptic basis webs (up to rotation) are listed in the
top row of Figure 2. We will focus on the positroid M= ([9]
3
)/{∆789} as in the preceding
example. The subspace W(3,9)(M) is the kernel of the linear map W(3,9) → W(2,6)
given by specializing v7 = v8 = v9 = E3. Concretely, this means placing 3’s at boundary
vertices 7,8, and 9, which will force certain interior edges to also be labeled by 3’s, and
then studying consistent labelings of the leftover edges once these 3’s have been placed.
A web will be in the subspace W(3,9)(M) if and only if it either has a fork between
vertices 7 and 8 or has a fork between vertices 8 and 9. By examining the forks in Figure 2,
we see that there are exactly 37 webs that are inW(3,9)(M), and five webs that are not.
We have placed 3’s at the appropriate locations in four of the nonvanishing webs. The
fifth nonvanishing web (not pictured) is obtained by reflecting the third web in Figure 2
along the vertical axis (with 3’s at the same boundary vertices). From Theorem 7.4, it
follows that dim(C[Π(M)](1,...,1)) = 37.
To see that that dim(C[Π(M)](1,...,1)) = 37 directly, let W ∉ W(3,9)(M) be one of the
five non-vanishing webs. As we said above, the placement of 3’s at the boundary forces
certain interior edges to be 3’s. The remaining edges in W must be labeled by 1’s and 2’s.
These remaining edges naturally decompose into a union of three noncrossing paths joining
boundary vertices in pairs, as we demonstrate schematically via the downward arrows in
Figure 2. The five SL2-webs we get in this way are exactly the 5 crossingless matchings
on 6 vertices, i.e. a set of basis webs for W(2,6). In confirmation of Theorem 7.3, we can
see concretely that no nontrivial linear combination of the five SL3-webs combines to give
an element of W(3,9)(M) (and thus, W(3,9)(M) is spanned by the 37 webs that vanish
under partial evaluation).
8. Duality of symmetric group representations
In this section, we deal only with the multilinear web spacesW(r,n) andW(k,n) where
n = kr. These spaces are C[Gr(r,n)]λ and for C[Gr(k,n)]λ for λ = (1, . . . ,1), so we no
longer use the symbol λ to denote the degree of a web. Instead λ will be used to denote
a partition of n.
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Both tensor invariant spaces W(k,n) and W(r,n) carry an action of the symmetric
group by permutations of the vectors. Furthermore, these Sn-modules are irreducible,
and are related to each other by tensoring with the sign representation ǫ.
Theorem 8.1. The immanant map W(r,n)∗ → W(k,n) ⊗ ǫ is an isomorphism of Sn-
modules.
Since the Sn-modules in Theorem 8.1 are irreducible, the map in Theorem 8.1 is unique
up to a scalar factor. The Sn-equivariance of the immanant map does not seem obvious,
since there is not a natural action of Sn on the space of networks.
Before proving Theorem 8.1 we recall the relevant notions from Sn representation theory.
Let λ = (λ1, . . . , λr) ⊢ n be a Young diagram, with λ1 the number of boxes in the first
row, λ2 the number of boxes in the second row, and so on. Let Sλ = Sλ1 × ⋯ × Sλr ⊂ Sn
be the corresponding Young subgroup. A tableau for a shape λ ⊢ n is a filling of λ by
the numbers 1, . . . , n. A tabloid is an equivalence class of tableaux, where we identify two
tableaux if their entries differ by a permutation in each row. The free vector space Mλ
on the set of tabloids of shape λ is a right Sn-module. It is the induced representation
Ind1SnSλ where 1 is the trivial representation. We use the notation [T ] for the tabloid
determined by a tableau T .
We denote by Nλ =Mλ⊗ǫ = Ind ǫSnSλ . It has a basis consisting of anti-tabloids, which are
defined similarly to tabloids but with the added requirement that swapping two entries
in a given row contributes a multiplicative factor of −1. We use the notation {T} for the
antitabloid determined by T .
Both of the Sn-modules Mλ and Nλ are reducible. To obtain Sn irreducibles, we recall
that the polytabloid determined by T is the signed sum of tabloids
(8.1) poly(T ) = ∑
σ∈col(T )
sign(σ)[T ⋅ σ] ∈Mλ,
where col(T ) is the subgroup of Sn consisting of permutations that fix the entries in
each column of T . Then the Specht Module Sλ is the subspace of Mλ spanned by the
polytabloids T , as T varies over all fillings of λ. The various Specht modules Sλ, for
λ ⊢ n, are exactly the irreducibles for Sn.
For a Young diagram λ, we let λt denote the conjugate or transpose partition (likewise
T t denotes the conjugate tableau to T ). Then the Specht modules Sλ and Sλt are related
by Sλ = Sλt ⊗ ǫ.
For the space W(k,n), a list of boundary location subsets (I1, . . . , Ir) is the same as
an r × k tableau T (I1, . . . , Ir) whose rows are I1, . . . , Ir. The boundary label subsets
S = (S1, . . . , Sn) are singletons such that Sj records the row of T (I1, . . . , Ir) in which j
appears. The sign of S , which we can denote by sign(T ), is determined by the well-known
descent number of T modulo 2, where we recall that the number of descents of a tableaux
is the number of pairs i > j but i is in a lower row of T than j.
Letting λ denote the r × k rectangle, there is an isomorphism Sn-modules
W(k,n)↔ Sλt(8.2)
∆I1∆I2⋯∆Ir ↦ poly(T t)(8.3)
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where T = T (I1, . . . , Ir). Indeed, consider a k × n matrix of indeterminates xij . The
homogeneous coordinate ring C[Gr(k,n)] can be identified with the invariant subring
C[xij]SLk ⊂ C[xij]. For a set J = {j1, . . . , jr} ∈ ([n]r ), denote by xiJ the monomial
xij1xij2 . . . xijr . For a tableau T = T (I1, . . . , Ir) whose columns are J1, . . . , Jk, we can
consider the monomial
k
∏
i=1
xiJi.
Clearly this monomial only depends on [T t]. The expansion of ∆I1⋯∆Ir as a signed sum
of such monomials agrees with the expression of (8.1) of poly(T t) as a signed sum of
tabloids. Thus the subspace spanned by poly(T t), which is the Specht module Sλt , is
isomorphic to W(k,n) as a representation of Sn.
Proof of Theorem 8.1. The idea is to fit the immanant map into a commuting diagram
of maps of Sn-modules, from which we deduce that the immanant map is Sn-equivariant.
We remark that, all the maps in this diagram do not require λ to be of rectangular shape,
and are unique up to scalars. The only assertion that requires λ to be of rectangular
shape is the interpretation of one of these maps as the immanant map.
First, it easy to check that the pairing
Mλ ⊗Nλ → ǫ
[S]⊗ {T}↦ δS,T sign(S).
is Sn-equivariant, where δS,T is the Kronecker delta. In this way, we get an Sn-equivariant
map Nλ →M∗λ ⊗ ǫ. Since Sλ ⊂Mλ, we can further compose Nλ →M
∗
λ ⊗ ǫ→ S
∗
λ ⊗ ǫ.
On the other hand, there is always an Sn-equivariant map Nλ → Sλt induced by {T}↦
poly(T t). The map (8.3) can be thought of as a special case of this. (The space of formal
sums of ∆I1⋯∆Ir – before imposing Plu¨cker relations – is naturally identified with Nλ).
Then the immanant map (Sλ)∗ ⊗ ǫ → Sλt is the unique (up to scalars) map making the
diagram
(8.4) Nλ

// (Mλ)∗ ⊗ ǫ // (Sλ)∗ ⊗ ǫ
Imm
tt❤❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤
Sλt
Let us explain why this diagonal map is the immanant map. Going down in (8.4) is the
map that replaces a formal sum of products ∆I1⋯∆Ir with their images in C[Gr(k,n)]
(i.e., going down is imposing the Plu¨cker relations).
Let us now examine the top row of the commutative diagram. The space Mλ can
be identified with monomials in yij which are entries in an r × n matrix, and which
are multilinear in each column, by the analysis above. The map Nλ → M∗λ ⊗ ǫ takes
an antitabloid {T} to sign(T ) times the functional that picks out the coefficient of the
tabloid [T ]. Putting this together, the antitabloid {T} gets sent to sign(T ) times the
coefficient of ∏i yiIi. When we restrict this to the Specht module, we get exactly the
functional sign(S)eval(ES), where eval(ES) is as in the proof of Proposition 4.6 . The
commutativity now follows since the immanant map is characterized by (5.15). 
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Appendix: web duality pictures
This appendix is jointly written with Darlayne Addabbo, Eric Bucher, Sam Clearman,
Laura Escobar, Ningning Ma, Suho Oh, and Hannah Vogel. For simplicity, we restrict
attention to the multilinear case λ = (1, . . . ,1) and n = kr. The immanant map provides
us with an isomorphism Imm∶W(r,n)∗ →W(k,n). When r is equal to 2 or 3, the space
W(r,n) has a distinguished choice of web basis B (given by crossingless matchings, and
non-elliptic SL3 webs, respetively). For a given basis web W , we denote by ϕW ∈W(r,n)∗
the dual basis element with respect to B. Its image Imm(ϕW ) ∈ W(k,n) is called a web
immanant in [10].
Our main observation in this appendix is the following:
Observation 8.2. Let r = 2 or 3, and W ∈ W(r,n) be a basis web. Then the web
immanants Imm(ϕW ) ∈W(k,n) are also web invariants (up to a sign).
That is, the unique Sn-equivariant pairing between the tensor invariant spaces W(k,n)
and W(r,n) induces a duality between basis webs in these spaces, in small cases. We
verified this observation in small cases by straightforward calculations which we omit
here (see [10] for some examples). The resulting pairing is rotation-equivariant, and we
find the resulting pictures appealing, cf. Figure 3.
Our second observation is as follows. When r = 2 or 3, there is a well-known bijection
between standard young tableaux and non-elliptic webs, due to Khovanov and Kuperberg
[5] (see also [18]). It has the property that rotation of webs is given by promotion of
standard young tableaux, and this can be used to give an elementary proof [15] of the cyclic
sieving phenomenon for rectangular tableaux with 2 or 3 or rows. Our next observation
is that under this bijection, dual basis webs correspond to transposed tableaux:
Observation 8.3. In small cases, duality between basis webs is given by transposing
standard young tableaux.
Specifically, we checked that this is true for the dualities W(3,6) ↔ W(2,6) andW(3,9) ↔ W(3,9). For r ≥ 4, Westbury has given a basis of SLr-webs indexed by
standard young tableaux [19]. In the special case of W(4,8), the basis of web immanants
listed in the second column of Figure 3 is different than Westbury’s basis for W(4,8).
The web immanant basis consists of the 4 rotation classes of the first type of web, the
8 rotation classes of the second type of web, and the 2 rotation classes of the third type
of web. We remark that this third type of SL4-web is fixed by rotating two units, which
is not obvious, but is an instance of the SL4-square move. The web immanant basis dis-
agrees with Westbury’s basis in these last two elements – the element Westbury assigns
to these two tableaux has order 4 under rotation. Once the elements of Westbury’s basis
are replaced by the corresponding web immanants, we again have that rotation of webs is
given by promotion. This suggests that there might be a slightly different choice of web
basis, indexed by tableaux, that is better behaved with respect to promotion.
Let us also note that the last SL5-web in Figure 3 must be fixed by rotating two units,
because this is true of its dual SL2-web. And indeed, this can be checked using the SL5
diagrammatic relations – applying a square move to the top square of this web produces
the same web, but rotated 4 units clockwise (so applying the square move three times,
we get rotation by 2 units).
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We mention that Observation 8.3 is probably implied by similar statements guaran-
teeing duality between the canonical bases for W(r,n) and W(k,n) [12], and from an
agreement between the web basis and canonical basis in these instances. Nonetheless,
the pictures in Figure 3 are new. When r and k are both > 3, the immanant map gives
us a bilinear pairing of W(k,n) with W(r,n). It would be interesting to understand the
resulting pairing between SLk-webs and SLr-webs combinatorially.
W(2,6) W(3,6)
dual
↔
dual
↔
W(2,8) W(4,8)
dual
↔
dual
↔
dual
↔
W(3,9)
dual
↔
dual
↔
dual
↔
W(3,9)
Figure 3. Duality between webs in small cases, drawn in terms of weblike
subgraphs. The last case is on the next page. Edges of multiplicity two or
three are depicted by doubled or tripled edges.
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W(2,10)
dual
↔
W(5,10)
dual
↔
dual
↔
dual
↔
dual
↔
dual
↔
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