The disordering of thin films formed on the (100) plane of the face centred cubic (fcc) crystal was studied by the Monte Carlo simulation method. It was shown that the adsorbed films, which order into the (1 × 1) structure in each layer at low temperatures, disorder in a layer-by-layer mode, at least for films with thicknesses of up to 12 layers. It was also demonstrated that, with increasing film thickness, the temperature at which the film disorders depended on the strain resulting from the mismatch between the sizes of the adsorbate atoms and the surface lattice.
INTRODUCTION
Phase transitions and ordering phenomena in multilayer films adsorbed on well-defined crystal surfaces have been intensively studied using experimental methods, different theoretical approaches and computer simulations (Dash 1975; Dash and Ruvalds 1980; Sinha 1980; Binder and Landau 1980; Taub et al. 1991; Bruch et al. 1997) . Studies of melting phenomena in multilayer films have demonstrated that different scenarios are possible (Pettersen et al. 1990; Gay et al. 1990; Patrykiejew et al. 2000; Müller and Kern 2003; Müller and Saúl 2004 ) depending on whether the solid and liquid adsorbate phases wet or do not wet the solid substrate. In particular, it was demonstrated experimentally that thick adsorbed films may exhibit surface melting (Zhu and Dash 1986 Dash , 1988 Gay et al. 1990 ), i.e. the formation of a liquid-like layer on top of the solid film already below the bulk melting point. Müller and Kern (2003) demonstrated that epitaxial coherently-strained films melt at a lower temperature than a strain-free film. The situations in which the adsorbed films are strained are met when there is a certain mismatch between the sizes of the adsorbate and the size of the substrate surface lattice cell. Quite similar effects have been found in a molecular dynamics study of the melting of bulk strained crystals (Tartaglino and Tosatti 2003) .
In our recent work (Patrykiejew and Sokolowski 2007) , we have used Monte Carlo simulation methods to study the behaviour of very thin, monolayer and bilayer, epitaxial films formed by simple atomic fluids on the (100) face of a face centred cubic (fcc) crystal. It has been shown that the films, which order into a simple (1 × 1) structure in each layer, disorder at a particular temperature which depends on the mismatch between the sizes of the adsorbate atoms and the surface lattice. It has also been shown that the presence of the second layer considerably stabilizes the ordered structure in the first layer, and that the disordering of such bilayers occurs in a layer-by-layer mode.
In the present paper, we consider disordering of thicker epitaxial films consisting of up to 12 atomic layers ordered into the (1 × 1) structure, each at sufficiently low temperatures. In particular, we have investigated the effects of the film thickness and of the mismatch between the adsorbate and the substrate surface lattice on the disordering of multilayer films. The paper is organized as follows. In Section 2 we present the model and Monte Carlo methods used in our study. Our results are presented and discussed in Section 3. The final section (Section 4) summarizes our findings.
THE MODEL AND MONTE CARLO METHODS
We consider epitaxial films of finite thickness, corresponding to n atomic layers, formed on a perfect (100) plane of an fcc crystal. The surface is a square lattice characterized by the unit vectors a 1 and a 2 of the same length a, taken as a unit of length.
The fluid-fluid interaction is assumed to be represented by the Lennard-Jones (12,6) potential:
( 1) which is cut at the distance r max = 3.0σ, and the parameter ε is assumed to be the unit of energy. The adsorbed film experiences the potential field due to the solid substrate. The surface potential field is a periodic function of the two-dimensional vector τ * = (x * , y * )(x * = x/a, y * = y/a), which represents the position of an adatom over the surface plane, and can be written in the form of a Fourier series (Steele 1973):
(2)
In the above, the sum runs over all non-zero reciprocal surface lattice vectors, g,z * = z/a is the distance from the surface, the parameter ε * gs = ε gs /ε measures the strength of the interaction between a fluid atom and a single atom of the solid. The results presented here have all been obtained for the fixed ε * gs = 1.0. In the case where the interaction between an adsorbate atom and an individual atom of the solid is also represented by the Lennard-Jones (12,6) potential, one obtains analytic expressions for the Fourier components v o (z) and v g (z) (Steele 1973) . The functions f g (τ) are also given in the form of analytic expressions (Steele 1973) .
The structure of the adsorbed layer depends primarily on the relative size of the adsorbate atoms and the surface unit lattice cell, given by σ * = σ/a. Here, we assume that σ * changes between 0.82 and 0.94, and hence the epitaxial films assume the (1 × 1) structure in each layer. The stability of epitaxial films depends on the corrugation of the surface potential, the mismatch between the adatoms and the surface lattice, as well as on the temperature, T. Here, we employ the reduced temperature T * = kT/ε.
A quantitative measure of the surface potential corrugation is the height of the potential barrier between adjacent sites, calculated as:
( 3) where τ * min and τ * sp are the locations of the potential minima over the site and over the saddle point, respectively, while z * min and z * sp are the corresponding distances from the surface at which the ε σ σ fluid-surface potential reaches a minimum. Of course, the magnitude of V * D depends on σ * and changes linearly with ε * gs . The values of V * D for the systems considered in this work are given in the fourth column of Table 1 . Table 1 (column 2) also gives the values of the misfit between the adsorbate and the adsorbent, defined as:
with r 1 being the first nearest-neighbour distance between the adsorbate atoms in the solid-like phase. In the calculations of the misfit, we have taken r 1 = 1.0964σ * , equal to the length of the lattice constant of the fcc crystal formed by atoms interacting via the Lennard-Jones potential at zero temperature (Broughton and Gilmer 1983) .
To study the above-described model, we have used the Monte Carlo method in the Canonical Ensemble (Allen and Tildesley 1987; Landau and Binder 2000) and the parallel tempering technique (Tesi et al. 1996; Hansmann 1997 ). All calculations have been performed using square simulation cells of sizes in the x-and y-directions equal to L * × L * , with L * equal to 10 and 16 and with standard periodic boundary conditions applied in the x-and y-directions. The simulation cell has been closed from above by the hard reflecting wall located at L * z = 40. A single Monte Carlo step (MCS) consisted of N (N being the number of particles in the system) randomly chosen trials to change the system state by attempting the displacement of a randomly chosen particle by an also randomly chosen three-dimensional vector from the cube of side d max (d max was dynamically adjusted to keep the acceptance ratio at ca. 40%). Each MCS was followed by the configuration swap attempt. The number of MCSs performed during a single run varied between 10 5 and 10 6 and a similar number of MCSs was used to equilibrate the system.
We have recorded the average adsorbate-adsorbate, <e gg >, and the adsorbate-solid, <e gs >, interaction energies (per particle), the heat capacity, the (averaged over the entire surface) density profiles of the adsorbate, n(z*), and the in-plane pseudo-two-dimensional radial distribution functions, g(r), separately calculated for each atomic layer, using the same procedure as applied in the previous works of Vishnyakov and Neimark (2003) and Salamacha et al. (2004) .
Moreover, we have also monitored the behaviour of the Fourier transform of the local density in each layer: which allows the determination of the long-range order corresponding to the presence of a lattice structure of the assumed commensurate phase characterized by the reciprocal lattice vector q Rapaport 1995) . For the case of the (1 × 1) phase, we have taken q = (2π/0.5L * )(1,1). In the above equation, N l is the number of atoms in the layer l and τ * i = (x * i , y * i ) is the twodimensional vector defining the location of the ith atom with respect to the surface.
In order to check for the finite-size effects, we have also performed calculations of the susceptibility of the above-defined order parameter using the definition:
It should be stressed that the simulation method used in this work has a certain drawback arising from the assumption that the simulation cell size is fixed in directions parallel to the solid surface. In reality, solid-like phases undergo thermal expansion with increasing temperature. By keeping the simulation cell size fixed, we cannot reduce the planar stress which considerably influences the stability of solid-like adsorbed layers, just the same as it influences the melting of bulk materials (Tartaglino and Tosatti 2003) . One should note, however, that the in-plane simulation cell size variation is hard to implement in our model, due to the assumed properties of the fluid-solid potential and the necessity of using periodic boundary conditions. This difficulty may be overcome (at least, partially) by taking the thermal expansion of the substrate into account and using the temperature-dependent fluid-solid potential. Alternatively, it is also possible to use molecular dynamics simulation methods in which the vibrations of the substrate atoms are explicitly taken into account. In any case, the thermal expansion of the substrate and the adsorbate are different so that the films are usually strained. On the other hand, this allows the influence of stress on the disordering of the adsorbed layers to be studied. Another possibility for incorporating the vibrations of the substrate atoms could be to use the L-J parameter, ε * gs , for substrate atoms which are sufficiently large to ensure the stability of the crystal structure over the temperatures considered and directly simulate the two-component system. However, this would be very expensive since the cpu time needed would increase dramatically.
RESULTS AND DISCUSSION
The first series of calculations were carried out for films formed by atoms characterized by σ * = 0.86 and consisting of different numbers of atomic layers, n, with n ranging from 1 to 12. It was assumed that each layer is perfectly ordered into the (1 × 1) structure at T * = 0. Thus, using the simulation cell of size L * × L * , the number of atoms in the system is equal to nL 2 . Our aim here is to elucidate the influence of the thickness on the disordering of the adsorbed film.
Part (a) of Figure 1 presents the temperature changes of the order parameters |ρ q (i)| (i =1, 2,..., n) separately calculated for each atomic layer, obtained for the film of total thickness n = 10, while part (b) of Figure 1 gives the plots of the susceptibilities conjugated to the order parameters |ρ q (i)|. One should note that the results presented here demonstrate that the film disorders in a layer-bylayer mode and that the disordering temperature decreases with the layer number. All the results presented in Figure 1 have been obtained for the fixed simulation cell size with L = 16, but the results obtained for the smaller simulation cell with L = 10 have demonstrated that there are no finite-size effects present. This observation leads to the conclusion that the disordering of each layer occurs gradually and not via a phase transition of any type. Figure 2 gives the plots of the temperatures at which the order parameter susceptibility reaches a maximum value as a function of the layer number for films of different total thicknesses. It is quite evident that in sufficiently thick films the inner layers disorder at a nearly constant temperature of ca. 0.68, which, in the system considered here, is equal to the melting temperature (T * m ) of the bulk fcc crystal composed of Lennard-Jones particles (Broughton and Gilmer 1983) . The top layers of adsorbed films start to disorder at temperatures considerably lower than the inner layers, so that a thin liquid-like layer forms well below the bulk melting point temperature. Of course, the thickness of this liquid-like layer, as well as the temperature at which it first Temperatures at which the susceptibility of the order parameter |ρ q (i)|, recorded for different layers, reaches the maximum obtained for the system characterized by σ * = 0.86, the films of being of different thicknesses n = 8, 10 and 12 atomic layers and the simulation cell size being 16 × 16 × 40. appears, depends on the film thickness. In order to illustrate the above statement, we present (see Figure 3 ) the changes of the order parameter recorded for the top layer, |ρ q (n)|, versus temperature for the films of different thicknesses. The inset shows the plot of the temperature at which the susceptibility of the order parameter reaches a maximum value in relation to the film thickness. The disordering temperature of the top layer decreases gradually from about 0.7 for n = 1 to about 0.62 when n = 6, with a further increase in the film thickness having no influence on the disordering temperature of the top layer. The results depicted in Figure 3 show that the surface corrugation potential does not affect the properties of the top layer for films of sufficient thickness. The corrugation part of the surface potential exhibits an exponential decay with z * and hence it has a considerable influence only on the atoms in the first layer. Of course, the second as well as higher layers are also influenced by the surface corrugation potential. The ordered atoms in the first layer form a square lattice over which the second layer is built, and the same applies to higher layers. Thus, the ordering of the atoms in the first layer propagates to higher layers. The data given in the inset to Figure 3 indicate the temperature at which a liquid layer with a thickness corresponding to just one atomic layer appears on top of a solid-like film. Our results show, that for films of sufficient thickness, this occurs at the constant temperature of T * 1 Ϸ 0.62 = 0.91T m , independent of the film thickness.
The presence of higher layers on top of the first layer considerably increases the stability of the layers adjacent to the solid surface, as is illustrated in Figure 2 . It appears that the disordering temperature of the first layer increases when the film thickness increases (see Figure 4 ). However, when the film thickness reaches, and then exceeds, eight atomic layers, the disordering temperature of the first layer assumes a constant value of ca. 1.34T * m (see inset to Figure 4) . Figure 5 presents a series of density profiles recorded for the film consisting of well-ordered 10 atomic layers at low temperatures. It is quite obvious that already at T * = 0.6 the top layer is partially disordered and a small peak associated with the promotion of the 11th layer appears (see the lower 456 A. Patrykiejew and S. Sokolowski/Adsorption Science & Technology Vol. 25 panel of Figure 5 ). The density profile recorded at T * = 0.68 shows that the actual thickness of the liquid-like layer is considerably larger than the nominal number of already disordered atomic layers. This indicates that most likely the film undergoes a surface pre-melting transition. At the temperature T * = 0.80, i.e. exceeding the bulk melting point, we observe the formation of a thick liquid layer on top of the still ordered first layer and a partially ordered second layer.
We now turn to the presentation of results which illustrate the effects of strain on the melting of epitaxial films. It has been already shown in our previous work (Patrykiejew and Soklowski 2007) that the disordering of monolayer and bilayer films depends on the natural misfit between the sizes of the adsorbate atoms and the surface lattice. Here, we concentrate on the behaviour of thicker films of different surface density, corresponding of up to 12 atomic layers ordered into the (1 × 1) structure at low temperatures. The results of our calculations are given in Figures 6 and 7 . Figure 6 presents the heat capacity curves obtained for systems with different adsorbate atom diameters equal to σ * = 0.84 (left panel), σ * = 0.86 (middle panel) and σ * = 0.92 (right panel), and for the films of different thicknesses. In the case of very thin films (up to four atomic layers), the heat capacity exhibits only broad peaks, with the positions of the maxima depending on the size of the adsorbate atom. These peaks are due to the gradual disordering of the film.
In the case of sufficiently thick films -consisting of eight or more atomic layers -the heat capacity exhibits sharp peaks located at the temperatures at which the middle layers of the film disorder. Of course, the finite size of the simulation cell as well as the finite thickness of the films means that heat capacity anomalies characteristic of bulk melting are not observed. These would be expected to appear as a first-order phase transition. One should note that the temperature at which the heat capacity reaches a maximum value, T * max , changes with the diameter of the adsorbate atom (see Figure 7) , in a similar manner to that for thin films. In the case of thick films consisting of 8-12 atomic layers, the shifts in T * max can be attributed to the strain applied by the assumed size of the simulation cell rather than to the effects of the surface corrugation potential. The simulation cell in both the x-and y-directions was kept constant and equal to 16 lattice constants, independent of the size of the adsorbate atoms. As a consequence, the film was subjected to a certain strain in the x-and y-directions. This strain results from the fact that the in-plane spacing between atoms in the film is, in general, different from the natural spacing in the crystal composed of adsorbate atoms. Hence, our ordered film is either compressed or stretched, depending on whether the system exhibits a negative or a positive strain. The strain also enhances the surface melting. This effect is illustrated in Figure 8 which shows examples of the x-z projections of configurations recorded for 458 A. Patrykiejew and S. Sokolowski/Adsorption Science & Technology Vol. 25 No. 7 and σ * = 0.92 (lower panel), at a temperature below the bulk melting point and equal to T * = 0.63. One readily notes that the thickness of a disordered (liquid-like) layer is the smallest in the case of σ * = 0.86, i.e. in the system with the smallest strain. It should be mentioned here that molecular dynamics simulation of the melting of bulk strained Al(110) (Tartaglino and Tosatti 2003) has also demonstrated lowering of the melting point temperature and the enhancement of surface melting in strained systems.
As already mentioned in the previous section, our model neglects the thermal expansion of the substrate and hence the simulation cell size was assumed to be temperature-independent. A much more important effect is due to the thermal expansion of the adsorbed film. The dimensional incompatibilities of all the systems considered (see column 2 of Table 1 ) have been calculated assuming the distance between nearest neighbours, r 1 , to be that corresponding to a perfectly ordered crystal at T = 0. In the case of a bulk fcc crystal made of L-J particles, thermal expansion causes r 1 to increase with temperature (Broughton and Gilmer 1983) . At the temperature of the bulk melting point (T Ϸ 0.68) the values of the dimensional incompatibility are different (see column 3 of Table 1 ). Hence, systems which are characterized by σ * values equal to 0.82, 0.84 and 0.86 are stretched at any temperature up to the melting point, but the strain is considerably lower at temperatures close to the melting point than at the ground state. Systems with σ * = 0.88 and 0.90 appear to be stretched at low temperatures, below ca. 0.55 and 0.24, respectively, but are compressed at higher temperatures. Only the systems with σ * > 0.915 are compressed at any temperature. The above argument explains why the temperature at which the heat capacity reaches a maximum (see Figure 7) is the highest for σ * between 0.86 and 0.88.
One expects that for still thicker films the behaviour of the first few as well as of the top layers will be the same as described, while the inner layers should behave as a bulk crystal.
SUMMARY
In this work, we have reported on the Monte Carlo simulation study of the disordering of thin adsorbed films formed on the (100) plane of a model fcc crystal. Only those systems in which each atomic layer of the adsorbate orders into the (1 × 1) commensurate structure have been considered. It has been shown that films with thicknesses up to 12 atomic layers disorder in a layer-by-layer mode when the temperature is increased. The first few layers adjacent to the substrate surface have been found to disorder at considerably higher temperatures than the melting temperature of the bulk adsorbate. The disordering temperature of the first layer approaches a constant value when the thickness of the film increases beyond five layers. On the other hand, the disordering temperature of the top layers is lower than that of the bulk melting point of the adsorbate, suggesting that premelting of the surface occurs. The simulation results demonstrate that thick adsorbed layers exhibit a pronounced heat capacity peak marking the onset of a bulk-like melting transition.
It has also been demonstrated that strained thick films, both compressed as well as expanded, exhibit a melting-like transition at temperatures lower than that predicted for the unstrained film.
