A study on color edge detection using the improved Di Zenzo's gradient operator associated with quaternion Hardy filter is presented. The Di Zenzo gradient operator recently achieved great attentions in edge detection, but it is sensitive to image with additive noise. The quaternion Hardy filter demonstrates its advantage in denoising image. A robust color image edge detection algorithm called Quaternion Hardy filter with the improved Di Zenzo's gradient operator, namely QHFIDZ, is presented in this paper. It preprocesses the color image to quaternion Hardy filter which reduces the noise effect and then apply the improved Di Zenzo's gradient algorithm for edge map. The proposed technique is a robust algorithm for noisy image detection comparison to other image detection techniques.
brightness information was kept in the grayscale process.This makes the grayscale-based edge detection algorithms are more passive. Secondly, when dealing with color images, most of them use the gray images estimator to calculate each color component separately and then combine them to get the operator without considering the correlation information between each color channel. What we need to pay attention is that compared with grayscale images and binary images, each pixel of a color image includes not only brightness information but also color information. The role of these color information in edge detection can not be ignored.
As early as 1986, Di [6] proposed a multi-channel gradient operator and has been widely used. In 2012, Jin [7] solved the uncertainty of the Di's gradient direction, namely improved Di Zenzo (IDZ) gradient operator. In this work, we propose a novel quaternion-based IDZ gradient algorithm combining with the quaternion Hardy filter, which can enhance the border effect in a holistic manner by extracting the main features of the color image. It naturally extends the IDZ gradient algorithm in the quaternion setting.
A growing body of research [8, 9, 10, 11, 12, 13] has shown that quaternions are well adapted to color images by encoding color channels into three imaginary parts. The quaternion analytic signal [14] is the non-tangential boundary values of quaternion Hardy filter. It is shown that [14] the quaternion analytic signal is a robust gray image detector with additive noises. Despite its initial success, it is original designed for gray image. To the author's knowledge, the study of quaternion Hardy filter to color-based edge detector is not carried out. In this work, we apply the Quaternion Hardy filter with the IDZ gradient operator to detect the edge of the color image.
We develop a novel quaternion-based IDZ gradient operator with visual and quantitative analysis for color edge detection. The contributions of this paper are summarized as follows.
1. We propose a novel IDZ gradient algorithm based on quaternion Hardy filter, namely QHFIDZ algorithm, with application to color edge detection. Different from the classic IDZ gradient algorithm, QHFIDZ treats a color image in a holistic manner.
2. We set up a series of experiments to verify the denoising performance of the proposed algorithm in various environments. Visual and quantitative analysis are both considered. In term of peak SNR (PSNR) and similarity index measure (SSIM), compared with the classic five detec-tion algorithms, namely Canny, Sobel, Prewitt, differential phase congruence (DPC) and modified differential phase congruence (MDPC). The proposed QHFIDZ algorithm consistently shows the superiority in color edge detection.
The remainder of this paper is structured as follows. In order to make it self-contained, Section 2 gives a brief introduction to some general definitions and basic properties of quaternions, quaternion Fourier transform, quaternion analytic signal and the improved Di Zenzo gradient operator. Section 3 presents the main result of the paper, it defined the novel algorithm for color-based edge detection of real-world image. Finally, visual and quantitative analysis of the proposed algorithm are drawn in Section 4.
Preliminaries
The present section collects some basic facts about quaternions, quaternion Fourier transform [16] , quaternion analytic signal, quaternion Hardy space and the improved Di Zenzo's gradient operator which will be used throughout the text.
Quaternions
As a natural extension of the complex space C, the quaternion space H was first proposed by Hamilton in 1843 [17] . A complex number consists of two components: one real part and one imaginary part. The quaternion q ∈ H has four components, i.e., one real part and three imaginary parts:
where q n ∈ R, n = 0, 1, 2, 3, and the basis elements {i, j, k} obey the Hamilton's multiplication rules:
Given a quaternion q = q 0 + q 1 i + q 2 j + q 3 k, its quaternion conjugate is q := q 0 − q 1 i − q 2 j − q 3 k. We write Sc(q) := 1 2 (q + q) = q 0 and Vec(q) := 1 2 (q − q) = q 1 i + q 2 j + q 3 k, which are the scalar and vector parts of q , respectively. This leads to a modulus of q ∈ H defined by
where q n ∈ R, n = 0, 1, 2, 3. By (1), an H-valued function f : R 2 → H can be expressed as
where f n : R 2 → R(n = 0, 1, 2, 3).
Quaternion Fourier transform
Suppose that f is an absolutely integrable complex function defined on R, then the Fourier transform [18] of f is given by
where w denote the angular frequency. Moreover, if f is an absolutely integrable complex function defined on R , then f can be reconstructed by the Fourier transform of f and is expressed by
The quaternion Fourier transform, which can be regarded as an extension of Fourier transform in quaternion domain, plays a vital role in grayscale image processing. The first definition of the quaternion Fourier transform was given in 1992 [19] and the first application to color images was discussed in 1996 [20] . It was recently applied to find the envelope of the image [21] . The application of quaternion Fourier transform on color images was discussed in [13, 22] . The Plancherel and inversion theorems of quaternion Fourier transform in the square intrgrable signals class was established in [23] . Due to the non-commutativity of the quaternions, there are various types of quaternion Fourier transforms. In the following, we focus our attention on the two-sided quaternion Fourier transform (QFT).
Suppose that f is an absolutely integrable H-valued function defined on R 2 , then the continuous quaternion Fourier transform of f is defined by
where w l and x l denote the 2D angular frequency and 2D space (l = 1, 2), respectively.
Furthermore, if f is an absolutely integrable H-valued function defined on R 2 , then the continuous inverse quaternion Fourier transform of f is defined by
Quaternion analytic function
In the following, we review the concept of analytic signal. Given a real signal f , combined with its own Hilbert transform, then the analytic signal of f is given by
where H[f ] denotes the Hilbert transform of f and is defined by
The Fourier transform of analytic f a defined in (9) is given by
where w ∈ R.
As a natural extension of the analytic signal from 1D to 4D space in the quaternion setting is called quaternion analytic signal. It was proposed by Hu [14] using partial and total Hilbert transform associated with QFT.
Given a 2D quaternion valued signal f , combined with its own quaternion partial and total Hilbert transform, then we get a quaternion holomorphic signal f q [24] as follows
where
are the quaternion partial Hilbert transform of f along the x 1 -axis, x 2 -axis, respectively. While
is the quaternion total Hilbert transform along the x 1 and x 2 axes.
Quaternion Hardy space
Let C := {z|z = x + si, x, s ∈ R} be the complex plane and a subset of C is defined by C + := {z|z = x + si, x, s ∈ R, s > 0}, namely upper half complex plane. The Hardy space H 2 (C + ) on the upper half complex plane consists of functions c satisfying the following conditions
The generalization [14] to the higher dimension is given as follows. Let
consists of all functions satisfying the following conditions
( sup
Let f be a 2D H-valued function with zero scalar part which is given by f :
is some quaternion Hardy filter [15] h ∈ Q 2 (C + ij ) which satisfies the followings,
i) The non-tangential boundary value of quaternion Hardy filter h is the quaternion analytic signal of f , that is f q (x 1 , x 2 ) = lim
2 are the Poisson and conjugate Poisson kernels, respectively. Here * denotes the 2D convolution operator of Hvalued function f and real valued function g, i.e.,
The improved Di Zenzo's gradient operator
In the following, we recall the improved Di Zenzo's gradient operator, namely IDZ gradient operator, which will be combined with the quaternion Hardy filter to establish the novel edge detection algorithm in next section.
Let f be an M ×N color image that maps a point (
. Then the square of the variation of f at the position (x 1 , x 2 ) with the distance γ in the direction θ is given by
End Input color image Start Decompose as equation (18) and (19) Compute the 2-D discrete FFT of equation (19) Construct DQFT of Then the improved Di Zenzo's gradient operator, the gradient magnitude f max is given by:
The gradient direction is defined as the value θ max that maximizes f (θ) over 0 ≤ θ ≤ 2π
Main Results
To propose the novel color edge detection algorithms, we first review the discrete quaternion Fourier transform pairs. Then we construct the quaternion Hardy filter. Finally, we apply the IDZ gradient operator to obtain the edge map.
End
Input color image g
Start
Decompose g as equation (21) and (22) Compute the 2-D discrete IFFT of equation (22) Construct IDQFT of g 
Discrete quaternion Fourier transform pairs

Discrete quaternion Fourier transform
To proceed, we first review the discrete quaternion Fourier transform (DQFT) algorithm [8] in the following.
Step 1.
Step 2.
Step 3. Compute the 2-D fast Fourier transform of f a and f b , namely
e −i2π(
is the 2-D fast Fourier transform of f .
Step 4. Then construct the DQFT of f by
Therefore we obtain the DQFT of f ,
, with nonzero scalar part in general.
Inverse discrete quaternion Fourier transform
We next perform the inverse discrete quaternion Fourier transform (IDQFT) algorithm as follows.
Step 1.Given an H-valued function
Step 2. Decompose g as follows
Step 3.Compute 2-D inverse fast Fourier transform of g a and g b , then we respectively obtain
Step 4. Construct the IDQFT as follows
Therefore we obtain the IDQFT of f .
Color edge detection algorithm
To proceed, we first give the convolution theorem of DQFT.
where * is the 2D convolution operator defined in (??).
Proof.
by the convolution theorem of 2-D fast Fourier transform of real-valued functions
Therefore, the left hand side of (25) becomes
=RHS.
In the following, we give the color edge detection algorithm, namely QHFIDZ algorithm. 
Start
Compute IDQFT of (26).
End Figure 4 : The flow chart of the QHFIDZ algorithm.
Step 1. Given an input color image f , obtain the quaternion valued signal with zero scalar part
where f 1 , f 2 and f 3 represent the red, green and blue components of color image f , respectively.
Step 2. Compute the DQFT of the f , i.e.,
Step
Step 4. Compute the following equations:
Step 5. Compute the IDQFT of equations in (26) , then obtain
(27)
Step 6. Form the quaternion Hardy filter:
where ξ, η 1 , η 2 and η 3 are H-valued function defined in (27) .
Extract the vector part of h, we obtain
where h l , l = 1, 2, 3 are real-valued functions.
Step 7. Perform the IDZ gradient operator to Vec(h). Applying equation (17), we obtain
then substitute them into equation (18), we obtain
Step 8. Finally, we obtain the final processed result, edge map, by applying the nonmaxmum suppress.
Experiments
In this section, we aim to evaluate the performance of the proposed QHFIDZ algorithm for color edge detection. We conducted this study to compare the visual and quantitative analysis for detection of edge. MAT-LAB is applied to give the performance of various comparisons. Six randomly test images ( 
Visual comparisons
For visual analysis, the color-based method is used, namely IDZ gradient algorithm. Five grayscalebased methods are also applied, namely Canny, Sobel, Prewitt, Differential Phase Congruence (DPC) and Modified Differential Phase Congruence (MDPC) algorithms.
Color-based algorithm
In this section, we first compare the proposed QHFIDZ algorithm with the IDZ gradient algorithm. Fig.  8 presents the edge map of the noiseless House image, while Fig. 9 presents the edge map of the House image corrupted with four different noises. It can be seen from the second row of Fig. 9 that the IDZ gradient algorithm can hardly identify the house under these fundamental noises interference. They illustrate that the IDZ gradient algorithm is sensitive to the noises. The third row of Fig. 9 shows the detection result of the proposed QHFIDZ algorithm. They preserve more clearly details than the second row. They demonstrate that the QHFIDZ algorithm gives robust performance than the IDZ gradient algorithm.
Grayscale-based algorithms
The performance of the proposed QHFIDZ algorithm is compared with five grayscale-based algorithms, called Canny, Sobel, Prewitt, differential phase congruence (DPC) and modified differential phase congruence (MDPC) methods. The ideal noiseless (Fig. 5 ) and noisy images ( Fig. 6 and 7 ) are both taken into account.
• Noiseless case: Figure 5 shows six noiseless test images whose edge maps of various detectors are shown in Fig. 10 and 11 , respectively. Fig. 10 demonstrates the edge maps of the noiseless test • Noisy case: Performing four additional noises (I-IV) to the first row and the second row of From the third columns of edge maps in Fig. 12 , 13 and 14, we can clearly see that the QHFIDZ algorithm is able to extract edge maps that are resistance to noise. The QHFIDZ algorithm is clearly superior to the other detectors on the images with Salt and Pepper noise. From these experimental results, we can clearly see that the QHFIDZ algorithm can easily extract boundary details from the noisy images, while the other five methods are comparably difficult to achieve. This shows that the QHFIDZ algorithm is robust than the other detectors.
Quantitative analysis
To show the accuracy of the proposed edge detector, the PSNR and SSIM [28] values of various type of edge detectors on noisy images (I-Gaussian noise, II-Poisson noise, III-Salt and Pepper noise and IV-Speckle noise) are calculated (Table 7 -10). 1. The PSNR is the most common and widely used method of objective evaluation of two images. It is based on the error between the corresponding pixel, which is based on the error-sensitive image quality evaluation. The PSNR between the original image(the edge map of noiseless image) X and the reference image(the edge map of noisy image) Y is defined by PSNR(X, Y ) := 10 log 10
where n is the number of bits per pixel and MSE(X, Y ) denotes the mean square error of those two images, that is MSE(X, Y ) :
The PSNR value obtained by this method is the degree of similarity or fidelity of the edge maps. The unit of PSNR is dB, the bigger the value is, the stronger the robustness is.
2. The SSIM is a method of comparing two images from three aspects of brightness, contrast and structure. In general, the SSIM between two images X and Y is defined by
where α, β, γ > 0. They are used to adjust the importance of the three modules.
• Luminance contrast function uses the average gray level µ x and µ y as an estimate of the luminance measurement, which is defined by
,
X i is the average grayscale of image X. The parameter c 1 is to avoid system instability when µ 2 X + µ 2 Y approaches zero. In particular, we choose small constants c 1 = (k 1 l) 2 , k 1 1, and l represents the grayscale of one image.
• Contrast comparison function uses the standard deviation σ X and σ Y as the contrast measure,which is
• Structure contrast function is defind by
In this paper, assume α = β = γ = 1, c 3 = 1 2 c 2 , by straightforward computation, we have
The SSIM(X, Y ) value is between 0 and 1. The larger the value, the greater the similarity between the two images X and Y . According to the definitions of PSNR and SSIM, the edge maps in Fig. 10 and 11 are marked as Image X, while the edge maps in Fig. 12 -17 are marked as Image Y in both formulas (28) and (29) . Tables 7 -10 show in details the PSNR and SSIM values for Fig. 12 -17 . Each value in the table represents the similarity of the edge map of the noisy image and the edge map of the original noiseless image. That is, the larger the value, the stronger the denoising ability. From the results in Tables 7 -8 , we have the following conclusions.
• Table 7 • Among various algorithms listed in Fig. 10 , we see that from the values of the top two rows in Table 7 , QHFIDZ method performs the best in all the noisy images, except Poisson noise. While we studied the various detectors under Poisson noise, we found that the top three algorithm are Sobel, prewitt, and QHFIDZ. For the last row in Table 7 , it corresponds to house image in Fig.  6 , although the PSNR values are not the best, but still in the top three. Therefore, for these three classic graphs, our method performed very well overall, especially for the effects of Lena and Men in Fig. 6 .
• From the results shown in Fig. 11 , we found that not all methods are suitable for testing these images in Fig. 7 . Under these conditions, if we want to analyze their denoising effect, we need to analyze the significance of PSNR values in combination with visual effects. Let's first rank first two methods in terms of visual effects, follow the order from excellent to poor, respectively, the QHFIDZ method and the Canny method. Now we only need to analyze the numbers of the two methods in Tables 8 and choose the largest number among them. It is not difficult to find that the algorithm of QHFIDZ has achieved excellent results compared with Canny. This is why, despite the fact that we find that the QHFIDZ's PSNR values, though not the largest of all methods, still marks it as bold. In particular, the PSNR values for the QHFIDZ method in Table 8 are optimal regardless of the conditions. On the whole, using the QHFIDZ method to do color edge detection on this type of graph, the effect is obvious and excellent. Tables 9 and 10 show the SSIM values between the edge map of original noiseless image and edge map of noisy images under various kinds of noises. When the SSIM value is close to 1, it shows robust denoising performance among various algorithms. From the SSIM values in these tables, we have the followings.
• From the SSIM values in Table 9 , our proposed QHFIDZ algorithm give better performance than the other methods under four different noises. In particular, the noise reduction effect of salt and pepper is obviously robust than the other five methods. In addition, despite the speckle noise corresponding to the house image in Fig. 6 , the SSIM value of the QHFIDZ algorithm is not the largest, but it is still the top three.
• As can be seen from Table 10 the method of QHFIDZ is obviously did better work than the other methods. Although the SSIM values of method QHFIDZ and Prewitt are closely, combined with Fig. 11 we found that Prewitt's edge detection results are not perform well within or without noise. Therefore, the value of SSIM does not have reference meaning. In contrast, the SSIM values of our method are close to 1. In other words, its noise immunity is the best.
Conclusions and Discussions
In this paper, we have proposed a novel quaternion representation-based methods referred as QHFIDZ for color-based edge detection. The proposed QHFIDZ algorithm naturally extends the IDZ gradient operator from noiseless to noisy setting in quaternion space. The proposed algorithm in this paper shows a powerful effectiveness and stability when processing color image edge detection. The noisy images considered in this article only involve one single kind of noise disturbance. A forthcoming paper will be devoted to explain what this could be considered when deal with mixed noises [29, 30, 31] situation. Another significant area being developed which involves edge detection and recognizing textures is finding pathological objects in medical image processing.
