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Ricci Solitons – The Equation Point of View
Manolo Eminenti, Gabriele La Nave, and Carlo Mantegazza
ABSTRACT. We discuss some classification results for Ricci solitons, that is, self similar
solutions of the Ricci Flow.
New simpler proofs of some known results will be presented.
In detail, we will take the equation point of view, trying to avoid the tools provided by
considering the dynamic properties of the Ricci flow.
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1. Introduction
DEFINITION 1.1. A Ricci Soliton is a smooth n–dimensional complete Riemannian
manifold (M, g) such that there exists a smooth 1–formω such that
(1.1) 2Ri j +∇iω j +∇ jωi =
2µ
n
gi j
for some constant µ ∈ R.
A gradient Ricci Soliton is a smooth n–dimensional complete Riemannian manifold
(M, g) such that there exists a smooth function f : M → R, sometimes called potential
function, satisfying
(1.2) Ri j +∇
2
i j f =
µ
n
gi j
for some constant µ ∈ R.
Sometimes in literature these manifolds are called quasi–Einsteinmanifolds.
A soliton is said to be contracting, steady or expanding if the constant µ ∈ R is re-
spectively positive, zero or negative.
We say that a soliton is trivial if the formω can be chosen to be zero, or the function
f to be constant.
Key words and phrases. Ricci Flow.
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This is like to say that (M, g) is an Einstein manifold (in dimension three or if the Weyl
tensor is zero, it is equivalent to constant curvature).
REMARK 1.2. Clearly, a Ricci soliton is a gradient soliton if the form ω above is
exact.
Ricci solitons move under the Ricci flow simply by diffeomorphisms and homoth-
eties of the initial metric, that is, in other words, they are stationary points of the Ricci
flow in the space of the metrics on M modulo diffeomorphism and scaling.
Moreover, their importance is due to the fact that they arise as blow–up limits of the
Ricci flow when singularities develop.
In this note we try to analyze these manifolds forgetting the properties of the Ricci
flow and the related dynamical techniques, just looking at the defining elliptic equa-
tions (1.1) and (1.2).
We suggest to the interested reader the preprint of Derdzinski [12] and the survey
of Cao [5] as very comprehensive reviews of the present literature, open problems and
recent developments.
During the publication of this paper, there appear several preprints extending the
results (or presenting different proofs) to the complete noncompact case [8, 13, 22, 23,
24, 26].
ACKNOWLEDGMENTS . We wish to thank Xiaodong Cao for pointing us at some
inaccuracies in earlier versions of the paper.
2. General Computations
We recall some well known facts from Riemannian geometry:
• The Schur’s Lemma, when n > 2
2divRic = dR .
• The fact that Ri j = gi jR/2 when n = 2.
• The formula for the interchange of covariant derivatives of a form,
∇2i jωk −∇
2
jiωk = Ri jksω
s .
• The decomposition of the Riemann tensor,
Ri jkl = −
R
(n− 1)(n− 2)
(gikg jl− gilg jk)+
1
n− 2
(Rikg jl−Rilg jk+R jlgik−R jkgil)+Wi jkl .
• The fact that the Weyl tensor W is zero when n ≤ 3.
Now we work out some consequences of equation (1.2).
PROPOSITION 2.1. Let (M, g) be a Ricci gradient soliton, then the following formulas
hold,
(2.1) R+ ∆ f = µ
(2.2) ∇iR = 2Ri j∇
j f
(2.3) ∇ jRik −∇iR jk = Ri jks∇
s f .
(2.4) R+ |∇ f |2 −
2µ
n
f = constant
2
(2.5) ∆R = 〈∇R | ∇ f 〉+
2µ
n
R− 2|Ric|2
(2.6) ∆Ri j = 〈∇Ri j | ∇ f 〉+
2µ
n
Ri j − 2Rik jsR
ks
∆Rik = 〈∇Rik | ∇ f 〉+
2µ
n
Rik −Wi jklR
jl(2.7)
+
2
(n− 1)(n− 2)
(
R2gik − nRRik + 2(n− 1)Sik − (n− 1)Sgik
)
.
where Sik = Ri jg
jlRlk and S = tr S = |Ric|
2.
PROOF. Equation (2.1): we simply contract equation (1.2).
Equation (2.2): we take the divergence of the Ricci tensor, by using equation (1.2),
div Rici = g
jk∇kRi j
= − g jk∇k∇i∇ j f
= − g jk∇i∇k∇ j f − g
jkRki js∇
s f
= −∇i∆ f − Ris∇
s f ,
where we used the formula for the interchange of covariant derivatives. Using then
equation (2.1) and Schur’s Lemma we get
1
2
∇iR = −∇i(µ − R)− Ris∇
s f = ∇iR− Ris∇
s f ,
hence, equation (2.2) follows.
Equation (2.3): it follows by a computation analogous to the previous one.
Relation (2.4): it follows by simply differentiating the quantity on the left side and
using equations (2.2) and (1.2).
Equation (2.5): once obtained equation (2.6), it follows by contracting it with the metric
g.
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Equation (2.6): we compute the Laplacian of the Ricci tensor bymeans of equation (2.3)
and the second Bianchi identity,
∆Rik = ∇
j∇ jRik =∇
j∇iR jk +∇
jRi jks∇
s f + Ri jks∇
j∇s f
=∇i∇
jR jk + R
j
i jsR
s
k + R
j
iksR
s
j
+∇kR
j
si j∇
s f −∇sR
j
ki j∇
s f + Ri jks∇
j∇s f
=∇i∇
jR jk + RisR
s
k + R
j
iksR
s
j
−∇kRsi∇
s f +∇sRki∇
s f + Ri jks∇
j∇s f
=
1
2
∇i∇kR+ RisR
s
k + R
j
iksR
s
j
−∇kRsi∇
s f + 〈∇Rik | ∇ f 〉 − Ri jksR
js +
µ
n
Rik ,
= 〈∇Rik | ∇ f 〉+
µ
n
Rik − 2Ri jksR
js + RisR
s
k
+
1
2
∇k∇iR−∇kRis∇
s f ,
where we used also Schur’s Lemma, substituted ∇ j∇s f by means of equation (1.2)
and rearranged some terms in the last line.
Differentiating relation (2.2) we obtain
0 =
1
2
∇k (∇iR− 2Ris∇
s f )
hence,
1
2
∇k∇iR−∇kRis∇
s f = Ris∇
s∇k f .
Then, we conclude
∆Rik = 〈∇Rik | ∇ f 〉+
µ
n
Rik − 2Ri jksR
js + RisR
s
k + Ris∇
s∇k f
= 〈∇Rik | ∇ f 〉+
µ
n
Rik − 2Ri jksR
js + RisR
s
k +
µ
n
Ris − RisR
s
k
= 〈∇Rik | ∇ f 〉+
2µ
n
Rik − 2Ri jksR
js .
Equation (2.7): by using the decomposition of the Riemann tensor we can go on with
the computation in formula (2.6),
∆Rik = 〈∇Rik | ∇ f 〉+
2µ
n
Rik − 2Wi jklR
jl
+
2R
(n− 1)(n− 2)
(gikg jl − gilg jk)R
jl
−
2
n− 2
(Rikg jl − Rilg jk + R jlgik − R jkgil)R
jl
= 〈∇Rik | ∇ f 〉+
2µ
n
Rik − 2Wi jklR
jl
+
2R
(n− 1)(n− 2)
(Rgik − Rik)−
2
n− 2
(RRik − 2Sik + Sgik)
= 〈∇Rik | ∇ f 〉+
2µ
n
Rik − 2Wi jklR
jl
+
2
(n− 1)(n− 2)
(
R2gik − nRRik + 2(n− 1)Sik − (n− 1)Sgik
)
.

2.1. The Case n = 2. We can use the complete description of the curvature tensor
via the scalar curvature R, that is Ri j = Rgi j/2.
PROPOSITION 2.2. If n = 2 there hold,
∇2i j f =
µ− R
2
gi j
∇R =R∇ f
∆R = 〈∇R | ∇ f 〉+µR− R2
2.2. The Case n = 3. Using equation (2.7), as the Weyl tensor W is identically zero
for every 3–manifold, we get
PROPOSITION 2.3. If n = 3 there hold,
∆Rik = 〈∇Rik | ∇ f 〉+
2µ
3
Rik + R
2gik − 3RRik + 4Sik − 2Sgik
with Sik = Ri jg
jlRlk and S = |Ric|
2.
This proposition clearly generalizes to dimension n > 3 when W = 0,
∆Rik = 〈∇Rik | ∇ f 〉+
2µ
n
Rik(2.8)
+
2
(n− 1)(n− 2)
(
R2gik − nRRik + 2(n− 1)Sik − (n− 1)Sgik
)
.
3. Compact Ricci Solitons
By means of Perelman work [25] and previous others, see Hamilton [18] (dimen-
sion two) and Ivey [19] (dimension 3), we have the following fact.
THEOREM 3.1 (Perelman). Every compact Ricci soliton is a gradient Ricci soliton.
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PROOF. Let (M, g) be a Ricci Soliton, with a potential form ω. We start with the
following computation for a generic smooth function f : M → R,
gk j∇k [2(Ri j +∇
2
i j f −µgi j/n)e
− f ]
= (∇iR+ 2∆∇i f )e
− f − 2[(Ri j +∇
2
i j f −µgi j/n)g
jk∇k f ]e
− f
= (∇iR+ 2∇i∆ f + 2Ris∇
s f )e− f − 2[(Ri j +∇
2
i j f − µgi j/n)g
jk∇k f ]e
− f
= (∇iR+ 2∇i∆ f − 2g
jk∇2i j f∇k f + 2µ/n∇i f )e
− f
=∇i(R+ 2∆ f − |∇ f |
2 + 2µ f/n)e− f .
Hence, supposing to find a smooth function f : M → R such that
(3.1) R+ 2∆ f − |∇ f |2 + 2µ f/n
is constant, we have
div[(Ric+∇2 f − µg/n)e− f ] = 0 .
Then, as∇lωk +∇kωl = −2Rlk + 2µglk/n,
div[(∇k f −ωk)g
k j(Ri j +∇
2
i j f − µgi j/n)e
− f ]
= (∇2lk f −∇lωk)g
k jgli(Ri j +∇
2
i j f −µgi j/n)e
− f
= (2∇2lk f −∇lωk −∇kωl)g
k jgli(Ri j +∇
2
i j f −µgi j/n)e
− f /2
= (2∇2lk f + 2Rlk − 2µglk/n)g
k jgli(Ri j +∇
2
i j f − µgi j/n)e
− f /2
= |Ri j +∇
2
i j f −µgi j/n|
2e− f ,
where, passing from the second to the third line, we substituted ∇lωk with (∇lωk +
∇kωl)/2 since the skew–symmetric component of ∇ω vanishes once we contract it
with the symmetric 2–form Ri j +∇
2
i j f −µgi j/n.
Hence, we conclude that
0 ≤ Q = |Ric+∇2 f −µg/n|2e− f = div T
for some 1–form T.
Integrating Q on M, we immediately get that Q = 0, since it is nonnegative.
This clearly implies that (M, g) is a gradient Ricci soliton with a potential f .
The existence of a function f such that relation (3.1) holds, can be proven by con-
strained minimization of Perelman’s W functional (defined in [25]). A logarithmic
Sobolev estimate is needed, see Appendix A. 
PROBLEM 3.2. Is it possible to prove Theorem 3.1 without using arguments related
to Ricci flow, that is, showing directly that the formω in equation (1.1) is exact?
REMARK 3.3. In the noncompact case, there exists non gradient Ricci solitons, see
Baird and Danielo [1], Lott [21].
We can then concentrate ourselves on compact gradient Ricci solitons.
The key tool will be the maximum principle for elliptic equations.
We start from equation (2.5),
∆R = 〈∇R | ∇ f 〉+
2µ
n
R− 2|Ric|2
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noticing that µ = 1
Vol(M)
∫
M R ≥ Rmin, with equality if and only if R is constant.
We have,
∆R = 〈∇R | ∇ f 〉+
2µ
n
R− 2|
◦
Ric|2 − 2R2/n
≤ 〈∇R | ∇ f 〉+
2R
n
(µ − R)
where we denoted with
◦
Ric the tracefree part of the Ricci tensor.
When R gets its minimum,
∆Rmin ≤
2Rmin
n
(µ − Rmin) .
This relation, by the strong maximum principle, implies that if R is nonconstant, then
it must be positive everywhere, hence also µ is positive.
PROPOSITION 3.4. Every steady or expanding compact Ricci soliton has the scalar curva-
ture R constant (and equal to the constant µ).
Coming back to equation (2.1) this fact forces ∆ f = 0, hence, since we are on a
compact manifold, f is constant and the soliton is trivial.
COROLLARY 3.5. Every steady or expanding compact Ricci soliton is trivial.
Now we deal with contracting compact gradient Ricci solitons.
The two–dimensional case is special, we saw that R > 0, hence topologically we
are dealing with S2 or its Z2–quotient RP
2.
The relevant equation is
∇2i j f =
µ − R
2
gi j ,
indeed, differently by the 3–dimensional case, the II Bianchi identity (hence the Schur’s
Lemma) is a void condition, making this case more difficult.
The following result was first proved by Hamilton [18] with an argument using the
uniformization theoremwhich can be strongly simplified bymeans of Kazdan–Warner
identity (which relies on uniformization), see [10, pag. 131] and [6]. Recently, Chen,
Lu and Tian found a simple proof independent by uniformization of surfaces [9].
PROPOSITION 3.6. Every contracting, compact, two–dimensional Ricci soliton is S2 or
RP
2 with the standard metric.
We assume now to be in dimension three or in higher dimension with a zero Weyl
tensor. As we said, the scalar curvature R must be positive everywhere, then by means
of equation (2.8) we have,
∆
(
Rik
R
)
=
∆Rik
R
−
Rik∆R
R2
+ 2
|∇R|2Rik
R3
− 2
〈∇Rik | ∇R〉
R2
,
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substituting the equations for ∆Rik and ∆R we get
∆
(
Rik
R
)
=
∆Rik
R
−
Rik∆R
R2
+ 2
|∇R|2Rik
R3
− 2
〈∇Rik | ∇R〉
R2
=
〈∇Rik | ∇ f 〉
R
+
2µ
n
Rik
R
+
2
(
R2gik − nRRik + 2(n− 1)Sik − (n− 1)Sgik
)
(n− 1)(n− 2)R
−
Rik∆R
R2
+ 2
|∇R|2Rik
R3
− 2
〈∇Rik | ∇R〉
R2
=
〈∇Rik
R
∣∣∣∇ f − 2∇R
R
〉
+
2µ
n
Rik
R
+
2
(
R2gik − nRRik + 2(n− 1)Sik − (n− 1)Sgik
)
(n− 1)(n− 2)R
−
Rik〈∇R | ∇ f 〉+
2µ
n RRik − 2|Ric|
2Rik
R2
+ 2
|∇R|2Rik
R3
=
〈
∇
(Rik
R
) ∣∣∣∇ f − 2∇R
R
〉
+
2
(n− 1)(n− 2)
(
Rgik − nRik +
2(n− 1)Sik
R
−
(n− 1)Sgik
R
)
+
2SRik
R2
=
〈
∇
(Rik
R
) ∣∣∣∇ f − 2∇R
R
〉
+
2
(
R3gik − nR
2Rik + 2(n− 1)RSik − (n− 1)SRgik + (n− 1)(n− 2)SRik
)
(n− 1)(n− 2)R2
.
Let now λmin : M → R to be the minimal eigenvalue of the Ricci tensor. If p ∈ M
is the point where λmin/R gets its minimum with eigenvector vp, we consider a local
unit smooth tangent vector field w = wi such that w(p) = vp, ∇wi(p) = ∆wi(p) = 0.
Then the smooth function Ri jw
iw j/R has a local minimum at p, (Ri jw
iw j/R)(p) =
λmin(p)/R(p), ∇(Ri jw
iw j/R)(p) = 0 and ∆(Ri jw
iw j/R)(p) ≥ 0.
By the assumptions on the derivatives of w at p we have∇(Ri j/R)(p)v
i
pv
j
p = 0 and
∆(Ri j/R)(p)v
i
pv
j
p ≥ 0, hence, using the previous equation,
0 ≤ ∆(Ri j/R)(p)v
i
pv
j
p =
2
(
R3 − nλminR
2 + 2(n− 1)λ2minR− (n− 1)SR+ (n− 1)(n− 2)λminS
)
R2
,
where the right hand side is evaluated at p ∈ M.
This implies,
(3.2) 0 ≤ R3 − nλminR
2 + 2(n− 1)λ2minR− (n− 1)SR+ (n− 1)(n− 2)λminS .
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We work on this term, setting R˜ and S˜ to be respectively the sum and the sum of the
squares of the eigenvalues of the Ricci tensor, but λmin.
0 ≤R3 − nλminR
2 + 2(n− 1)λ2minR− (n− 1)SR+ (n− 1)(n− 2)λminS
= (λmin + R˜)
3 − nλmin(λmin + R˜)
2 + 2(n− 1)λ2min(λmin + R˜)
− (n− 1)(λ2min + S˜)(λmin + R˜) + (n− 1)(n− 2)λmin(λ
2
min + S˜)
= λ3min
(
1− n+ 2(n− 1)− (n− 1) + (n− 1)(n− 2)
)
+ λ2min
(
3R˜− 2nR˜+ 2(n− 1)R˜− (n− 1)R˜
)
+ λmin
(
3R˜2 − nR˜2 − (n− 1)S˜+ (n− 1)(n− 2)S˜
)
+ (R˜3 − (n− 1)R˜S˜
)
= (n− 1)(n− 2)λ3min − (n− 2)λ
2
minR˜
+ (n− 3)λmin
(
(n− 1)S˜− R˜2
)
− R˜
(
(n− 1)S˜− R˜2
)
= (n− 2)λ2min
(
λmin(n− 1)− R˜
)
+
(
(n− 3)λmin − R˜
)(
(n− 1)S˜− R˜2
)
.
Now, as R is positive, both terms
(
λmin(n − 1) − R˜
)
and
(
(n − 3)λmin − R˜
)
are non-
positive. Using the Arithmetic–Quadratic mean inequality we see that the term
(
(n −
1)S˜− R˜2
)
must be nonnegative, so we conclude that all this expression is nonpositive.
Hence, it must be zero at p, the point where λmin/R gets its minimum.
There are only two possibilities this can happen: either λmin(p) = 0 and all the other
n − 1 eigenvalues of the Ricci tensor are equal, or all the eigenvalues are equal (and
positive as R > 0).
In this latter case, λmin(p) = R/n and since we are in the point of minimum, Ri j/R ≥
gi j/n or Ri j ≥ Rgi j/n on the whole manifold. But this inequality easily implies that
(M, g) is an Einstein manifold (the soliton is trivial).
In the other case, as λmin(p) = 0 and all the other n− 1 eigenvalues of the Ricci tensor
are equal to R/(n − 1). It can be shown that locally around p the eigenvector v(q)
realizing the minimal eigenvalue λmin(q) can be chosen smoothly depending on the
point q (locally there are no “bifurcations” of the minimal eigenvalue of Ri j). Then, as
Ri jv
i = λminv j, differentiating this relation, we get
∇kRi jv
i = ∇kλminv j + λmin∇
kv j − Ri j∇
kvi ,
9
then we compute for λmin = Ri jv
iv j,
∆λmin =∆(Ri jv
iv j)
=∆Ri jv
iv j + 4∇kRi jv
i∇kv
j + 2Ri j∇
kvi∇kv
j + 2Ri jv
i∆v j
=∆Ri jv
iv j + 2Ri j∇
kvi∇kv
j + 2Ri jv
i∆v j
+ 4∇kλminv j∇kv
j + 4λmin∇
kv j∇kv
j − 4Ri j∇
kvi∇kv
j
=∆Ri jv
iv j − 2Ri j∇
kvi∇kv
j + 2Ri jv
i∆v j + 2∇kλmin∇k|v|
2 + 4λmin|∇v|
2
≤∆Ri jv
iv j − 2λmin∇
kv j∇
kv j + 2Ri jv
i∆v j + 4λmin|∇v|
2
=∆Ri jv
iv j + 2λmin|∇v|
2 + 2λminv j∆v
j
=∆Ri jv
iv j + λmin∆|v|
2
=∆Ri jv
iv j .
Working as before, we obtain the following elliptic inequality for the minimal eigen-
value, locally around p,
∆λmin ≤ 〈∇λmin | ∇ f 〉+
2µ
n
λmin
+
2
(n− 1)(n− 2)
(
R2 − nRλmin + 2(n− 1)λ
2
min − (n− 1)S
)
.
This inequality implies
∆
(λmin
R
)
≤
〈
∇
(λmin
R
) ∣∣∣∇ f − 2∇R
R
〉
+
2
(n− 1)(n− 2)
(
R− nλmin + 2(n− 1)λ
2
min/R− (n− 1)S/R
)
+ 2λminS/R
2 ,
holding locally around p where λmin/R get the local minimum zero.
As at this local minimum ∆
(
λmin
R
)
= 0, by the strong maximum principle, it follows
that λmin/R is locally constant around p. Then it is an easy consequence that this must
hold on the whole connected M and λmin is identically zero.
Getting back to the initial equation (1.2), we put ourselves at the point p ∈ M where
the function f gets its maximum. If v ∈ TpM is the unit zero eigenvector of the Ricci
tensor, we take normal coordinates at p such that v = ∂x1 , hence
Ri j(p)v
iv j +∇2i j f (p)v
ivi =
µ
n
,
that is,
∇211 f (p) = µ/n > 0 ,
which is impossible as p is a maximum point for f .
PROPOSITION 3.7. Every contracting, compact, three–dimensional Ricci soliton is a quo-
tient of S3 with the standard metric.
PROPOSITION 3.8. Every contracting, compact, Ricci soliton when n > 3 and the Weyl
tensor is zero, is trivial. Then, it is a quotient of Sn with the standard metric.
REMARK 3.9. In the recent preprint [8] Cao and Wang also prove this result by
means of a completely different method.
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When n > 3, we have counterexamples to the triviality of compact Ricci solitons
due to Koiso [20], Cao [4], Feldman, Ilmanen and Ni [14]. Moreover, some of these
examples have Ric > 0. See also Bryant [3].
In general, we only know that it must be R > 0 and nonconstant.
PROBLEM 3.10. Are there special conditions in dimension n = 4 (on the Weyl ten-
sor?) assuring that a contracting, compact, Ricci soliton is trivial?
PROBLEM 3.11. Are there counterexamples in dimension n = 5?
Recently Bo¨hm and Wilking [2] showed the following Hamilton’s conjecture.
THEOREM 3.12. If the Riemann operator is definite positive, every contracting, compact,
Ricci soliton is trivial.
Hence, it is a quotient of Sn, by a theorem of Tachibana [28].
Previously, by Hamilton work [17] this result was known for n ≤ 4 and there was
a partial result by Cao [7] in any dimension.
PROBLEM 3.13. The sectional curvatures of a compact, NONtrivial, contracting
Ricci soliton can be all positive (nonnegative)?
PROBLEM 3.14. What are in general the properties of compact, NONtrivial, con-
tracting Ricci solitons?
See this paper by Derdzinski [11].
We are also aware of a preprint [15] of Ferna´ndez–Lo´pez and Garcı´a–Rı´o where they
show that the first fundamental group has to be finite.
We give here a short proof of this fact.
PROPOSITION 3.15. The first fundamental group of a compact shrinking Ricci solitons is
finite.
PROOF. Denoting with pi : M˜ → M the Riemannian universal covering of M, it
is well known that the fundamental group is in one–to–one correspondence with the
discrete counterimage of a basepoint p ∈ M. Clearly M˜ is again a shrinking gradient
Ricci soliton (possibly noncompact) with a potential function f˜ = f ◦ pi , since pi is a
local isometry.
Let a and b be a pair of points with pi(a) = pi(b) = p and γ : [0, L] → M˜ the
minimal geodesic between them, parametrized by arclength.
Let Ei be an orthonormal basis of TaM˜ such that E1 = γ
′(0) extended by parallel
transport along γ. If h(t) = sin
(
pi t
L
)
, we define the fields Yi(t) = h(t)Ei , zero at
t = 0, L.
As γ is minimal, the index form is nonnegative definite,
0 ≤ I(Yi ,Yi) =
∫ L
0
|Y′i |
2 − R(Yi ,γ
′,Yi,γ
′) dt =
∫ L
0
|h′(t)|2 − h2(t)R(Ei ,γ
′, Ei,γ
′) dt ,
and after summing on i ∈ 1, . . . , n, we get
0 ≤
pi2(n− 1)
L2
∫ L
0
cos2
(
pi t
L
)
dt−
∫ L
0
sin2
(
pi t
L
)
Ric(γ′,γ′) dt .
Substituting now the Ricci soliton equation we get∫ L
0
sin2
(
pi t
L
)
µ
n
|γ′|2 dt−
∫ L
0
sin2
(
pi t
L
)
∇2γ′ ,γ′ f˜ dt ≤
pi2(n− 1)
L2
∫ L
0
cos2
(
pi t
L
)
dt
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that is,
µ
n
∫ L
0
sin2
(
pi t
L
)
dt−
∫ L
0
sin2
(
pi t
L
)
d2
dt2
[ f˜ (γ(t))] dt
=
µ
n
∫ L
0
sin2
(
pi t
L
)
dt+ 2
pi2
L2
∫ L
0
[
sin2
(
pi t
L
)
− cos2
(
pi t
L
)]
f˜ (γ(t)) dt
≤
pi2(n− 1)
L2
∫ L
0
cos2
(
pi t
L
)
dt .
As | f˜ | ≤ maxM | f | ≤ C and setting A =
∫ L
0 sin
2
(
pi t
L
)
dt =
∫ L
0 cos
2
(
pi t
L
)
dt we obtain
µ
n
A− 2CA
pi2
L2
≤
(n− 1)pi2
L2
A
hence,
L2 ≤
npi2(n− 1+ 2C)
µ
.
This estimate says that all the counterimages of a point p ∈ M belong to a bounded,
hence compact, subset of M˜. Since such a set is discrete, it must be finite. The thesis
then follows. Also, the universal covering is compact.
Notice that, as a byproduct of this argument, we have that if the potential func-
tion f of a complete, shrinking gradient Ricci soliton is bounded then the soliton is
compact. Moreover, by equation (2.4) it also follows that if R is bounded and |∇ f | is
bounded, again the soliton is compact. 
3.1. Another Proof of Proposition 3.7. We give now a direct proof of Proposi-
tions 3.7 and 3.8 only using the defining equation (1.1), without passing by Theo-
rem 3.1.
We start with the following computation,
∆∇iω j =∇k∇
k∇iω j = ∇k(∇i∇
kω j + R
k
i jsω
s)
= −∇k∇i∇ jω
k − 2∇k∇iR
k
j +∇kR
k
i jsω
s + Rki js∇kω
s
= −∇i∇k∇ jω
k − Rki js∇
sωk − R kki s∇ jω
s − 2∇i∇kR
k
j − 2R
k
ki sR
s
j − 2R
s
ki j R
k
s
−∇ jR
k
sk iω
s −∇sR
k
k j iω
s + Rki js∇kω
s
= −∇i∇ j∇kω
k −∇iR jsω
s − R js∇iω
s + Rik js∇
sωk − Ris∇ jω
s −∇i∇ jR
− 2Si j + 2R
s
ik j R
k
s +∇ jRisω
s −∇sRi jω
s − R ki js∇kω
s
=∇i∇ jR−∇iR jsω
s − R js∇iω
s + Rik js∇
sωk − Ris∇ jω
s −∇i∇ jR
− 2Si j + 2R
s
ik j R
k
s +∇ jRisω
s −∇sRi jω
s − R ki js∇kω
s
= −∇iR jsω
s − R js∇iω
s + Rik js∇
sωk − Ris∇ jω
s
− 2Si j + 2R
s
ik j R
k
s +∇ jRisω
s −∇sRi jω
s − R ki js∇kω
s
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Then, we are ready to write the Laplacian of the Ricci tensor
2∆Ri j = − ∆
(
∇iω j +∇ jωi
)
=∇iR jsω
s + R js∇iω
s − Rik js∇
sωk + Ris∇ jω
s
+∇ jRisω
s + Ris∇ jω
s − R jkis∇
sωk + R js∇iω
s
+ 2Si j − 2R
s
ik j R
k
s −∇ jRisω
s +∇sRi jω
s + R ki js∇kω
s
+ 2S ji − 2R
s
jki R
k
s −∇iR jsω
s +∇sR jiω
s + R
k
j is∇kω
s
= 2∇sRi jω
s + 2R js∇iω
s + 2Ris∇ jω
s
− Rik js∇
sωk − R jkis∇
sωk + Rik js∇
kωs + R jkis∇
kωs
+ 4Si j − 4Rik jsR
ks .
Now, noticing that all the second line cancels,
∆Ri j =∇sRi jω
s + R js∇iω
s + Ris∇ jω
s + 2Si j − 2Rik jsR
ks
=
〈
∇Ri j |ω
〉
− 2Rik jsR
ks
−
Ris
2
(
∇ jω
s +∇sω j −
2µ
n
gs j
)
−
R js
2
(
∇iω
s +∇sωi −
2µ
n
gsi
)
+ R js∇iω
s + Ris∇ jω
s
=
〈
∇Ri j |ω
〉
− 2Rik jsR
ks +
2µ
n
Ri j +
Ris
2
(
∇ jω
s −∇sω j
)
+
R js
2
(
∇iω
s −∇sωi
)
.
Finally, contracting this equation with gi j we get
∆R = 〈∇R |ω〉 − 2RksR
ks +
2µ
n
R+
Ris
2
(
∇ jω
s −∇sω j
)
gi j +
R js
2
(
∇iω
s −∇sωi
)
gi j
(3.3)
= 〈∇R |ω〉+
2µ
n
R− 2S
by the skew–symmetry of the sum of the last two terms.
When n = 3 or in general if the Weyl tensor is zero, as before, setting λmin : M → R
to be the minimal eigenvalue of the Ricci tensor, if p ∈ M is the point where λmin/R
gets its minimum with eigenvector vp, we consider a local unit smooth tangent vector
field w = wi such that w(p) = vp, ∇wi(p) = ∆wi(p) = 0. Then the smooth function
Ri jw
iw j/R has a local minimum at p, (Ri jw
iw j/R)(p) = λmin(p)/R(p),∇(Ri jw
iw j/R)(p) =
0 and ∆(Ri jw
iw j/R)(p) ≥ 0.
By the assumptions on the derivatives of w at p we have∇(Ri j/R)(p)v
i
pv
j
p = 0 and
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∆(Ri j/R)(p)v
i
pv
j
p ≥ 0, hence,
0 ≤∆(Ri j/R)(p)v
i
pv
j
p
=
2
(
R3 − nλminR
2 + 2(n− 1)λ2minR− (n− 1)SR+ (n− 1)(n− 2)λminS
)
R2
+
Ris
2
(
∇ jω
s −∇sω j
)
vipv
j
p +
R js
2
(
∇iω
s −∇sωi
)
vipv
j
p
=
2
(
R3 − nλminR
2 + 2(n− 1)λ2minR− (n− 1)SR+ (n− 1)(n− 2)λminS
)
R2
+
λmin
2
(
∇ jωs −∇sω j
)
vspv
j
p +
λmin
2
(
∇iωs −∇sωi
)
vspv
i
p .
Again, by skew–symmetry the last two terms cancel and we get
0 ≤ R3 − nλminR
2 + 2(n− 1)λ2minR− (n− 1)SR+ (n− 1)(n− 2)λminS .
Since this inequality and equation (3.3) are respectively analogous to (3.2) and (2.5)
for gradient Ricci solitons, following the proof of Proposition 3.7 we get directly to the
conclusion only supposing that (M, g) is a Ricci soliton, without using Theorem (3.1)
to know that we are actually dealing with a gradient Ricci soliton.
Appendix A. Minimizing Perelman’s Functional
We suppose that (M, g) is a connected manifold, otherwise we work on every sin-
gle connected component. Let dV be the Riemannian measure on M associated to g.
We show here the existence of a smooth function f : M → R such that
R+ 2∆ f − |∇ f |2 + 2µ f/n
is constant, for every value µ > 0.
This is related to minimizing the following Perelman’s functional (see [25]),
(A.1) W(g, f ; τ) =
∫
M
[
τ(|∇ f |2 + R) + f − n
]
(4piτ)−n/2e− f dV ,
where τ > 0 is a scale parameter, under the constraint
f ∈
{
f ∈ C∞(M)
∣∣∣ ∫
M
(4piτ)−n/2e− f dV = 1
}
.
We consider then the functional (which differs only for a constant term by Perelman’s
one after the change of variable u = e− f /2, setting τ = n/2µ, and multiplying by 1/τ)
F (u) =
∫
M
(
Ru2 + 4|∇u|2 −
2µ
n
u2 log u2
)
dV ,
then we look for the following constrained infimum
σ = inf
u∈U
F (u)
where u ∈ C∞(M) runs in
U =
{
u ∈ C∞(M)
∣∣∣ ∫
M
u2 dV = 1 and u > 0
}
(notice that the function x2 log x2 belongs to C1(R) so the integrand is well defined for
functions in U ).
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PROPOSITION A.1. The infimum σ is finite and there exists a smooth nonnegative func-
tion u ∈ U achieving it.
PROOF. We show that σ > −∞ and that any minimizing sequence {ui} must be
uniformly bounded in the H1(M)–norm.
We observe that for any u ∈ C∞(M), by applying Jensen inequality with respect to the
probability measure u2 dV, one has∫
M
u2 log u2 dV =
n− 2
2
∫
M
u2 log u
4
n−2 dV
≤
n− 2
2
log
(∫
M
u2u
4
n−2 dV
)
=
n− 2
2
log
(∫
M
u
2n
n−2 dV
)
=
n− 2
2
log
(∫
M
u2
∗
dV
)
.
On the other hand, one has
log
(∫
M
u2
∗
dV
)
≤ log
[(
CM
∫
M
(|∇u|2 + u2) dV
) n
n−2
]
=
n
n− 2
log
(
CM
∫
M
(|∇u|2 + u2) dV
)
,
where CM is the Sobolev constant of (M, g).
Putting together these two inequalities we get
−
2µ
n
∫
M
u2 log u2 dV ≥ −
2µ
n
log
(
CM
∫
M
(|∇u|2 + u2) dV
)
≥ −
∫
M
(|∇u|2+u2) dV−C ,
for some positive constant C (depending only on (M, g) and µ). Hence,
(A.2)
F (u) =
∫
M
(
Ru2 + 4|∇u|2 −
2µ
n
u2 log u2
)
dV
≥ 4
∫
M
(|∇u|2 + u2) dV +
∫
M
(Rmin − 4)u
2 dV −
∫
M
(|∇u|2 + u2) dV − C
≥ 3
∫
M
|∇u|2 dV + (Rmin − 1− C)
∫
M
u2 dV
≥Rmin − 1− C ,
where in the last passage we used that
∫
M u
2 dV = 1. This shows that σ > −∞.
The same argument gives that if ui ∈ C
∞(M) is a minimizing sequence for F such that
‖u‖L2 = 1, then ui is bounded in H
1(M). Hence, we can extract a subsequence (not
relabeled)weakly converging in H1(M) and strongly converging in L2+ε(M), for some
ε > 0, to some function u. Clearly, by the the L2 convergence, we have
∫
M u
2 dV = 1
and we can also assume u ≥ 0, by the definition of F .
It is easy to see that the functional F is lower semicontinuous with respect to the weak
convergence in H1(M), as the term u2 log u2 is subcritical (and the function x2 log x2 is
continuous) hence its integral is continuous.
Then, a limit function u : M → R is a nonnegative, constrained minimizer of F in
15
H1(M).
The Euler–Lagrange equation for u read
−4∆u+ Ru−
2µ
n
(u log u2 + u) = Cu ,
for some constant C. It can be rewritten as
(A.3) ∆u = Ru/4+ Cu−
µ
n
u log u ,
to be intended in H1(M).
As u is in H1(M) and the term u2 log u is subcritical, a bootstrap argument together
with standard elliptic estimates gives that u ∈ C1,α .
Rothaus proved in [27] that a solution to equation (A.3) is positive or identically
zero (see Appendix B), this second possibility is obviously excluded by the constraint∫
M u
2 dV = 1.
Hence, as x2 log x2 is smooth in R \ {0} we can infer that the function u is actually
smooth. 
We can consider then the smooth function f = −2 log u. A simple computation,
using equation (A.3) gives the following.
COROLLARY A.2. For every µ > 0, there exists a smooth function f : M → R such that
R+ 2∆ f − |∇ f |2 + 2µ f/n
is constant.
Clearly, this argument works with every positive τ in the functionalW .
COROLLARY A.3. For every (M, g) and τ > 0 there exists a smooth function f : M → R
minimizing Perelman’s functional (A.1).
Appendix B. Strong Maximum Principle for Semilinear Equations on Manifolds
We consider the following elliptic semilinear equation on a Riemannian manifold
(M, g)
(B.1) ∆u(q) = ϕ(u(q), q)
whereϕ : R×M → R is a continuous function such thatϕ(0, q) = 0 for every q ∈ M.
If u : M → R is a nonnegative C1,α solution andϕ is C1 then, in every connected
component of M, either u > 0 or u is identically zero, by the strong maximum princi-
ple.
If the function ϕ is only continuous this is not true, as one can see considering the C3
function f : R → R {
f (x) = 0 if x < 0
f (x) = x4 if x ≥ 0
satisfying the equation f
′′
= 12
√
f . Hereϕ(t) = 12
√
|t| which is Ho¨lder continuous
but not C1.
Inspired by an analogous condition for uniqueness in ODE’s, we have the follow-
ing proposition.
16
PROPOSITION B.1. Ifϕ ∈ C0(R×M) and for every p ∈ M there exist some δ > 0 and
a continuous, nonnegative, concave function ϕ˜ : [0, δ) → R such that ϕ˜(0) = 0, ϕ˜(t) ≥
ϕ(t, q) for every t ∈ [0, δ) and q in some neighborhood of p, and
∫ δ
0
dt
ϕ˜(t)
= +∞, then a
nonnegative C1,α solution u of equation (B.1) is either positive or identically zero in every
connected component of M.
REMARK B.2. Notice that this condition is not very restrictive, in particular it holds
for all the equations ∆u = ϕ(u) withϕ : R → R Lipschitz.
PROOF. We suppose that u = 0 at some point p ∈ M. This clearly implies that p is
a minimum point for u, hence∇u(p) = 0.
Letting Br = Br(p) be the geodesic ball of radius r > 0 around p ∈ M, we define,
for r > 0 small (less than the injectivity radius R of p and such that Br is inside the
neighborhood of the hypothesis about the functionϕ),
S(r) =
∫
∂Br
dω =
∫
Sn−1
J(θ, r) dθ
h(r) =
1
S(r)
∫
∂Br
u dω =
1
S(r)
∫
Sn−1
u(θ, r)J(θ, r) dθ
where dω is the induced measure on the geodesic sphere ∂Br, θ is the coordinate on
Sn−1 with canonical measure dθ and J(θ, r) is the density of dω with respect to dθ.
By the assumptions on u, the function h : [0, R) → R is C1 and nonnegative, moreover,
since u(p) = 0 and ∇u(p) = 0 we have h(0) = h′(0) = 0.
By a standard computation, using the divergence theorem,
h′(r) =
∫
∂Br
∂u
∂r dω+
∫
Sn−1 u(θ, r)
∂J(θ,r)
∂r dθ− h(r)S
′(r)
S(r)
=
∫
Br
∆u dV +
∫
Sn−1 u
∂ log J(θ,r)
∂r dω
S(r)
− h(r)
∂ log S(r)
∂r
≤
∫
Br
ϕ(u(q), q) dV(q)
S(r)
+ h(r)
(
max
θ∈Sn−1
∂ log J(θ, r)
∂r −
∂ log S(r)
∂r
)
≤
∫
Br
ϕ˜(u) dV
S(r)
+ h(r) max
θ∈Sn−1
∣∣∣∣∂ log(J(θ, r)/S(r))∂r
∣∣∣∣
=
∫ r
0
∫
∂Bt ϕ˜(u) dω dt
S(r)
+ h(r) max
θ∈Sn−1
∣∣∣∣∂ log(J(θ, r)/S(r))∂r
∣∣∣∣ .
LEMMA B.3. For every point p in a Riemannian manifold (M, g) we have
max
θ∈Sn−1
∣∣∣∣∂ log(J(θ, r)/S(r))∂r
∣∣∣∣ = o(1)
as r tends to zero.
By means of this lemma we get
h′(r) ≤
∫ r
0
∫
∂Bt ϕ˜(u) dω dt
S(r)
+ Ch(r)
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Using now Jensen inequality, by the concavity of ϕ˜ on [0, δ), for every r > 0 small
enough (u(q) tends to zero as q → p) we get the following differential inequality
h′(r) ≤
∫ r
0 S(t)ϕ˜(h(t)) dt
S(r)
+ Ch(r) .
We introduce now the function h(r) = supt∈[0,r] h(t). Notice that h is a nondecreasing
continuous function, actually Lipschitz as h ∈ C1, and h ≥ h, moreover, at every
differentiability point (almost all by the Lipschitz property) we have either h
′
= 0 or
h
′
= h′.
We have then (in distributional sense),
h
′
(r) ≤
∫ r
0 S(t)ϕ˜(h(t)) dt
S(r)
+ Ch(r)
≤
∫ r
0 S(t)ϕ˜(h(t)) dt
S(r)
+ Ch(r)
≤
ϕ˜(h(r))
∫ r
0 S(t) dt
S(r)
+ Ch(r)
=
Vol(Br)
S(r)
ϕ˜(h(r)) + Ch(r) .
It is a standard fact that for r > 0 small enough Vol(Br)/S(r) ≤ Cr ≤ C, hence we
conclude
h
′
(r) ≤ Cϕ˜(h(r)) + Ch(r) ,
for r > 0 small enough.
It is nowwell known (by ODE’s theory) that, since the condition
∫ δ
0
dt
ϕ˜(t)
= +∞ implies∫ δ
0
dt
ϕ˜(t)+t
= +∞, the function h is identically zero on some interval [0,ε).
The argument is easy: if h is positive for some interval (0,ε)we have (distributionally)
h
′
ϕ˜(h) + h
≤ C
and integrating both sides,
Cε ≥
∫ ε
0
h
′
(r)
ϕ˜(h(r)) + h(r)
dr =
∫ h(ε)
0
dt
ϕ˜(t) + t
= +∞
which is a contradiction.
This means that there exists a small ε > 0 such that h(r) = 0 on [0,ε), hence, by
construction, also h(r) = 0 on [0,ε).
The same clearly holds for u in a neighborhood of p, as u ≥ 0 and h(r) is its spher-
ical means on ∂Br(p). A standard connectedness argument concludes the proof. 
PROOF OF LEMMA B.3. We can compute the density of the spherical measure dω
with respect to dθ as follows (see [16, Sections 3.96, 3.98]),
J(θ, r) =
√
det(g(Yi(r),Yj(r)))
where Yi(t) are Jacobi fields (that is, Y
′′
+ R(γ′,Y)γ′ = 0) along the geodesic γ(r) =
expp rθ from p ∈ M, satisfying Y(0) = 0 and Y
′(0) = Ei where {θ, E1 , . . . , En−1} is an
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orthonormal basis of TpM.
By a standard computation, setting Gi j(r) = g(Yi(r),Yj(r)), we have
∂ log J(θ, r)
∂r =
∂r J(θ, r)
J(θ, r)
=
1
2
tr(∂rG(r) ◦ G−1(r)) = tr(g(Yi(r),Y′j(r)) ◦ G−1(r)) .
Now we expand the fields Yi and Y
′
i by Taylor formula, around r = 0,{
Yi(r) = rEi(r) + o(r
2)
Y′i (r) = Ei(r) + o(r)
where Ei are the parallel fields along γ(r) with Ei(0) = Ei and we used the formula
Y
′′
+ R(γ′,Y)γ′ = 0. Moreover, the “o–terms” above can be chosen independent of θ.
Then, as the parallel transport is an isometry, we have
∂ log J(θ, r)
∂r = tr(g(rEi(r) + o(r
2), E j(r) + o(r)) ◦ G
−1(r))
= tr([rδi j + o(r
2)] ◦ [r2δi j + o(r
3)]−1)
= r−1 tr([δi j + o(r)] ◦ [δi j + o(r)]
−1) .
Now, it is easy to see that [δi j + o(r)]
−1 = [δi j + o(r)], hence
∂ log J(θ, r)
∂r = r
−1 tr([δi j + o(r)] ◦ [δi j + o(r)])
= r−1 tr[δi j + o(r)]
=
n− 1
r
+ o(1) .
To conclude the proof of the lemma we notice that
∂ log S(r)
∂r =
∂rS(r)
S(r)
=
∂r
∫
Sn−1 J(θ, r) dθ
S(r)
=
∫
Sn−1 ∂r J(θ, r) dθ
S(r)
=
∫
Sn−1
∂r J(θ,r)
J(θ,r)
J(θ, r) dθ
S(r)
=
∫
∂Br
∂r J(θ,r)
J(θ,r)
dω
S(r)
,
hence,
∂ log S(r)
∂r is the spherical mean of the function
∂ log J(θ,r)
∂r = (n− 1)/r+ o(1).
This finally implies that∣∣∣∣∂ log(J(θ, r)/S(r))∂r
∣∣∣∣ = ∣∣∣∣∂ log J(θ, r)∂r − ∂ log S(r)∂r
∣∣∣∣
= |(n− 1)/r+ o(1)− (n− 1)/r+ o(1)|
= o(1) .

COROLLARY B.4. A nonnegative H1 solution of the equation
∆u = Ru/4+ Cu−
µ
n
u log u ,
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on a Riemannian manifold (M, g) is either positive or identically zero in every connected
component of M.
PROOF. We already know that u ∈ C1,α(M). In a neighborhood of any p ∈ M the
scalar curvature R is bounded, then, ∆u(q) = ϕ(u(q), q) and locally
ϕ(t, q) = R(q)t/4+ Ct−
µ
n
t log t ≤ C˜t−
µ
n
t log t = ϕ˜(t) ,
which is a continuous, concave, nonnegative function in some interval [0, δ), satisfying
the nonintegrability hypothesis in Proposition B.1, by direct check. 
Appendix C. Some Open Problems
PROBLEM C.1. Is it possible to prove Theorem 3.1 showing directly that the form
ω is exact?
PROBLEM C.2. Are there special conditions in dimension n = 4 (on the Weyl ten-
sor?) assuring that a contracting, compact, Ricci soliton is trivial?
PROBLEM C.3. Are there counterexamples in dimension n = 5?
PROBLEM C.4. The sectional curvatures of a compact, NONtrivial, contracting Ricci
soliton can be all positive (nonnegative)?
PROBLEM C.5. What are in general the properties of compact, NONtrivial, con-
tracting Ricci solitons?
See Derdzinski [11], Ferna´ndez–Lo´pez and Garcı´a–Rı´o [15].
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