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Abstract
In this thesis, we use analytical and numerical methods to shed light on the inter-
play between disorder and interactions in discorded systems. We investigate existence
of replica off-diagonal solutions in the field-theoretical description of Majorana version
of Sachdev-Ye-Kitaev (SYK) model. We conclude that all our numerical results are in a
quantitative agreement with the theory based on the replica-diagonal saddle point plus
Schwarzian and massive Gaussian fluctuations, which indicate a non-Fermi liquid phase
rather than glassy phase in SYK. Besides the Majorana version of SYK model, We also
investigate a possibility of having a superconducting off-diagonal long-range order and
a pseudogap phase in SYK model with spin-1/2 fermions attracted by Hubbard interac-
tion. We figure out the SYK + Hubbard model is approaching a certain generalization
of the integrable Richardson model at large Hubbard term and exists a quantum phase
transition described by synchronization effect in a quantum version of the Kuramoto
model at small Hubbard term. The thesis also include the investigation of localization-
delocalization transition in SYK4 + SYK2 model, and a non-ergodic extend phase could
be found in certain parameter space. This indicate two extensive states in Hilbert space
of SYK4 + SYK2 model, are not necessarily have level repulsion with each, which is sim-
ilar to the case of single-particle Anderson transition on a Cayley tree lattice. At last, we
demonstrate our attempt to the diabatic iterative version of the quantum optimization,
with an addition reference Hamiltonian during annealing process. By choosing certain
optimal trajectory in phase space, in one iteration of a four-stage annealing protocol,
one may search a better solution compare to previous inputted ansatz (i.e. reference
state) within power-law rather than exponentially long time with a high probability.
This algorithm may overcome the issue of the exponentially small gap at the end of the
annealing procedure of the standard “forward” quantum annealing due to many-body
localization effect, and find out an outcome of the optimization problem with desired
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Disorder is everywhere. Disorder effects may show up in a condensed matter material
in physics lab which ruin the result one expect compared to clean samples, or in an
optimization problem struggle by a traveling salesman, or even a black hole which is far
away from our daily life. The main point of this thesis is to offer idealized models and
possible method/solutions to settle the issue when disorder appears.
The most profound and useful model in disordered kingdom is however constructed
by the simplest way one can imagine, just grabbing plenty of random numbers and
organize them into a 2-dimensional array (or say matrix). This seemingly naive structure
surprisingly present almost all the information we need in a hidden manner. The first
example to show the power of random matrices in physics world is presented by Wigner
who settle the problem of the great complexity in nuclei (late 1950s, see collection in
Ref. [1]) . Without solving any complicated Schrodinger equations one may expect which
construted by orbitals or spins, Wigner simply diagonalize a 2 by 2 random matrix and
argue that the spectrum in a complicated nuclei would share the similar properties as
that 2 by 2 random matrix. After that, physicist start to construct more sophisticated
versions of random matrices, and develop the formal theory of random matrix theory
(RMT). Many interesting observation was made, and one of the interesting one is the
universal symmetry class [2]. By putting different types of number (real or complex,
or even quaternion) into the matrix, one may found the strength of the level repulsion
1
2
differs qualitatively, which lead to a visualized check to the underlining symmetry of
the random systems.
Few years later, physicists start to divert their attention from nuclei physics (which
are concentrated area due to the transparent usage of the nuclear at those days) to more
daily life style physics, solid physics (or more general condensed matters). Around the
early days of the invention of the quantum mechanics, Bloch understand that, the elec-
trons in lattice would not be scattered, as long as the lattice structure is perfectly
organized, until there are impurities/disorder in lattice to let the electron detour. Nev-
ertheless, though existing the disorder effect to obstruct electron from moving forward,
people believe the electron should maintain its exploration wherever it wants inside the
material. In other words, the disordered electronic systems should still be in the metal
phase and have no chance to become a insulator, which is the situation that the electrons
are stuck at very limited region. P. W. Anderson (1958, in Ref. [3]), use a toy model
which is nothing different from another 2 by 2 matrix, argued that if one has strong ran-
domness for the on-site energy as diagonal part of the random matrix with the hopping
energy between different sites as off-diagonal part relatively weak, the electron could be
localized on one of the impurity and the system should be regard as an insulator. The
metal-insulator transition may be translated into delocalization-localization transition,
which open a era for new types of transition may beyond the Landau paradigm.
The concept of delocalization-localization transition, though originally proposed and
worked out in single-particle electronic system, could be expand to the context with
strongly interacting systems, i.e. many-body systems. People start to realize, that
one of the common material in daily life, the glass, could be interpreted as a type
of many-body localized material. In the sense, that the glassy systems are always
stuck/localized in one of the meta-stables among exponentially many of them. Similar
to the disordered electronic system that electrons can be localized at one of the site
among full lattice rather than explore the whole lattice space, the glass is localized in
the Hilbert space lattice and cannot explore the whole Hilbert space. This coincide with
the notion of lack of thermalization/ergodicity. For the quantitative investigations of
the glassy systems, physicists found the systems consists spins forms good playground
to deal with analytic analysis. Sherrington-Kirkpatrick (SK) model (1975, in Ref. [4]), a
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canonical example of spin-glass, has simplest random spin-spin coupling, while the out-
coming results of the SK is fruitful. To analytically calculate the physical quantities
of the Sherrington-Kirkpatrick model, people invent the replica trick to replicate the
partition function, and argue the equivalent replicas (replica symmetric) indicate de-
localized phase while inequality between replicas (replica symmetry breaking) indicate
the exsistance of multiple meta-stables and the system would be localized at one of the
meta-stables. Sherrington-Kirkpatrick is replica symmetric at high temperature, while
the replica symmetry is broken at low temperature. So the common sense of melting
glass to fluid could be now interpreted as localization-delocalization transition, and the
replica structure would be serve as the order parameter to distinguish between glass and
fluid. At the same time, this theoretical machinery, i.e. replica field theory, becomes a
strong tool to investigate different types of disordered systems.
Additional to the Sherrington-Kirkpatrick model, many other spin models were pro-
posed to explore the nature of spin-glass. Sachdev and Ye (1993, in Ref. [5]) also join
in the trend of tourism and describe the so-called Sachdev-Ye (SY) model. Contrary to
initial suspicious, the Sachdev-Ye model, though have very similar appearance compare
to Sherrington-Kirkpatrick model in its Hamiltonian, people found that there may not
have a glassy phase. This might become the reason why the SY model was not heavily
mentioned in the literature at those days. Until very recent (2015, in Ref. [6]), Kitaev re-
discovered the same model in terms of fermionic degrees of freedom, arguing this model
itself is (dual to) a black hole and make the model popular again with a new name:
Sachdev-Ye-kitaev (SYK) model. This SYK model, in some sense, can be regard as a
structured random matrix, because the level statistics for the nearest neighbor ordered
in energy shares the same type with the RMT which classified by the same symmetry
classes. This resembled feature in RMT in the smallest energy scale (or the longest time
scale), is the defining signature of quantum chaos. What’s more interesting is that, at
a short time scale, SYK shows its strongest ability to scramble the information, i.e. the
system would forgot where it comes from with fastest speed with only tiny perturbation,
just like the butterfly effect. So this toy model characterize the type of the most chaotic
stuff in the universe, and would prefer delocalize itself in any time scale. This model
also present us the playground to study the localization-delocalization transition and
would become useful when one wants to “melt” something.
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Apart from the quantum chaotic nature as we discussed, SYK is a strange metal.
One should be careful strange metal here is a terminology rather than oral English.
It is a metal/fluid rather than a glass or insulator, in the sense it is a gapless system
without replica symmetry breaking. It is strange in the sense that it differs from a
Fermi-liquid type of metal, where excitation are quasi-particles. This feature reminds
people of the metal phase in the high-temperature superconductivity. At certain doping
regime of the high-Tc superconductivity, metal state at intermediate energy scale has
linear-temperature dependence rather than quadratic, which is caused by the lack of
notion of quasi-particle excitations. Though with a unrealistic disordered Hamiltonian,
mean-field theory of SYK started to be used as paradigm to treat strange metal (i.e.
non-Fermi liquid) phase in superconductivity, and there are lots of fruitful results to
shed light on high-Tc problem.
On the other side of the world, disordered systems can be mapped to an optimization
problem one may care about in daily life. Combinatorial optimization can be regard
as a topic that consists of finding an optimal object (i.e. spin-configuration in spin-
type Hamiltonian language) among all objects which lead to the least cost. The cost is
equivalent to the energy (Hamiltonian) of the problem, which one may want to minimize,
i.e. finding the ground state (GS) of the Hamiltonian. Unfortunately, many important
combinatorial optimization problems, are mapped to Hamiltonians which establish a
spin-glass phase. This means finding the ground state is a tremendously hard job,
since with high probability, one would search a solution which stuck around meta-stable
(i.e. local minimum) states of the problem. In order to fix the problem of localization
at wrong solutions, people provide the quantum fluctuation in order to hop the state
from one local minimum to another. This is the idea of quantum annealing (1998, in
Ref. [7]) in optimization problem. There are many different types of quantum annealing
protocols which may do the job, and the understanding of the validity of these protocols
may heavily rely on the knowledge of localization-delocalization transition.
1.2 Dissertation Structure
This dissertation will focus on these disordered system, and be ordered in following
manner
5
• In Chapter 2, we introduce two important toy models in the disorder kingdom:
random matrix theory and Sachdev-Ye-Kitaev model. The visualizable feature of
them are the Wigner-Dyson level statistics in their eigen-energies, which indicate
their quantum chaotic nature. We also briefly demonstrate how replica field theory
could be established in these two contexts, and study the preliminary aspects of
the replica structure. Only replica diagonal and symmetric solutions are studied
in this chapter.
• In Chapter 3, we dig more into the replica structure of the SYK model. The
mean-field solutions and fluctuation around the mean-field are studied, with more
sophisticated replica structure. Both analytical and numerical results are present
to verify different scenarios one may encountered, i.e. replica-diagonal vs replica-
off-diagonal calculations. This chapter is mainly constructed according to the
published work [8]: H. Wang, D. Bagrets, A. L. Chudnovskiy, and A. Kamenev,
On the replica structure of Sachdev-Ye-Kitaev model, J. High Energy Phys. 09
(2019) 057.
• In Chapter 4, with the knowledge of the dominance of replica diagonal solu-
tion established in Chapter 3, we discuss how to construct superconductivity
on top of the strange metal (i.e. non-Fermi liquid) phase of the SYK. A re-
semble picture compare to real world high-Tc superconductivity could be found
in the SYK-superconductor models. This chapter is mainly constructed accord-
ing to the published work [9]: H. Wang, A. L. Chudnovskiy, A. Gorsky, and A.
Kamenev, Sachdev-Ye-Kitaev superconductivity: Quantum Kuramoto and gener-
alized Richardson models, Phys. Rev. Research 2, 033025 (2020).
• In Chapter 5, we focus on the possible glass phases in disorder systems and discuss
the melting process of glass which could be interpreted as many-body localization-
delocalization transition. We also discuss the application of the spin-glass systems
in optimization problem. An iterative version of quantum annealing protocol with
a reference Hamiltonian was proposed in this chapter, where each iteration of the
protocol will lead a better solution compare to previous inputted solution/ansatz
within only power-law long time. The chapter is partially based on unpublished
work collaborated with Hsiu-Chung Yeh and A. Kamenev.
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In this chapter, Two important toy models which involve quenched randomness would be
discussed and service as main characters throughout the thesis. In contrast to thermal
or quantum fluctuations, quenched randomness are the “frozen” disorder, and does not
change on the time scale we care about.
The most widely used toy model to characterize disordered system is the random
matrix theory (RMT). One of its earliest usage is from nuclear physics. Due to the
hardness in solving the wavefunction and analysis the property in nuclei, Wigner invent
a coarse graining point of view, namely regarding strong interaction between the orbitals
of the nuclei that the system could be representing by a random Hamiltonian [10].
Surprisingly, though the randomness and roughness in the presence of the Hamiltonian,
there is a high precision in predicting the statistics of eigenvalues and eigenfunctions
of those complex many–body quantum systems. On side of the physics world involves
condensed matter, RMT treatment was introduced by Anderson in study the disordered
metals, especially for the aspect of the localization transition [3]. Later, people open
the new era for the study of the many-body physics of the disordered metal under this
construction. To be concrete, let’s consider a disordered metal, with electrons hopping
7
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where i, j can be recognized as the sites on lattice, and the hopping from i to j should
be nearest neighbor in a realistic set-up. More abstractly (i.e. do not limit yourself in
the 3d real space), these i, j can be regarded as any orbital you want to describe and
the interaction between i, j can be randomly chosen. If we allow all to all interaction









tN1 tN2 ... tNN
 (2.2)
This can be regard as the “first quantized” version of the quantum mechanics in orbital
basis. If one have a powerful computer which let you find all eigenvalues and eigenfunc-
tions of Eq. (2.2), one basically got all the information of the single particle electron
spectrum. One can study many different aspects of the physics (say single particle An-
derson transition and quantum chaos). Under the investigation of RMT, people start
to realize that one may define the concept of quantum chaos with help of the RMT.
If the systems have the similar statistics in eigenvalues and eigenfunctions to RMT, it
could be defined as a chaotic system at quantum level, even the system may not have
classical counterpart. We will discuss the details of RMT in Sec. 2.1.
Recently, a new type of “random matrices” called Sachdev-Ye-Kitaev (SYK) model
becomes the focus of physicists’ attention. It could be regard as a many-body version
of the random matrices. SYK model consists 4-point (or higher-point) interactions









It is seeming a naive upgrade from single particle random matrix (2-point interaction)
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to a many-body random matrix (4-point interaction), but actually SYK has many fancy
properties compare to standard RMT. People find (a) SYK is a metal but a strange
metal (i.e. non-Fermi liquid). (b) Though different from RMT at short time scale, SYK
will be thermalized at long time and mimic the behavior of RMT. This indicate SYK
as a many-body version of quantum chaos. (c) SYK has the fastest scrambling rate at
short time regime. (d) SYK is dual to certain gravity theory, i.e. looks like a black hole
at finite temperature. We will have more detailed introduction for the SYK in Sec. 2.2.
In order to investigate these types of quantum chaotic systems, I will present some
basic knowledge treating the RMT and SYK, both analytically and numerically.
2.1 Random matrix theory (RMT)
We are interested in the spectral properties of the random N × N Hermitian Hamil-
tonians HRMT = {Hij}, with entry Hij are random variables. The probability for one
specific realization of H to show up is following the Gaussian distribution







Once one generate a random instance of H, the eigenvalue and eigenfunctions can be
found by a brute force exact diagonalization procedure. Nowadays, people can deal
with the matrix size around 220 × 220 to find all the eigenvalue and eigenfunctions. For
different symmetry of the Hamiltonian, one may find different level statistics. And very
strong level repulsion at smallest energy difference scale is observed. We will discuss
these information in Sec. 2.1.1.
Besides viewing the Hamiltonian as a random matrix and diagonalizing it directly,
physicists also invent the field theory treatment to solve it and find similar result com-
pare to experiments. We will discuss this treatment in Sec. 2.1.2.
2.1.1 Level repulsion and level statistics
Let’s first focus on the statistics of the eigen-energies. If we randomly generate a matrix,
which only have diagonal part as diag{ε1, ε2, ..., εN}, i.e. all off-diagonal part is zero.
We understand that these {εi}’s are the eigen-energies without any correlations. We
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can order these energies from smallest to largest and call them diag{E1, E2, ..., EN},
and calculate the distribution of nearest neighbor level space, i.e. P (s), where s picked
from the list {E2 − E1, E3 − E2, ..., EN − EN1}. One can find the Poisson distribution
P (s) = exp(−s) (2.5)
That means smaller s, more probable it will. There is no forbidden for two eigen-energies
to sit on top of each other, as long as there is no off-diagonal term in Hamiltonian.
One the other hand, the RMT do have strong off-diagonal term in its Hamiltonian.
As a consequence, the levels will repel with each other, so P (s → 0) → 0. In order to
understand the physical origin of the level repulsion, let us consider a situation where
occasionally two levels are very close to each other ∆E = |E1 − E2|  ∆, where ∆ is
the mean level separation. To sack the life from complexity, it is enough to consider





where ε1, ε2 are two diagonal matrix element, which are two unperturbed orbital basis
energy, while V is the interaction/hopping between them. Then the eigen-energies of





ε1 + ε2 ∓
√
(ε1 − ε2)2 + |V |2
)
(2.7)
Then the nearest neighbor level space s, should follow the distribution
P (s) =
∫




(ε1 − ε2)2 + |V |2
)
(2.8)
where the integration measure of V has two different scenario: (1) real value of V . the
random matrix is orthogonal (GOE). label the case with β = 1 (2) complex value of V .
the random matrix is unitary (GUE). label the case with β = 2. To be specific
DV =
dV H is real, GOE, β = 1dReV d ImV H is complex, GUE, β = 2 (2.9)
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Calculate Eq. (2.8) with this two choice of measure, one can immediately find the
distribution of he nearest neighbor level space for GOE and GUE type:





where # is a positive number that is irrelevant in our discussion. We can see that
P (s → 0) → 0 which is the indication of the level repulsion, and different scaling
P (s → 0) → sβ can identify different symmetry of the Hamiltonian. Though here we
only use a 2 × 2 matrix to demonstrate these concept, truth be told that for larger
system size, the result of Eq. (2.10) didn’t change qualitatively (Wigner surmise), and
the distribution is called Wigner-Dyson statistics [2].
Fig. 2.1.1 (a) shows the real life experiment of nuclear eigen-energy level statistics. It
shows that the nuclear system can be well approximate by a random matrix Hamiltonian
of GOE type. Fig. 2.1.1 (b) shows the P (s) for different symmetry class, i.e. GOE, GUE
and GSE. The GSE is the case where the interaction V ’s are Quaternions, or equally
well as a 2× 2 matrix as if it has internal spin degrees of freedom.
Figure 2.1: (a) Nearest neighbor spacing distribution for the “Nuclear Data Ensemble”.
Taken from Ref. [11]. (b) Distribution of the ratio of consecutive level spacings for
Poisson and RMT ensembles. Taken from Ref. [12].
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2.1.2 Field theory treatment and replica structure.
In this section, we will introduce one of the standard field theory treatments in the
random matrix set-up, that is the replica field theory in RMT.
As we will see in this section, many important direct observable quantities (density
of state, level statistics, etc.) would have close relationship to the correlation functions,
which may be calculated by the machinery of the field theory. Now we would like to
view the Hamiltonian H of the random matrix as “first quantized” version of quantum












where E refers to the single particle energy, and 〈···〉dis =
∫
DHRMT P (HRMT)(···) means












where one define the partition function Z(E) = det(E −HRMT) for one realization of
H. One need to average logZ or its derivative ∂Z/∂EZ over disorder realizations to get
meaningful quantities such as free-energy or density of states. But general speaking, it
is very hard to average logZ or ∂Z/∂EZ . Physicists so far have invent three intelligent
way to solve the problem: the supersymmetry approach, the Keldysh technique, and
the replica trick. Here we will focus on the replica trick and this method is unreasonably
useful in many disordered system especially in RMT and glass system.










Here n should be a infinitesimal value. While in practice (i.e. for physicists) one choose
n to be a integer value and do almost every calculation in integer n with an analytical
expression. Until the special step of the calculation, set n→ 0. This is the reason why n
is called replicas, because one evaluate the n replicas of Z times together as Z ·Z · · ·Z.
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This procedure is far from rigorous but can produce accurate prediction compare to


















decomposed the replicated partition function Z(n) by n bosonic fields φai using Gaussian
integral, where a = 1, 2, ..., n. And since it is replicated version, the formula can be easily













































Now we got a field theory with static bosonic field. One can define the static order









The physical meaning of the order parameter Q will be illustrated later. It will be the
main character in the replica field theory, and its structure could be very fuzzy and
indicating the existence of glass phase for certain scenario. Go back to the calculation

































Q2 −QP + logP)
]
, (2.21)
where the matrix Q and its conjugate matrix P are the effective degrees of freedom of
the theory. Notice that both Q and P are both bosonic matrix field, with a large N
sitting at the action, one can calculate the quantities with saddle point approximation.
So at the mean-field level, one notice that P is the inverse matrix of Q by solving the
saddle point equation of the action, i.e. Qab = (P−1)ab. And one can define a replicated
free energy density at mean-field level
f (n)(Q) = Tr(EQ− 1
2
Q2 − logQ), (2.22)










Now we should take care the (replica) structure of the Qab and make some ansatz to
proceed. In general, Qab could be a very complicated matrix even at mean-field level.
We will see cases in the Sachdev-Ye-Kitaev model and Sherrington-Kirkpatrick model in
the following sections. For now, we just take the knowledge, if we only want to calculate
the shape of the density of states in RMT at large N , a replica symmetric ansatz of
matrix Q should be enough. The term “replica symmetric”, means every off-diagonal
matrix element of the matrix Q are equivalent, no matter what replica a you comes
from. With this assumption, we set the replica symmetric ansatz on the form of the
saddle point solution:
Qab = qδab + p(1− δab), (2.24)
where q and p are the parametrization of the matrix Q on diagonal and off-diagonal
15






E − q − 1




















, p∗ = 0 (2.27)
We evaluate the free energy density and the partition function in terms of q∗, and it is









f (n)(q∗) = n(Eq∗ − q∗2/2− log q∗) +O(n2) (2.29)





































4− E2 with |E| < 2
0 with |E| > 2
(2.33)
This the Wigner semicircle law. In general, one can include the 1/N fluctuation around
the saddle point, and this will generate oscillatory 1/N correction. A good reference for
the derivation in fermionic replica formalism could be found in Ref. [13]
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Actually the information of the level repulsion can be also formulated in this ma-




























The procedure to calculate the 〈Z(n)(E)Z(n′)(E′)〉dis is similar compare to previous one,
since one can just double the n replicas to n + n′ with a vector energy Ê = (E,E′).
The detailed procedure is quite complicated, and one need to properly treat replica
symmetry breaking solution to get the correct answer for the G2(E,E
′). Let me just
discuss its final result and what’s the consequence and skip the derivation.
Study the level statistics of nearest neighbor is equivalent to investigate the density-
density correlation R2(ω) = ∆
2〈ρ(E+ω/2)ρ(E−ω/2)〉c, where c refers to the connected
part of the correlation function and ∆ = 〈ρ(E)〉−1 is the level spacing at E. The
information of R2(ω) is actually fully encoded inside the 2-point correlation function
G2(E+i0
+, E′−i0+). Once one calculate the G2 in its replica form, one can immediately
get (for GUE case):






Now one calculate the number variance Σ2(ε), namely the number of levels fluctuating




















This is a non-trivial statement, saying that the fluctuation inside strip of width ε, is
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logarithmic growing. One can compare it with Poissonian level statistics, i.e. the case
without level repulsion. Then RPoisson2 (ω) = ∆ δ(ω), and Σ
Poisson
2 (ε) ∝ ε is linearly
growing. The fluctuation for Poisson type energy levels are much stronger than the
random matrices. This lack of long range strong fluctuation in energy spectrum is
called “spectral rigidity”, and people can diagnose which universality class the systems
stay in by evaluate the number variance.
2.2 Sachdev-Ye-Kitaev (SYK) model
In the introduction part of the chapter, we introduced a 4-point interacting fermionic
system as a many-body version of RMT. The earliest version of the model was introduced
by Sachdev and Ye in 1993 [5] in order to investigate the spin-glass. So the original
version has the degrees of freedom spin rather than fermion. And Sachdev and Ye
found that, though mimic the Hamiltonian of spin-glass (say Sherrington-Kirkpatrick
with higher spin), the system itself may not have the glassy phase. In 2015, Kitaev
[6] re-invent the model in language of Majorana fermions and discuss it mainly in the
duality to the gravity theory.
To be concrete, let’s use the Majorana (real-valued) fermions to be the underline
degrees of freedom of the SYK model. There should not be too much quantitative dif-
ference from its spin-less complex version except complex fermions may have charge.
The Sachdev-Ye-Kitaev (SYK) model consist of N Majorana fermions with quenched






where χi is the Majorana fermion, J is the quenched random coupling with its mean
Jijkl = 0 and variation J
2
ijkl = 3!J
2/N3. Random couplings are usually to be chosen as
Gaussian distribution for simplicity in analytical calculation.
Luckily enough, the SYK model is solvable in the large N limit at even strong
coupling limit [14, 15, 16]. We will discuss the replica theory of it and solve it at
mean-field level in Sec. 2.2.3. More detailed analysis of replica structure will leave at
Chap. 3.
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Another important feature of this model is that the model has the maximum chaos.
A numerical examination demonstrate that the many-body spectrum of the model obeys
the Wigner-Dyson statistics in a special way which depend on N [17, 18]. This is the
most conventional way to identify a quantum chaotic system as illustrated in previous
section. Translate the level statistics to its time domain (Fourier transform), one can
found that, after a so called Thouless time, which scales as logN , the system would
be have same as a certain RMT type [19, 20]. Besides the mimic RMT behavior at
extremely long time regime, people also find its chaotic nature at short time. The
speed to scramble the system, characterized by the Lyapunov exponent in the out-of-
time-correlator (OTOC)[21, 22], is maximized among all other materials at a fixing
temperature. This universal speed bound at short time regime is quite amazing, and
people are trying to understand the chaotic nature of quantum materials by connecting
the knowledge of both (short/long) time regime.
In addition to the quantum chaos, SYK model also provide the playground for
condensed matter physicists to investigate the so called strange metal[23, 24]. As will
discuss in Sec. 2.2.3, the Green’s function of the SYK do not have a simple pole, which
may indicate that this system may not have a quasi-particle description. This also
could be understand by using its many-body low energy spectrum, where the density
of states is exponentially dense rather than power law dense as Fermi liquid system.
The normal metal state build by SYK is very resemble to the normal state for the
high-Tc superconductivity. In Chapter 4, we will demonstrate a possible non-BCS type
superconductivity formulated by SYK paradigm.
2.2.1 Level statistics and symmetry
In this section, we will study the level statistics for the SYK model as we did for
standard RMT. In order to do so, we would treat the Hamiltonian of SYK back to its
“first quantized” version, by assigning the Majorana χi by its matrix representation
following the Ref. [18].
Here we only consider the number of the Majoranas N to be even number. The
reason for that is two Majoranas can combine to a real-life complex fermion and it is
a easy set-up. Odd number version can be find in Ref. [17]. Let γ
(N)
i to be the matrix
representation of χi, where subscript (N) refers to how many Majoranas we have (i.e.
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capture the dimension of the matrix). One can construct the γ matrices with higher
dimension iteratively. When N = 2, one have
γ
(2)
1 = σ1, γ
(2)
2 = σ2, γ
(2)
3 = σ3, (2.40)
where σ1, σ2, σ3 are the Pauli matrices. Assume we have got γ
(d)
i , then we define
γ
(d+2)
i = σ1 ⊗ γ
(d)
i , i = 1, ..., d+ 1
γ
(d+2)
d+2 = σ2 ⊗ 12d/2
γ
(d+2)
d+3 = σ3 ⊗ 12d/2
(2.41)
In this representation, we will see that four gamma times together which is γiγjγkγl will
be block diagonalized.










There are symmetry relation for them
C1Kγµ + (−1)N/2γµC1K = 0
C2Kγµ − (−1)N/2γµC2K = 0
(2.43)
This implies the fact that
[C1K,HSYK] = [C2K,HSYK] = 0 (2.44)
Now we can define Γ5 = i
−N/2∏N
i=1 γi, so we know that the Hamiltonian is block
diagonal. We can divide into following three different symmetry class [?].
• Orthogonal: if we have the situation C1KC2K = ±Γ5, then one can define project
operator P = 12(1 + C1KC2K). Now [C1K,P ] = 0. if (C1K)
2 = 1, it is possible
to find an H-independent basis in which H becomes real, which means the matrix
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is orthogonal.
• Symplectic: if we have the situation C1KC2K = ±Γ5 which is same as orthogonal
case. But now (C1K)
2 = −1, the Hamiltonian is self-dual quaternion up to an H
independent unitary transformation, which means the matrix is symplectic.
• Unitary: if we have the situation C1KC2K = ±iΓ5, then one can define project
operator P = 12(1± iC1KC2K). Differ from orthogonal and symplectic case, now
[C1K,P ] 6= 0, due to the existence of imaginary unit i. So there is no anti-unitary
symmetry in the matrix.
All these difference coming from the term like iN/2. Now we figure out when N has
different values, the symmetry of the block part of the Hamiltonian are different. We
understand that in “first quantized” version, the Hamiltonian of the SYK is a large
sparse matrix, with different symmetry, either to be orthogonal, unitary or symplectic.
What is interesting is that when one really diagonalize the sparse matrix, one found
the eigen-energies have the same level repulsive feature as the standard RMT (a dense
matrix). Depending on N , the system goes to the universality class of Gaussian orthog-
onal, unitary or symplectic ensemble. Here is the Table 2.1 of the universality class the
SYK belongs to with different N and the Fig. 2.2 shows the Wigner-Dyson statistics for
SYK.
N (mod 8) 0 1 2 3 4 5 6 7
level stat. GOE GOE GUE GSE GSE GSE GUE GOE
Table 2.1: The symmetries of the matrix depends on N . The level statistics can be
described by GOE, GUE or GSE.
For completeness, let’s talk about the many-body density of state of the SYK. For the
traditional non-interacting particle system with random hopping amplitude, the density
of state is given by semi-circle law. In SYK, the interaction is strong, which indicate
the spectrum will deviate from the semi-circle law. The numeric result from exact
diagonalization is shown in Fig. 2.3. Around the center of the many-body spectrum
band, the distribution is similar to Gaussian, and the band-with is scale as
√
N . The low
lying eneries (including the ground state) are scaling as N , as designed by the scaling of










Figure 2.2: (a)(b)(c) refer to the level statistics under many realizations. N = 12: GSE;
N = 14: GUE; N = 16: GOE.
Figure 2.3: (a) The many-body density of states for N = 30 for one realization. (b)
Zoom in density of states around the GS. The red curve is the fit by using the sinh
curve as theory predicted.
ρ(ε) ∝ sinh[#√ε] which will disscused in detail in Sec. 2.2.3. This exponentially small
level spacing gives us a first glance of the non-Fermi liquid states in SYK.
2.2.2 Field theory at mean-field level and the strange metal phase
In this section, we will discuss how the machinery of field theory works in SYK model. As
standard approach in path-integral construction of a fermionic field theory, one introduce
the dynamical Grassmann degrees of freedom χi(τ) in the imaginary time domain and
writing down free-energy logZ with these degrees of freedom. As a quenched disordered
system similar to RMT, the replica trick is again a good method to replacing averaging
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logZ by averaging Zn in SYK models. So we introduce replica fields χai (τ), where






































Now the disorder averaging can be easily finished by performing the Gaussian integral,







































where we use the notation of Gabτ,τ ′ , which will later be recognized as 2-point correlation
function, defined as









In this stage, we will trying to write a theory for G, which hopefully be the good
degrees of freedom to characterize the many-body phase (as Q did in RMT case). That
means we better to integrate out the original microscopic d.o.f χ, by introducing the
Lagrangian multipler Σ (which will be recognized as the self-energy later). Very similar
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Now we can integrate out χ and this lead to the Pfaffian |∂τδab + Σabτ,τ ′ |N/2 (i.e. half of
the determinate since Majorana is half of the complex fermion), we now get the partition
function 〈Z(n)〉 =
∫














In the large N limit, the properties of the model are determined by the saddle point
of the path integral over the effective fields Gabττ ′ and Σ
ab
ττ ′ . The corresponding saddle
point equations read




◦ Ĝ = −1̂, (2.56)
where 1̂ = δabδ(τ − τ ′) and Ĝ, Σ̂ is the shorthand for the matrix Gabττ ′ and Σabττ ′ .
Generically, the saddle point solution will both depend on replica structure as well as
the imaginary time evolution in a mixing way. So Eq. (2.56) is impossible to solve
analytically without certain approximation. People later figure out that, in the long
time limit, one can neglect the time-derivative term in the second equation in (2.56),
which makes the equations scale invariant and possible to solve analytically. In such a
limit, one may look for a solution in a separable form, i.e. where matrix form in replica
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and time spaces separates as:
Ĝ = gabGτ,τ ′ , Σ̂ = σ
abΣτ,τ ′ . (2.57)
Here Gτ ′τ and Στ ′τ would be the time-dependent part which will be discussed in detail
in this section, while time-independent symmetric n×n matrices g and σ would be our





, σ · g = 1. (2.58)
Apparently, there is a simple replica-diagonal solution for time-independent part, i.e.
gab = δab and σab = δab. This is the standard conjecture appears in Ref. [15, 16, 25, 26,
27], which looking for a replica-diagonal saddle point solution of the form Ĝ = δabGττ ′
and correspondingly Σ̂ = δabΣττ ′ . Let us emphasize that, although we call such a choice
replica-diagonal, fluctuations around the replica-diagonal saddle may and should include
replica-off-diagonal components δGabττ ′ . We discuss them in detail in Appendix ??.
Now let’s focus on the time-dependent structure, and the solution in time-domain
is power law decay at zero temperature as
Gτ,τ ′ = −
J−1/2
(4π)1/4
sgn(τ − τ ′)
|τ − τ ′|1/2 ; Στ,τ ′ = −
J1/2
(4π)3/4
sgn(τ − τ ′)
|τ − τ ′|3/2 (2.59)











The proportionality Σ ∼ |Jε|1/2 indeed justifies omission of ∂τ → −iε in the trace of
the logarithm, as long as ε  J . And proportionality G ∼ |Jε|−1/2 tells use, the 1-
point Green’s function do not have a simple pole. This means even the system can
be considered as metal (replica-diagonal solution means metal/fluid phase), it cannot
become a Fermi-liquid. This is because, even one define the quasi-particle life time as
the inverse proportional to the self-energy Σ, the decay from a quasi-particle to the
continuum happens much before that the system can oscillate itself one cycle as a wave-
package, i.e. τquasi-particle ∝ 1/Σω ∼ |Jω|−1/2  1/ω. This contradict to the definition
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of quasi-particle excitation which should preserve for long time. This is why people
called SYK metal as strange metal (or non-Fermi liquid).
2.2.3 Fluctuation around mean-field and reparameterization soft mode
We now turn to the discussion of fluctuations around the above mean-field configuration.
Driving away from the replica-diagonal configurations is one of the possible fluctuations
that may modify the dynamical behavior of SYK. We will leave the details of considering
this type of fluctuation in Chapter 3, and it turns out in the strange metal phase, the
fluctuation due to replica structure is less important compare to the one which we
present in this section.
This dominate fluctuation comes from the hidden symmetry of the saddle point
equation, and was first recognized in Refs [6, 28]. They noticed that Eq. (2.59) is only
one of the solutions of saddle point equations (2.56) in conformal limit, where conformal
limit means ∂τ → 0 and the system at this stage is conformally invariant. More precisely,
any time-reparameterization transformation τ → f(τ) in diffeomorphism group Diff(R),
will preserve the solution G(τ)→ G(f(τ)) be one of the saddle point solutions, i.e. the
value of the action didn’t change S[G(τ),Σ(τ)] = S[G(f(τ)),Σ(f(τ))].
This reparameterization of time from τ to any other arbitrary monotonic differen-
tiable function f(τ), is the root of the soft mode around the mean-field saddle, and
indicating a spontaneously broken scenario. When calculate fluctuation around the
saddle, one should carefully collect all possible f(τ) as new degrees of freedom for the
fluctuating field theory. Apart from the reparameterization symmetry makes action




, AD −BC = 1 (2.61)
which is SL(2,R) group. This indicate that any transformation function f(τ) one choose
to be located inside SL(2,R) group, becomes a zero mode and will not cost action chang-
ing even you put temporal fluctuation ∂τ back into action. So now we state that, the soft
fluctuation around the replica-diagonal saddle point is dominate by reparameterization
symmetry of time f(τ), which lives in the coset space Diff(R)/SL(2,R), see Fig.2.4. In
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other words, the field theory of soft mode for replica-diagonal part is
Z(n=1)(β) =
∫





Figure 2.4: (a) Cartoon for the saddle point manifold in conformal limit. The red arrow
pin point a saddle point solution Eq. with f(τ) = τ , any SL(2,R) transformation of this
red arrow will not change it. Blue arrow refers to another choice of reparameterization
function f . The have the degenerate saddle point action. Any movement from one
solution (say red arrow) to another one (say blue arrow) will cost zero energy (Zero
mode). (b) ∂τ will lift the degenerate. So there is a true ground state and any deviation
from it will cost ∂τ , in long time limit, it is soft.
Now we need to construct the action for f(τ). We understand that the following G
and Σ which reparameterized by f(τ)
Gτ,τ ′ = −
J−1/2
(4π)1/4
f ′(τ)1/4f ′(τ ′)1/4
|f(τ)− f(τ ′)|1/2 sgn(f(τ)− f(τ
′)) (2.63)
Στ,τ ′ = −
J1/2
(4π)3/4
f ′(τ)3/4f ′(τ ′)3/4
|f(τ)− f(τ ′)|3/2 sgn(f(τ)− f(τ
′)) (2.64)
should still be the saddle point solutions in the conformal limit. We need now deviate
our theory from conformal limit ∂τ = 0 to the near conformal limit ∂τ  J and to see
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how f(τ) will lift the degeneracy. Measuring the lifting action around the saddle point











f ′(τ)3/2f ′(τ ′)3/2
|f(τ)− f(τ ′)|3
(2.65)
where we use the saddle relation Σ−1 = −G (be careful it is a matrix identity in
τ, τ ′ space) and only keep the second order of ∂τ in the second line since only long
time limit are concerned. The action S[f ] is non-local. In Ref. [16], the author argue
that the integral kernel is ω2 log(J/|ω|) in frequency domain with Fourier conjugation
f(τ) = t → ω. Since we can only care about the long time behavior where ω  J ,
so this kernel in frequency domain will be mainly controlled by ω2. One can define
frequency scale that cut logarithm at ω = Λ, that the kernel would be regularized as
ω2 log(J/Λ). The cut-off Λ should be understood self-consistently, where Λ < ω < J ,
the theory goes back to mean-field result i.e. Gτ,τ ′ ∼ 1/|τ − τ ′|1/2, while ω < Λ we got
a new Gτ,τ ′ dependence that dominated by reparameterization fluctuations. Using the












where the pre-factor M ∝ N/J log(J/Λ). In Ref. [29], there is another way to get the
effective action, by considering the symmetry of the action. We understand that under
the SL(2,R) group transformation, the saddle solution of Eq. (2.56) is invariant, which
means the effective action for the fluctuation coming from f(τ) ∈ SL(2,R) should be
vanished, i.e. S[f(τ) ∈ SL(2,R)] = 0. The lowest order in derivatives that vanishes for
the global SL(2,R) transformation is nothing but the Schwarzian action
S[f ] = −M
∫
dτ Sch(f, τ) (2.67)












One can check that Eq.(2.66) are equivalent to Eq.(2.67) up to a boundary term.
Now with the effective theory of fluctuation field f(τ), we are in the stage to calculate
physical quantities that one may care about in experiment (e.g. density of states, 2-
point correlation function). And the same time, don’t forget we left the energy cut-off
of the theory Λ to be determined. Without tolerant with cumbersome calculation, we
refer the details of calculation to the Ref. [16, 30] and just state the idea and results




the author find that the Schwarzian theory can be mapped to Liouville Quantum Me-






In the Chapter 3, we will use the same technique to deal with the Schwarzian theory
with non-trivial replica structure. One can calculate the “measurable” replica-diagonal
2-point correlation function






One need be careful its difference from the replicated version Eq. (2.50), which is not
a measurable quantities unless your are in the glass phase. In glassy system (e.g.
Sherrington-Kirkpatrick model which discussed in the last chapter), one can have differ-
ent local minimum energy states which are metastable compare to the true ground state
of the system. One now can assign replica indices on different local minimum states
and measure the replica off-diagonal correlation functions. We will discuss the replica
off-diagonal correlation functions could probability be detected by non-local correlation
functions which demonstrate in Chapter 3.
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Now go back to the calculation of replica-diagonal in Eq. (2.71)










































































which is nothing but solving quantum mechanical system with a mass M particle driving
by potential αeφ at position φ. Skip the details of solving the Quantum Liouville model,




|τ |1/2 for |τ | M
M
|τ |3/2 for |τ | M
(2.78)
Now we understand that the cut-off in frequency space ω ' Λ is nothing but the inverse
of the separation of time scale τ 'M , i.e. Λ ' 1/M . Recall that the M ∝ N/J log(J/Λ)
and solve it self-consistently, we can have
M ≈ N logN
J
, Λ ≈ J
N logN
(2.79)
The numerical data to verify the statement of Eq. (2.78) is shown in Fig. 2.2.3 for
N = 32 case. Its time-decay exhibits two qualitatively different regimes. At short times
(1 . τ . 10 in units of 1/J) the correlation function decays as τ−1/2. This behavior
corresponds to a saddle point solution, Eq. (3.1). At longer times, for 10 . τ . 100,
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the time decay changes to τ−3/2. Such a behavior signals the dominant effect of soft












Figure 2.5: (a) Numerical results for 〈G(τ, 0)〉dis at N = 32 averaged over 30 realizations
(Log-Log plot). At short time, it decays with power −1/2, while at long time it decays
with power −3/2.
In addition to the correlation function, the many-body density of states can be
also evaluated under this construction. By calculate the partition function Z(β) in fi-
nite temperature (unfortunately the finite temperature technique is not discussed in
this thesis, one can check Ref. [30]), they can inverse Laplace transform the rela-
tion Z(β) =
∫
dε ρ(ε) exp(−βε) and obtain ρ(ε). At low energy, the density of state
ρ(ε) ∝ sinh[2π
√
2Mε][30, 31]. The comparison between the theoretical prediction and
the numeric result would be shown in Fig. 2.3(b).
Chapter 3
Replica structure in SYK
As we discussed in Chapter 2, SYK model are represented by interacting Majorana
fermions with quenched random matrix elements and naturally admits a description in
terms of a replica field theory [32]. The structure of this theory in the replica space
has important bearings on all aspects and applications of the SYK-like models. In
particular, an existence and properties of a glass phase is most naturally discussed in
terms of the replica symmetry breaking (RSB). Indeed, RSB was first introduced by
Parisi [33, 34] to describe glass transition in the Sherrington-Kirkpatrick model [4]. The
existence of the glass phase in SYK and similar models is a subject of intense discussions
since the very introduction of the model [5, 35, 36, 37, 38]. A recent discussion, Ref. [39],
came on the side of the absence of the glass phase.
Non-trivial replica structures, associated with some form of RSB, were discussed
in many other fields of the statistical physics. Most relevant to the present context
are replica studies of the random matrix theory. The latter may be classified as SYK2
model as opposed to SYK4. The corresponding replica field theory of SYK2 is known
as non-linear sigma model. Its long time (i.e. small energy) correlation functions were
understood in terms of the broken replica symmetry [13, 40, 41, 42, 43]. To some
extent these studies mirror Altshuler-Andreev description [44] in terms of the broken
supersymmetry. The important point is that RSB is only noticeable on the time scale
associated with the inverse level spacing (Heisenberg time) and practically does not
have consequences at shorter times.
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It was recently suggested [45] that non-trivial replica structure (i.e. replica non-
diagonal saddle point) may be responsible for the behavior of the structure factor of
SYK4 model at a time scale parametrically shorter than the Heisenberg time. Another
recent study [46] discusses thermodynamic relevance of the replica off-diagonal saddle
points in SYK model.
The goal of this chapter is to investigate possible signatures of RSB and replica off-
diagonal saddles on the behavior of correlation functions at moderately long times. By
those we understand time scales longer than τ > N/J , yet shorter than the Heisenberg
time (i.e. inverse many-body level spacing). The correlation functions considered in this
chapter are motivated by mesoscopic physics [47], where one is interested in quench dis-
order averages of higher moments of certain quantum observables. (One may also look
for an entire probability distribution function of a given observable over quench disorder
realizations.) Here we show that the corresponding correlation functions exhibit qual-
itatively distinct behavior being calculated on replica diagonal vs. replica off-diagonal
saddle points. The difference stems from the ways the corresponding saddle points break
the reparameterization symmetry [6, 14] of the model. The distinct patterns of the sym-
metry breaking are reflected in the structure of the low-energy (Schwarzian) action. We
found that in case of replica-diagonal saddle points the latter consists of n (number
of replica) independent Schwarzians. However, for a generic replica off-diagonal saddle
point there is only one Schwarzian degree of freedom, while the remaining n− 1 acquire
a stiffer action. These observations translate into a different behavior of correlation
functions at moderately long times.
We then perform a detailed comparison of our analytical expectations with numerical
simulations of N ≤ 32 SYK4 model. Our simulations use exact diagonalization and
exact matrix elements to evaluate corresponding “mesoscopic” correlation functions.
We consider p-th moments, p = 1, . . . , 5, of both site-local and site-non-local two-point
correlation functions. The comparison shows no evidence for contributions from replica
off-diagonal saddles. On the contrary, all the data may be quantitatively accounted
for by the theory based on replica diagonal saddle point along with reparameterization
fluctuations and massive Gaussian fluctuations around it. The massive fluctuations,
which include replica off-diagonal components, must be retained to account for small
site non-local correlations.
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In Sec. 3.1, we discuss soft reparameterization modes and how their action is dif-
ferent between replica diagonal and replica off-diagonal saddle point configurations.
In Sec. 3.2.1, we discuss consequences of these differences for the long-time behavior of
mesoscopic correlation functions. We put these differences to numerical test in Sec. 3.2.2.
In Sec. 3.2.3, the similar program is implemented to a different family of mesoscopic
correlation functions - those with site non-local correlations.
3.1 More on replica structure and reparameterization fluc-
tuations
In Chapter 2, we demonstrate how the SYK model represented by interacting Majorana
fermions can be fomulated in replica field theory. At the conformal limit, we have saddle
point solution which can be separated in diagonal time-dependent part and off-diagonal
time-independent as following (i.e. Eq. (2.57) in previous chapter):
Ĝ = −g J
−1/2
(4π)1/4
sgn(τ − τ ′)
|τ − τ ′|1/2 , Σ̂ = −σ
J1/2
(4π)3/4
sgn(τ − τ ′)
|τ − τ ′|3/2 , (3.1)





, σ · g = 1. (3.2)
The n × n, where n is number of replica, matrix equations (3.2) admit a wealth
of both diagonal and off-diagonal solutions. It is thus necessary to spell out selection
criteria on which of these solutions should be taken into account and why. The most
natural of such criteria seems to be a requirement of having a minimal action (i.e. free
energy). In particular one may ask if the widely accepted choice g = σ = δab indeed
has the smallest action. In Appendix A.1 we show that one can find a discrete set of
solutions of the form
gab = g̃δab + g(1− δab), (3.3)
where g̃ and g are n-dependent complex numbers. Moreover, in the n → 0 limit the
(real part of) corresponding action is smaller than that on the diagonal (i.e. g̃ = 1,
g = 0) solution. Similar conclusions were recently reached in Ref. [46]. The question
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thus arises whether these (or others) replica-off-diagonal solutions are indeed relevant
for the physics of the model.
This question is farther complicated by the fact that besides the saddle point action
one needs to evaluate fluctuation determinants and perform summation over the set
replica-off-diagonal saddles for any desired observable. Since we do not know how to
perform this program in general, we seek for generic signatures, which help to distinguish
between diagonal and off-diagonal solutions. Below we argue that long time behavior of
certain correlation functions serves as a sensitive test for the presence of the off-diagonal
components. To argue why this is indeed the case one needs to consider a structure
of soft-mode fluctuations around diagonal and off-diagonal solutions. For the confor-
mal solutions of the form Eq. (3.1) such soft modes are given by reparameterization
fluctuations [6, 15, 16, 25, 26, 27].
In the conformal limit (i.e. neglecting ∂τ term) the action (2.55) and the saddle point
equations Eqs. (2.56), are invariant under the time reparametrization transformations
Gab(τ1, τ2)→ [f ′a(τ1)]1/4Gab(fa(τ1), fb(τ2))[f ′b(τ2)]1/4, (3.4)
Σab(τ1, τ2)→ [f ′a(τ1)]3/4Σab(fa(τ1), fb(τ2))[f ′b(τ2)]3/4, (3.5)
where Gab(τ1, τ2) and Σ
ab(τ1, τ2) are conformal solutions (3.1). Here fa(τ) with a =
1, . . . n is a replica-specific reparametrization transformation. This defines the symmetry
group G of the action (2.55) in the infra-red limit, G = ⊗na=1Diff(R), where Diff(R)
denotes the diffeomorphism group of time axis. The product over replicas reflects the
fact that reparametrization transformations can be chosen independently in different
replicas, i.e. fa(τ) 6= fb(τ). The symmetry under time-reparametrizations is a crucial
property, that relates the SYK model to the AdS2 gravity theories [48, 28, 49, 25, 50,
51, 24, 52, 53, 54]. This time-reparametrization symmetry is however spontaneously
broken by the saddle point solutions (3.1) down to the subgroup H = SL(2,R) ⊂ G
resulting in the appearance of a soft modes, which span the coset G/H. Specifically, the
group H is formed by all Möbius maps of the form h(τ) = (Aτ + B)/(Cτ + D) with
AD −BC = 1.
Here, the major difference shows up between the diagonal and off-diagonal saddle
point solutions. For the diagonal case the subgroup is H̃ = ⊗na=1SL(2,R). Indeed, for
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a diagonal saddle point the independent Möbius maps ha(τ) = (Aaτ +Ba)/(Caτ +Da)
may be taken for each replica, leaving the diagonal solution (3.1) invariant. The diagonal









This should be contrasted with the off-diagonal case, where the subgroup is H =
SL(2,R) - the same for all replicas. Indeed, performing different Möbius transforma-
tions in different replicas does not leave (3.1) invariant, if g and σ have off-diagonal





structure of the coset space was mentioned recently in Ref. [55] in context of two-
boundary Jackiw-Teitelboim Gravity). The different structure of the coset is reflected
in the soft mode action.
The latter action originates from the explicit breaking of the reparametrization sym-
metry by the time derivative term δab∂τ . In the diagonal case, where the coset is the
product of n independent Diff(R)/SL(2,R) components, the corresponding action is the





dτ Sch(fa, τ) (3.6)
where M ∼ N logN is the mass of the soft fluctuations [16].
In the off-diagonal case the subgroup H consists of a single SL(2,R), suggesting
that only a single degree of freedom is governed by the Schwarzian action. Indeed, the
explicit calculation, outlined in details in Appendix A.4, shows that the off-diagonal
matrix elements gab 6= 0 in the saddle point solution generate additional terms in the
action for reparametrization fluctuations. These terms overpower n − 1 Schwarzian
derivatives in the long-time limit.




which has an advantage that the corresponding invariant integration measure is flat in
















Here the integration goes along the line C = (τ1(τ), τ2(τ)) drawn in R2 space of two
times, at which two reparametrizations take equal values, fa(τ1(τ)) = fb(τ2(τ)). When
expanded in small deviations φa − φb, each term in the action Eq. (3.8) acquires the










(φa − φb)2dτ, (3.9)
where in the last expression the integral already goes along the straight line. It is clear
that this term is minimized when reparametrizations in all replicas are identical and
penalizes deviations from such configuration. To formalize this observation we introduce
new variables as φa = Φ +ϕa, where
∑n
a=1 ϕa ≡ 0 and therefore Φ = 1n
∑n
a=1 φa. Then
the soft mode action for, e.g., off-diagonal ansatz (3.3) takes the form
Soff−diag = −g̃2M
∫



















a ϕa = 0.
In the long time limit the last term here suppresses fluctuations of n − 1 degrees of
freedom ϕa, leaving the single degree of freedom Φ, to be governed by the Schwarzian
action. This effectively locks reparameterization degrees of freedom in different replicas
to
fa(τ) = f(τ) =
∫ τ
exp[Φ(τ)]dτ. (3.11)
Finally, let us mention that the structure of action Eq. (3.10) is consistent with
the coset space G/H of the replica off-diagonal SYK action. For the infinitesimal
reparametrizations fa(τ) = τ + εa(τ) the phases φa(τ) ' ε′a(τ). We see that the action
Eq. (3.8), if written in terms of εa(τ), remains massless vis-a-vis n degrees of free-




εa), while remaining n− 1 acquire stiffer action ∝ (ε′a)2. This is not the case in
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the diagonal case where all n modes are super soft ∝ (ε′′a)2.
The locking of reparameterization modes in different replicas, Eq. (3.11), for off-
diagonal saddle points has important consequences for long time behavior of the corre-
lation functions, which we explore in the next section.
3.2 Correlation functions
3.2.1 Site-local correlation functions
It is well known, that the reparameterization fluctuations modify the long-time decay







While at short times, 1/J < |τ | < N/J , the decay is governed by the conformal mean
field behavior G ∼ |τ |−1/2, Eq. (3.1), its long-time behavior, |τ | > N/J , is very different:
G ∼ |τ |−3/2 due to the effect of the reparametrization fluctuations [16]. Moreover, the






〈χi1(τ) . . . χip(τ)χi1(0) . . . χip(0)〉. (3.13)
at long time decay with the same universal exponent −3/2, i.e. G2p ∼ |τ |−3/2 [16]. The
short time behavior is, of course, p-dependent: G2p ∼ |τ |−p/2. It is important to notice
that the angular brackets in Eqs. (3.12) and (3.13) imply both quantum mechanical
ground-state expectation value (hereafter we restrict ourselves to zero temperature)
along with the averaging over disorder realizations.










where |GS〉 stays for a disorder specific ground-state of the SYK4 model (the same for
all p expectation values), while 〈. . .〉dis denotes averaging over realizations of random
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where angular brackets denote averaging with respect to the replicated action and all
the replicas a1, ..., ap are different. The leading contribution to the correlation func-
tion Eq. (3.15) is given by the product of replica-diagonal contractions. Indeed, each
contraction of fermions with different replicas enforces the equality of the sites of the
contracted fermions, for example 〈χa1i1 χ
a2
i2
〉 ∝ ga1a2δi1i2 thus eliminating one summation
over sites. Such contribution is therefore suppressed by the factor 1/N (in case of the
replica diagonal saddle point, ga1a2 = 0 and such contractions originates from Gaussian
fluctuations of δGa1a2 and δΣa1a2 , bringing additional factors of 1/N). The leading
contribution from the product of replica diagonal contractions has furthermore to be









where Gaa(fa(τ), fa(0)) is given by Eqs. (3.4), (3.7).
In the case of the off-diagonal saddle point, the reparametrizations are locked,
Eq. (3.11), and therefore the integration in Eq. (3.16) runs over the single field Φ.
This makes Eqs. (3.13) and (3.15) essentially equivalent in the long time regime. One
thus expects to find 〈[G(τ, 0)]p〉dis
∼ τ−3/2 independent on p. On the other hand, in the replica diagonal case the
reparametrizations are not locked, the integration in Eq. (3.16) runs over p independent
field and one expects 〈[G(τ, 0)]p〉dis ∼ τ−3p/2 again in the long time regime. For short
times reparameterizations are not relevant and one expects mean-field 〈[G(τ, 0)]p〉dis ∼
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τ−p/2 irrespective of the replica structure. To summarize:
(〈[G(τ, 0)]p〉dis)1/p ∼

τ−1/2, τ < N/J
τ−3/2, τ > N/J replica diagonal
τ−3/2p, τ > N/J replica off-diagonal.
(3.17)
This can be checked numerically to distinguish between diagonal and off-diagonal sce-
nario.
3.2.2 Numerical results for site-local correlation functions
The basic quantity for numerical calculations is the two-time ground-state expectation
value:
Gii(τ) = 〈GS|χi(τ)χi(0)|GS〉 =
∑
n
〈GS|χi|n〉〈n|χi|GS〉 e−(En−EGS)τ . (3.18)
In the second equation |n〉 denote many-body excited states (with the parity opposite to
that of the ground-state). Numerically, the correlation function Eq. (3.18) is calculated
from the spectrum of energies and matrix elements obtained by exact diagonalization.
The correlation function Eq. (3.18) is then used to construct the higher order correlation
functions as defined by Eq. (3.14). Numerical results for the correlation function Eq.
(3.14) are shown in Fig. 3.1.
The correlation function 〈G(τ, 0)〉dis (p = 1) is shown in the left panel in Fig. 3.1.
Its time-decay exhibits three qualitatively different regimes. At short times (1 . τ . 10
in units of 1/J) the correlation function decays as τ−1/2. This behavior corresponds to
a saddle point solution, Eq. (3.1). At longer times, for 10 . τ . 100, the time decay
changes to τ−3/2. Such a behavior signals the dominant effect of soft reparametrization
fluctuations around the saddle point, as described in Ref. [16]. At still longer times,
τ & 100, the time decay of the correlation function is dominated by a first excited many-
body state |n = 1〉 (we’ll refer to it as ”two-level” system), due to the discreteness of
the energy spectrum in a finite size system. The crossover to the two-level regime at
long times is quantified on the right panel of Fig. 3.1. In that panel, the dashed lines




























2-level p = 1
2-level p = 2
2-level p = 3
2-level p = 4
2-level p = 5
Figure 3.1: (a) Numerical results for 〈G(τ, 0)〉dis at N = 32 averaged over 30 realizations
(Log-Log plot). At short time, it decays with power −1/2, while at long time it decays
with power −3/2. (b) Numerical results for 〈G(τ, 0)p〉1/pdis in time domain (Log-Log plot).
The dashed lines are Green’s functions obtained by taking into account the contribution
from the lowest two eigenstates only. Time is measured in units of 1/J .
lowest energy levels, |GS〉 and |n = 1〉, only.
The right panel in Fig. 3.1 shows that the correlation functions (〈[G(τ, 0)]p〉dis)1/p,
calculated for different p, coincide in a wide time range, which includes both mean-
field and reparameterization dominated regimes. Comparing this behavior with the
theoretical expectations, Eq. (3.17), we conclude that it is consistent only with the
replica-diagonal structure of the saddle point. We present an additional independent
support to this conclusion by considering site non-local correlation functions in the next
section.
Eventually graphs for different p diverge on approaching the two-level system regime.
This latter behavior may be quantitatively explained assuming some (independent)
distribution functions for matrix elements 〈GS|χi|1〉 and energy splitting E1 − EGS
(notice that since the ground-state and the excited state belong to different parity
sectors, there is no repulsion between them). See appendix A.5 for more details on the
two-level regime. To the best of our knowledge, it is not known how to incorporate two-
level regime into the replica filed-theory discussed here (see Ref. [19] for an alternative
approach). The situation is very different in SYK2 model, where the corresponding
filed-theory is rotationally invariant in the replica space, allowing for the treatment of
RSB at the two-level energy scale [13, 40, 41, 42, 43].
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3.2.3 Site non-local correlation functions
The existence of the replica off-diagonal solutions may be also detected by considering
site non-local correlation functions of the type:
D2p(τ) = 〈[Gij(τ, 0)Gji(τ, 0)]p〉dis = 〈[〈GS|χi(τ)χj(0)|GS〉〈GS|χj(τ)χi(0)|GS〉]
p〉dis ,
(3.19)
with i 6= j. The advantage of this object is that it vanishes, being calculated at the
replica-diagonal saddle point (without account for massive fluctuations), but does not
vanish, being calculated at the off-diagonal saddle point. To see this we rewrite it in






































where in the second line we disregarded Gaussian fluctuations and used the site-locality
of the saddle point correlation functions (both replica diagonal and off-diagonal ones).
Since all replica indexes a1, . . . , a2p are distinct here, it is clear that the second line in
Eq. (3.20) is zero on the diagonal saddle point. To estimate it in the replica non-diagonal
saddle point we consider block-diagonal matrices g and σ, consisting of n blocks each
of the size 2p × 2p along the main diagonal (see Fig. 3.2). In the replica-limit n → 0,
one remains with saddle point equations for a single p × p block of the matrix in Fig.
3.2. Here we perform explicit calculations for the case p = 1. Using the saddle point
ansatz Eq. (3.1), we obtain the correlation function D2 in the form




|τ | , (3.21)
where we use the saddle point matrix g consisting of 2×2 blocks. Replica non-diagonal
solutions of Eqs. (2.58) for 2× 2 blocks read

































Figure 3.2: Structure of the saddle point matrix for calculation of correlation function
D2p
Eq. (3.21) describes the behavior of the correlation function at short times, when
the influence of reparameterization fluctuations is negligible. To obtain the correct
time dependence at longer times, replica off-diagonal correlation function has to be
averaged over the reparametrization fluctuations (see Appendix A.3 for details). Since
the reparameterizations are locked according to Eq. (3.11), one integrates over a single








We come back now to the replica diagonal scenario, which leads to vanishing result
for the non-local functions (3.19), being calculated at the diagonal saddle point. However
one can include massive (with the mass of order N) Gaussian fluctuations δGab and δΣab
around the diagonal saddle point to find a non-zero result for the first line in Eq. (3.20)






for τ < N/J . Subsequent averaging over the reparameterization fluctuations around
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the replica-diagonal saddle point with two independent (unlocked) reparameterization





|τ |3 . (3.25)
Analytical calculations of the correlation function Eq. (3.20) for p > 2 result in the

























|τ |3 , τ > N/J replica diagonal .
(3.26)
As one can see from Eqs. (3.21), (3.24), for short times the two above mentioned
scenarios differ only in the scaling of the correlation function D2(τ) with the number
of sites N , while for long times both the scaling with N as well as the predicted time
dependence become different. Therefore, the time dependence as well as the dependence
on the total number of sites N can be used do discriminate between Eqs. (3.23) and
(3.24).
Results of numerical calculations of the dependence D2p(τ) are shown in Figs. 3.3
and 3.4. Figure 3.3 shows the time dependence of the correlation function D2p(τ) for
different p, for our largest system, N = 32. First, one notices the non-monotonous de-
pendence of the correlation functions on time. This short time behavior originates from
the fact that equal time expectation 〈χi(0)χj(0)〉 = 0 for i 6= j for N = 8, 16, 24, 32, . . .,
which belong to the orthogonal symmetry class [17]. Indeed, from anticommutation of
Majoranas one concludes that 〈χiχj〉 is pure imaginary. On the other hand, for orthog-
onal symmetry classes, there is a representation of Majorana operators with all matrix
elements 〈n|χi|m〉 being real. This contradiction enforces zero value for equal time ex-
pectation. The field theory does not resolve this fact. At longer time, τ & 3/J , the
correlation functions decrease in time in a qualitative agreement with the field theory.















p = 1, N=32
p = 2, N=32
p = 3, N=32
p = 4, N=32
p = 1, 2-level, N=32
p = 2, 2-level, N=32
p = 3, 2-level, N=32
p = 4, 2-level, N=32
Figure 3.3: Log-Log plot of D2p versus τ . The p = 1 graph is consistent with Eqs.
(3.24), (3.25) between 5 . τ . 100. For p ≥ 2 crossover to the two-level regime is too
fast to deduce the time dependence expected from Eq. (3.26).














p = 1, N=16
p = 2, N=16
p = 3, N=16
p = 4, N=16
p = 1, N=24
p = 2, N=24
p = 3, N=24
p = 4, N=24
p = 1, N=32
p = 2, N=32
p = 3, N=32
p = 4, N=32
2 × 101 3 × 101
N
10 4
data from 2( = 30)
fit power = -3.36
Figure 3.4: Log-Log plot of D2p versus τ for N = 16 (dots), 24 (dashed) and 32 (solid),
averaged over 50000, 5000 and 30 realizations respectively. Diminishing of the magni-
tude of correlation functions with N without the change of its time dependence confirms
predictions of fluctuation expansion around the replica diagonal saddle point. Inset: Fit
of the amplitude of the correlation function at τ = 30 for different N . The best fit is
achieved for the power −3.36, the fluctuation expansion predicts the power −3.
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exhibit fast crossover to the two-level regime. We thus are not able to verify the time
dependence of Eqs. (3.26) even for our largest system of N = 32 for p ≥ 2.
We can, however, verify the N -dependence of Eqs. (3.26). Numerical results for the
dependence of the correlation functions on the number of sites N are shown in Fig. 3.4.
One can see that the correlations functions rapidly decrease with increasing N while
keeping qualitatively the same time dependence. This is in accord with the predictions
from the Gaussian fluctuation expansion around the replica-diagonal saddle point. The
best fit, see inset in Fig. 3.4, for power law dependence on N is N−3.36, which is close
to the power N−3, following from the Gaussian fluctuation expansion. In contrast,
the replica off-diagonal saddle point predicts no suppression of the site off-diagonal
correlation functions with N , Eq. (3.26). Once again we conclude that the numerics
is consistent with the replica-diagonal theory and is inconsistent with the off-diagonal
saddle points.
3.3 Conculsion for replica stucture
We have examined signatures of the replica off-diagonal saddle points in the field theory
treatment of the SYK4 model. We have argued that such off-diagonal elements affect
the coset manifold G/H of reparameterization soft modes and thus change the expected
long-time behavior of “mesoscopic” correlation functions. Comparing to numerically
evaluated corresponding correlation functions for N ≤ 32 SYK4 model, we conclude
that they do not show any evidence for replica off-diagonal saddle points. On the
contrary, all correlation functions (both site local and non-local) are in a good agreement
with the expectations stemming from the replica diagonal saddle point plus Gaussian
fluctuations. The latter do include replica off-diagonal components, of course.
We conclude thus that we do not detect any evidence for replica off-diagonal saddle
points, at least for time scales shorter than the inverse spacing between the ground-state
and the first many-body excited state. At longer times the data is well described by
statistics of the two-level system. We stress, though, that such two-level description is
outside of the field theoretical treatment, we base our conclusions at. It remains to be
seen if our conclusions can be reconciled with the results of Refs. [45, 46]. On the other
hand, our findings are in line with no evidence for glassy behavior in the SYK model
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reported in Ref. [39].
Does it mean that there is no room for replica symmetry breaking and replica off-
diagonal structure in SYK-like models? In our opinion such conclusion is premature.
One may investigate deformed models, such as eg. SYK4 + SYK2 [56, 57, 58]. In
Chapter 5, we will discuss SYK4 + SYK2 model with similarities between level and
eigenfunction statistics of such models to those of random regular graphs (RRG) [59,
60, 61] (see also [62, 63] for the related studies). In the case of RRG replica symmetry
breaking was argued to be a proper framework to describe an observed phenomenology
[61]. One is thus justified to expect that phenomenologically similar deformed SYK
models may admit similar replica symmetry broken description. However, one should
probably conclude that the undeformed SYK4 model does not exhibit deviations from




SYK model has received a great deal of attention in recent years as being an exactly
solvable model with non-Fermi liquid properties [64, 65, 66, 67, 68, 58, 69]. Although the
original model is zero-dimensional (0D) with all-to-all random interactions, it was soon
generalized to include D-dimensional arrays of connected SYK grains [64, 70, 71, 72, 73,
68, 74, 75, 76, 77, 78]. Such models were shown to exhibit T -linear resistivity, making
them attractive candidates for description of strongly correlated materials [79]. An
account of quantum fluctuations in such arrays reveals [78] a quantum phase transition
(QPT) between a gapless (thermal) insulator and the Fermi liquid at certain critical
inter-grain coupling, see Fig. 4.1(b). In this picture the T -linear metallic phase appears
as the quantum critical region [80] of the aforementioned QPT, which resemble the
QCP scenario in high-Tc superconductivity see Fig. 4.1(a).
Success of the SYK model in describing the non-Fermi liquid state raises the question
if superconductivity may be included in the same framework. A number of models
were suggested with this goal in mind both in 0D [82, 83, 84, 85] and in the array
[86, 87, 88] context. All of them found that the original SYK model must be upgraded
to complex spin-full fermions with an extra mechanism of attraction, such as phonons
[82, 83, 84], pair hopping [86], or special correlations between matrix elements [87, 88].
Such upgraded SYK-like models indeed exhibit superconducting correlations, which may
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Figure 4.1: (a) Schematic phase diagram of high-temperature superconductors. The
shaded blue area indicates the region in which superconducting long-range order oc-
curs. A QCP may be buried due to the existence of superconducting dome. Taken
from Ref. [81]. (b) Phase diagram of SYK array: T vs dimensionless hopping strength
λ. There are three phases: insulator (I), strange metal (SM) and Fermi liquid (FL),
separated by dashed crossover curves. Taken from Ref. [78]
be treated within the large N mean-field approach. Similarly to the Fermi liquid BCS
mechanism, an infinitesimal attraction is sufficient to develop the superconductivity.
In this chapter, we will consider a 0D model where the attraction is provided by a
negative U Hubbard term. In order to offer a taste of dealing with 0D superconductivity,
we present the treatment of standard BSC type superconductivity in ultrasmall grains
in Sec. 4.1. Then in the following sections, we demonstrate how superconductivity in
SYK will deviate from the situation in Sec. 4.1, and the SYK superconductivity becomes
a possible paradigm candidate for the high-Tc superconductivity.
4.1 BCS mean-field theory in ultrasmall grains
Before we touch the SYK superconductivity, let’s first explore some key points in BCS
superconductivity which built from normal metal in an ultrasmall grain. The study
of superconductivity has mostly been based on the BCS Hamiltonian, which is for-
mulated in momentum space, and relies heavily on translation symmetry. Translation
symmetry is sometimes broken, for example by the presence of disorder or encounter
zero dimensional system, and this renders the momentum-space formulation much less
useful. In this section we introduce formalism that allows us to study BCS type pairing
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and superconductivity in real space, which is suitable for 0D system.
We consider the attractive pair-hopping model with strength U on top of a normal










where εi’s are the energy spectrum for the normal metal orbitals. To explore the fate










To calculate the correlation function, let us draw on the perturbative methods and solve
it diagrammatically as shown in Fig.4.2: where the solid line in the diagram refers as
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Figure 4.2: Two-particle propagator in the presence of attractive interaction U . The
two Green function lines defining each rung of the ladder carry frequency ω and −ω,
respectively. The vertex of the propagator, defined through the second line, obeys the
Bethe–Salpeter.
Green function, which defined in time-domain as Gi(τ) = 〈c†iσ(τ)ciσ(0)〉 and can be
evaluated in frequency domain as
Gi(ω) =
1
iω − (εi − µ)
(4.3)
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Write down the diagrammatic representation into formula, one get Bethe–Salpeter equa-
tion








iω − (εi − µ)
1
−iω − (εi − µ)
]
Γ (4.4)


















where we have used the fact that, the higher energy was cut by the range of pairing,
i.e. Debye frequency ωD, while singularity at low energy is regularized by temperature
T or a energy gap |∆|. And 1/ν is the typical level spacing between these two energy




When the denominator of Γ goes to zero, the system would be unstable and transition
to another state which is superconducting. Now the energy scale |∆| can be translate
as the superconducting gap, with relation






Thus for the BCS type superconductivity in ultrasmall grains, an arbitrarily weak at-
traction results in a finite superconducting order parameter, albeit an exponentially
small one.
4.2 Overview the key results in SYK superconductivity
In the following sections, we consider a different 0D model with Hubbard interaction
in SYK model. Contrary to the mechanisms mentioned in Sec. 4.1, the mean-field
treatment completely fails to describe the SYK+Hubbard model even in the N → ∞
limit. This is because the Hubbard term does not inhibit on-site phase fluctuations,
which invalidate the mean-field approach. Such quantum phase fluctuations result in
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an insulating pseudogap phase at U < Uc, where Uc is a critical attraction strength.
For U > Uc there is a superconducting “dome” on the U vs. temperature plane. The
finite temperature transition in this regime is also fluctuation-dominated and does not
conform to the mean-field description.
In view of the failure of the mean-field, one needs to develop alternative means,
capable of treating strongly fluctuating phases. Fortunately, within the 0D framework
this can be achieved. In the limit of large U we found that the model may be mapped
onto a certain generalization of the exactly solvable Richardson model [89, 90, 91]. Its
solution reveals a superconducting low temperature state with the first order transition,
at Tc ∝ U−1, to a liquid of “preformed” incoherent pairs. The first order transition
between a superconductor and a non-Fermi liquid has been already noticed in Refs. [92,
86]. It’s possible that SYK+Hubbard and the associated Richardson models provide
the simplest cartoon for this phenomenon.
In the opposite limit of a weak attraction, the phase fluctuations may be described by
an effective model, which we call the quantum Kuramoto model. The classical Kuramoto
model is a paradigm for synchronization of non-linear stochastic oscillators [93, 94, 95,
96, 97, 98, 99, 100, 101, 102, 103]. It’s quantum counterpart provides a description of a
QPT between the pseudogap state with unsynchronized phases and the phase-coherent
superconductor. We found it remarkable that the SYK framework is capable to exhibit
the pseudogap physics.
To verify validity of this theory we resort to an exact diagonalization of spin-1/2
SYK+Hubbard model. To detect superconductivity numerically in a finite size system,
we employ the notion of the off-diagonal long-range order (ODLRO) [104, 105]. It allows
for a sharp definition of the condensate fraction and its dependence on temperature and
the attraction strength for a large, but finite N (number of sites). Numerical results
are in a qualitative (and in cases where numerical coefficients may be evaluated, a
quantitative) agreement with the theory.
4.3 Superconductivity models build from SYK
We consider 0D models, consisting of N  1 orbitals (or sites), labeled as i, j, . . . =
1, 2, . . . , N . Each orbital may be occupied by a complex spin-1/2 fermion annihilated
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with the operator ciσ, where σ =↓, ↑ is the spin index. In the spirit of the SYK model, we
assume that all orbitals are exactly degenerate with the on-site energy taken to be zero.
The orbitals interact through the four-fermion interaction with real spin-independent


















where Jij;kl is a real tensor with the following symmetry properties:
Jij;kl = −Jji;kl = −Jij;lk = Jlk;ji. (4.10)
We also demand that non-zero elements must have all four indexes i, j, k, l distinct.
Up to these symmetries, the matrix elements Jij;kl are assumed to be real independent
random variables, drawn from the Gaussian distribution with the zero mean, 〈Jij;kl〉 = 0,
and the variance
〈J2ij;kl〉 = J2/(4N)3. (4.11)
We’ll show below (both numerically and analytically) that the pure SYK Hamil-
tonian (4.9) does not lead to ODLRO [106]. For ODLRO to develop, one needs to
supplement the SYK Hamiltonian with an attractive term, facilitating fermion pairing.






















which annihilates a pair at an orbital j and creates at, in general, different orbital i. Both
Hamiltonians contain a chemical potential to adjust the occupation fraction. The three
Hamiltonians, written above, conserve particle number and are symmetric under the
time-reversal transformations. States of these models are governed by temperature, T ,
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fermion occupation number, Nf , and the dimensionless parameter, U/J , characterizing
the attraction strength.
In the absence of the SYK term the ground state of the pure Hubbard model,
Eq. (4.12), consists of localized pairs and does not exhibit ODLRO. Its energy is obvi-
ously −U per fermion pair and its degeneracy is given by the number of combinatorial
possibilities of distributing a given number of pairs among N orbitals. Excited states
are formed by breaking some of the pairs and creating single occupied orbitals with
zero energy. As we show below, ODLRO may be established, mediated by the SYK
interactions.
The pure pair-hopping Hamiltonian, Eq. (4.13), is somewhat different. It constitutes
a limiting case of the Richardson model [89, 90, 91] (see section 4.6.1 and Appendix B.3
for details). The effective model in section 4.6.1 predicts a non-degenerate ground state
with ODLRO separated by the gap, ∝ U , from the first excited state, which is (N − 1)-
fold degenerate. We’ll show that SYK interactions do not destroy ODLRO, but weaken
it substantially if U < J .
Numerically we first block diagonalize the 22N × 22N matrix Hamiltonian in the
many-body space, using particle number conservation and other symmetries (e.g. particle-
hole symmetry for the half-filled case). We then exactly diagonalize the relevant blocks
to extract their spectrum and eigenfunctions.
4.4 Order parameter: off-diagonal long-range order
The standard definition of the superconductivity implies a finite anomalous expectation
value, ∆̄i ∝ 〈c†i↑c
†
i↓〉. It is clear however, that for a finite size system with a particle
conserving Hamiltonian such expectation value is bound to vanish. One thus needs
another measure of the superconducting order. The corresponding concept of ODLRO
is well known from, e.g., the theory of cold atom Bose condensates in optical or magnetic
traps [105].






Since there can’t be more than one such boson per orbital, we are dealing with the
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hard-core bosonic particles. One then defines the reduced single-particle bosonic density
matrix as
ρij = 〈b†ibj〉, (4.15)
where 〈. . .〉 implies the exact many-body ground state (or thermal) expectation value.
Defined this way, ρij , is an N ×N positive-definite matrix. Its trace is a total number
of local pairs, which is less or equal than Nf/2 (we typically consider half-filled systems
with Nf = N). One is interested in the spectrum of eigenvalues of ρij : λα, where
λ0 ≥ λ1 ≥ ... ≥ λN−1 ≥ 0 and
∑N−1
α=0 λα ≤ Nf/2. The absence of the pair condensate
corresponds to all N eigenvalues λα being of order one, O(1). On the other hand,
the pair condensate corresponds to the largest eigenvalue λ0 being O(N), while the
remaining N − 1 eigenvalues being O(1).















Figure 4.3: Spectrum of ρij , i.e. λα vs. number of orbitals N for the ground state
of SYK+Hubbard model with U/J = 2 and Nf = N . Dashed line is a result from
generalized Richardson model (Section 4.6.1).
Figure 4.3 shows T = 0 spectrum of ρij for SYK +Hubbard model with U/J = 2
for N = Nf = 8, 10, 12. One can clearly see the largest eigenvalue splits from the
rest and approaches N/4 + 1/2. The remaining eigenvalues coalesce towards ≈ 1/4.
This behavior may be understood with the help of the generalized Richardson model,
as explained in Section 4.6.1. The presence of the single eigenvalue with the O(N)
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Figure 4.4: (λ0 − 1/2)/N vs. temperature of SYK+Hubbard model with U/J = 2.
The temperature is normalized to W = 3J2/32U (Section 4.6.1). Inset: vicinity of the
crossing point.
scaling is the hallmark of ODLRO [105]. Indeed, admitting a nonzero anomalous average
∆̄i ∝ 〈c†i↑c
†
i↓〉, one finds ρij ∝ ∆̄i∆j , where ∆j is the complex conjugate of ∆̄j . This is
the rank-1 matrix with the single non-zero eigenvalue, given by its trace (∝ N).
Figure 4.4 shows temperature dependence of the condensate density, (λ0 − 1/2)/N ,
(subtraction of 1/2 is motivated by the expectation that, in the absence of ODLRO, all
λ’s approach 1/2). One notices the approximate crossing point at Tc ≈ 0.1W , where W
is the energy scale of the Richardson model, W = 3J2/32U , (see Eq. (4.20) in Section
4.6.1). Such crossing point indicates a phase transition in the N → ∞ limit between
phases with a finite and zero condensate density.
4.5 Mean-field treatment and its failure
4.5.1 Mean-field theory in SYK
To develop a large N mean-field treatment, one follows the standard route [6, 16] of
averaging over the random SYK matrix elements Jij;kl and deriving the so-called GΣ
action. There is a peculiarity, though, associated with the matrix elements being real.
It is coming from the fact that there are two distinct terms in the square bracket on
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the right hand side of Eq. (4.9), see Appendix B.1. Upon averaging over the Gaussian
distribution of Jij;kl, one obtains two types of terms which are expressed through the

















The normal component is spin-diagonal and independent of the spin-projection. Here
we have suppressed replica indices for brevity. The normal and anomalous components
may be combined in the Nambu matrix field Ĝτ,τ ′ . The definitions (4.16) are enforced
by conjugate non-local fields, which may be also combined into the Nambu space matrix
Σ̂τ,τ ′ , playing the role of the self-energy.
The Hubbard term, Eq. (4.12), may be decoupled in the Cooper channel with the



























where ∆̂i = ∆iσ+ + ∆̄iσ− is the off-diagonal Nambu matrix. For the pair-hopping
model, Eq. (4.13), one needs a single field ∆(τ) to decouple it. One thus arrives at the
same action (4.17) with the constraint ∆i = ∆. In the latter case there is a large factor
N in front of the entire action, justifying the mean-field saddle point approximation.
The mean-field equations, obtained upon variation of the action over the matrix
fields Ĝ, Σ̂ as well as over ∆ are specified in Appendix B.1. Their numerical analysis
[106] shows that in the absence of attraction (U = 0 and thus ∆i = 0) the lowest free
energy solution is purely normal, i.e. Fτ,τ ′ = 0, while Ĝτ,τ ′ ∝ |τ − τ ′|−1/2, same as in
conventional complex-J SYK model.
One can investigate now stability of such non-superconducting SYK solution against
a small attractive U perturbation. The corresponding self-consistency equation for ∆
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takes the form U−1 = C(∆), where the Cooper channel polarization C =
∫
dτG2τ , with
Gτ = Gτ,τ ′=0. In the normal phase of SYK, Gτ ∝ (Jτ)−1/2, and therefore C is given by
the logarithmic integral. In the IR limit, the integral of C is cut by either temperature or
|∆|, leading to U−1 ∝ J−1 ln(J/|∆|) and thus |∆| ∼ Je−const·J/U for U  J . Thus the
mean-field treatment predicts that, similarly to BCS case, an arbitrarily weak attraction
results in a finite superconducting order parameter, albeit an exponentially small one.
A detailed calculation, presented in Appendix B.1, leads to the following mean-field







2U); U  J,
U/2; J  U.
(4.18)
It is worth mentioning that the energy gap in the many-body spectrum scales as |∆|2/J
for U  J and as |∆| for U  J , Appendix B.1.
As mentioned above, one expects the mean-field treatment to be accurate for the
SYK+pair hopping model in N →∞ limit. It is not clear a priori if SYK+Hubbard is
also accurately described by this theory. Indeed, in the latter case the order parameters,
∆i, on individual orbitals fluctuate independently (first line in Eq. (4.17)) and such
fluctuations are not necessarily decreasing as N →∞. To check this we perform finite-
size exact diagonalization study, summarized below.
4.5.2 Exact Diagonalization
Figure 4.5 shows the exact diagonalization results for the SYK+pair hopping Hamil-
tonian, Eqs. (4.9), (4.13), for the half-filled N = 12 case – the largest size accessible
in our simulations. The top panel shows ODLRO, defined as the difference between
the largest and the second largest eigenvalues of ρij , Eq. (4.15), as a function of U/J .
The bottom panel shows the gap in the many-body spectrum, defined as the difference
between the energies of the first excited and the ground-state, also as a function of
U/J . At U  J the ODLRO saturates to N/4, while the many-body gap approaches
U - in agreement with the mean-field. Due to finite size effects, it is hard to draw
definitive conclusions about small U behavior. Qualitatively it is also consistent with
the mean-field expectations, Eq. (4.18).
58
Figure 4.5: (a) ODLRO and (b) many-body energy gap in units of J vs. U/J for the
SYK+pair-hopping model with Nf = N = 12.
This behavior should be contrasted with the results of the exact diagonalization
of the SYK+Hubbard, Eqs. (4.9), (4.12), presented in Fig. 4.6. One notices a critical
value Uc ≈ 0.24J , below which there is not any evidence of neither ODLRO, nor the
many-body gap (beyond a finite-size effect of the SYK model). As indicated in the
inset, Uc does not decrease with increasing N and thus it’s unlikely to be a finite-size
artifact. Another marked difference is the behavior of the many-body gap at large U .
Unlike the pair-hopping model, where the many-body gap increases with U , the Hubbard
model exhibits a non-monotonic dependence of the gap with U , with the maximum gap
reached at U ≈ 0.4J . The finite-temperature behavior of the SYK+Hubbard model is
illustrated in Fig. 4.7, where we present the color plot of the logarithm of ODLRO on
the temperature vs. U/J plane. One notices the characteristic superconducting “dome”
shape with a non-monotonic behavior of the critical temperature, where ODLRO is
suppressed.
The presence of the critical interaction strength, Uc, and the non-monotonic be-
havior of the gap and Tc are contrary to the mean-field predictions, Eq. (4.18). We
attribute both phenomena to the strong quantum fluctuations in the SYK+Hubbard
model. To account for such large N , non-mean-field phenomenology, we investigate the
SYK+Hubbard model in the two limiting cases of strong and weak attraction. In both
cases we are able to account for the quantum fluctuations and show that they indeed
explain the observed behavior.
In the case of the strong attraction this is achieved by mapping onto an exactly
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solvable generalized Richardson model. It provides an asymptotically exact description
of the low-energy part of the SYK+Hubbard model in the limit U &
√
NJ/13. In the
opposite limit of the weak attraction we reduce the problem to a quantum version of the
Kuramoto model. Its classical counterpart [93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103]
provides a paradigm for synchronization of non-linear oscillators. We show that the
quantum Kuramoto model provides description of the pseudogap phase for U < Uc and
the continuous superconducting QPT at U = Uc.
Figure 4.6: (a) ODLRO and (b) many-body gap vs. U/J for the SYK+Hubbard model
with Nf = N = 12. Inset in (a): Uc vs. system size N . Error bars reflect statistical
fluctuations.




















Figure 4.7: Superconducting “dome”. Color plot of log(λ0−λ1) for the SYK+Hubbard
model with Nf = N = 8 on T vs. U/J phase plane. The dashed line is prediction for
Tc for the generalized Richardson model, section 4.6.1.
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4.6 Quantum fluctuations in SYK+Hubbard model
4.6.1 Generalized Richardson model
The many-body spectrum of the SYK+Hubbard model with U = 2J andN = 8 is shown
in Fig. 4.8 as a function of the fermion number, Nf . One notices strong alternation of
the entire level sequence (and in particular the ground state energies) between even and
odd fermion numbers. The low-energy part of the spectrum, which is not resolved in the
main plot, is shown in the inset for even Nf . These low-energy bands are separated by
the gap ∼ U from the rest of the spectrum. Number of many-body states in these low-





, i.e. the number of ways to place Nf/2 indistinguishable
pairs over N orbitals. Therefore the low-energy bands are described by models of hard-




bosonic states are degenerate with the energy −U per boson. The SYK term
induces an effective bosonic hopping and thus leads to a formation of the low-energy
bands.






























Figure 4.8: Many-body energy spectrum (in units of J) of SYK+Hubbard model vs.
number of fermionsNf forN = 8 and U = 2J . Chemical potential, µ, is set µ = −U/2 to
preserve particle-hole symmetry between Nf and 2N −Nf sectors. The inset shows the
lowest bands of the spectrum (right hand side of y-axis in units of J) for even Nf . Band-
width for the lowest energy sector at half-filling is consistent with NW/16 ' 0.023J ,
predicted by the generalized Richardson solution, Eq. (4.23).
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To gain an insight in the physics of the corresponding bosonic model, consider a state
with Nf/2 hard-core bosons occupying a subset of N orbitals. Acting with a given term
of the SYK Hamiltonian, (4.9), say Jij;kl, on such a state produces a non-zero result
only if orbitals k and l are occupied, while i and j are empty (or vice versa). It leads to
a state with Nf/2 − 2 bosons and 2 broken pairs (i.e. 4 unpaired fermions on orbitals
i, j, k, l). Such a state costs energy 2U and resides outside of the low-energy bosonic
sector. From the point of view of an effective bosonic model, it is a virtual state, which
ought to be integrated out. To bring the system back to the bosonic sector one has to
act on it with the same SYK term, Jij;kl. This either brings the system back to the
initial state (generating an uninteresting on-site energy shift), or results into hopping


















where the factor of 6 = 2 + 4 is coming from the opposite and same spin terms in the
SYK Hamiltonian, correspondingly. There is also a one boson hopping term of the form∑
jkMjkb
†
jbk, where Mjk ∝ −
∑N
il Jij;klJlj;ki/U . Since the two matrix elements here are
uncorrelated, the corresponding sum includes N2 sign alternating terms, implying for
a typical matrix element |Mij | ∼
√
N2J2/(N3U) = J2/(N2U). This makes one boson
hopping insignificant at large N .
Hamiltonian (4.19) represents a version of the bosonic SYK model [36, 107]. Specifics
of our model is that we work with real matrix elements Jij;kl and thus there is a non-















0B0B0−4B†0N̂bB0 + 2N̂b(N̂b − 1)
]
,
where W = 3J2/32U and all indexes i, j, k, l must be distinct. We introduced op-
erator B0 =
∑N






(anti)commutation relations for the hard-core bosons: b†ibi+bib
†










0; [N̂b, B0] = −B0;
[B†0, B0] = 2N̂b −N.
(4.21)
These operators form the su(2) algebra upon identification L̂+ = B
†
0, L̂− = B0, L̂z =
N̂b−N/2. One thus finds that: B†0B0 = L̂2−L̂2z+L̂z. This observation allows one to solve
the Richardson Model [89, 90, 91] with degenerate on-site energies, HR = −WN B
†
0B0.
Let us focus for simplicity on the half-filled model, with Nb = N/2 and thus Lz = 0. The
spectrum of the half-filled Richardson model is thus given by ER(L) = −WL(L+1)/N ,
where the total angular momentum runs L = 0, 1, . . . , N/2. The unique ground state
corresponds to L = N/2. The degeneracies of the excited states are given by the












with the total number of states:
N/2−1∑
L=0





, which is the Hilbert space
dimensionality for the half-filled hard-core particles.
In the same way one finds the spectrum of the half-filled generalized Richardson




[L(L+ 1)− (N − 1)]2 + const, (4.23)
with the same set of degeneracies, Eq. (4.22). The many-body gap between the ground
state, L = N/2, and the first excited band with L = N/2− 1 and degeneracy D(N/2−
1) = N − 1 is approaching W/2 at large N .
The ground state is |GS〉 ∝ (B†0)N/2|0〉. The corresponding single-particle density





Thus its largest eigenvalue is λ0 = N/4 + 1/2 (dashed line in Fig. 4.3). The fact that
it scales as N signals the presence of ODLRO in the ground state of the generalized
Richardson model. The remaining N − 1 eigenvalues are degenerate at λα = 14 NN−1 .
These features are qualitatively consistent with the exact diagonalization results of
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SYK+Hubbard shown in Fig. 4.3 for U/J = 2.
To describe the transition from the ODLRO to a normal state at an elevated tem-







dl e−Nf(l)/T , (4.24)
where we introduced l = L/N , substituting summation with the integration, and the
free energy density, Fig. 4.9, is defined as f(l) = limN→∞(EgR(l)− T lnD(l))/N :
f(l) = −Wlγ (4.25)
+ T [(1/2− l) ln(1/2− l) + (1/2 + l) ln(1/2 + l)] ,
where γ = 4 for the generalized Richardson model.










Figure 4.9: The free energy density of the generalized Richardson model, f(l), Eq. (4.25),
vs. scaled “angular momentum” l = L/N for different temperatures.
In the large N limit, the integral in Eq. (4.24) is dominated by the minima of f(l).
The latter changes from being l = 1/2 at T = 0 to l = 0 at Tc/W = 1/16 ln 2 ≈ 0.09,
where the model undergoes the first order transition to a state with no ODLRO. This
behavior is illustrated in Fig. 4.10, which shows results of the exact diagonalization for
the generalized bosonic Richardson model, Eq. (4.20). The crossing point at T/W ≈ 0.1
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marks the first order transition, were ODLRO jumps from 1/4 to zero in the N → ∞
limit. This should be compared with the exact diagonalization of the SYK+Hubbard
model shown in Fig. 4.4.
It is instructive to compare this behavior with that of the conventional Richardson
model, HR = −WN B
†
0B0, whose partition function is again given by Eqs. (4.24), (4.25)
with γ = 2. The latter model may be seen to undergo a continuous phase transition at
Tc = W/2. This model with W = U is exactly the pure pair hopping model, Eq. (4.13).
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Figure 4.10: ODLRO vs. temperature for the generalized Richardson model, Eq. (4.20).
Inset: vicinity of the crossing point. Compare with Fig. 4.4 for the SYK+Hubbard
model.
One may worry if the generalized Richardson model, Eq. (4.20), is a reasonable
approximation for the low-energy bosonic model (4.19). To answer this question one
needs to examine the role of the random part of J2ij;kl in Eq. (4.19). This random part
removes degeneracies, Eq. (4.22), between excited states with L < N/2, transforming
them into the bands. Let’s focus on the lowest such band with L = N/2− 1, consisting
of N − 1 states. One can write an effective model for this band as (N − 1) × (N − 1)
matrix Hamiltonian with the random elements hrs. Their variance can be estimated
from the fact that a matrix element hrs is given by a sum of N
4 random sign terms each
of the order W/N3. As a result, 〈h2rs〉 ∼ N4(W/N3)2 = (W/N)2. The density of states





Since the gap between the band and the ground-state scales as W , the latter remains
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Figure 4.11: Spectra of 〈n|b†ibj |n〉 for each many-body state |n〉 vs. it’s energy, E−EGS,
for (a) SYK+Hubbard at half-filling and (b) effective low-energy bosonic theory with the
Hamiltonian (4.19). Both (a) and (b) have the same Jij;kl realization in case N = 12
with U = 2J . Black dashed lines are energies of the generalized Richardson model,
Eq. (4.23).
well separated as long as N  1 even for the random model, Eq. (4.19), see Fig. 4.11.
We thus conclude that the generalized Richardson model, Eqs. (4.20)-(4.25), provides
an accurate description of the low-energy sector of the SYK+Hubbard model for U  J .
It predicts ODLRO at low temperature. The many-body gap and critical temperature
both scale as J2/U with the large ratio between the two, 8 ln 2 ≈ 5.55 (cf. with the
BCS gap to Tc ratio of 3.53). An enhancement of this ratio is also known in the
context of quantum critical models [108], holographic superconductors [109] and other
SYK-like models [86, 82]. These features are qualitatively consistent with the exact
diagonalization results for the moderate N SYK+Hubbard model. The single-particle
fermionic excitations are separated by a larger gap ∼ U . It is important to notice that
the full bandwidth of the bosonic states is NW/16 = 3NJ2/512U . The requirement
for the Richardson model to be quantitatively accurate is U > 3NJ2/512U , i.e. U &√
NJ/13. This condition is satisfied for Figs. 4.3, 4.4 and 4.8.
4.6.2 Pseudogap and the quantum Kuramoto model
We turn now to the opposite limit of U  J , where there is no separation between
bosonic and fermionic sectors. To describe this limit, we notice that the action (4.17)
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2U), Eq. (4.18). How-
ever, the phases, φi, of the local order parameters, ∆i = |∆|eiφi , are not fixed by the
saddle point equations. They constitute thus the soft degrees of freedom, which are
(almost) free to fluctuate. Such fluctuations are capable of destroying ODLRO, despite
presence of the non-zero |∆|, even in the N →∞ limit.















The second term of this action is derived in details in Appendix B.2, where it is shown
that the coupling constant g = gij is the average value of the off-diagonal Cooper
susceptibility, gij/N = |∆|2∂2EGS/∂∆̄i∂∆j . It reflects the shift of the ground state
energy, EGS, in response to an extra term in the Hamiltonian of the form ∆̄ici↑ci↓+h.c..
As shown in Appendix B.2, g ∼ |∆|2/J , with the mean-field pairing field |∆| given by
Eq. (4.18). The first term in Eq. (4.26) may be obtained by performing the local gauge
transformation in the trace logarithm term in Eq. (4.17) with the unitary operator
Ui = exp{iφiσ3/2}. The latter eliminates dynamic phases of the ∆i, but brings the
local chemical potential µi = φ̇i/2. The first term in Eq. (4.26) is the second order
expansion of the action in such µi. As a result, the coupling constant, m = mi, is
given by the average value of the local compressibility mi = −∂2EGS/∂µ2i , that is the
susceptibility of the ground-state energy to a local chemical potential, entering the
Hamiltonian as −µic†iσciσ. In the |∆| = 0 case it was evaluated in Ref. [[110]] and found
to be m ≈ 1.04/J . We do no expect it to be significantly affected by the presence of
small |∆|.
The action (4.26) describes a quantum version of the celebrated classical Kuramoto
model [93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103]. The latter was proposed [93]
to describe synchronization of coupled non-linear oscillators. It’s quantum version,
Eq. (4.26), may be interpreted as N -body quantum mechanics of particles with mass m
and coordinates φi, residing on the unit circle and interacting via all-to-all cos-potential.
The synchronized phase of the classical Kuramoto model is analogous to a φ-localized
ground state wavefunction of this quantum mechanics. Within the SYK+Hubbard
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model such synchronized phase means globally phase-coherent superconductivity with
ODLRO. Below we show that the synchronized phase of the quantum Kuramoto model,
Eq. (4.26), emerges above some critical coupling g > gc (i.e. at U > Uc) as a continuous
QPT.
Since the ground state is expected to be symmetric with respect to particle per-
mutations, it may be thought of as a Bose condensate. Due to all-to-all nature of the
interactions, the Bose condensation in the large N limit is accurately described by the









dφ′ |Ψ(φ′)|2 cos(φ′ − φ)Ψ(φ) = µΨ(φ), (4.27)
where the condensate wave-function is normalized as
∫ 2π
0 dφ |Ψ(φ)|2 = N and obeys the
periodic boundary conditions, Ψ(2π) = Ψ(0). Employing separability of the exponential
potential, e±i(φ






− gρ1 cos(φ)Ψ(φ) = µΨ(φ), (4.28)






dφ′ |Ψ(φ′)|2 cosφ′, (4.29)
where ρ1 the first Fourier harmonics of the normalized condensate density, |Ψ(φ′)|2/N .
The strategy is to find a ground state wave-function of the Mathieu equation (4.28) for
a given amplitude of the cos-potential, gρ1, and substitute it into the self-consistency
condition (4.29) to find ρ1. A trivial solution, ρ1 = 0, with the uniform condensate,
Ψ =
√
N/2π, and µ = 0 exists for any g. A non-trivial solution with µ < 0 requires
g > gc.
To find the non-trivial solution, one notices that the right hand side of Eq. (4.29)
is an odd function of gρ1. Its behavior at small gρ1 may be found from the first order
perturbation theory for the Mathieu equation (4.28), yielding the linear slope 2mgρ1.
On the other hand, at large mgρ1  1 the ground state wave function of Eq. (4.28) is a
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narrow Gaussian, centered at φ = 0. This implies that the right hand side of Eq. (4.29)
saturates to one for mgρ1  1. As a result, Eq. (4.29) is the standard mean-field
equation for a second order transition with the order parameter ρ1. It yields a finite
order parameter ρ1 ∝
√
g − gc for g & gc with gc = 1/2m ≈ 0.48J , Fig. 4.12.





















Figure 4.12: Numerical solution of Eqs. (4.28) and (4.29) for the order parameter, ρ1,
of the quantum Kuramoto model (dots). The solid line is the frequency of the lowest
Bogoliubov mode with l = ±1 for mg < 1/2. Inset demonstrates ρ1 ∝
√
g − gc scaling
for g > gc, which shares the scale of y-axis with outer (dots) plot.
An alternative way to determine gc is to investigate a spectrum of linearized fluc-






l = ±1,±2, . . . labels angular momentum components. Substituting this into the time-
dependent Gross-Pitaevskii equation, Eq. (4.27) with i∂tΨ on the right hand side, and












Therefore for g > gc = 1/2m the frequency of the l = ±1 components becomes imag-
inary, indicating instability towards a non-uniform condensate. This expression shows
that the continuous QPT is indeed associated with the time-scale ω−1±1 ∝ |gc − g|−zν ,
which is divergent at the transition with the Gaussian exponent zν = 1/2.
We thus conclude that the quantum Kuramoto model exhibits the synchronized
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phase for mg > 1/2, where the local phases, φi, are coalescing. In the large N limit
this spells spontaneous breaking of the U(1) symmetry. In terms of the SYK+Hubbard
model these observations translate into formation of ODLRO for U > Uc, where, employ-




2 logC2), see Appendix B.2. The quantum
Kuramoto model synchronization transition is indeed seen in the exact diagonalization
of the SYK+Hubbard model, Fig. 4.6, as the continuous QPT at U = Uc.
For U < Uc the on-sites phases φi fluctuate freely and prevent formation of the
global ODLRO. This phenomenon renders the mean-field treatment of Sec. 4.5 grossly
inadequate for U < Uc and leads to creation of the pseudogap phase. It does not
exhibit neither ODLRO nor the many-body gap within a sector with a fixed Nf . On
the other hand, there is still an even-odd alternation in the ground state energies of
the sectors with successive Nf ’s. This phenomenon may be clearly seen in the U > J
case in Fig. 4.8. It seems to persist all the way down to U < Uc, though the statistical
fluctuations make it hard to extract the it’s quantitative value. This means that there
is a gap in the single-particle density of states (indeed, the latter requires transitions
between states with Nf and Nf−1 particles). Therefore from the transport perspective,
the pseudogap state is characterized as a narrow gap insulator. Correspondingly the
Kuramoto QPT should be termed an insulator–superconductor one.
The line 2πT ≈ ω±1, Eq. (4.30), spells the boundary of the quantum critical regime.
If 2πT < ω±1, the quantum Kuramoto phase fluctuations, governed by 〈eiφi(τ)e−iφi(0)〉 =
e−ω±1|τ |, are averaged out to zero. This leads thus to the familiar SYK non Fermi liquid
fermionic correlations. However, for ω±1 < 2πT . |∆| the imaginary time circle is
too short to completely wash out the superconducting correlations. This creates an
interesting quantum critical scenario, where superconducting correlations show up as a
finite temperature effect.
4.7 Conclusion for the SYK superconductivity
Following the earlier studies [82, 83, 84, 85, 86, 87, 88], we found that the spin-full
version of the SYK model with extra attractive interactions may exhibit ODLRO and
superconductivity. Furthermore we found that details of this extra attraction are cru-
cially important in dictating the global phase diagram of the model. The previous
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studies focused on an effective all-to-all attraction, which conform to the large N mean-
field treatment. The pair hopping interaction calls for superconducting instability of
the non-Fermi liquid groundstate at an arbitrarily weak attraction. This is indeed the
case for the SYK+pair hopping model briefly considered here.
Our main finding is that a local attraction, such as on-site negative U Hubbard
term, leads to a qualitatively different scenario of the superconducting transition. In
this case the physics is dictated by quantum fluctuations of local phases. They destroy
ODLRO in a sizable part of the phase diagram, confining the superconductivity to a
dome-like region, Fig. 4.7. In particular, they lead to the pseudogap phase at small
U and the continuous QPT to the superconducting phase at U = Uc. These features
are described by the quantum version of the celebrated Kuramoto model. At strong
attraction, the local nature of the attractive interactions is also of crucial importance,
resulting in Tc ∼ U−1 scaling of the transition temperature. This limit is mapped on
the Richardson-like model with two-boson hopping. Its exact solution predicts the first
order transition at T = Tc from ODLRO state into a bosonic insulating state. The
latter consists of fermions, paired with the binding energy U  Tc, forming a gas of
incoherent bosons. Fermionic transport in this state is suppressed as e−U/T .
The natural question is if the superconducting version of the SYK model admits
a holographic interpretation. We have presented some thoughts in these direction in
Appendix B.4. There we discuss a possible holographic interpretation of the fluctuation-
dominated SYK + Hubbard superconductivity in terms of the “bulk” description.
We list now some of the open questions raised by our study: (i) What are fermionic
correlation functions in the pseudogap phase at U < Uc? The naive answer is that they
are the same as in the non-Fermi liquid SYK model. Yet, contrary to SYK, fermions
interact with the dynamical phases as |∆|eiφi(τ)ci↓ci↑ + h.c., where the phases, φi(τ),
are governed by the Kuramoto quantum mechanics, Eq. (4.26). Close to the QPT
this dynamics becomes increasingly slow, Eq. (4.30), and may significantly alter the
fermionic correlation functions.
(ii) What are the implications of our 0D treatment for the array geometry? In
particular, is the dome-like phase diagram, Fig. 4.7, applicable to arrays and how it
depends on the coupling (hopping) strength between the dots in the array?
(iii) Is there an interaction and an interplay between the phases, governed by the
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Kuramoto and the reparametrization modes [6, 16], governed by the Schwarzian ac-
tion? The latter modes are described by the Liouville quantum mechanics [16], which
predicts metal-insulator crossover at the energy scale J/N . For a finite N this energy
scale may compete with the many-body gap |∆|2/J , possibly affecting the insulator-
superconductor QPT [78].
(iv) An interesting generalization is a model with a weak time reversal symmetry
breaking parameter. In the Richardson model such generalization leads to the Russian
Doll (RD) model, Appendix B.3, which is known to be integrable. One may expect that
deformed in this manner the large U generalized Richardson is also integrable. SYK
corresponds to the completely degenerate local Richardson parameters, εi = 0, which
means that holographically all flavor branes are sitting on the top of each other in the
IR and the SU(N) symmetry is classically unbroken. Generic values of εi correspond to
displacements of flavor branes in the radial coordinate in the holographic treatment of
Richardson or RD models. It would be interesting to elucidate the role of non-vanishing
local parameters, εi, in the generalized Richardson model.
(v) The quantum Kuramoto mechanism of the condensate formation could fit within
a more general framework. In particular, an intermediate pseudogap phase is believed
to exist in the thermal QCD below the deconfinement phase transition, where the local
phases of the chiral condensate are disordered. The synchronization of the chiral phases
leading to formation of the homogeneous chiral condensate may occur in a Kuramoto-like
way. Indeed as shown above, at the 1/N order the near-horizon gravity (RG) dynamics
induces the Kuramoto potential for phases of the local Cooper pairs. Formation of the
chiral condensate in the holographic QCD, being also a near-horizon effect, may thus




In this chapter, we will go back to the glassiness side of the disordered system. In Chap-
ter 3, we argue that the SYK resembles as metal (even through a strange one) rather
than glass. Due to the feature of strongest scrambling (short time) and thermalization
(long time) in SYK type models, one may even imagine that if we have a glass material
to start with, once we add the SYK type scrambling effect, the glass may somehow
be “melted”. In Sec. 5.1, we will demonstrate how this melting effect could happen in
Hilbert space (rather than the real space). In addition, we will associate this effect as
a type of Anderson (de-)localization in many-body system (MBL).
Anderson localization was first proposed by Anderson 1958 for single particle disor-
dered electronic system [3]. A moving particle which can spread out the whole system
in clean system, might be trapped around certain impurities if the disorder strength is
strong enough. The phase of localization could be established, if the ergodicity of the
movement of particles is destroyed. About 40 years later, people realize, even though
the original proposal of localization was established in single particle picture, with the
existence of interaction (which is more realistic), the localization phase is still stabilized.
One of the typical example is the Ising type spin-glass. With both strong disorder and
interaction, the system has plenty of meta-stable states. In practically, if one cools down
a liquid very fast down to extremely low temperature, the system will have very little
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chance to goes to the true ground state, but some meta-stable. We will demonstrate a
spin-glass system in Sec. 5.2, its field theory and so on.
Except the interesting nature of glassy system as a MBL phase, people also find
important application of the glassy system. People find that many realistic optimization
problems, could be mapped to a glassiness Hamiltonian. That is to say, if one wants to
find the lowest cost to do a certain realistic job, it turn out to be finding the ground
state of the corresponding Hamiltonian. Unluckily, most treasurer job people wants to
achieve, map to a Hamiltonian has a glass phase at low temperature, which means find
the ground state (GS) of the Hamiltonian is certainly a very hard job. The how hard
typically is? It is NP hard, which means you typically need exponentially long time in
its systems size to find the GS. With the greedy to find the optimal solution with its
shortest time, people thinks to “melt” the glass even at zero temperature, and utilize
the “melting” feature to find the GS. This idea turn out to be the quantum annealing,
a specific type of quantum computing which aiming to find the (at least approximate)
GS state and GS energy with quantum adiabatic/diabatic evolution. This will be the
main topic in Sec. 5.3.
5.1 Many-body localization in Hilbert space for deformed
SYK model
As discussed in previous chapters, we understand that the many-body random matrix




Jijkl χiχjχkχl, with 〈J2ijkl〉 = J2/N3 (5.1)
is maximally chaotic and obey many-body Wigner-Dyson statistics Fig. 2.2. Family of
SYK model basically share the same property of maximally chaotic as SYK4 except
for SYK2 [14], which consist only 2-point interaction. People may wondering that,
albeit SYK2 by definition is a random matrix with its spectrum follows Wigner-Dyson
statistics, it is naturally non-chaotic. Truth be told that, the single particle spectrum
of SYK2 follows Wigner-Dyson statistics, while its many-body eigen-state, which build
from the Slater determinate of the single-body eigen-states, obeys Poisson distribution.
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This also could be understood that, these disordered single particle spectrum, is nothing
but the Fermi-liquid (or gas actually) type excitations and the system is fully integrable.




Kijχiχj with 〈K2ij〉 = K2/N (5.2)
(be careful with the i in front of summation is the imaginary unit). The many-body
spectrum of SYK2 can be constructed by single particle states which is the eigenstates
of Kij , shows it integrable nature. Now we have a nature question to ask: if we have
both SYK4 and SYK2, should we have chaotic system or integrable system?
The answer depend on the relative strength between SYK4 and SYK2, and one








We want to investigate chaotic-integrable transition when tuning the relative strength u.
This can be analyzed by checking level statics, OTOC [57] and spectrum form[49, 56]).
In this section, we would present the view that this chaotic-integrable transition maybe
understood as many-body localization [111, 112, 113], and the MBL should happen in
the many-body Fock space of this deformed SYK model. Summarize in words, we view
this zero dimensional SYK4+SYK2 as an Anderson model in Fock space [111]. and
SYK2 as non-interacting H0 spanned the Hilbert space, and SYK4 as interaction part
V to mixing the states in the Hilbert space.
To be more specific on the MBL in Hilbert space, we should start from non-
interacting system H0, and view eigenstates of SYK2 to be building sites of Fock space.
Once choose a site (i.e. a state of SYK2) as a initial location of the system without
V , the system will stay at this state forever, and this is the notion of localization at
certain site (or state). Then turn on the interaction term V , states of SYK2 no longer
be the eigenstates of the full Hamiltonian H = H0 +uV , but start to hop on other sites
and sooner become some linear combination of states of SYK2. It can be view as states
willing to spread out on the many-body Fock space lattice due to interaction term V
coming from SYK4. By tuning relative strength between SYK4 and SYK2, one may
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expect that if u is small, the system would prefer to be localized at original SYK2 state.
While at large u would make the eigen-state of the deformed system sitting on all Fock
space sites with equal probability, which reflect chaotic nature of SYK4.
Due to particle number parity, the matrix of Hamiltonian splits to two block which
do not talk to each other. And we will only focus on one of the block which has
dimension D = 2N/2−1. The eigenstates of SYK2 is denoted as |µ〉, with µ labeled
from 1 to D. The eigenstates of the full Hamiltonian HSYK-deformed, is labeled by its
eigen-energy with notation |E〉. Here we use E as scaled energy compare to GS, i.e.
E → E/|EGS| (e.g. GS in the scaled form has E = −1.). The overlap between |µ〉 and
|E〉, i.e. ψE(µ) = 〈µ|E〉 should be viewed as wavefunction which is the configuration of
spreading on SYK2 lattice. We now can investigate how wavefunction ψE(µ) look like,
by using the inverse participation ratio (IPR). IPR is a standard signature to distinguish
extend/localized state and we present the result in the following section.
5.1.1 IPR and proper scaling
By exact diagonalizing the full Hamiltonian 5.3 with certain parity, one can directly







µ=1 |ψE(µ)|2 = 1. And we understand that for fully localized
state, only one site is occupied, with IPR = 1, while for fully delocalized state, every
site is occupied equally, with IPR = 1/D, i.e.
IPR =
1 wavefunction fully localized1/D wavefunction fully delocalized (5.5)
In Fig. 5.1(a), we plot IPR as function of total energy E when fixing relative strength u.
The ground state of the system is always fully localized with IPR= 1. When increasing
the energy from GS to the center of band, the IPR decrease and has strong system
size dependence. Larger the system size, smaller the IPR, may indicate a extend phase
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around the center of band. In addition to the discorded averaged value of IPR, we
also investigate the distribution function of IPR as shown in Fig. 5.1(b). It has three
different types of distribution denoted in red, blue and purple, refers to different total
energy E corresponding to ground state (GS, E = −1), crossover region (Crossover,
E = −0.6) and center of band (Center, E = 0), respectively. Distribution of IPR for GS
is peaked at 1 with narrow width, which means wavefunction is almost fully localized
only at one site; Distribution of IPR for center of band is peaked just above zero, with
average of IPR close to 1/D, which means wavefunction is spread out for the whole Fock
space lattice. For distribution of IPR around the crossover region, one may identify two
separate peaks, which indicating the wavefunction may be contributed by two parts:
there is one specific site that wavefunction strongly (with finite large probability but
smaller than 1) localized on, while rest of sites are spreaded with equal probability. This





Figure 5.1: (a) IPR vs scaled total energy for different N = 18, 22, 26, 30, 34 (GUE)
with fixing u = 5. (b) Distribution function of IPR when fixing energy around ground
state(blue), crossover region (purple) and center of band (red) with different realizations
at N = 26.
All these features seemingly indicate that there may be a mobility edge Ec separate
extended/localized phase at certain u. But as shown in Fig. 5.1(a), no crossing point
to identify mobility edge Ec as one change different system size. This may indicate
two different scenarios (i) the system only exhibit crossover as IPR always smoothly
decreasing from 1 to 1/D at even infinite N . (ii) the system exhibit a MBL transition,
not for fixed u, but for a properly scaled u with system size. In order to investigate the
77
probability for scenario (ii), i.e. a transition exists, we want to have some method to
pin point the “transition point”. We may distinguish extended/localized states at finite
N by calculating the width of the distribution of IPR, i.e. the second moment of IPR
σ2IPR = 〈IPR2〉dis − 〈IPR〉2dis, where 〈· · ·〉dis refers to average over different realizations.
Fig. 5.2(a) shows, there are two maximum value of σIPR which indicate a mobility edge
Ec separate localized and extended states. This means for a system size N , at relative
strength u, |E| > Ec is localized phase while |E| < Ec is de-localized phase. We also
notice, for fixed u with different system size N , the peak in the fluctuate σIPR are locate
in different Ec. We rescaled the relative strength u with system size N to be ũ(N) as
ũ(N) = W (u)/W (2D), (5.6)
where W (u) is Lambert W function defined as W (u) = v with u = vev. With this scaled
relative strength ũ(N), one can collapse all the mobility edge Ec on a single ’critical’
curve with different system size, see Fig. 5.2(b). On the phase diagram of ũ(N) vs
E, this curve is nothing but the separation of the localized states (upper left of the
’critical’ curve) and the delocalized states (lower right of ’critical’ curve). This result
also coincide with the analytical result in reference [114], where they find in the center
of the band (which means u is large), uc ∼ exp(N/2) which means ũc ∼ log(uc)/N , just





Figure 5.2: (a) σIPR has two peeks at certain energy, which refer to transition points
from localized phase to extended phase. (b) All transition points collide on single line
with proper scaling function ũ(N). Lower than the critical line is extended phase, while
upper part is localized phase.
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As consequence, when we use this proper scaling of u of N , plotting IPR vs ũ(N)
will have a crossing point for different system sizes as shown in Fig. 5.3(a). These IPR
curves get sharper when enlarge system size, which indicate phase transition rather than
crossover from localized states to extended states when tuning u.On the other hand,
one can use the same scaling to deal with level statistics. Calculating nearest neighbor










where ∆Eµ = Eµ −Eµ−1. Plot r vs properly scaled ũ, there is also a crossing point for





Figure 5.3: (a) IPR vs proper scaling ũ(N) have one single crossing point when fixing
E. This plot shows the case for E = −0.93. Insert: clear version of crossing. (b) r vs
proper scaling ũ(N) have one single crossing point. Case for E=-0.88.
5.1.2 Phase diagram and non-ergodic extended phase
By using properly scaled relative strength ũ, we find the curves of IPR vs ũ as well as r vs
ũ cross at one single point with different system sizes which indicate a phase transition.
For physical meaning of each, we say IPR crossing point separate extended states and
localized states (i.e. delocalization-localization transition), while r curve crossing point
separate chaotic states and integrable states (i.e. chaotic-integrable transition). But
as shown in Fig. 5.4, these two critical curves match with each other, which enrich
the regimes of the full phase diagram. Above the blue curve (dots), the states are
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in the localized phase. Below the red curve (dots), the states are extended which
understood by IPR will eventually decrease to zero when have large enough N and level
statistics is Wigner-Dyson means chaotic. This region we called ergodic, in the sense
the wavefunction spread out the total Fock space.
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crossing point of IPR
crossing point of r
Figure 5.4: Phase diagram of this deformed SYK model. Blue dots separate localized
and extend phase. Red dots separate integrable and chaotic phase. Between these two
colored lines is the non-ergodic extend phase.
The new region between two phase transition curves as would be explained, could
be called as non-ergodic extend region. In order to verify the property of the states in
this region, we pick a specific state inside this non-ergodic extend phase with different
system size N , see Fig. 5.5. The IPR of this state getting down when enlarge N which
means extensiveness since we expect IPR eventually go down to zero. While its level
statistics is Poisson type, where level repulsion becomes weak when increasing N .
At this stage, we may understand the existence of non-ergodic extended phase in
following way. As suggested in reference [111], the structure of the many-body Fock
space may resemble a Cayley tree. So transition we discussed in the deformed SYK
model may be view as single particle Anderson transition on the Cayley tree. In reference
[62, 115], people find fractal behavior of eigenstates for Anderson model on RRG and
Cayley tree, which is the indication of the non-ergodic extended states. In the simple
Cayley tree picture, if one choose to have a state occupied on one of the branches of














Figure 5.5: (a) Verify IPR property of state in non-ergodic extend phase, IPR goes
down with larger N means extended. (b) Verify r property of state in non-ergodic
extend phase, r goes down with larger N means non-ergodic.
is extended. While, choosing two states occupied two different branches, these two do
not overlap sufficiently with each other, which indicating no level repulsion between
them even if these two states may closed in energy space. As a consequence, there is no
contradiction between non-ergodic and extended phase.
5.2 Many-body delocalization in spin-glass
In this section, we will discuss the many-body delocalization transition in spin-glass
systems. We understand that a glass system has exponentially many meta-stable states,
and has high possibility to stuck at one of them when they are prepared in experiment,
which refers to be a many-body localized state. To be concrete, let’s consider a spin-glass









where Jij are random interaction 〈J2ij〉 = J/N . With scaling 〈J2ij〉 ∼ 1/N , the low
energy states have their energies proportional to N (even though typical states energy
is proportional to
√
N), and we define the scaled energy ε = E/(NJ). One can find
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This model have become paradigms for the mean-field theory of spin glasses, with its
name Sherrington-Kirkpatrick (SK) model [4]. At high temperature, the system has
paramagnetic phase since the polarization of the spins are proportional to the external
field. While at low temperature, the free-energy landscape in spin-configuration is
non-concave function, and have many local minimums in energy space which represent
meta-stable states. The vertical line in Fig. 5.6(a) refers to the thermal transition at
T = 0.6J .
Quantum fluctuations could be imposed on the SK model, which is the magnetic












At large enough Bx  J , the GS of the system is fully polarized at x-direction, and all
eigen-states is ordered in energy by the Hamming distance from the GS (Here Hamming
distance means the number of spin-flips compare two states.). This is a paramagnetic
phase at large Bx. People found out that Bx ' J , there is a quantum phase transi-
tion separate glassiness GS and the paramagnetic GS. The horizontal line (T = 0) in
Fig. 5.6(a) refers to the quantum phase transition. Fig. 5.6 comes from Ref. [116], and
Γ in plot is equivalent to the Bx/J in our definition.
Similar to the deformed SYK model in Sec. 5.1, the quantum SK model also has a
mobility edge when one tunes the interaction strength Bx. People can translate between
the finite energy to finite temperature, and Fig. 5.6(b) shows the mobility edge. In order
to understand the meaning in the Fig. 5.6, we need some understanding in ergodic,
nonergodic, and MBL eigenstates in the quantum SK model.
In order to distinguish these phases, one need concern the off-diagonal matrix el-
ements of local operators. Schematically, denote by Â an operator that can flip O(1)
spins at a time (e.g. Â = σx). Consider any two eigenstates of the Quantum SK model,
|ψ〉 and |φ〉 with relatively close energies N(ε± δε/2), and evaluate the overlap 〈φ|σ|ψ〉
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Figure 5.6: (a) The canonical phase diagram of the spin-glass in Bx − T plane. (b)
The microcanonical phase diagram in the Bx − ε plane. Taken from Ref. [116], and
Γ = Bx/J .
• Ergodic phase: This is the situation that eigenstate thermalization hypothesis
(ETH) works. This indicate the overlap follows
〈φ|σ|ψ〉 ∼ A(ε, δε)√
D(ε)
(5.11)
where D(ε) is the number of states around ε which is a exponentially large value,
and A(ε, δε) is just a smooth function depend on energy with O(1) value.
• Non-ergodic phase: This is the situation that many meta-stable states appear at
the energy ε. We understand for each meta-stable state, there areO(1) spin-flipped
states associated with it. One meta-stable state with its neighbor in Hamming
distance form a valley in free-energy landscape, and the bottom of the valley is
this meta-stable state which correspond to the local minimum. If we choose two
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where the superscript (v) means the state is chosen in valley (v), and D(v)(ε) is
the number of state around ε inside valley (v). So it is resemble a ETH subsystem.




The overlap is heavily suppressed compared to ETH. So the overlap can be used
to characterize different phases of localization.
One can try to understand how many-body delocalization happens at finite energy
ε with certain Bx, which will lead to the notion of mobility edge. Start from a localized
state |α〉, which is the eigenstate of the classical SK (i.e. Hamiltonian (5.8)). We
understand that a state |α〉 delocalize itself, is equivalent to say that there are states
could “resonant” to |α〉. This resonance can be characterized by the overlap between
two states |α〉 and |β〉 after the flipping effect was include, i.e. 〈β|ψα〉, where |ψα〉 is
the perturbed |α〉 under small Bx. So we one can use forward scattering approximation









where P denote a possible path that flip |α〉 to |β〉 with d times, where d is the Ham-
ming distance between |α〉 and |β〉. And γ states are the intermediate states who
has Hamming distance dγ < d that support along d times flipping, and there should
have M = ∑ddγ=1 (Ndγ) of these γ states. Then the energy window of |Eα − Eγ | ∼√
N
√
logM  NJ |ε|, where NJε is the energy of state |α〉. So the typical value of
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We understand that when de-localization transition happened, every states (including
the |β〉) should be resonated, even with the furthest Hamming distance compare to |α〉.
At this point d ' N and 〈β|ψα〉 is no longer exponentially small. This indicate we have
a critical energy εc ' Bx/J , if |ε| < εc, the state at this scaled energy ε is delocalized,
as shown in Fig. 5.6(b). We also notice that this mobility edge do not have any scaling
with systems size which contrary to the situation we discussed in deformed SYK in
Sec. 5.1.
5.3 Quantum optimization in glassy system
There are many daily life problems which we want to pay least cost when finished them.
Many of them locate in the category of combinatorial optimization problems and are
equivalent as finding the ground state of corresponding spin-glass Hamiltonian, e.g. the
traveling salesman problem. Let’s demostrate the example of the traveling salesman,
who would sales his goods to N cities and wish to minimize his cost on airplane tickets.
Assume that the price of the tickets between city i and city j is Jij , and he will choose to
go to city in the order of c1 → c2 → ...cN−1 → cN and eventually come back cN+1 = c1.





Now we want to choose the best order to pass through these cities, to minimize Htickets.
Actually this optimization problem can be directly mapped to a random Ising model
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with introduce of bit spin:
ni,α =
1 goes to city i at the α step0 doesn’t go to city i at the α step (5.18)
Since the salesman would pass through the cities only once, we have
∑N
α ni,α = 1 for
all i. While at each step, he can only pass through one city, i.e.
∑N








This is a disordered spin model (although the spin here is defined in bit as 0, 1 rather than
standard ±1) with N different species. So now the question comes to finding the ground
state of the spin-glass Hamiltonian. Generically, there are different types of optimization
problems and these corresponds to different spin-glass models. Sherrington-Kirkpatrick
model with Hamiltonian Eq. (5.8), as a canonical example of spin-glass, was taken to be
used a benchmark test in many experiments. And the SK model (rather than traveling
salesman Hamiltonian Eq. (5.19)) would be used in the main text of our discussion of
quantum optimization in Sec. 5.3.2.
In this chapter, we would like to discuss how to find the ground state of such prob-
lems. But the life is not easy, since the Hamiltonian of these combinatorial optimization
typically has a glass phase, which will lead to a false GS when one tries to minimize
the cost/energy. A standard method to find GS is to do simulated (thermal) annealing,
namely starting from a random high energy state, one lower the energy of the state by
local flipping the spin. This method will inevitably lead to a local minimum state of
the problem rather than global minimum. And these local minimum typically have very
high energy barrier, which would be hard to hop from one local minimum to another in
a decent time (rather than forever).
In order to make the system hop from one local minimum to another, people in-
troduce the quantum fluctuation to do the job and quantum annealing as well as the
quantum adiabatic computing was invented. The idea behind the quantum annealing is
that, when one adding quantum fluctuation and destroy the glass phase, it is very easy
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to find the GS outside the glass phase. And at the same time, the GS in and out-side
the glass phase should be adiabatically connected. So if one can found the GS out-side
the glass phase and adiabatically evolve the quantum system back to its classical limit,
one will eventually find the GS solution of your optimization problem.
5.3.1 Quantum annealing and its bottleneck
The idea of optimizing by adiabatic quantum evolution seems to be a good idea, since the
GS of the system are always connected together and once one find GS in one regime will
lead to discover on other side of the regimes. But unfortunately, for large enough system
size, when system encounter a phase transition, there is always a gap associate with it.
Landau-Zener formula tells us, if you want to stick on the instantaneous GS when turn
off the quantum fluctuation, one better to maintain the rate of turning-off/changing
parameter to be smaller than the order of energy level spacing. In other words, a small
gap between the GS and first excited state, will lead a long time annealing to maintain
the notion of adiabaticity. Typically NP-hard optimization problems will always have
exponentially small gaps in quantum annealing set-up, and one need exponentially long
time to finish the anneal protocol.
For the Sherrington-Kirkpatrick model we discussed in Sec. 5.2, there is a quantum
phase transition when one increase the x-direction magnetic field. And at the quantum
phase transition point, a gap show up between the instantaneous GS and first exci-
tation state. Truth be told that this quantum phase transition is second order (i.e.
QCP), and everything is scaling invariant at that transition point, so does the gap. As
a consequence, the gap is power law smallness, rather than exponentially small, seem
to leave a room for adiabatic quantum annealing. But as it has been pointed out in
Ref. [117, 118, 119] that, for these SK types of spin-glass with conventional “forward”
protocol, though exist a QCP type gap, there could be many other anti-crossings be-
tween the lowest two levels and at the same time these minimal gap is near the end of
annealing, which leads to a exponentially small gap to spoil adiabatic quantum anneal-
ing. Because of these unpleasant exponentially small gaps in the conventional “forward”
protocol, people are questioning the efficiency of quantum annealing. Therefore, it stim-
ulates the interests to construct other types of quantum annealing protocol. Among
many types of them, a diabatic annealing protocol with multiple cycles is gradually
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popular these days, where the system is approaching GS cycle by cycle with a relatively
faster rate of dialing parameters than adiabatic annealing [120, 121, 122]. And this
types of annealing protocol would be the main topic in this chapter.
Due to the iteration nature of the protocol we are interested in, the initial trial
state of each iteration comes from the previous iteration, and it should be a classical
bit-sting type state, i.e. diagonal in the computational basis. A quantum annealing
protocol, if starting from a bit-sting type state and end up with (typically) another
bit-sting type state which was first proposed and tested in Ref. [123], are name after
Ref. [124, 125] as “reverse annealing”. The term “reverse annealing” may be somewhat
misleading: it is not the reverse type of the conventional quantum annealing. Also it
is not necessary for the system ends up to its initial Hamiltonian as if it reverses the
time at the middle of the conventional forward annealing process. One may use an
additional initial Hamiltonian to set the initial state as certain bit-string eigenstate of
the problem Hamiltonian. There are refined proposals [126] and detailed experiments
[127] since then.
Theoretical and numerical studies of reverse annealing was heavily discussed in [120,
121, 122] with ferromagnetic p-spin model as the problem Hamiltonian. In Ref. [120,
121], they studied two types of reverse annealing protocol: (a) adiabatic reverse anneal-
ing with an initializing Hamiltonian and (b) iterative diabatic reverse annealing without
an initializing Hamiltonian. In protocol (a), with “good” choice of initial state and tra-
jectory of annealing , the annealing process may skip exponentially small gaps which
should be existent due to first order phase transition. The better guess of the initial
trial state is, the larger the parameter space is to circumvent first order phase transition
(It is like transition from liquid-water to gas-water, one can bypass the first order phase
line and forbid the exponentially small gap.). This observation is encouraging in adia-
batic quantum computing, but the existence of a absence of the first order transition is
observed only in non-disordered model. In protocol (b), without the initializing Hamil-
tonian, they investigate if diabatic annealing process can scatter the state from high
energy to low energy with the help of Landau-Zener effect within few iterations. The
result are discouraging in the sense that the overlap between the annealing state (typ-
ically a superposition of many eigenstates of the problem Hamiltonian) and the GS of
the problem Hamiltonian, did not significantly increasing after few iterations. While in
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Ref. [122], with same protocol (b) but adding relaxation effect, i.e. couple to reservoir,
the system can drop from high energy eigenstate to GS in single iteration drastically.
The temperature lowering effect is enhanced with the existence of quantum fluctuation.
These studies [120, 121, 122] are the benchmark tests for crossing/bypass few expo-
nential small gaps in QA. However, in realistic NP-hard problems, which are equivalent
to spin-glass type models, the enhancement shown by these tests could fail. First, the
exponentially small gaps maybe unavoidable due to anti-crossing between states with
large hamming distances in the localization phase [117] and at the same time there
maybe exponentially many of them [118]. Second, the relaxation with reservoir is lim-
ited by the non-convex landscape structure of spin-glass and the state will be trapped
at some local minimum. (Moreover, in these benchmark tests, the transition between
states can be reduced to a much smaller subspace of Hilbert space by the symmetry of
toy model, which is not the case in generic spin-glass models.) Whether the promised
enhancement exists is an open question for spin-glass. Therefore, we would want to
study a more realistic scenario and take advantages of iterated diabatic annealing with
initializing Hamiltonian.
5.3.2 Diabatic Iterative Quantum Annealing
To be concrete in the discussion of the quantum annealing protocol, let’s formulate the
optimization problem. One start with a so-called problem Hamiltonian which need to










where N is the number of qubits. All eigenstates of the problem Hamiltonian are
polarized in z-direction, i.e. diagonal in computational basis. Define the state α has
configuration {sαi } with energy Eα. One wants to search the minimum of energy among
Eα among all α’s.
In standard QA, one add quantum fluctuation Hq−fluct =
∑
σxi mixing these states
by adding magnetic field in x-direction. So the full Hamiltonian for standard QA is
H(t) = Hprob. +Bx(t)Hq−fluct. (5.21)
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When Bx is large, the GS is melt by the many-body delocalization at B
c
x, which is a
equal superposition of all bit string states [116, 128]. And this is the initial place where
standard QA is start from, i.e. Bx(t)/J & 1 (numerical value may need to be larger
than 2). The annealing protocol is to decrease the Bx, and around the quantum phase
transition point Bcx, the instantaneous GS will suddenly changed from delocalized state
to a specific bit string state, which could be the GS of the pure problem Hamiltonian.
The probability distribution to go back to the states of pure Hamiltonian is fixed, and
the probability of going back to the exact GS could be exponentially small, due to
exponentially small gaps at small Bx. This means you may need exponentially many
trails to repeat your protocol, without systemically improvement.
Now one could introduce iterative version of the QA, aiming to improve your an-
nealing result after each iteration. One can start from a bit string state from simulated
annealing as a first trail, which is one of the local minimums of the problem Hamiltonian.
We want design a quantum annealing protocol, that after one iteration, the resulting
state is still a local minimum of the problem Hamiltonian with a lowered energy (with
a high probability). This may be achieved by introduce a reference state, where itself
is the initial state of the protocol. It should also involved in the Hamiltonian, so that
the system may remember this state all the way along the protocol and decide to pick
a new state which energy is lower than the reference state.








The full Hamiltonian for a given reference state, is controlled by the parameter Bx and
Bz as following,
Hfull(t) = HSK +Bz(t)Hrefer +Bx(t)Hq−fluct, (5.23)
Now we introduce the protocol of the iterative annealing:
• Stage 1: Programming the quantum annealer with Hamiltonian of Eq. (5.23) by
picking a reference configuration. The reference configuration should come from
the stimulating annealer, which offers a random local minimum of the problem




(accurate definition of Bbdyz will come up later, for now it is a order 1 number in
unit of J). We understand that there should be a energy scale Bbdyz to separate
the system from spin-glass phase and a paramagnetic phase which is polarized by
reference Hamiltonian in z-direction.
• Stage 2: After crossing the Bbdyz , we increase the Bx. Due to the fact that we are
in paramagnetic phase, increasing Bx will not lead the system outside this phase,
but make the instantaneous GS consist with not only reference component but
also other bit string states. During this process, the instantaneous GS is separate
with other instantaneous excited state in energy space (i.e. a gapped phase). So
the system will safely stay in the instantaneous GS, as long as the changing rate
of the magnetic field is not comparable to the magnetic field itself. Now we stop
at certain Bx, so the ratio between the magnetic field is χ = Bx/Bz at some order
one ratio. And we will specify the best ratio later.
• Stage 3: Decreasing Bz and Bx with the fixed ratio/slope χ. We will cross a “phase
boundary” which separate the spin glass phase and the paramagnetic phase. The
gap size at the phase boundary and the shape of the phase boundary will strongly
depend on the χ and the energy of the reference state one may choose. Fig. 5.7
shows the schematic diagram of protocol lines of the first three stages on top of
the phase diagram. During stage 3, unlike stage 2, we may meet many small gaps
on and inside the phase boundary. With proper speed (discuss later), we may
comes to a state which superposited by bit-string states mostly come from the
state with energy is lower than the reference state and few come from the states
higher than the reference state.
• Stage 4: Now we sit in the position Bx = Bz = 0 with a wavefuntion. Do the
measurement and the wavefuction will collapse on one of the bit-string of the pure
problem Hamiltonian. We can cool down this state to its associated local minimum
by stimulate annealing (e.g. gradient descent in a classical computer). So we got a
new bit-string state which is a local minimum of the problem Hamiltonian. Now,
if this new state has higher energy compare to original reference state, we would
choose to forget the new result and repeat the protocol with our previous reference
state. Or if the new local minimum state have lower energy, we would choose this
91
new state as our new reference state and do the cycle again. We will argue later,
the chance to lower the energy after one cycle is order one (more likely to be
























Figure 5.7: Schematic phase diagram of H = Hprob.+BzHrefer+BxHq−fluct for a specific
reference state. The reference state is chosen in side one of the local minimum of the
pure problem Hamiltonian. (Red curve) Possible phase boundary. (Blue lines) Stage
1,2,3 of the annealing protocol discussed in the main text
Now come back to the problem of choosing proper χ, that it can basically satisfy
following conditions:
• 1. The gap should be large enough at the phase boundary, that means the wave-
function will maintain at instantaneous eigen-GS just across the phase boundary
from outside, even with a comparatively fast annealing speed. We need the χ
large enough, so that the Bx = B
bdy
x (χ) at the crossing between the protocol line
at stage 3 and the phase boundary is large (∼ O(1)J). This indicate we want χ
as large as possible.
• 2. We want the instantaneous eigen-GS around the phase boundary, mostly con-
sist/superposited with the bit-string state have lower energy (of the pure problem
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Hamiltonian). We understand that when χ → ∞, the protocol goes as the stan-
dard quantum annealing, and the instantaneous eigen-GS is equal superposition
with all bit-string state, no matter its energy is higher or lower than the reference
state. On the other hand, we know when χ → 0, the eigen-GS around the phase
boundary will only mix the state that is lower than the reference state (detail
later). This indicate χ should not be too large.
These two point indicate that, there might be a best choice of χ, that can trade
off these two contrary request. To understand this more, we should have some semi-
quantitative method to approach the problem at intermediate χ.
Figure 5.8: Exact diagonalization results for: (χ = 0) Zeeman lines: energy spectrum
of HSK + BzHrefer vs. Bz. (χ = 0.2, 0.5, 1, 1.6, 2.4) Adding finite transverse field Bx.
Energy spectrum of HSK +BzHrefer +BxHq−fluct vs. Bz, where Bx = χBz.
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When χ 1, we understand that the off-diagonal mixing from Bx is small. So the
energy spectrum will mainly controlled by the Zeeman splitting. Depending on how
far away the state compare to reference state in Hamming distance, their behavior are
different. Let’s assume we have a bit-string state α has spin configuration {sαi } and







compare to reference state. The energy shift (i.e. the renormalizaed energy) as a
function of Bz for state α is ε̃α = εα − (1 − 2dα/N)Bz/J and for reference state ε̃r =
εr − Bz/J . We called this energy denpendence of Bz as Zeeman lines. See Fig. 5.8
for the spectrum at small χ (The plots comes from exact diagonalization of Eq. (5.23)
for small N). It is clear that reference Zeeman line has the largest slope to decrease
the energy with respect to Bz, so it will cross all other Zeeman lines has lower energies
compare to εr at Bz = 0 and have no touch to the lines with higher energies. We
can define the crossing point between the reference Zeeman line and α Zeeman lines
as (Bcrossz,α , B
cross
x,α ). Now for different α states, one can find the largest value of B
cross
z,α
among all α’s, and this crossing point will become the phase boundary for this χ, i.e.
defining Bbdyz = Maxα(B
cross
z,α ). So when Bz > B
bdy
z , the reference state Zeeman line
becomes to the instantaneous GS at the paramagnetic phase.
With very small Bcrossx,α = χB
cross
z,α at the crossing point, the gap between the reference
Zeeman line and state α Zeeman line is
∆α ∝ (Bcrossx,α /J)dα , (5.24)




and Bcrossx,α = χB
cross
z,α . (5.25)
Due to the fact that dα ∝ N for state α not inside local minimum which associated
with reference state, the gap one meet when annealing from paramagnetic phase to spin
glass (stage 3) will be exponentially small. If one can tolerant with the exponentially
long time Tanneal ∝ 1/∆2, then one can 100% sure after one iteration, the result state
will have lower energy compare to the reference state.
Let’s now comes to intermediate χ, to analysis how the energy spectrum may look
like (i.e. how the Zeeman lines picture at χ 1 changes at χ ∼ 1). We understand that,
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when χ ∼ 1, the off-diagonal Bx will come into play with two roles. (a) If one choose two
state associate with two different local minimums, the large Hamming distance between
the two different local minimums will lead exponentially small gaps. This is the effect
we discussed in χ 1 regime. Let’s neglect this effect for a moment. (b) If two states
are associated in the same local minimum, we know that them only have O(1) spin
flip between them, so the level repulsion is strong. Let’s assume we focus on the local
minimum among these close states and investigate how the energy curves looks like
as a function of Bx and Bz, without mixing effect from state at other local minimum
(i.e. effect (a)). We understand that this local minimum will be kicked downward by







Here we assume the local minimum state has energy J separated from one spin flip states,
in principle there should be a order 1 number differ from different local minimum. This
formula tells us that, when Bx is large, these local minimums are the states have the
largest slope ' −N around Bx/J ∼ 1, which will eventually become the instantaneous
low energy part in the paramagnetic phase. We may also decorate the formula with local
minimum dependence. Some of the local minimum valley have stronger level repulsion
and some are weak. This can be characterized in single parameter lα, where α label the
local minimum states. The lα characterize the typical energy separation between local
minimum with its nearby spin-flip states as lαJ , i.e. the local density of states around
α state is proportional to 1/lα. Now the local minimum dependence version of level









We can now put back the Zeeman effect of the Bz, this is the diagonal effect which
shift the energy of the local minimum state α, with slope sα = −(1 − 2dα/N). With
this effect, we have the full local minimum curve (again without mixing effect between
different local minimums) as:




(lα + sαBz/J)2 + (Bx/J)2
]
, (5.27)
where ε̃α = E
α
loc.min/(NJ) is the scale renormalizaed energy, and εα are the scaled
energy for the local minimum α of the pure problem whose distribution is chosen as in
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Ref. [129, 130].






























































Figure 5.9: Spectrum of local minimums constructed according to Eq. (5.27). (χ =
0, 0.1, 0.2, 1) Small χ regime, the largest crossing point of Bx/J between reference
state and other states are smaller than 1. The gap induced by the crossing point is
exponentially small. (χ = 2) The largest crossing Bx/J is around 1, so the energy
spectrum where Bx/J > 1 is not reliably predicted by Eq. (5.27), power law smallness
of gap start to develop. (χ = 3) Many higher energy state could curve down below the
reference curve.
Fig. 5.9 demonstrate the scaled energy spectrum of local minimums α from Eq.(5.27)
with random generation of sα and lα for small system size. Red curve is the reference
state curve ε̃r, with largest slope at small χ. At small χ regime, the reference curve will
always become the GS after Bx > B
cross
x,α , for all α. Here B
cross
x,α is defined by the crossing
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point of reference energy curve and α state energy curve, i.e. ε̃r(B
cross
x,α ) = ε̃α(B
cross
x,α ).
When χ is increasing, the Bcrossx,α is also increasing. Until Max(B
cross
x,α ) is approaching
J , every gap induced between two curves should be exponentially small, if one put back
the mixing effect for different local minimums at this stage. With this small gap, One
can still identify/trace who is the reference state and who is α state, even with the
mixing effect for different local minimums. In this regime of χ, we can simulate larger
system size and identify the phase boundary Bbdyx = Maxα(B
cross
x,α ). Fig. 5.10 shows the
phase boundary curve (Bbdyz (χ), B
bdy
x (χ)) for different reference energy. One can found
a critical χc ' 3.6 (black dashed line), that if one do the annealing with χ < χc, one
will always meet an exponentially small gap at the phase boundary, which comes from
the crossing point of reference and α local minimum spectrum curves.





































Figure 5.10: Phase diagram of full Hamiltonian (5.23) with different reference state.
There are three different region: spin glass, paramagnet (delocalized) and paramagnet
(localized). Different color (red, orange and black) are phase boundaries for certain
reference state with gradually lowered energy. For the phase boundary for a specific
reference energy, it has dashed portion and solid portion separated by a big solid dot.
The dashed portion of the phase boundary has exponentially small gap while the solid
portion refers to the many-body localization transition.
Then what happens if we choose χ > χc? If we follow the Eq. (5.27), it tells
that (exponentially) many local minimum curves will come to cross the reference curve
at Bx ' J . This may totally change the picture of χ > χc case comparing to the
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exponentially small gap between two local minimum curves bypassing Bbdyx for χ < χc
case. And this is the story associated with the concept of many-body localization
transition from Bx & B
bdy
x to Bx . B
bdy
x at intermediate χ.
Two local minimums will typically have exponentially small hopping between each
other because of the Hamming distance between them are proportional to N . For single
particle system, it may means the system may always be in localized state, and two local
minimums interchange their order of energy due to renormalization (i.e. Eq. (5.27)), and
open an exponentially small gap. This is not the case in the many-body systems, where
a competing exponential small energy level space may induce a de-localized phase as







where trα is the effective hopping between r and α state, and be calculated according







|Ẽr − Ẽγi |
(5.29)
There will be a phase transition happens when increase Bx, so that trα exceed the
exponentially small level spacing |Ẽr − Ẽα|. For a given χ, there is exist a Bbdyx (χ),
when Bx > B
bdy
x (χ), the instantaneous eigen-GS no longer be the localized state, but
mixing all the α local minimum, whose renormalized energies are exponentially closed.
This is a many-body delocalization state in paramagnetic phase, with its form




where |̃r〉 and |̃α〉 are renormalized state due to nearest neighbor level repulsion. So
when one get |GS(Bx > Bbdyx )〉 at the end of the stage 2 of the algorithm, and start
to decrease Bx and Bz with ratio χ, the system will pick one of the local minimum α
once cross the phase boundary (Bbdyz (χ), B
bdy
x (χ)). This is the many-body localization
transition at χ > χc.
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The many-body localization transition now will introduce a power law smallness of
gap when crossing Bbdyx due to the divergence of correlation length, i.e. ∆ ∝ 1/ξz ∼
1/N z, where z is the dynamical dimension. But at the same time, the state with energy
εα higher than the reference state energy εr will have develop high probability to curve
down around the reference curve at Bx/J ' 1, which will be one of the ingredient of
the delocalized state in |GS(Bx > Bbdyx )〉. That means when annealing at stage 3 of our
protocol, by passing the Bbdyx from paramagnetic phase, the system would have chance
to stuck at state α where εα > εr. So when doing measurement at stage 4, one may pick
a bit string that increase the energy compare to εr. This is a bad signal to do annealing.
To quantify how bad it would be at certain χ > χc, we need to count the number
of states that curve down below reference curve at Bx/J ' 1 for those α that εα > εr
(refer as N>). To compare with the number of states that originally (i.e. at Bx = 0)
below the εr which always contribute the instantaneous GS at Bx & B
bdy
x (refer as N<).
Now the instantaneous GS at Bx/J ' 1 should be superposited by N< states and N>
states more or less equally. So the probability to scatter to the higher energy bit-string
when annealing at stage 3 around the phase boundary is N>/(N> + N<). Fig. 5.11
shows how N>/N< depend on χ, with different reference energy εr, simulated by using
Eq. (5.27). It shows that only when χ > χc ' 3.6, the higher energy start to curve down
below the reference curve. And it also demonstrate that lower the reference energy εr,
faster the ratio N>/N< will grow to a fairly large value that too many higher energy
state comes to scramble the instantaneous GS at Bx/J ' 1. We suspect the ratio could









where γ > 0 and δ > 0 are scaling exponents and εGS is the true GS energy of the pure
problem Hamiltonian.This indicate, if one do not want ruin out the annealing because
of too many (exponentially many) higher energy superposited in the instantaneous GS,
one need to maintain χ− χc < (εr − εGS)δ/γ , See Fig. 5.10 for the dashed red, blue and
orange line.
On the other hand, when χ − χc > (εr − εGS)δ/γ , the instantaneous GS will mix



































Figure 5.11: Ratio of higher energy states mixed in the instantaneous GS at Bx/J = 1,
as a function of annealing slope χ, with different reference energy. No matter what
reference energy is, they all start to develop non-zero ratio at χc = 0.36. Smaller the
reference energy, fast the ratio grows to order 1 (50% chance to lower the energy after
one cycle of annealing). (Insert) Logarithmic scale in vertical axis.
in bit string basis. So in this regime, we can simply adapt the phase boundary from
the MBL transition boundary curves [131, 132]. And at this point, the system do not
care where your reference you choose at stage 1 of the protocol. So no matter what εr
is, the phase boundary for χ− χc > (εr − εGS)δ/γ are the same, See Fig. 5.10 transition
lines upper. So we may argue that we have a best region of χ for iterative quantum
annealing:
χc < χbest < χc + (εr − εGS)δ/γ (5.32)
Inside this region of χ, we know that the gap is no longer exponentially small due
to the mixing of different local minimum curves at Bx/J ' 1. While at the same
time, the instantaneous GS would only contain ∼ 50% higher energy bit-string and
the chance to increase the energy after the annealing is ∼ 50%. See Fig. 5.10, the
solid lines for each color (i.e. each reference energy) are the “bad” phase boundary. If
one choose a slope that cross the “bad” phase boundary, the annealing result is not
good. The slope without solid line phase boundary crossing in Fig. 5.10 are the slope
χc < χbest < χc + (εr − εGS)δ/γ . Smaller the reference energy, smaller room for χ that
we can choose.
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We can estimate the annealing time for lowering the energy after one iteration. Set
ε = εr − εGS as the accuracy one demand for the quantum annealing. The gap at the
phase boundary is power law small around χ & χc, i.e. ∆ ∝ (χ − χc)θ/Nβ. So the
annealing time for one iteration is




We need power law long time to do one iteration to make sure we have better bit-string
result compare to previous result.
To conclude this section, we propose a four-stages iterative annealing protocol with
reference Hamiltonian to do the quantum optimization. Compare to the standard “for-
ward” annealing with uncontrolled output due to localization effect between different
valleys, the iterative quantum optimization algorithm could have good control of low-
ering energy of the output with high probability, as long as the annealing loop has a
suitable slope as we argued. The output of the full protocol (many-iteration) could be
as close as the true GS with accuracy ε, within only a power-law annealing time.
Chapter 6
Conclusion
In this thesis, we addressed few toy models which are beneficial to investigate different
phases in strongly interacting disordered systems.
For the original SYK model, We investigate existence of replica off-diagonal solutions
in the field-theoretical description. To this end we evaluate a set of local and non-local
dynamic correlation functions in the long time limit. We argue that the structure of the
soft- mode Schwarzian action is qualitatively different in replica-diagonal vs. replica-off-
diagonal scenarios, leading to distinct long-time predictions for the correlation functions.
We then evaluate the corresponding correlation functions numerically and compare the
simulations with analytical predictions of replica-diagonal and replica-off-diagonal cal-
culations. We conclude that all our numerical results are in a quantitative agreement
with the theory based on the replica-diagonal saddle point plus Schwarzian and mas-
sive Gaussian fluctuations (the latter do contain replica off-diagonal components). This
seems to exclude any contributions from replica-off-diagonal saddle points, at least on
the time scales shorter than the inverse many-body level spacing.
With the knowledge of the dominance of the replica-diagonal saddle points, we un-
derstand that the SYK model could emerged as a paradigm of the non-Fermi liquid
behavior. We investigate a possibility of having a superconducting off-diagonal long-
range order and a pseudogap phase within the SYK framework. We found that ODLRO
may be established in spin-1/2 version of the model with the time-reversal invariance
and an extra attractive interaction. If the latter is taken as the on-site negative U
Hubbard term, it leads to the pseudogap phase at U < Uc dominated by quantum
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fluctuations of local phases. These fluctuations are described by a quantum version of
the Kuramoto model, traditionally employed to illustrate synchronization of classical
non-linear oscillators. In the opposite limit of large U , the SYK+Hubbard model is
approaching a certain generalization of the integrable Richardson model. We present
exact diagonalization studies, along with analytic solutions of the aforementioned lim-
iting cases. We also discuss possible holographic interpretations of the model, ODLRO
and the pseudogap.
When investigating a deformed model composed with both SYK4 and SYK2, we
found two transition which are associated with each other while conceptually different.
By calculating IPR, one can indicate a delocalization-localization transition boundary
with properly scaled relative strength ũ(N) in the notion of MBL in Hilbert space. Use
the same scaling of ũ(N), one also can figure out the boundary of chaotic-integrable tran-
sition. In single particle situation, these are the two concept, and share the same phase
boundary. While in many-body case, these two separate with existence of non-ergodic
extended phase in between. What we can learn from it is that two extensive states in
Hilbert space are not necessarily have level repulsion with each, as demonstrated in the
single particle hopping on Cayley tree lattice.
For the application side of the disordered systems, we discuss the possible non-
standard quantum annealing protocol that could be more efficient compare to conven-
tional forward quantum annealing. One may introduce an iterative version of the QA,
aiming to improve the annealing result after each iteration in reasonable time. We argue
that a triangle loop on Bz − Bx phase plane with a initializing Hamiltonian generated
by a reference state could be the preferable protocol to use. The reference state would
maintain its properties along the first crossing through the phase boundary, and scatter
to a lower energy state at the second touch to the phase boundary due the many-body
delocalization-localization transition. We argue the slope of the triangle loop Bz − Bx
phase plane is limited, and one may find a optimal value of the loop. At that certain
slope, the many-body delocalization-localization will open a power-law gap which save
the annealing time, and at the same time, the many-body delocalization-localization
should not mix too much higher energy states so that the reference state has high prob-
ability to scatter down in energy. As a consequence, the output bit-string state of the
full protocol (many-iteration) could be as close as the true GS within accuracy ε, with
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only a power-law annealing time.
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Appendix A
Replica structure in SYK:
technical details
A.1 Replica non-diagonal saddle point solutions.
In this section we provide detailed form of the replica non-diagonal solutions of saddle
point Eqs. (2.58). Consider the n× n matrix g with all diagonal elements equal g̃, and
all off-diagonal elements equal g
gab = g̃δab + g(1− δab), (A.1)
Substituting the ansatz Eq. (A.1) into saddle point Eqs. (2.58), we obtain
g̃4 + (n− 1)g4 = 1, (A.2)
g̃3g + g3g̃ + (n− 2)g4 = 0. (A.3)
Introducing the variable z = g̃/g we obtain from Eq. (A.3)
z3 + z + (n− 2) = 0. (A.4)
In the replica-limit n→ 0, equation for z can be written as
(z − 1)(z2 + z + 2) = 0 (A.5)
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The solution z = 1 means g̃ = g, which cannot satisfy Eq. (A.2). The solutions of

























while z = −1−i
√
7
2 results in the complex conjugated expressions. It follows, that there
are four pairs of mutually complex conjugated solutions with nontrivial replica-off-
diagonal part, g 6= 0.
To determine the relevance of the found saddle point solutions, we compare the
values of the saddle-point action at the replica-diagonal and at the replica-off-diagonal
saddle points. For the calculation of Tr ln term at replica-off-diagonal saddle point we
use the following formula




















where σ̃ and σ denote the diagonal and off-diagonal elements of the replica-matrix σ̂
for the self-energy, and Στ,τ ′ denotes the replica-diagonal solution as specified in Eqs.
(2.57), (2.58), (3.1). Performing the replica limit n→ 0 in Eq. (A.8), the action for the


























2g̃4(1 − 1/z4) = 3/4 for both values of z from Eq. (A.6) and all possible
solutions in Eq. (A.7), as well as for the replica diagonal saddle point g̃ = 1/
√
J ,
g = 0. Therefore, the difference between the action at the replica-diagonal and at the
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the replica-non-diagonal saddle points comes from the logarithmic terms only. It is
given by
















The real part of Eq. (A.10) equals −(SRND − SRD) = 0.0284Nn2 for all solutions listed
in Eq. (A.7). Since it is positive, the replica-non-diagonal saddle points give the dom-
inant contributions to the replicated partition function 〈Zn〉 = e−S . The difference
−(SRND − SRD) for possible solutions from Eq. (A.7) is summarized in the table below
















2 −0.06262− 0.99804i −0.64448 + 0.29093i 0.02843− 0.69209i± i3π2
The values for z = −1−i
√
7
2 are complex conjugated to the corresponding values given in
the table.
In conclusion of this section, we consider another possible structure of the non-
diagonal saddle point matrix g, consisting of n blocks of the size p× p along the main
diagonal, the structure of each p× p block being given by Eq. (A.1). In that case, Eqs.
(2.58) result in the following equations for the matrix elements
g̃4 + (p− 1)g4 = 1, (A.11)
g̃3g + g3g̃ + (p− 2)g4 = 0. (A.12)
From Eq. (A.3) we obtain for z = g̃/g
z3 + z + (p− 2) = 0. (A.13)
In general, there are three solutions for z. However, only two mutually complex conju-
gated solutions are consistent with Eq. (A.2). Each solution fixes unambiguously the
values of g̃4 and g4, thus resulting in four possible (generally complex) values of g̃ and
121
g. In particular, for p = 2 we obtain
z = 0, or z = ±i. (A.14)
The solution z = 0 results in the completely replica off-diagonal matrix g, which clearly
contradicts numerical results in Sec. ??. From the solution z = i it follows g̃ = ig.
Substituting this relation in Eq. (A.2) for p = 2, we obtain, as one possible solution,
the matrix g as given in Eq. (3.22).
A.2 Fluctuation expansion around the replica-diagonal sad-
dle point
To obtain the action for massive fluctuations around the replica diagonal saddle point,
we adopt the ansatz
Gabττ ′ = G(τ − τ ′)δab + δGabττ ′ , (A.15)
Σabττ ′ = Σ(τ − τ ′)δab + δΣabττ ′ , (A.16)
where G(τ − τ ′) and Σ(τ − τ ′) denote the traditional replica-diagonal saddle point
solutions. Substituting Eqs. (A.15), (A.16) into the action Eq. (2.55) and performing
the expansion in δΣ and δG, we obtain the action for the fluctuations around the the
replica-diagonal saddle point, which can be represented as a sum of the actions for
different replicas,

















































Let us derive the generating functional for the correlation functions containing off-
diagonal fluctuations δΣab. To this end we extend the action Eq. (A.19) with source
















The quadratic part of the action −S = −δSab[δΣab, δGab] − Ssource can be represented

























Using the symmetry of the fermionic Green functions with respect to exchange of argu-
ments
δGabτ1,τ2 = −δGbaτ2,τ1 , δΣabτ1,τ2 = −δΣbaτ2,τ1 (A.22)






















































From Eq. (A.25) we read off the following nonzero contractions of the fields δG and δΣ










G(τ3 − τ1)G(τ2 − τ4). (A.27)
The additive form of the fluctuation action Eq. (A.17) implies the multiplicative form
of the correlation function Eq. (3.20) as a product over the pairs of replicas









= (2p− 1)!! (D2(τ))p . (A.28)
Here (2p− 1)!! denotes the number of ways to assign pairs of replicas. The fluctuation







|τ | . (A.29)
The same conclusion can be made by means of 1/N diagrammatic expansion without
employing the replica-trick (see Fig. A.1) [15].
A.3 Correlation function in the replica non-diagonal sad-
dle point.
The replica non-diagonal saddle point assigns a non-zero average to the correlation
function 〈χai (τ)χbi(τ ′)〉. Calculation of high-order correlation functions, such as the one
defined by Eq. (3.19), requires building of contractions of pairs of fermions correspond-
ing to the nonzero average in the saddle point, which leads to the general form as given













Figure A.1: Diagram for the correlation function D2p. Crossed dashed lines represent
averaging over disorder.
Let us now consider the calculation of the function D2 explicitely. First we note, that
the saddle point equations Eqs. (2.56) are invariant with respect to the replica depen-
dent time shift τ → τ + τa. This transformation does not change the time dependence
in the replica-diagonal elements of saddle point solutions in Eq. (3.1), it influences the
replica off-diagonal elements though. As we show below, the time-shift transformation
is crucial to obtain the correct time dependence for the correlation functions calculated
at the replica non-diagonal saddle point. Consider the correlation function between
Majorana fermions on different sites (i 6= j)
D2(τ1, τ2; τ3, τ4) = 〈〈χi(τ1)χj(τ2)〉QM〈χi(τ3)χj(τ4)〉QM〉dis . (A.30)
The correlation function Eq. (A.30) in the replica formalism reads

















where 〈...〉Φ denotes the average over the reparametrization fluctuations, and Gab(τ−τ ′)
denotes the saddle point replica-off-diagonal Green’s function. The time-dependence in
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Eq. (A.31) contradicts the quantum mechanical result, which predicts the dependence
of correlation function on the differences τ1 − τ2 and τ3 − τ4. However, one can restore
the correct quantum mechanical dependence of the correlation function Eq. (A.31) by
making appropriate time-shifts in each replica. Namely, for each pair of times belong-
ing to the same replica, the time-shift has to be chosen in such a way, that the shifted
times are symmetric with respect to zero. Specifically, in Eq. (A.31), the times τ1, τ2,
belonging to the replica a, are shifted by ca = −(τ1 + τ2)/2, so that after the shift
τ ′1 = τ1− ca = (τ1− τ2)/2, and τ ′2 = τ2− ca = −(τ1− τ2)/2 = −τ ′1. Correspondingly, the
times τ3 and τ4 are shifted by cb = −(τ3+τ4)/2. Let us calculate the correlation function
Eq. (A.31) assuming the following ordering of times: τ2 < τ3 < τ4 < τ1. Using the Li-
ouville quantum mechanical representation for the averaging over the reparametrization
fluctuations [16], we obtain
〈



























































One can see, that after the time shifts ca and cb, the correlation function depends on
the time differences τ1 − τ2 and τ4 − τ3 only. For τ1 = τ4 = τ , τ2 = τ3 = 0 Eq. (A.32)





















Let us now consider the higher powers of the site-nonlocal correlation functions,
which we define as a product of 2p quantum mechanical averages















To facilitate the transition to the limit case, considered in Section 3.2.3
D2p(τ) = 〈(〈χi(τ)χj(0)〉QM〈χj(τ)χi(0)〉QM)p〉dis =
(−1)p 〈(〈χi(τ)χj(0)〉QM〈χi(0)χj(τ)〉QM)p〉dis (A.33)
we adopt the following ordering of times in Eq. (A.32)
τ2 < τ3 < τ6 < τ7 < ... < τ4p−2 < τ4p−1 < τ4p < τ4p−3 < τ4p−4 < τ4p−7 < τ4p−8 < ...
< τ5 < τ4 < τ1 (A.34)
The transition to Eq. (A.33) is achieved by taking the limits τ2 = τ3 = ... = τ4p = 0,
τ4p−3 = τ4p−4 = ... = τ1 = τ . The correlation function Eq. (A.32) is given by the
sum over all possible site-local contractions between the fermions belonging to different
replicas. Consider a single contribution, where we denote the pairs of contracted replicas
as (a1, a2), (a3, a4), ... (a2p−1, a2p). Then, employing the Liouville quantum mechanincal
treatment of the averaging over reparametrizations and implementing replica-dependent
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time shifts τa → τa + ca, we obtain
K(τ1, ..., τ4p) = 〈Ga1,a2(τ1, τ3)Ga1,a2(τ2, τ4)Ga3,a4(τ5, τ7)Ga3,a4(τ6, τ8)...
Ga2p−1,a2p(τ4p−3, τ4p−1)G













































































To ensure the dependence of Eq. (A.35) on the differences of times belonging to the




(τ2k + τ2k−1) (A.36)
With this choice, the combinations of times entering the exponents in Eq. (A.35) become
τ2k−2 + ck−1 − τ2k − ck =
1
2
[(τ2k−2 − τ2k−3)− (τ2k − τ2k−1),
τ2k−1 + ck − τ2k−3 − ck−1 =
1
2
[(τ2k−1 − τ2k)− (τ2k−3 − τ2k−2). (A.37)
Therefore, the choice of time shifts in Eq. (A.37) makes the argument of each exponent
in Eq. (A.35) to depend only on differences of times in the same replica. Note further-
more, that the time-shifts introduced by Eq. (A.36) are replica-local, hence they ensure
the quantum mechanically correct time dependence for any choice of contractions.
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In the limit τ2 = τ3 = ... = τ4p = 0, τ4p−3 = τ4p−4 = ... = τ1 = τ , the calculation
in Eq. (A.35) reduces literally to the one performed in Ref. [16], hence one obtains for
the correlation function Eq. (A.33) the time dependence ∼ 1/|τ |3/2 for any power p.
A.4 Reparametrization fluctuations around the replica non-
diagonal saddle
In this Appendix we show, that the replica non-diagonal saddle point generates coupling
between the reparametrizations in different replicas, leaving only a single soft mode, in
which all replicas have the same reparametrization. Consider the replica non-diagonal






















which is formulated in terms of the reparametrized Green functions









with fa(τ) being the reparametrization transformation in the replica a. Note, that such
form of the Green’s function is valid only for times |τ − τ ′| > 1/J . For shorter times,
|τ − τ ′|  1/J , the Green’s function in the model with finite strength of interaction J
should approach a free Majorana correlator, Gabfree(τ) = −δabsgn(τ)/|τ |. Therefore we
restricted the domain of integration in Eq. (A.38).




′(t)]−1/2 and integrates by parts then the action S2[f ] can be cast in the








ab(t) ζbt2 , Π










where we introduced f1(t)
←→
∂t f2(t) ≡ 12 [f1(t)f ′2(t) − f ′1(t)f2(t)] for any two functions f1
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and f2. Taking into account the symmetries of the Green’s function,
Gab(−t) = −Gab(t), Gab(t) = Gba(t), (A.41)









This expression needs to be found only for times |τ − τ ′| > 1/J and therefore one
can omit the action of time derivative on the sign-function in Eq. (3.1). Indeed, the
resulting δ-function will bring times t1,2 infinitely close to each other, but these times are
excluded from the integration domain in Eq. (A.38). Bearing this remark one obtains






with gaa = g̃ and gab = g for a 6= b according to Eq. (A.1). Then the soft-mode action
assumes the form





























Diagonal matrix elements in this sum produce the Schwarzian action for each function
fa(τ), see e.g. derivation in Ref. [16], and below we analyze the terms with a 6= b. These
off-diagonal contributions mainly come from the singularity along the curve C in the
plane (τ1, τ2) defined by the equation fa(τ1) = fb(τ2). In the close vicinity of C one can
introduce the new set of coordinates (τ, s), where τ runs along C and s is the direction
which is perpendicular to C, as shown on Fig. A.2. Let eτ ≡ (∂ττ1(τ, s), ∂ττ2(τ, s)) and
en ≡ (∂sτ1(τ, s), ∂sτ2(τ, s)) be the corresponding tangential and transverse vector fields
to the curve C, which in the new coordinates is just a straight line s = 0. According to
their definitions we have
∂τ [fa(τ1(τ, s))− fb(τ2(τ, s))] = (f ′a(τ1),−f ′b(τ2))T · eτ = 0, (A.45)
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Figure A.2: The curve C is defined by the relation fa(τ1) = fb(τ2). The new (local)
system of coordinates (τ, s) is chosen as described in the main text so that τ runs along
C and s in the orthogonal direction. The main contribution to the action (A.44) stems
from the region |s| . 1/J .
which means that eτ should be orthogonal to the vector fab = (f
′
a(τ1),−f ′b(τ2))T . On
other hand en must be parallel to the same vector fab. Therefore, the normalized











2 + (f ′b)
2
. (A.46)
From here it follows that the parametrization of the coordinate line s in the perpendic-







































2 + (f ′b)
2, (A.48)
where we took into account that fa(τ1) = fb(τ2). Now using the exponential parametriza-
tion
f ′a = e
φa , f ′b = e
φb , (A.49)
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and substituting Eq. (A.48) into the integration kernel in Eq. (A.44), we obtain

















Here we took into consideration that the Jacobian of transformation from (τ1, τ2) to
(s, τ) variables is unity, because the basis (eτ , en) is orthonormal. The choice of the
short-time cutoff ∼ 1/J affects the value of the coupling constant in the action Eq.
(A.50), it does not change the functional form of the coupling term though.
Considering infinitesimally close transformations in different replicas, we can expand
the denominator in small difference ϕ(τ) = φa(τ1(τ))− φb(τ2(τ)), and after performing
the integration over s, we obtain

















For the 2nd term in the expression, ∝ ϕ2ab, the contour C can be substituted by the
straight line (τ1 = τ2 = τ) if one is interested in the Gaussian order only. As to the 1st





by itself has a ϕ2–contribution which takes into account the deviation of C from a

























which is the last expression in Eq. (3.9).
Let us now derive Eq. (A.53). We assume that both phases are small (φa  1 and
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φb  1) and then parametrize C by a variable τ as
τ1(τ) = τ + x(τ), τ2(τ) = τ + y(τ), (A.55)
with fluctuations x, y being small in φ’s . Their role is to take into account a deviation
of the curve from the straight diagonal. From the relation fa(τ +x) = fb(τ +y) we then
have (up to 2nd order in φ),
fa + e
φαx = fb + e
φβy, (A.56)
where we took into account that next order terms, e.g f ′′ax
2 ' φ′aeφαx2, are of cubic
order in φ’s. There are many ways to parametrize the same curve and thus equation
above does not fix x and y unambiguously. For example one can choose
x = −1
2
e−φa(fa − fb), y =
1
2
e−φb(fa − fb). (A.57)








(1 + x′τ )




In the 2nd order in φ’s one finds




1 + eφb−φa + φ′a(fa − fb)
]
, (A.59)




1 + eφa−φb − φ′b(fa − fb)
]
, (A.60)














When performing the integral over dτ we integrate by parts. Taking into account that
f ′a = e














as it was claimed above. It is natural that the correction to the geometric length of the
curve C is positive, since it deviates from the straight line.
A.5 Transition to the two-level regime
In this Appendix we give a qualitative explanation as to why the transition from the
reparametrization-dominated to the two-level regime occurs at a shorter time-scale for
the site off-diagonal correlation functions in comparison to the site-diagonal ones, as
observed numerically. Consider first the correlation functions D2(τ) and 〈G2ii(τ)〉dis. In












Here the energy of the ground state is set to zero hence E1 denotes the energy gap
between the ground state and the first excited state. The numerical data in the two-level
regime can be fitted with very high accuracy under the assumptions that energies E1 and
the matrix elements Mi = 〈0|χi|1〉 are statistically independent Gaussian distributed
quantities. Furthermore, to explain the different time scales for the crossover between
the reparametrization dominated and two-level regimes, assume the matrix elements for
the operators at different sites to be statistically independent of each other, 〈MiMj〉dis =

































Under the assumption of Gaussian distributed matrix elements the results Eqs. (A.64)
and (A.65) differ just by an N -independent factor.
The crossover from the reparametization dominated to the two-level regime occurs
at the time scale, where the contributions of higher energy levels become suppressed by
the corresponding energy exponents ∼ e−Enτ . As a toy model, consider the contribution
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of the next exited level, which we denote as |2〉 with the energy E2. For the correlation
function D2(τ) we now obtain
D2(τ) =
〈(




























Now let us make the following assumptions: matrix elements between the ground state
and the state |1〉, and between the ground state and the state |2〉 are statistically
independent. Furthermore, the sign of the product 〈0|χj |n〉〈n|χi|0〉, (i 6= j) is random,
hence the average of such a product over disorder distribution is close to zero. It follows
from this assumption, that the terms 〈0|χi|1〉〈1|χj |0〉〈0|χj |2〉〈2|χi|0〉 vanish after the
average over disorder, in contrast to 〈0|χi|1〉〈1|χi|0〉〈0|χi|2〉〈2|χi|0〉, which result in the





















































Here we denoted M1 = 〈0|χi|1〉, M2 = 〈0|χi|2〉. Taking into account E1 < E2, on can





in Eq. (A.69) leads to a slower time decay
of the site diagonal correlation function 〈G2ii(τ)〉dis at relatively short times than the
decay of the site off-diagonal correlation function, where the above mentioned term is
absent.
Another, complementary point of view on the spread of the correlation functions in
the crossover region between the reparametrization-dominated and two-level regime can
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be gained by considering the effective many particle density of states. Namely, assum-
ing the discrete spectrum of energies En we conclude that the possible energy factors
determining the time decay of the site off-diagonal correlation functions can be only the
multiples of the energies En (in our previous example n = 1, 2), such as 2E1, 2E2, ....
This is due to the vanishing disorder averages of the matrix elements 〈〈0|χi|n〉〈n|χj |0〉〉dis
for i 6= j. In contrast, for the site diagonal correlation function, the energy factors are
built out of all possible sums of pairs of energies, such as En + Em, for any two states
|n〉 and |m〉. Considering each energy factor as an effective multi-particle energy level,
we conclude, that the many-particle energy spectrum contributing to the site-diagonal
correlation function is more dense, that is it has lower many-particle level spacing. Now,
the deviations from the reparametrization dominated regime should happen at the times
which are of the order of inverse many-particle level spacing. According to the consid-
erations above, those times are larger for the site-diagonal correlation function that for
the site off-diagonal one. This would explain qualitatively why the spreading of the site
off-diagonal curves [D2p/(2p− 1)!!]1/p in Fig. 3.4 occurs at earlier times than that for




B.1 Mean-field treatment of SYK-Hubbard model
In this Appendix we provide details of the mean-field treatment for the model specified
by Eqs. (4.9)–(4.12). We employ the standard treatment of SYK model, which includes
averaging of the replicated partition function over the distribution of couplings followed
by the so-called GΣ-approach [16]. For the model with real couplings, Eq. (4.9), the























where the anomalous part Aaτ,bτ ′ijkl is given by a product of fermion operators describing





















and the normal part is given by product of one creation and one annihilation operator
at each site


















Here c̄ refers to the Grassmann variable which is the counterpart of c† in canonical form.
Guided by the knowledge that no replica-off-diagonal saddle points exist for the SYK-
model [14, 16, 8], we restrict further consideration to the replica-diagonal sector and drop
the replica indexes hereafter. In the framework of GΣ-approach one introduces fields
corresponding to the on-site Green’s functions. However, the presence of the anomalous
term, Eq. (B.2), requires introduction of both normal and anomalous Green’s functions.
Anticipating spin-singlet superconducting pairing, we assume the anomalous fields F̄ , F
to have nonzero componens for the opposite spin-indexes only, such as















In contrast, since we do not expect magnetic ordering, the normal fields G and Σ are
assumed to have nonzero components only for the coinciding spin-indexes,








Technically, the new fields are embedded into the path integral for partition function
by insertion of the functional δ-functions. To this end, we introduce the Nambu-basis
Ψi = (ci↑, c̄i↓)
T , Ψ̄i = (c̄i↑, ci↓), and the matrix Green’s function
Gττ ′ =
(
Gττ ′ F̄ττ ′
Fττ ′ −Gτ ′τ
)
. (B.5)
Then the functional δ-functions are enforced by the conjugated matrix field
Σττ ′ =
(
Σττ ′ Ξ̄ττ ′














The dual fields Ξ, Ξ̄, and Σ play the role of anomalous and normal self-energies respec-
tively.
Furthermore, we perform Hubbard-Stratonovich transformation to decouple the































































iσ (δτ ′τ∂τ + Στ ′τ ) ciσ


















































B.1.1 Saddle point ansatz
We assume the fields ∆i to be time- and site-independent at the saddle point. Then we














































(ωn + iΣ(ωn))2 + (Ξ̄(ωn) + ∆̄)(Ξ(ωn) + ∆)
,
(B.12)





ττ ′ , (B.13)
G(ωn)=
−iωn + Σ(ωn)













F (ωn) = −Fττ . (B.16)
Hereafter we restrict ourselves to the case of the half-filling, where, due to the particle-
hole symmetry, the normal components are odd, while anomalous are even functions of
time, eg., Ξτ ′τ = Ξττ ′ , Στ ′τ = −Σττ ′ .
140
B.1.2 Approximate solution of the mean-field equations
The anomalous fields Ξ and F , entering the saddle point equations, admit non-zero
solutions only in the presence of ∆. Similarly to the BCS case, we’ll find that F ∝ ∆.
According to Eq. (B.13), Ξ ∝ F 3 ∝ ∆3. Therefore in the limit of (exponentially) small









G3ττ ′ , (B.18)
F (ωn) = −
∆
(ωn + iΣ(ωn))2 + ∆2
, (B.19)
where we fixed the phase of ∆ to make the latter real. We’ll see below that neglecting Ξ
is not, strictly speaking, justified, even for the small ∆. Nevertheless Eqs. (B.17)–(B.19)
will be shown to be a qualitatively (if not quantitatively) accurate representation of the
full set. Eqs. (B.17), (B.18) are the known saddle point equations of the SYK model,
modified by the presence of a finite ∆. In the normal phase (∆ = 0) Eqs. (B.17), (B.18)
exhibit an approximate conformal invariance at long times. Their solutions behave like
G(τ) ∼ sign(τ)/
√
J |τ | and Σ(τ) ∼ sign(τ)
√
J/|τ |3/2. Assuming for a moment that
Σ  ∆, ωn, one finds F (ωn) ∝ ∆/(J |ωn|). In the time representation this amounts to
F (τ) ∝ (∆/J) ln(τ∆/τ), where τ∆ is a long time cutoff to be discussed momentarily.
A finite ∆ creates a gap in the many-body spectrum, forcing the exponential decay
of the correlation functions at a long imaginary time. We denote the corresponding
time scale, given by the inverse of the energy gap, as τ∆. Following Ref. [82, 83], based
on these considerations we adopt the following variational ansatz for the normal and
anomalous Green functions:













where J̃ = J/(4
√
2π) and parameters τ∆ and c are to be determined to satisfy Eqs. (B.17),
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(B.19) in the limit of small frequencies.







; Σ(ωn) = −i
√
J̃ |ωn| sgn(ωn), (B.22)













for ωτ∆  1. One notices that in both limits Σ(ωn)  ωn and therefore the latter
may be neglected in Eqs. (B.17), (B.19). In the limit ωτ∆  1 one also notices
that Σ(ωn)  ∆ and thus G(ωn) = −1/Σ(ωn), which is consistent with Eq. (B.22).
This consistency is a consequence of our choice of J̃ . In the opposite limit, ωτ∆  1,
Σ(ωn)  ∆ and thus G(ωn) = Σ(ωn)/∆2. Combining this with Eq. (B.23), one finds





Notice that the gap scales as ∆2/J  ∆. This is a consequence of the superconductivity
being formed from the non Fermi liquid normal state.
We turn now to the anomalous function. According to Eqs. (B.19) and (B.22) its







It’s Fourier transform is F (τ) = −(∆/πJ̃) ln(τ∆/τ), where τ∆ is adopted as a long
time cutoff. This is exactly the variational form, Eq. (B.21) at τ  τ∆. Finally to
fix the constant c in Eq. (B.21) we demand the correct asymptotic at ωn → 0, which
is, according to Eqs. (B.19) and (B.23), F (ωn = 0) =
∫
dτF (τ) = −1/∆. Integrating
Eq. (B.21) with τ∆ given by Eq. (B.24), one finds c = 7.58.
Finally, we can self-consistently determine ∆ using Eq. (B.16). To this end one
needs the anomalous function at the coinciding times: Fττ = F (τ = 0). Putting UV
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where the coefficient inside the logarithm is somewhat arbitrary. As a result, one finds
∆ ∼ J̃ e−πJ̃2U . (B.27)
We conclude that, within the mean-field treatment, the superconducting order param-
eter ∆ is present at an infinitesimally small Hubbard attraction U .
Let us now discuss the omission of the anomalous component of the self-energy,
Ξ(ωn), in Eqs. (B.11)–(B.15). One expects that, since Ξ ∝ F 3 and F ∝ ∆ ∝ e−
πJ̃
2U , the
anomalous self-energy is exponentially suppressed. In reality this is not entirely the case.
Indeed, let’s evaluate Ξ(ωn = 0) ∼ J2
∫
dτF 3(τ) ∼ J2(∆/J)3τ∆ ∼ ∆, where we have
employed Eqs. (B.21) and (B.24). Therefore at small energies, ωnτ∆  1, Ξ(ωn) ∼ ∆,
while for ωnτ∆  1, Ξ(ωn) ∼ ∆/(|ωn|τ∆) ∝ ∆3, as expected. Nevertheless, we observe
that in the entire energy range Ξ(ωn) . ∆ and therefore omitting Ξ in Eqs. (B.11)–
(B.15) is not affecting the qualitative behavior of the Green functions, Eqs. (B.20),
(B.21), and the scaling of the inverse gap, Eq. (B.24). It may affect, though, some of
the numerical coefficients.
In the opposite limit of large Hubbard coupling, U > J , the spectral gap is of the
order of U . Being the largest energy scale, the gap suppresses the SYK non Fermi liquid











B.2 Interaction constant in the quantum Kuramoto action
Here we derive the interaction term for the phase fluctuations of the local order param-
eters on different sites, Eq. (4.26). As explained below Eq. (4.26), the corresponding
coupling constant is proportional to the off-diagonal susceptibility to variations of the
local order parameter, κij = ∂
2EGS/∂∆i∂∆̄j . We thus consider the order parameters,
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∆i, to be externally applied (proximitized) through an extra term in the Hamiltonian,∑
i ∆̄ici↓ci↑+h.c., and evaluate an induced energy change. Diagrammatically the latter
is given by the order 1/N diagrams, Fig. B.1, which involve normal and anomalous
Green’s functions, as well as the paired interaction vertices 〈J2ik;lj〉 = J2/(4N)3.
. . .
. . .
















Figure B.1: Diagrammatic representation of the off-diagonal Cooper susceptibility: a)
the lowest order diagram; b) the ladder series.
Since all propagators are site-diagonal, correlations between distinct sites appear
in the order 1/N in expansion of the action. The physical mechanism of correlations
between the superconducting fluctuations at different sites consists of correlated hopping




kσ′cl,σ′cj,σ. Because all four
sites here are distinct, no direct hopping of a Cooper pair is possible. Rather, a transfer
of a single Cooper pair from a site i to another site j involves at least two correlated
acts of interaction that cause transfer of two Cooper pairs from the sites i, k to the sites
`, j. Thereby the second Cooper pair plays the role of an assisting agent for the hopping
of the first one. The amplitude of an elementary jump of a Cooper pair from a site i
to a different site j, assisted by a hopping of another Cooper pair from a site k to a
site ` is represented by the diagram in Fig. B.1a). The hopping of the assisting Cooper
pair is depicted by the insertion of an anomalous loop between the normal Green’s
functions. Thus, insertion of anomalous loops is a necessary ingredient of diagrammatic
representation of interaction between superconducting fluctuations at different sites.
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Taking into account summation over the spin indexes and over the intermediate sites
k, `, one obtains contribution to the average susceptibility, κ
(1)
ij , from the lowest order








×F̄ (τ1 − τ2)F (τ1 − τ2)G(τ − τ1)G(τ − τ2). (B.29)
Substituting the variational solutions, Eqs. (B.20), (B.21), for normal and anomalous





























exp [−|t1| − |t2| − |t− t1| − |t− t2| − 2|t1 − t2|]√
|t1||t2||t− t1||t− t2|
= 1.58.
This numerical constant should not be taken too seriously. Indeed, our variational ansatz
for the propagators, Eqs. (B.20), (B.21), is not exact but only interpolates between
correct short and long time asymptotics. The reason of presenting this calculation is
to point out the absence of logarithmic factors. The latter may be naively expected,
due to the presence of two runs of the Cooper ladder in the diagram of Fig. B.1a). If
the anomalous loop in the middle would be confined in time to some scale τ0  τ∆,
the diagram would be ∝ ln2(τ∆/τ0)  1. This is because the two integrals over τ and
τ1 ≈ τ2 would be logarithmic. In this case summation of the entire Cooper ladder, Fig.
B.1b), would be of a crucial importance. However, our case happens to be different.
The reason is that the anomalous loop has the same characteristic time scale, τ∆, as the
normal Green functions, which form runs of the Cooper ladder. As a result, logarithms
are not present and all the terms of the ladder have the same order of magnitude as the
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first diagram, Fig. B.1a). Therefore the ladder summation only changes the numerical
coefficient, C2, rather than the large logarithmic factor. Let us note in passing that
Hubbard U , being time-local, induces the conventional logarithmic Cooper ladder and
thus Eq. (B.27). This ladder, however, is strictly diagonal in the site index (and is
already incorporated in diagonal G and F , Eqs. (B.20), (B.21)). The off-diagonal
ladder and thus the off-diagonal susceptibility, κij , needed in the quantum Kuramoto
action, requires long-range anomalous loops inserted in each run of the ladder as in Fig.
B.1b).
Another consequence of the long-range nature of the anomalous loop is that the sus-
ceptibility, κij , Eq. (B.30), is not proportional to ∆, despite each of the two anomalous
propagators, F , being proportional to ∆, Eq. (B.21). The reason is that the integra-
tions range, given by τ∆, is inversely proportional to ∆
2, Eq. (B.24). In the absence of
other long time cutoffs, e.g. a finite size gap, this leads to ∆-independent susceptibility,
Eq. (B.30).
Finally, the interaction term in the quantum Kuramoto action, Eq. (4.26), is given
by κij∆i∆̄j +h.c. ∼ κij |∆|2 cos(φi−φj). As a result, the interaction constant, g, in the




∝ J̃e−πJ̃U , (B.31)
where constant C2 ∼ O(1) remains undetermined by these considerations. The fact that
g is linearly proportional to the energy gap, Eq. (B.24), (both being ∼ ∆2) is analogous
to the conventional T = 0 Josephson energy.
B.3 Richardson model and its generalizations
In this Appendix we review some general aspects of the Richardson model and its
generalizations for completeness.
B.3.1 Richardson model
The truncated BCS-like Richardson model of superconductivity [89] involves some num-
ber of doubly degenerated fermionic levels with the set of energies εj/2, where j =
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1, . . . , N . It describes the system with a fixed number, M ≤ N , of the Cooper pairs. It
is assumed that several energy levels are populated by Cooper pairs while levels with














where c†jσ are the fermion operators andG is a coupling constant providing the attraction











[b†j , bk] = δjk(2Nj − 1), bj = cj↓cj↑, Nj = b
†
jbj . (B.34)











































It is convenient to introduce the pseudospin Sl(2, R) algebra in terms of the creation-
annihilation operators for the Cooper pairs






j = Nj − 1/2. (B.39)
The Richardson Hamiltonian commutes with the set of operators Rj [133]











which are identified as the Gaudin Hamiltonians
[HR, Rj ] = [Ri, Rj ] = 0. (B.41)











The number of orbitals, N , coincides with a number of sites in the Gaudin model and
a coupling constant in the Richardson Hamiltonian corresponds to the ”boundary twist”
in the Gaudin model. The commuting operators, Ri, are the residues of the transfer
matrix of the inhomogeneous twisted XXX spin chain in the semi-classical limit taken
at inhomogeneities, εi. The BA equations for the Richardson model, Eq. (B.36) and for
the Gaudin model exactly coincide. The Richardson model can be described in terms
of the conformal field theory, where the Cooper pairs correspond to screening operators
[134].
B.3.2 Russian Doll model and twisted inhomogeneous XXX spin chains
A generalization of the Richardson model - the so-called Russian Doll (RD) model [135],


















Ḡ2 −G2. It is also useful to consider dimensionless parameters g, θ defined
as G = gd and η = θd, where d is a mean value of (εi+1 − εi) sequence. The RD model
reduces to the Richardson model in the limit η → 0.
The RD model turns out to be integrable as well. Now instead of the Gaudin model
a proper spin chain counterpart is the generic quantum twisted inhomogeneous XXX
spin chain [136]. The equation defining a spectrum of the RD model reads as
exp(−2iα)
N∏ Ej − εk − iη/2
Ej − εk + iη/2
=
M∏ εj − εk − iη
εj − εk + iη
(B.45)
and coincides with the BA equations for the spin chain. It reduces to the BA equation
of the Richardson model (B.36) in the limit η → 0.






(εi − Vii)2 + |∆i|2
, ∆̃j = ∆je
iφi , (B.46)
where Vij is a scattering potential, which depend on the parameters G,α. In the ther-
modynamical limit it becomes an integral equation with multiple solutions for the gaps.
Different solutions to the gap equation yield different superconducting states.




, tn = t0 +
πn
θ
n = 0, 1 . . . , (B.47)








and ω = dN for equal spacing (εi+1 − εi) = const. This behavior can be derived in the
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, ∆0 = 2ωe
− 1
g . (B.49)





For Cooper pair degeneracies on orbitals, di, the RD model is modified a bit and is
related to the higher spin XXX spin chain. The local spins si are determined by the
corresponding pair degeneracy, di, of the i-th orbital
si = di/2 (B.51)
and the corresponding BA equations read as
exp(−2iα)
N∏ Ej − εk − iη/2 + iηsi
Ej − εk + iη/2− iηsi
=
M∏ εj − εk − iη
εj − εk + iη
. (B.52)
The RD model involves an interesting RG behavior of couplings with respect to RG
time s = logN , [135]. The coupling constant exhibit the cyclic RG flow (a recent review
on the cyclic RG can be found in [137]), while the TRS parameter does not renormalize




2), θN−1 = θN (B.53)
g(s+ λ) = g(s), g(e−λN) = g(N). (B.54)










The cyclic RG behavior reflects the breaking of the scale invariance down to the discrete
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subgroup and the spectrum of gaps manifests in the Efimov scaling
∆n+1 = e
s∆n (B.57)
The sizes of the Cooper pairs in the n-th condensates also have the Efimov-like scaling.
B.3.3 Possible generalizations
Here we consider generalizations of the Richardson model, involving four-boson inter-







Hence one may question if Hamiltonians with four-boson interactions can be derived
from the commuting set, Ri. Such representation would prove the integrability of the















which follows from the hidden algebraic structure of the Gaudin model. Therefore R2i
yield two-boson interaction term only.





with arbitrary matrix, Aij . The integrable Hamiltonians, H4, involve the desired four-
boson interactions. In general, if εi 6= 0, the resulting interaction coupling constants are
site- and εi-dependent. In our case all εi = 0 and hence the Hamiltonian (B.58) can be
considered as the peculiar limit of the generic quadratic form, Eq. (B.60). Moreover, all






B.4 Towards a holographic interpretation
We briefly comment on a possible holographic interpretation of our findings. Recall
that at T = 0 we have seen formation of local Cooper pairs at arbitrary small attraction
between fermions. Their phases are incoherent at intermediate U , separated by the
continuous QPT from the superfluid phase with ODLRO at large U . The complex SYK
dot we work with is now used as a toy model for “near AdS/almost CFT” correspondence
in quantum mechanics. From a higher-dimensional perspective the Reissner-Nordstrom
(RN) black hole (BH) is considered as the bulk whose geometry involves a long AdS2
throat near the horizon. The large N SYK quantum mechanics lives at the boundary
of the throat and in low energy sector is described by the Schwartzian action which on
the other hand is the boundary action in JT gravity.
To translate our findings into the holographic framework we have to answer a few
questions
• How the Hubbard scaleful parameter U enters the holographic picture?
• What is the holographic interpretation of the Goldstone U(1) phase field?
• Can we identify holographically the individual Cooper pair?
• Can we identify holographically the synchronization of phases via all-to-all SYK
interactions?
The answers on two first questions are relatively clear. Fortunately, the Hubbard
model has been treated in the holographic approach for Bose [139] and Fermi systems
[140], where it was realized that the Hubbard coupling U is to be identified with the
radial position of the hard wall rU = U . Therefore the control parameter, U/J , tells
how close to the horizon the hard wall is placed. Small U corresponds to IR near horizon
region, while large U corresponds to the hard-wall at UV near the boundary of AdS2.
To identify the Goldstone phase field consider for a moment the U(1) bulk 2d field
(Aτ , Ar) with the boundary behavior involving chemical potential and density
Aτ (r → 0) = µ+ ρr, Fτ,r = ρ. (B.61)
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In the boundary theory the density, ρ, and the phase, φ, are conjugated variables
[ρ, φ] = i. (B.62)
Hence the phase has to be canonically conjugated to Fτr in the bulk. To get the correct
conjugated variable recall the canonical pair in 2d gauge theory
[Er(τ, r), Ar(τ, r
′)] = iδ(r − r′), (B.63)




dr Ar(τ, r). (B.64)
Note that if we choose Ar = 0 gauge, the holonomy factor appears in the boundary
conditions.
A somewhat similar identification of the Goldstone phase modes has been developed
in holographic QCD [141] and in the holographic hydrodynamics [142]. In QCD the bulk
flavor gauge group SU(Nf )L × SU(Nf )R is broken by the Higgs mechanism down to
the diagonal SU(Nf ) and the pions π
a, which are non-abelian Goldstone phases, of the
chiral (excitonic) condensate are identified as exp(iπata) = P exp
∫
drAr(r, x). In the
holographic hydrodynamics a similar identification of the Goldstone phase is emerging
upon breaking of U(1)× U(1) symmetry to the diagonal subgroup.
The answers to the rest of the questions are conjectural. As follows from our analysis,
a perturbation induced by the IR wall at small U amounts to the instability of the
extremal RN geometry and formation of the Cooper pairs. At large U the gap of an
individual Cooper pair, ∆ ∼ U , fits the length of two strings extended up to the U scale,
representing two fermions at the boundary.That is we assume that individual Cooper
pair is represented by two such strings.
The last question concerns the synchronization of the phases of the Cooper pairs that
is large number of strings. We conjecture that the following analogy works. Remind that
the holographic Skyrmion can be equally represented as the instanton in the bulk [143] or
the baryonic vertex [144]. In the case of one compact coordinate the instanton or baryon
vertex gets splitted into constituents- fractional Skyrmions [145]. The mechanism of
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splitting is dictated by the dynamically induced potential for interaction between phases
of constituents. Let’s assume that our large N SYK+Hubbard dot is a kind of Skyrmion-
instanton state that is a baryon vertex placed at rU in the throat region like it happens
in holographic QCD. It can be splitted in some parameter regime when all-to-all SYK
Hamiltonian apparently induces an all-to-all interaction between phases of individual
components. The fractional Skyrmion hosts now two strings instead of N strings and
therefore amounts to the pair of fermions at the boundary. Hence the fractionalized
Skyrmion is a candidate for a bulk counterpart of an ensemble of individual Cooper
pair.
Note some analogy with QCD at non-vanishing density. It is well-known that at large
baryonic density QCD is in the color-flavor locking phase with the Cooper condensate
of quarks. However it was argued in [146] that at smaller chemical potential there is
a transition from Skyrmions into half-Skyrmions. It is assumed that at the transition
the common gap and exciton(chiral) condensate disappears. Still there are “islands” of
gapped phase with disordered chiral phases. This resembles the behavior of our model
near the QPT.
Two additional remarks are in order. The insulator-superfluid QPT in 2 + 1 has
been discussed in the holographic framework in [147] and has clear parallels with our
0 + 1 case. The insulator phase was related with the AdS soliton background while
the superfluid phase with the AdS BH background. The AdS soliton solution has the
effective IR cut-off at a tip of the cigar, which is an analogue of our small U regime,
since U provides the IR cut-off as well. When U is large it no longer serves as an IR
parameter, yielding the UV scale instead. The BH physics starts to dominate in the
superfluid phase in IR similar to our case.
Let us emphasize that the relation between the SYK model and 2D JT gravity
is valid only for parts of spectra described by the Schwarzian action emergent at both
sides. Away from this limit the JT gravity can be considered as a dimensional reduction
of 4D black hole [148], where the higher modes do not fit with SYK spectrum well (see,
extended discussion in [28]). On the other hand, 4D Einstein-Maxwell action can be
considered as a possible UV completion of the JT gravity.
The discussion in this Appendix is clearly only qualitative and tentative. We post-
pone a more detailed analysis of the holographic picture for a separate study.
