Hotelling's T 2 -test for the mean of a multivariate normal distribution is one of the triumphs of classical multivariate analysis. It is uniformly most powerful among invariant tests, and admissible, proper Bayes, and locally and asymptotically minimax among all tests. Nonetheless, investigators often prefer non-invariant tests, especially those obtained by selecting only a small subset of variables from which the T 2 -statistic is to be calculated, because such reduced statistics are more easily interpretable for their specific application. Thus it is relevant to ask the extent to which power is lost when variable selection is limited to very small subsets of variables, e.g. of size one (yielding univariate Student-t 2 tests) or size two (yielding bivariate T 2 -tests). This study presents some evidence, admittedly fragmentary and incomplete, suggesting that in some cases no power may be lost over a wide range of alternatives. *
This work is dedicated to the memory of Somesh Das Gupta, my colleague, teacher, and friend.
1. Introduction. This study is motivated by a re-examination of the variable-selection problem for Hotelling's T 2 -test (closely related to variable selection for linear discriminant analysis). After some notational preliminaries in §1.1, Hotelling's T 2 is reviewed in §1.2. The variable-selection problem is described in §1.3, where the substance of this investigation is described.
1.1. The noncentral f -distribution. Let χ 2 m (λ) denote a noncentral chi-square random variable with m degrees of freedom and noncentrality parameter λ > 0. The noncentral f m,n (λ) distribution (nonnormalized) with m and n degrees of freedom and noncentrality parameter λ > 0 is the distribution of the ratio χ 2 m (λ)/χ 2 n (also denoted by f m,n (λ)), where the numerator and denominator are independent chi-square random variables and χ 2 n ≡ χ 2 n (0). The upper α-quantile of f m,n ≡ f m,n (0) is denoted by f α m,n , so that
(1) Pr[f m,n > f α m,n ] = α.
The noncentral f m,n -test of size α ≥ 0 for the problem of testing λ = 0 vs. λ > 0 has power function given by 
see Das Gupta and Perlman [DGP] (1974) , eqn.(2.1). Clearly π α (λ; m, n) is decreasing in α, with π 0 (λ; m, n) = 0. Because f m,n (λ) has strictly monotone likelihood ratio in λ, π α (λ; m, n) is strictly increasing in λ.
It will be convenient to work with the (central) beta distribution b m,n : Thus by (4), (7) c m,n;k;α = Pr[b n,m+2k < b n,m;α ].
The probability density function of b m,n is given by
1.2. Hotelling's T 2 -test. Let X i : p × 1, i = 1, . . . , N (N ≥ p + 1) be a random sample from the p-dimensional multivariate normal distribution N p (µ, Σ), where µ (p × 1) ≡ (µ 1 , . . . , µ p ) ′ ∈ R p and Σ (p × p) ≡ (σ ij ) is positive definite. The problem of testing (9) H 0 : µ = 0 vs. K : µ = 0 with Σ unknown is invariant under the group action X i → AX i , i = 1, . . . , N, where A ∈ GL(p), the group of all nonsingular p × p matrices. The maximal invariant statistic under GL(p) is given by Hotelling's T 2 statistic:
(10)
where (12) Λ = Nµ ′ Σ −1 µ, the maximal invariant parameter. Therefore the uniformly most powerful invariant size-α test rejects H 0 if T 2 > f p,N −p;α , with power function π α (Λ; p, N − p); cf. [A] Theorem 5.6.1). 1
It is useful to express Λ in terms of scale-free parameters, that is,
Among the larger class of all tests, invariant or non-invariant, the T 2 test is admissible [S] , proper Bayes [KS] , and locally and asymptotically minimax for small and large values of Λ, respectively [GK] .
where R ≡ (ρ ij ) is the p × p correlation matrix determined by Σ and γ (p × 1) ≡ (γ 1 , . . . , γ p ) ′ := µ 1 √ σ 11 , . . . , µp
The testing problem (9) can be stated equivalently as that of testing (15) H 0 : γ = 0 vs. K : γ = 0 with R unknown.
1.3. The T 2 variable-selection problem. Denote the components ofX byX j , j = 1, . . . , p, and those of S by s jk , j, k = 1, . . . , p. Let Ω p be the collection of all nonempty subsets of {1, . . . , p}. For ω ∈ Ω p denote the ω-subvector of X byX ω , the ω-submatrix of S by S ω , and similarly define γ ω and R ω . The T 2 -statistic based on (X ω , S ω ) is given by
.) The test that rejects H 0 if T 2 ω > f |ω|,N −|ω|;α has size α for H 0 , and its power function is given by (18) π α (Λ ω ; |ω|, N − |ω|).
This T 2 ω -test is not invariant under GL(p) but it is admissible for testing H 0 vs. K, being a unique proper Bayes test for a prior distribution that, under K, assigns mass 1 to {µ | µ Ωp\ω = 0}; cf. [KS] , [MP] .
The T 2 variable-selection problem is that of choosing a parsimonious subset ω such that the T 2 ω -test maintains high power against alternatives deemed likely in some sense. Because (γ, R) is unknown, variable selection in practice is traditionally approached by forward and/or backward selection procedures based on a preliminary sample that yields estimates of (γ, R); see the Appendix. In general, all 2 p − 1 nonempty subsets ω must be considered.
Recently I consulted on such a variable-selection problem. The investigator, a web-page designer, had observed 20 physiological variables (blood pressure, temperature, heart rate, etc.) on each of 100 subjects (the numbers are approximate). He wished to compare their responses to a new web-page design with their responses to the current design. The overall T 2 -statistic, based on a linear combination of all 20 variables, indicated a significant difference between the two sets of responses. However, the client desired to find a more readily interpretable measure of difference, namely a T 2 ω -statistic based on a very small subset ω of the 20 variables, hopefully with |ω| = 1 or 2. Such a desire is not atypical of investigators presented with a multivariate data analysis. Therefore it occurred to me to wonder just how much power would be lost by restricting variable selection to small subsets ω, for example to single variables or pairs of variables.
To state this more precisely, define
Thusω α (γ, R) is the (not necessarily unique) subset ω of variables that maximizes the power of the size-α T 2 ω -test to detect the alternative (γ, R) if the actual value of (γ, R) were revealed by an oracle. Whereas the admissibility of the overall size-α T 2 -test dictates that its power cannot be dominated by that of the size-α T 2 ω -test when ω = Ω p , might it happen that |ω α (γ, R)| is small, perhaps 1 or 2, over a fairly wide range of parameter values (γ, R)? If so, then one might with some confidence limit variable selection to consideration of single variables (univariate t 2 -tests) or pairs of variables (bivariate T 2 -tests) -thus the overall p-variate T 2 -test would be ruled out a priori.
Of course, such a radical suggestion flies in the face of 100 years of multivariate statistical theory, of which I have been but one of many proponents. Nonetheless, this report presents some evidence, admittedly fragentary and incomplete, indicating that this suggestion might not be entirely inappropriate in applications. In Sections 2, 3, and 4, a few very special cases are considered where tractable algebraic expressions for the asymptotic (Λ ω → ∞), local (Λ ω → 0), and/or exact values of π α (Λ ω ; |ω|, N − |ω|) are available. These in turn can be utilized to compare the powers of T 2 ω and T 2 . Examples 2.1 and 3.1 treat only the simplest possible case: the bivariate case (p = 2) with N = 3. 2 Here it is shown that |ω α (γ, R)| = 1 over large portions of the asymptotic and local regions of the alternative hypothesis K. This implies that the power of at least one of the two univariate Student t 2 -tests (|ω| = 1) exceeds that of the overall (bivariate) T 2 -test for most alternatives (γ, R) in these regions.
In Example 4.4 this result is extended to the entire alternative hypothesis K, both for N = 3 and N = 5, but only under the highly restrictive and impracticably vague condition that α be sufficiently small, with "sufficiently small" determined by the value of the unknown noncentrality parametersee (125) and (130).
Examples 2.2 and 3.2 go beyond the bivariate case. Here p ≥ 3, N = p+2, and the powers of all possible bivariate T 2 ω -tests (|ω| = 2) are compared to the power of the overall p-variate T 2 test, again only for asymptotic and local alternatives and, furthermore, only for very special configurations of γ and R. In these cases, admittedly highly restrictive, the bivariate T 2 ω -tests dominate the overall T 2 over a substantial portion of the alternative hypothesis K. This does not establish that |ω α (γ, R)| = 2 but again suggests that variable search might be limited to small variable subsets ω.
Of course, a much more comprehensive study is needed to confirm the efficacy of such an approach to variable selection. It is hoped that this report might encourage such an investigation.
2. Some asymptotic power comparisons. The power function of the
(recall (16)- (17)). It follows from eqn. (3.4) in [MP] that as Λ ω → ∞,
Therefore power comparisons of T 2 ω and T 2 ω ′ for distant alternatives 3 require determination of the lower quantiles b n,m;α . This can be done explicitly in Examples 2.1 and 2.2 below. Although these examples are of very limited scope 4 they begin to suggest that variable subset selection sometimes can be limited to very small subsets ω ∈ Ω p , e.g., singletons in the bivariate Example 2.1, or pairs (including singletons) in Example 2.2.
To simplify the notation, set
The quantile b n,m;α satisfies
For the simple cases n = 2 or m = 2,
Example 2.1. In the bivariate case p = 2, abbreviate the singleton subsets {1} and {2} of Ω 2 by 1 and 2 respectively. We shall compare the powers π α (Λ 1 ; 1, 2) and π α (Λ 2 ; 1, 2) of the two univariate size-α t 2 -tests to the power π α (Λ; 2, 1) of the overall (bivariate) size-α T 2 -test for distant alternatives.
Assume that γ 1 = 0 (recall (14)) and set
where −1 < ρ < 1 , so by (13) and (17),
Without loss of generality we can assume that |γ 1 | ≥ |γ 2 |, so 0 ≤ η 2 ≤ 1 and max(Λ 1 , Λ 2 ) = γ 2 1 . Thus the alternative hypotheses K can be represented as
Because max(Λ 1 , Λ 2 ) ≤ Λ, it follows from (22) and (27) that
In the simplest case N = 3, (25) yields the explicit expression
It is easily seen that if α ≤ 2 3 then Q 1,2,3;α ≤ 1 2 , so h α,η (0) ≤ 0 for all η ∈ [−1, 1]. Thus if α ≤ 2 3 then h α,η (ρ) must have one root in [−1, 0] and one root in [0, 1]. The two roots are given bŷ
that is, at least one of the two univariate t 2 -tests is more powerful than the overall (bivariate) T 2 -test. Specifically, when γ 2 1 ≥ 1 3 Λ * 1,2,3;α , |ω α (γ 1 , η, ρ)| = 1 in the (η, ρ)-regions of the parameter space indicated in Table 1 . From this it is seen that for p = 2, N = 3, large γ 2 1 , and the common (small) values of α, the overall size-α T 2 -test is dominated by at least one of the two univariate size-α t 2 -tests over a large portion of the alternative hypothesis K.
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(-1, 1) 0 (-1, 1) Table 1 : For p = 2, N = 3, and sufficiently large γ 2 1 ≡ max(Λ 1 , Λ 2 ) (i.e., γ 2 1 ≥ 1 3 Λ * 1,2,3;α ), if ρ ∈ (ρ − α,η ,ρ + α,η ) then |ω α (γ 1 , η, ρ)| = 1, i.e., the power of at least one of the two univariate size-α t 2 -tests dominates that of the bivariate
Example 2.2. Suppose that p ≥ 3 and N = p + 2. The powers of the p 2 bivariate size-α T 2 -tests and the overall p-variate size-α T 2 -test will be compared for distant alternatives, which requires comparison of the powers
From (22),
Therefore for sufficiently large values of Λ (2) , namely Λ (2) ≥ Λ * 2,p,p+2;α , at least one of the bivariate size-α T 2 -tests will be more powerful than the overall
From (25) we obtain the explicit expression
If we set ν p = 2 p and U p;α = νp Q 2,p,p+2;α then Table 2 shows that Q 2,p,p+2;α decreases rapidly to 0 as p → ∞, which suggests that (39) might hold over substantial regions of the alternative hypothesis K. We proceed to exhibit several such regions.
Case 1: γ 1 = · · · = γ p =: δ and R has the intraclass form
Here − 1 p−1 < ρ < 1 and e p = (1, . . . , 1) ′ : p × 1. Then
so by (13) and (17), Table 2 : Take p ≥ 3, N = p + 2, and δ 2 sufficiently large, that is, δ 2 ≥ (p + 2) −1 Λ * 2,p,p+2;α . In Case 1 (Case 2) ifψ − p;α < ρ < 1 (ρ − p;α < ρ <ρ + p;α ) then the power of at least one of the p 2 bivariate size-α T 2 -tests dominates that of the overall size-α T 2 -test. Note that the feasible range of ρ is − 1 p−1 , 1 .
Because (p − 1)U p;α > 1 for common (small) values of α (see (43) and Table  2 ), in such cases (48) in turn is equivalent to Table 2 shows that in Case 1,ψ − p;α is close to the lower limit of the feasible range (− 1 p−1 , 1) for ρ. Thus by (49), if δ 2 ≥ (p + 2) −1 Λ * 2,p,p+2;α then at least one of the bivariate size-α T 2 -tests will be more powerful than the overall (p-variate) size-α T 2 -test for most of the region in the alternative hypothesis specified in Case 1.
Case 2: γ i = γ j =: δ for some {i, j} ⊂ {1, . . . , p}, γ k = 0 for k = i, j, and R has the intraclass form R ρ in (44). By (13) and (17),
Since h p;α (0) = Q − 1 < 0 for common (small) values of α (see (41)-(42) and Table 2 ), h p;α (ρ) has two real rootsρ − p;α < 0 <ρ + p;α (found numerically). Therefore 0 > h p;α (ρ) forρ − p;α < ρ <ρ + p;α . Table 2 shows that in Case 2, the interval (ρ − p;α ,ρ + p;α ) covers almost all of the feasible range (− 1 p−1 , 1) for ρ. Thus if δ 2 ≥ (p+2) −1 Λ * 2,p,p+2;α then at least one of the bivariate size-α T 2 -tests will be more powerful than the overall p-variate size-α T 2 -test for most of the region in the alternative hypothesis specified by Case 2.
Case 3: γ i = δ and γ j = −δ for some {i, j} ⊂ {1, . . . , p}, γ k = 0 for k = i, j, and R has the intraclass form R ρ . By (13) and (17),
Thus Λ (2) ≥ Λ * 2,p,p+2;α again holds for all feasible ρ if δ 2 ≥ (p + 2) −1 Λ * 2,p,p+2;α , while (39) is equivalent to 1 > Q 2,p,p+2;α , which holds for most p, α (see (41)-(42) and Table 2 ). Therefore if δ 2 ≥ (p + 2) −1 Λ * 2,p,p+2;α then at least one of the bivariate size-α T 2 -tests will be more powerful than the overall p-variate size-α T 2 -test for the entire region in the alternative hypothesis covered by Case 3.
Case 4: p =: 2l is even, γ i = δ for l indices in {1, . . . , p}, γ i = −δ for the remaining l indices, and R has the intraclass form R ρ . By (13) and (17),
Thus Λ (2) ≥ Λ * 2,p,p+2;α again holds for all feasible ρ if δ 2 ≥ (p + 2) −1 Λ * 2−2,p+2;α , while (39) is equivalent to the inequality
Because 1−|ρ| 1−ρ ≤ 1, while U p;α > 1 for holds for most p, α (see (42) and Table  2 ), we see that if δ 2 ≥ (p + 2) −1 Λ * 2,p,p+2;α then at least one of the bivariate size-α T 2 -tests is more powerful than the overall p-variate size-α T 2 -test over the entire region in the alternative hypothesis in Case 4.
3. Some local power comparisons. From (2)-(4) and (7), as Λ ω ↓ 0 the power function π
where, from (2.2) and (2.3) in [DGP] , Therefore power comparisons of T 2 ω and T 2 ω ′ for local alternatives 6 require determination of the lower tail probabilities c m,n;k;α (see (7)), which in turn require the lower quantiles b n,m;α .
In parallel with Section 2, this is done explicitly in Examples 3.1 and 3.2. As in Examples 2.1 and 2.2 these examples begin to suggest that variable selection might be limited to very small subsets ω ∈ Ω p , e.g., singletons in the bivariate Example 3.1, or pairs (plus singletons) in Example 3.2.
Example 3.1. As in Example 2.1 consider the bivariate case p = 2. Repeat the first two paragraphs from Example 2.1 verbatim, except replace "distant alternatives" by "local alternatives". Because max(Λ 1 , Λ 2 ) ≤ Λ, it follows from (27) and (56) that
⇒ max(π α (Λ 1 ; 1, 2), π α (Λ 2 ; 1, 2)) > π α (Λ; 2, 1), (59) ⇒ |ω α (γ 1 , η, ρ)| = 1.
In the simplest case N = 3, it follows from (7), (8), and (25) that
First note that in (58),
It is easily seen that if α ≤ 1 2 then Z 1,2,3;α ≥ 2, so h α,η (0) ≤ 0 for all η ∈ [−1, 1]. Therefore, if α ≤ 1 2 then h α,η (ρ) must have one root in [−1, 0] and one root in [0, 1]. The two roots are given by ρ ± α,η = η Z 1,2,3;α ± 1 Z 1,2,3;α (Z 1,2,3;α − 1)(Z 1,2,3;α − η 2 ); (64) againρ ± α,−η = −ρ ∓ α,η . Thus, if α ≤ 1 2 and ρ ∈ (ρ − α,η ,ρ + α,η ) then (62) must hold. To conclude that |ω α (γ 1 , η, ρ)| = 1, γ 2 1 must be sufficiently small, i.e.,
for fixed η, (65) will be satisfied provided that
It is straightforward to show that (67) holds for |η| < 1 but not for |η| = 1.
Thus, if α ≤ 1 2 , |η| < 1, and (66)-(68) are satisfied then |ω α (γ 1 , η, ρ)| = 1, in which case at least one of the two univariate t 2 -tests are more powerful than the overall (bivariate) T 2 -test. This occurs in the (η, ρ)-regions of the parameter space indicated in Table 3 , provided that γ 2 1 < 1 6 (1 −m α,η )Λ * * 1,2,3;α . Thus, for p = 2, N = 3, sufficiently small γ 2 1 , and the common (small) values of α, the overall (bivariate) size-α T 2 -test is dominated by at least one of the two univariate size-α t 2 -tests over a large portion of the alternative hypothesis.
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3 .9 (-.398, .9976) .0024 .5 (-.615, .948) .052 0 (-.816, .816) .184 .10 3.454 .9 (-.477, .9980) .0020 .5 (-.667, .957) .043 0 (-.843, .843) .157 .05 3.714 .9 (-.514, .9982) .0018 .5 (-.691, .962) .038 0 (-.855, .855) .145 .01 3.941 .9 (-.542, .9983) .0017 .5 (-.709, .963) .037 0 (-.864, .864) .136 0+ 4 .9 (-.548, .9984) .0016 .5 (-.714, .964) .036 0 (-.866, .866) .134 Table 3 : For p = 2, N = 3, and sufficiently small γ 2 1 ≡ max(Λ 1 , Λ 2 ) (i.e., γ 2 1 < 1 6 (1 −m α,η )Λ * * 1,2,3;α ), if ρ ∈ (ρ − α,η ,ρ + α,η ) then |ω α (γ 1 , η, ρ)| = 1, i.e., the power of at least one of the two univariate size-α t 2 -tests dominates that of the bivariate size-α T 2 -test. (Note thatρ ± α,−η = −ρ ∓ α,η .)
Example 3.2. Suppose that p ≥ 3 and N = p + 2 ≥ 3. We shall compare the powers of the p 2 bivariate size-α T 2 -tests and the overall p-variate size-α T 2 -test for local alternatives, which requires comparison of the powers {π(Λ ω ; 2, p) | ω ∈ Ω p , |ω| = 2} and π(Λ; p, 2).
From (56),
Therefore for sufficiently small values of Λ, namely Λ ≤ Λ * * 2,p,p+2;α , at least one of the bivariate size-α T 2 -tests will be more powerful than the overall p-variate size-α T 2 -test 7 whenever (72) Λ < Z 2,p,p+2;α Λ (2) .
From (57) 
is obtained. Setting ν p = 2 p (≤ 2 3 ) and V p;α := ν p Z 2,p,p+2;α , we have lim p→∞ Z 2,p,p+2;α = ∞,
(76) Table 4 shows that Z 2,p,p+2;α increases rapidly to ∞ as p → ∞, which suggests that (72) might hold over substantial regions of the alternative hypothesis. Several such regions are now exhibited.
Case 1: γ 1 = · · · = γ p =: δ and R has the intraclass form (44). Here − 1 p−1 < ρ < 1 and as in (47),
Here (72) is equivalent to each of the inequalities
Because (p − 1)V p;α > 1 for common (small) values of α (see (76) and Table  4 ), in such cases (78) in turn is equivalent tȏ
To conclude that (70)-(71) holds, δ 2 must be sufficiently small, i.e.,
However, ρ >ψ − p;α implies that (81)
Therefore (80) will be satisfied provided that ρ >ψ − p;α and δ 2 <m p,α Λ * * 2,p,p+2;α .
If p is large and α is small, Table 4 shows that in Case 1,ψ − p;α is close to the lower limit of the feasible range (− 1 p−1 , 1) for ρ. Here, by (82), if δ 2 <m p,α Λ * * 2,p,p+2;α then at least one of the bivariate size-α T 2 -tests will be more powerful than the overall (p-variate) size-α T 2 -test for most of the region in the alternative hypothesis covered by Case 1.
Case 2: γ i = γ j =: δ for some {i, j} ⊂ {1, . . . , p}, γ k = 0 for k = i, j, and R has the intraclass form R ρ in (44). As in (50),
Abbreviating Z 2,p,p+2;α by Z, (72) is equivalent to each of the inequalities
Since h p;α (0) = 1 − Z < 0 (cf. (57)), h p;α (ρ) has real rootsρ − p;α < 0 <ρ + p;α (found numerically). Therefore 0 > h p;α (ρ) forρ − p;α < ρ <ρ + p;α . To conclude that (70)-(71) holds, δ 2 must be sufficiently small, i.e.,
Therefore (83) will be satisfied provided that ρ ∈ (ρ − p;α ,ρ + p;α ) and δ 2 <m ′ p,α Λ * * 2,p,p+2;α . (85) Table 4 shows that in Case 2, the interval (ρ − p;α ,ρ + p;α ) covers almost all of the feasible range (− 1 p−1 , 1) for ρ. Thus if δ 2 <m ′ p,α Λ * * 2,p,p+2;α then at least one of the bivariate size-α T 2 -tests will be more powerful than the overall p-variate size-α T 2 -test for most of the region in the alternative hypothesis determined by Case 2.
Here (72) is equivalent to Z 2,p,p+2;α > 1, which holds for all p, α (see (57)).
To conclude that (70)-(71) holds, δ 2 must be sufficiently small, i.e., (86) δ 2 < 1−ρ 2(p+2) Λ * * 2,p,p+2;α for all ρ ∈ (− 1 p−1 , 1). This requires that ρ be bounded below 1, that is, ρ < 1 − ǫ for some ǫ > 0, whence (86) will be satisfied if
Therefore if (87) holds then at least one of the bivariate size-α T 2 -tests will be more powerful than the overall p-variate size-α T 2 -test if ρ < 1 − ǫ, which covers almost all of the region in the alternative hypothesis determined by Case 3.
Here (72) is equivalent to the inequality
Because 1−|ρ| 1−ρ ≤ 1, while V p;α > 1 for holds for most p, α (see (75) and Table  4 ), (88) is satisfied for most p, α.
To conclude that (70)-(71) holds, δ 2 must be sufficiently small, i.e., −1 , 1) . This again requires that ρ be bounded below 1, that is, ρ < 1 − ǫ for some ǫ > 0, whence (89) Table 4 : Suppose that p ≥ 3, N = p + 2, and δ 2 is sufficiently small, that is, δ 2 <m p,α Λ * * 2,p,p+2;α (δ 2 <m ′ p,α Λ * * 2,p,p+2;α ). In Case 1 (Case 2) ifψ − p;α < ρ < 1 (ρ − p;α < ρ <ρ + p;α ) then the power of at least one of the p 2 bivariate size-α T 2 -tests dominates that of the overall p-variate size-α T 2 -test. Note that the feasible range of ρ is − 1 p−1 , 1 .
4. Some exact power comparisons for the bivariate case. The results in Sections 2 and 3 compare the power of the overall T 2 -test with those of univariate or bivariate T 2 -tests based on the original variates. However these power comparisons are asymptotic or local, relevant only for noncentrality parameters Λ that approach ∞ or 0. In this section we consider the bivariate case p = 2 and attempt to compare the exact power functions of the T 2 -test and the two univariate t 2 -tests for all values of Λ. Two conjectures are presented; the first of these is confirmed in Proposition 4.3 and applied in Example 4.4 for only two simple cases.
Conjecture 4.1 (weak). Suppose that p = 2 and N is odd: N = 2l + 1. Then for each λ > 0, ∃ 0 < α * l (λ) < 1 such that
with equality when α = α * l (λ). Conjecture 4.1 is established below for l = 1, 2 and we expect it to hold for all l ≥ 3 as well. However, it is unsatisfactory in that if α * l (λ) depends nontrivially on λ then we cannot conclude that, at least for small α, one or both of the two univariate size-α t 2 -tests dominate the bivariate size-α T 2 test in a large region of the alternative hypothesis. For this the following stronger result would be needed. 
From (7) and (8) we find that
Set u = 1 − b in (96)-(97), then differentiate w.r.to α to obtain
Next,
Therefore a sufficient condition that d dα s
with strict inequality for at least one k.
Thus for α = 0, a sufficient condition that d dα s
with strict inequality for at least one k. After some algebra, (112) can be written equivalently as
where R k,δ ∼ Binomial(k, 1 1+δ ). Because R k,δ is (strictly) stochastically decreasing in δ (for k ≥ 1) while Γ(l+ 1 2 +R k,δ ) Γ( 1 2 +R k,δ ) is (strictly) increasing in R k,δ , the left side of (113) ≡ (112) is (strictly) decreasing in δ (for k ≥ 1).
For k = 0 both sides of (112) = Γ(l+ 1 2 ) Γ( 1 2 ) . For k = 1, (112) is equivalent to the inequality
δ,λ (α = 0) will be satisfied for all δ ≤ 1 2l−1 if (112) holds for δ = 1 2l−1 for all k ≥ 2, with strict inequality for at least one k ≥ 2.
Because s
δ,λ (0) = 0, it follows from (92)-(93) that (112), with strict inequality for some k ≥ 2, is a sufficient condition that for each λ > 0, ∃ 0 < α * l (λ) < 1 such that (114) 0 < α < α * l (λ) ⇒ π α (λ; 1, 2l) > π α 4l 2l−1 λ; 2, 2l − 1 , with equality when α = α * l (λ). For the simplest case l = 1 (N = 3), (112) with δ = 1 2l−1 = 1 becomes
which by (113) can be reduced to the equivalent form
It is straightforward to verify (116) by induction on k, with strict inequality holding for large k because ). Therefore we conclude that (114) holds for l = 1; that is, for each λ > 0, ∃ 0 < α * 1 (λ) < 1 such that (117) 0 < α < α * 1 (λ) ⇒ π α (λ; 1, 2) > π α (4λ; 2, 1), with equality when α = α * 1 (λ). Next consider the case l = 2 (N = 5). With δ = 1 2l−1 = 1 3 , (112) becomes
which can be reduced to the equivalent form
Interestingly, (119) holds with equality for k = 2 as well as for 0 and 1. Rewrite (119) in the equivalent form
To verify (120) by induction on k, it suffices to show that for k ≥ 2,
After simplification, this is equivalent to the inequality
which holds for all k ≥ 1, with strict inequality for k + 1 ≥ 3. Therefore we conclude that (114) holds for l = 2: for each λ > 0, ∃ 0 < α * 2 (λ) < 1 such that (123) 0 < α < α * 2 (λ) ⇒ π α (λ; 1, 4) > π α ( 8 3 λ; 2, 3), with equality when α = α * 2 (λ).
Example 4.4. Return to the bivariate Example 2.1, where p = 2 and (124)
(recall (27)). For N = 3 it follows from (117) and (124) that for each γ 2 1 > 0, (125) 0 < α < α * 1 (3γ 2 1 ) ⇒ π α (3γ 2 1 ; 1, 2) > π α (4·3γ 2 1 ; 2, 1). ; note thatρ ± −η = −ρ ∓ η . Some values appear in Table 5 . Thus, if α < α * 1 (3γ 2 1 ) then ρ ∈ (ρ − η ,ρ + η ) ⇒ max(π α (Λ 1 ; 1, 2), π α (Λ 2 ; 1, 2)) > π α (Λ; 2, 1) (128) ⇒ |ω α (γ 1 , η, ρ)| = 1; (129) that is, at least one of the two univariate t 2 -tests is more powerful than the overall bivariate T 2 -test. This occurs in the (η, ρ)-regions of the parameter space indicated in Table 5 , which constitute a substantial part of the alternative hypothesis.
Furthermore
Similarly, for N = 5 it follows from (123) and (124) that for each γ 2 1 > 0, (130) 0 < α < α * 2 (5γ 2 1 ) ⇒ π α (5γ 2 1 ; 1, 4) > π α ( 8 3 ·5γ 2 1 ; 2, 3). ; note thatρ ± −η = −ρ ∓ η . Some values appear in Table 5 . Thus, if α < α * 2 (5γ 2 1 ) then ρ ∈ (ρ − η ,ρ + η ) ⇒ max(π α (Λ 1 ; 1, 4), π α (Λ 2 ; 1, 4)) > π α (Λ; 2, 3) (133) ⇒ |ω α (γ 1 , η, ρ)| = 1;
that is, at least one of the two univariate t 2 -tests is more powerful than the overall bivariate T 2 -test. Again this occurs in the (η, ρ)-regions of the parameter space indicated in Table 5 . Thus for p = 2, N = 3 or 5, and sufficiently small α (but depending on γ 2 1 ), the overall size-α T 2 -test is dominated by at least one of the two univariate size-α t 2 -tests over a fairly large portion of the alternative hypothesis.
(-.5, 1) (-.25, 1) .75 (-.615, .990) (-.421, .983) .5 (-.714, .964) (-.566, .940) .25 (-.797, .922) (-.687, .875) 0 (-.866, .866) (-.791, .791) Table 5 : For p = 2, N = 3 (N = 5), and α < α * 1 (3γ 2 1 ) (α < α * 2 (5γ 2 1 )), if ρ ∈ (ρ − η ,ρ + η ) (ρ ∈ (ρ − η ,ρ + η )) then |ω α (γ 1 , η, ρ)| = 1, so the power of at least one of the two univariate size-α t 2 -tests exceeds that of the bivariate size-α T 2 -test. (Note thatρ ± −η = −ρ ∓ η andρ ± −η = −ρ ∓ η .)
5. Concluding remarks. For the purpose of stimulating future research, the questions raised in this report are stated formally as follows:
The Oracular Variable-Selection Problem (OVSP) is that of determining the functionω α (γ, R), as defined in (19), and using this to determine the regions A α (i) ≡ (γ, R) |ω α (γ, R)| = i , i = 1, ..., p.
The Parsimonious Variable-Selection Problem (PVSP) asks if A α (i) comprises a substantial portion of the alternative hypothesis K for small values of i, e.g., i = 1, 2.
If the answer to the PVSP is positive, then variable selection in some applied investigations can be limited to small, easily interpretable subsets of variables.
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