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ABSTRACT
This thesis is motivated by time and safety critical applications involving the use
of autonomous vehicles to accomplish complex tasks in dynamic and partially known
environments. We use temporal logic to formally express such complex tasks. Tem-
poral logic specifications generalize the classical notions of stability and reachability
widely studied within the control and hybrid systems communities. Given a model
describing the motion of a robotic system in an environment and a formal task spec-
ification, the aim is to automatically synthesize a control policy that guarantees the
satisfaction of the specification. This thesis presents novel control synthesis algo-
rithms to tackle the problem of motion planning from temporal logic specifications in
uncertain environments. For each one of the planning and control synthesis problems
addressed in this dissertation, the proposed algorithms are implemented, evaluated,
vii
and validated thought experiments and/or simulations.
The first part of this thesis focuses on a mobile robot whose success is measured by
the completion of temporal logic tasks within a given period of time. In addition to
such time constraints, the planning algorithm must also deal with the uncertainty that
arises from the changes in the robot’s workspace during task execution. In particular,
we consider a robot deployed in a partitioned environment subjected to structural
changes such as doors that can open and close. The motion of the robot is modeled
as a continuous time Markov decision process and the robot’s mission is expressed
as a Continuous Stochastic Logic (CSL) formula. A complete framework to find a
control strategy that satisfies a specification given as a CSL formula is introduced.
The second part of this thesis addresses the synthesis of controllers that guaran-
tee the satisfaction of a task specification expressed as a syntactically co-safe Linear
Temporal Logic (scLTL) formula. In this case, uncertainty is characterized by the
partial knowledge of the robot’s environment. Two scenarios are considered. First,
a distributed team of robots required to satisfy the specification over a set of service
requests occurring at the vertices of a known graph representing the environment is
examined. Second, a single agent motion planning problem from the specification over
a set of properties known to be satisfied at the vertices of the known graph environ-
ment is studied. In both cases, we exploit the existence of off-the-shelf model checking
and runtime verification tools, the efficiency of graph search algorithms, and the effi-
cacy of exploration techniques to solve the motion planning problem constrained by
the absence of complete information about the environment.
The final part of this thesis extends uncertainty beyond the absence of a complete
knowledge of the environment described above by considering a robot equipped with
a noisy sensing system. In particular, the robot is tasked with satisfying a scLTL
specification over a set of regions of interest known to be present in the environment.
viii
In such a case, although the robot is able to measure the properties characterizing
such regions of interest, precisely determining the identity of these regions is not
feasible. A mixed observability Markov decision process is used to represent the
robot’s actuation and sensing models. The control synthesis problem from scLTL
formulas is then formulated as a maximum probability reachability problem on this
model. The integration of dynamic programming, formal methods, and frontier-based
exploration tools allow us to derive an algorithm to solve such a reachability problem.
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1Chapter 1
Introduction
The interest in finding robust and reliable motion planning algorithms has substan-
tially increased as the applications in which robots are being used are becoming more
complex. Planning algorithms are required to not only overcome the challenges stem-
ming from the complexity of unstructured human environments, but to fulfill complex
temporal and logic mission requirements. Despite the fact that classical planning al-
gorithms can be used to solve the problem of moving from an initial to a goal position
while staying within specific regions, they fail to consider temporally extended goals
while planning.
The ongoing diversification of the field of formal methods is paving the way for
their use in areas that at least initially appeared to be unrelated to temporal logics
and model checking. Given their expressivity and resemblance to natural language,
temporal logics are a viable choice to enforce fundamental behaviors on controllable
systems. The flexibility of model checking and automata game techniques, and the
proven expressivity of temporal logics allow the use of formal methods to extend the
applicability of classical robotics problems. In particular, one of the areas within
the robotics field that has greatly benefited from the use of formal methods is path
planning. Temporal logics such as the Computation Tree Logic (CTL) (Lahijanian
et al., 2012), Continuous Stochastic Logic (CSL) (Medina Ayala et al., 2012), Linear
Temporal Logic (LTL) (Kloetzer and Belta, 2008; Kress-Gazit et al., 2009; Plaku,
2012), and µ-calculus (Karaman and Frazzoli, 2009), have been effectively applied
2to express complex high-level planning specifications. Furthermore, the adaptation
of existing off-the-shelf model checking and automaton based tools makes it possi-
ble to automatically generate the solution to the path planning problem from such
specifications.
Exploiting the synergy between the fields of robotics and formal methods offers
a promising solution to answer the increasing demand for autonomous systems en-
gaging in complex missions. Such systems cannot rely on the assumption that the
environment in which they are deployed is static and/or known a priori. To this end,
this thesis focuses on providing a robotic system operating under that uncertainty
with algorithms for efficient motion planning from temporal logic specifications. In
particular we consider the environmental uncertainty that arises from the dynamic
nature of the environment and the lack of complete a priori knowledge about it.
1.1 Thesis Overview and Main Contributions
This thesis presents algorithms for the specification and design of control policies that
aim to guarantee the provably correct and efficient behavior of robotic systems. This
section provides an overview of the major contributions of this thesis. While the areas
considered in this thesis are all connected by the prominent role of uncertainty, the
specifics vary significantly, as do the related works in the literature. As a result, the
prior and related work relevant to each topic is described in each chapter.
Temporal Logic Control in Dynamic Environments
Chapter 3 describes our first contribution which is the extension of the classical con-
trol synthesis approach for solving the motion planning problem in dynamic environ-
ments to temporal logic control from specifications that explicitly include quantitative
statements about time. The main contribution of this chapter is the development of
a framework for the synthesis of control strategies from real time specifications to
3be applied in robotics applications. Although the algorithms presented are based
on existing model checking and step-reachability probability algorithms, the explicit
formulation and solution of a Continuous Stochastic Logic (CSL) synthesis problem
involving nested measurements are novel and general. We consider formulas that
involve the maximum probability of satisfying a given specification within a certain
time bound as well as those that optimize the average amount of time to be spent
in a particular set of regions. These specifications are useful in robotic scenarios in
which temporal constraints on task execution must be considered. The work in this
chapter is based on the author’s work in (Medina Ayala et al., 2012) and (Medina
Ayala et al., 2014).
Temporal Logic Control in Partially Known Environments
Chapter 4 describes the second contribution of this thesis which is the development
of a sound algorithm to synthesize controllers that aim to assure the satisfaction of
temporal logic specifications in partially known environments. First, we consider a
distributed team of robots and focus on the synthesis of a set of individual controllers
that jointly guarantee the satisfaction of a global task specification over a set of
service requests occurring at certain regions of such environments. The specification
of such controllers is expressed as syntactically co-safe Linear Temporal Logic (scLTL)
formulas. In order to act autonomously, each robot is enabled to make decisions about
the requests it services, based on its observations about the environment and the
requests serviced by other robots. We merge the coordination control problem with
a frontier-based exploration and monitoring framework to allow the robots to visit
unexplored parts of the environment while still complying with the specifications.
Then, we restrict our attention to solving the single robot motion planning prob-
lem from temporal logic specifications over a set of properties known to be satisfied
at certain regions of the environment. In this case, the automata-based model check-
4ing framework is used to find a trajectory satisfying the formula given the currently
known information about the environment. And, like in the multi-agent scenario,
runtime verification is adapted to monitor a set of potential trajectories which lead to
unexplored areas of the environment without violating the specifications. The work
in this chapter is based on the author’s work in (Medina Ayala et al., 2013) and
(Medina Ayala et al., 2015a).
Probabilistic Temporal Logic Control in Partially Known Environments
Chapter 5 describes the final contribution of this thesis which is a method for synthe-
sizing control policies for a robot with a noisy sensing system deployed in a partially
known environment from temporal logic specifications. Such specifications are ex-
pressed as scLTL formulas over the properties corresponding to certain regions in
the environment. The complexity of synthesizing controllers under partial a priori
knowledge of the environment is further augmented by the uncertainty created by the
sensing system. Standard approaches to solve the planning problem in the absence of
accurate information about the environment are based on modeling the motion of the
robot as a Partially Observable Markov Decision Process (POMDP). Roughly, given
the current information about the robot and the environment, the idea is to maintain
a belief, which is defined as a probability distribution over all the possible system
states. Typically, finding a control policy for non-trivial POMDPs is computationally
intractable. However, in practice, robotic systems have mixed observability. Even
when part of the robot’s state is not fully observable, certain components of the state
may still be so. In this case, a special class of POMDP called Mixed Observability
Markov Decision Processes (MOMDP) provides a better fit to model the robotic sys-
tem. By separating the fully and the partially observable components of the robot’s
state, the use of a MOMDP model allows us to exploit the mixed observability of the
robotic system to implement a more efficient synthesis algorithm.
5Our method to solve the control problem blends the use of MOMDPs and
automata-based model checking to solve the maximum reachability problem given the
current information about the environment. A cornerstone for automata-based syn-
thesis techniques is the need to have a complete knowledge of the robot’s workspace.
In our scenario, however, the lack of such knowledge potentially has a negative effect
on the ability to find a control strategy satisfying a given specification. Even though
the formula is not yet satisfied within a given probability threshold, there may exist
at least one trajectory that minimizes the risk of violating it. Thus, we use a model
measuring framework to monitor a set of potential trajectories that lead to unex-
plored areas of the environment and select the path that is least likely to prevent the
satisfaction of the formula. The work in this chapter is based on the author’s work
in (Medina Ayala et al., 2015b).
1.2 Thesis Organization
The rest of the dissertation is organized as follows. In Chapter 3, we introduce the
notation as well as the dynamical models used in the thesis. Some preliminary formal
methods concepts are also reviewed in this chapter. In Chapter 4, we address and
present the solution to the temporal logic motion planning in dynamic environments.
Chapter 4 is devoted to the synthesis of control strategies for robotic systems operat-
ing in partially known environments. In Chapter 5, we extend the previous problem
and consider robotic systems equipped with unreliable sensing systems. We conclude
with final remarks and future work in Chapter 6.
6Chapter 2
Preliminaries
This chapter presents a brief overview of the dynamic models and the basics on the
temporal logic formalisms used through this thesis.
2.1 Notation
For a set S, we use |S| and 2S to denote its cardinality and power set, respectively.
B(S) denotes the set of distributions over S, that is the set of functions b : S → [0, 1]
such that
∑
s∈S b(s) = 1. For a distribution b ∈ B(S), the support of b, denoted
Supp(b), is the set of states s ∈ S such that b(s) > 0.
Given an alphabet Σ, we write Σ∗ to represent the set of all finite strings over Σ,
with  denoting the empty string. A word w = w0w1 . . . wn over Σ∗ is a sequence of
symbols from Σ.
2.2 Dynamic Models
Definition 2.1 (Transition System). A finite transition system (TS) over Σ is a
tuple T = (ST , s0T ,−→T , Σ, lT ), where ST is a finite set of states, s0T ∈ ST is the
initial state, −→T⊆ ST × ST is the transition relation, Σ is a finite set of properties,
and lT : ST → 2Σ is the labeling function.
For convenience of notation, we also use s −→T s′ to denote that (s, s′) ∈−→T .
A finite trajectory of a TS is a finite sequence τT = s0s1 . . . sn, where sk −→T sk+1
for all 0 ≤ k ≤ n−1. The finite trajectory τ generates a finite word w = w0w1 . . . wn,
where wk = lT (sk) for all k = 0, . . . n.
7The absence of control inputs in the definition of T is due to the deterministic
nature of the model. However, one can choose any available transition at a state. In
other words, each transition (s, s′) corresponds to a unique control input at state s.
Therefore, a trajectory τT = s0s1 . . . sn can be used as a control strategy for T by
simply applying the transitions (s0, s1), (s1, s2), . . .. The set of all finite trajectories
of the TS T is denoted by Tr(T ). The set of all finite runs of a transition system T
is the language L(T ) accepted by T .
Definition 2.2 (Continuous Time Markov Decision Process). A continuous-time
Markov decision process (CTMDP) C is a tuple (SC, s0C,ActC, RC, PC,Σ, lC), where SC,
s0C, Σ , and lC are the finite set of states, the initial state, the finite set of properties,
and the labeling function, respectively, as in Def. 2.1, and ActC is a finite nonempty
set of actions, RC : SC×ActC×SC → R≥0 is a rate function such that for each s ∈ SC
there is a pair (α, s′) ∈ ActC×SC with R(s, α, s′) > 0, and PC : SC×ActC×SC → [0, 1]
is a transition probability function such that for each s ∈ SC and α ∈ ActC, either
PC(s, α, .) is a probability distribution on SC or PC(s, α, .) is the null function (i.e.
PC(s, α, s′) = 0 for any s′ ∈ SC).
Given s ∈ SC, with a slight abuse of notation, we use ActC(s) to denote the set of
actions available at state s. We implicitly assume that every state in C is non-blocking.
In other words, each state has at least one outgoing transition. For a CTMDP C, as
defined above, the exit rate is defined as EC(s, α) =
∑
s′∈SC RC(s, α, s
′).
A CTMDP C is called locally uniform (Neuha¨ußer and Zhang, 2010) if ∀s ∈ SC
and ∀α, β ∈ ActC(s), EC(s, α) = EC(s, β). In the sequel, we use EC(s) to denote
the exit rate of state s of a locally uniform CTMDP. For a given CTMDP C, the
embedded locally uniformized discrete time Markov decision process (DTMDP) with
uniformization rate EC(s) = maxs∈SC maxα∈ActC E(s, α), is (SC, s
0
C,ActC, Pu(C),Σ, lC),
where SC, s0C,ActC,Σ, and lC are defined as in Def. 2.2, and for all α ∈ ActC(s),
8Pu(C)(s, α, s′) =

EC(s,α)
EC(s)
PC(s, α, s′) if s 6= s′
EC(s,α)
EC(s)
PC(s, α, s′) + 1− EC(s,α)EC(s) if s = s′.
A path ω of a CTMDP C is an infinite sequence s0 α0,t0−−−→ s1 α1,t1−−−→ s2 α2,t2−−−→ . . .,
where si ∈ SC is a state, αi ∈ ActC(si) is an action, PC(si, α, si+1) > 0, and ti ∈ R≥0
is the sojourn time in state si. Any finite prefix of ω that ends in a state is a finite
path of C. The set of all non-empty finite sequences of paths is denoted by Pathfin
and that of infinite ones by Path inf . For an infinite path ω and i ∈ N, let ω[i] = si
and δ(ω, i) denote the (i+ 1)st state of ω and the time spent in si, respectively. For
t ∈ R≥0, ω@t represents the state of the path ω that is occupied at time t.
In order to resolve the nondeterminism that occurs in the states of a CTMDP in
which more than one action is allowed, a probability distribution over the available
set of actions is provided by a policy or scheduler. A policy is time-abstract if its
decisions are chosen independently of the time information contained in the paths of
the CTMDP. If the decisions are based on the embedded time information, the policy
is time-measurable. We now formally introduce the concept of timed measurable
policies.
Definition 2.3 (CTMDP Control Policy (Neuha¨ußer and Zhang, 2010)). A timed
measurable policy for a CTMDP C is defined as a mapping pi : Pathfin × R≥0 ×
ActC → [0, 1], such that for all ti ∈ R≥0 and ω ∈ Pathfin, the functions pi(ω, t, .) :
Pathfin × R≥0 → [0, 1] yield a probability distribution over all α ∈ ActC.
Let Π be the set of all measurable policies on [0, t]. Timed measurable policies
that are based on the current state and the total elapsed time are known as late total
time positional (late TTP) policies (Neuha¨ußer and Zhang, 2010). Within this class,
we consider a special set of policies. A late TTP policy is piecewise constant and
non-Zeno if for any state s ∈ S and any time bound t, the frequency at which actions
change is finite. Such policies ensure that a finite number of decisions is made up to
9time t. Considering time intervals of equal length, we define the concept of periodic
policies.
Definition 2.4 (Periodic Policies). Any piecewise constant and non-Zeno late TTP
policy is periodic if for all s ∈ SC and k ∈ N there exists an action α ∈ ActC such
that for the elapsed time within the interval [kT, (k + 1)T) of period T, the chosen
action is α.
Definition 2.5 (Mixed Observability Markov Decision Process (Ong et al.,
2009)). A mixed observability Markov decision process (MOMDP) is a tuple P =
(XP ,ActP ,ΩP , PP , ZP ,Σ, b0P), where ActP , PP , and Σ are the set of actions, the
transition probability function, and the finite set of properties respectively, as in Def.
2.1, and XP = XvP × XhP is a factored set of states with XvP and XhP represent-
ing finite sets of observable and hidden components of the state space, respectively,
ΩP = ΩvP × ΩhP is a finite set of observations over the observable and hidden state
space components, ZP(x′, α, ω) = Pr(ω|x′, α) is an observation probability function
describing the probability of observing ω ∈ ΩP after performing action α ∈ ActP to
arrive at state x′ ∈ XP , and b0P is an initial distribution in B(XP).
2.3 Temporal Logic Formalisms
In order to set conditions over the states of a CTMDP, we use a branching time
temporal logic based on Computation Tree Logic (CTL) (Baier and Katoen, 2008)
known as Continuous Stochastic Logic (CSL) (Baier et al., 2003). For representing
the syntax of CSL, we distinguish between state formulas (Φ) and path formulas (φ),
which are evaluated over states and paths, respectively. Besides the standard propo-
sitional temporal logic operators, CSL includes the probabilistic operator P∼p(φ) and
the long-run average operator S∼p(Φ). P∼p(φ) asserts that the probability measure
of the paths satisfying φ falls in the interval I∼p, where I∼p = {q ∈ [0, 1]|q ∼ p} and
∼∈ {<,≤, >,≥}. S∼p(Φ) expresses that the long-run average fraction of time for a
state satisfying Φ falls in the interval I∼p. The path formulas φ are defined as for
CTL, except that a time-bounded next operator X≤T Φ and a time-bounded until
10
operator, Φ U≤T Ψ for T ≥ 0 are included. Intuitively, the path formula X≤T Φ as-
serts that the next state transition occurs in at most T time units and that the next
state must satisfy Φ. Similarly, Φ U≤T Ψ expresses that a state satisfying Ψ must be
reached in at most T time units via a path that satisfies Φ. Formally, we have:
Definition 2.6 (CSL Syntax). The syntax of CSL state formulas is defined according
to the following grammar rules:
Φ ::= true | a | ¬Φ | Φ1 ∨ Φ2 | Φ1 ∧ Φ2 | P∼p[φ]| S∼q[Φ],
where a ∈ Σ, φ is a path formula, ∼∈ {<,≤, >,≥} is a comparison operator, and
p, q ∈ [0, 1] are thresholds. CSL path formulas are given by:
φ ::= X≤T Φ | Φ1 U≤T Φ2
where Φ, Φ1, and Φ2 are state formulas and T ∈ R≥0 ∪ {∞}.
Definition 2.7 (CSL Semantics). The validity of a CSL formula, relative to a CT-
MDP C, is defined in terms of the satisfaction relation :
s  true ∀ s ∈ SC
s  a iff a ∈ lC(s)
s  ¬Φ iff s 6 Φ
s  Φ ∧Ψ iff s  Φ ∧ s  Ψ
s  P∼p[φ] iff pspi(φ) ∼ p
s  S∼q[Φ] iff q˜(s, Sat(Φ)) ∼ q,
where pspi(φ) denotes the probability measure of all the infinite paths that start at s and
satisfy φ under policy pi, and q˜(s, Sat(Φ)) represents the long-run average fraction of
time of states that satisfy the formula Φ, i.e., Sat(Φ) = {s ∈ SC|s  Φ}. Analogously,
the satisfaction relation for CSL path formulas is defined by:
ω  X≤T Φ iff ∃ ω[1] s.t. ω[1]  Φ ∧ δ(ω, 0) ≤ T
ω  Φ U≤T Ψ iff ∃ T ′ ≤ T s.t. ω@T ′  Ψ ∧ ∀ T ′′ < T ′ s.t. ω@T ′′  Ψ.
The other standard boolean connectives can be derived from the semantics given
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above as false = ¬true, Φ ∨ Ψ = ¬(¬Φ ∧ ¬Ψ), and Φ → Ψ = ¬Φ ∨ Ψ. The time-
bounded versions of the eventually (♦) and always (2) operators can be formulated
as P∼p(♦≤T Φ) = P∼p(true U≤T Φ) and P≥p(2≤T Φ) = P≤1−p(♦≤T ¬Φ), respectively.
The maximal (minimal) probabilistic operator Pmax=? φ (Pmin=? φ) is defined as
the maximal (minimal) probability with which φ can be satisfied by a policy. More
formally we have:
Pmax=? = sup
pi∈Π
pspi(φ), Pmin=? = inf
pi∈Π
pspi(φ).
The defined measures are also referred to as optimal probabilities. A policy pi is
optimal if through its execution the optimal probability is achieved. The optimal
average fraction of time and corresponding policies are defined for the long run average
operator in a similar way. In this case, we define:
Smax=? = sup
pi∈Π
q˜(s, Sat(Φ)), Smin=? = inf
pi∈Π
q˜(s, Sat(Φ)).
The defined CSL probabilistic path and long-run average operators constitute
the basis to express more complex behaviors for a given system. To provide more
expressivity, we can then combine probabilistic and long-run average formulas into
Nested CSL formulas.
In this dissertation, we also employ syntactically co-safe Linear Temporal Logic
(scLTL) (Kupferman and Vardi, 2001) to describe high level motion specifications.
scLTL is a variant of LTL for which it has been shown that finite prefixes are al-
ways sufficient for model checking (Kupferman and Vardi, 2001). The importance
of scLTL formulas relies on the fact that even though they have infinite semantics,
their satisfaction is guaranteed in finite time. Thus, for any scLTL formula Φ over Σ,
any infinite word satisfying the formula has a satisfying finite prefix and all its word
extensions satisfy the formula.
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A scLTL formula excludes the 2 (always) operator and the ¬ (negation) operator
appears only in front of the atomic propositions. Intuitively, X a asserts that a
becomes true in the next position in the word; a U b expresses that a is true until b
becomes true in a word; and F a states that a becomes true at some position in the
word. Formally, we have:
Definition 2.8 (scLTL Syntax). The syntax of scLTL formulas over a set of prop-
erties Σ is inductively defined as follows:
Φ ::= a | ¬a | Φ1 ∨ Φ2 | Φ1 ∧ Φ2 | X Φ | Φ1 U Φ2| F Φ
where a ∈ Σ, ¬ (negation), ∨ (disjunction), and ∧ (conjunction) are Boolean opera-
tors, and X (next), U (until), and F (eventually) are temporal operators.
Definition 2.9 (scLTL Semantics). The validity of a scLTL formula, relative to a
trajectory τT ∈ Tr(T ), is defined in terms of the satisfaction relation :
τT  true ∀ s ∈ ST
τT  a iff τT [0]  a
τT  ¬Φ iff τT 6 Φ
τT  Φ ∧Ψ iff τT  Φ and τT  Ψ
τT  X Φ iff τT [1]  Φ
τT  Φ U Ψ iff ∃ j ≥ 0 s.t. τT [j]  Ψ and (∀ 0 ≤ i ≤ j), τT [i]  Φ.
We denote with L(φ) the set of infinite words satisfying a scLTL formula φ. L(φ) is
a regular set of infinite traces described by the deterministic finite automaton defined
as follows.
Definition 2.10 (Deterministic Finite Automaton). A deterministic finite automaton
(DFA) is a tuple A = (QA, q0A,Σ, δA, FA) where QA is a finite set of states, q0A ∈ QA
is the initial state, Σ is the input alphabet, δA : QA × Σ → QA is the transition
function, and FA ⊆ QA is the set of accepting states.
We also use q
w−→A q′ if q′ = δA(q, w). An accepting run τA of an automaton A
on a finite word w0w1 . . . wd over Σ is a sequence of states τA = q0q1 . . . qd+1 such
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that q0A ∈ QA, qd+1 ∈ FA, and δA(qk, wk) = qk+1 for all k = 0, . . . d. The language
accepted by A, denoted by L(A), is the set of all finite words accepted by A.
For any scLTL formula φ over Σ, one can construct a DFA with input alphabet 2Σ
accepting the prefixes of all the satisfying words. There exist algorithmic procedures
and off-the-shelf tools, such as scheck (Latvala, 2003) for the construction of such an
automaton. Model checking on the TS T , as defined in Def. 2.1, for a scLTL formula
φ can be conducted by the parallel composition between T and a DFA A that accepts
all runs satisfying φ.
Definition 2.11 (Product Automaton). Given a TS T = (ST , s0T ,−→T , Σ, lT )
and a DFA A = (QA, q0A,Σ, δA, FA), their product automaton is a DFA AP =
(QP , q
0
P , δP , FP ), where QP = ST × QA is the set of states, q0P = (s0T , q0A) is the
initial state, δP ⊆ QP ×QP is the set of transitions defined by ((s, q), (s′, q′)) ∈ δP if
and only if s→T s′ and q l(s)−−→A q′, and FP = ST × FA is the set of final states.
An accepting run τP = (s
0, q0) . . . (sn, qn) of AP defines an accepting run q0 . . . qn
of A over the input word lT (s0) . . . lT (sn−1). A weighted DFA is an automaton whose
transitions are labeled by natural numbers called weights.
For a DFA A, let A(q) be an identical DFA except for the initial state, which is
redefined in A(q) as q0A = q. Let Aφ = (QAφ , q0Aφ ,Σ, δAφ , FAφ) be the DFA accepting
all the words satisfying φ; i.e., L(φ). Also, let A¬φ = (QA¬φ , q0A¬φ ,Σ, δA¬φ , FA¬φ) be
the DFA accepting all the words falsifying φ; i.e., L(¬φ). Let u ∈ Σ∗ be a finite word.
u is a good prefix for φ if ∀w ∈ Σ∗, uw ∈ L(φ). On the other hand, u is a bad prefix for
φ if ∀w ∈ Σ∗, uw ∈ L(¬φ). Furthermore, u is an inconclusive prefix for φ if and only
if for all ∀w ∈ Σ∗, uw is neither a good nor a bad prefix. Alternatively, we can define
a function mapping finite words to some truth domain. For instance, the function
mL(φ) : Σ∗ → B3 maps finite prefixes to the three value domain B3 = {>,⊥, ?} (Bauer
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et al., 2011), for which
mL(φ)(u) =

> if u is a good prefix for φ
⊥ if u is a bad prefix for φ
? otherwise.
We will refer to these functions as monitors. A monitor function is obtained by
defining a Finite State Machine (FSM) constructed as follows. For the automa-
ton Aφ, the function Fφ : QAφ → B (with B = {>,⊥}) is defined. The set
Fφ(q) = > if and only if L(Aφ(q)) 6= ∅; a state q evaluates to > if and only
if the language of the automaton starting in state q is not empty. Using Fφ, let
Aˆφ = (QAφ , q0Aφ ,Σ, δAφ , FˆAφ) be the DFA with FˆAφ = {q ∈ QAφ|Fφ(q) = >}. Analo-
gously, set Aˆ¬φ = (QA¬φ , q0A¬φ ,Σ, δA¬φ , FˆA¬φ) with FˆA¬φ = {q ∈ QA¬φ|F¬φ(q) = >}.
Then,
Definition 2.12 (Monitor). Given Aˆφ = (QAφ , q0Aφ ,Σ, δAφ , FˆAφ) and Aˆ¬φ =
(QA¬φ , q0A¬φ ,Σ, δA¬φ , FˆA¬φ), we define the FSM M = (QM, q0M, δM, λM), where
QM = QAφ × QA¬φ is a finite set of states, q0M = (q0Aφ , q0A¬φ) is the initial state,
δM((q, q′), a) = (δAφ(q, a), δA¬φ(q′, a)) is the transition function, and λM : QM → B3
is the labeling function defined by
λM(q, q′) =

> if q′ 6∈ FˆA¬φ
⊥ if q 6∈ FˆAφ
? if q ∈ FˆAφ and q′ ∈ FˆA¬φ.
The defined FSM M is the monitor of a scLTL formula that yields >, ⊥ or ? for
a word that is a good, bad, or inconclusive prefix, respectively.
In order to assess inconclusive prefixes with respect to L(φ), we can determine the
smallest number of letters, that need to be appended to a word in order to reach a
good or bad reachable prefix. This is defined formally as the future aspect of a prefix
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(Decker, 2011).
Definition 2.13 (Future Aspect). Let u ∈ Σ∗ be a finite word. The distance to the
shortest good prefix for φ that is an extension of u is
distL(φ)g (u) = min{|w| |w ∈ Σ∗, uw ⊆ L(φ)} ∩ {∞}
and the distance to the shortest bad prefix for φ that is an extension of u is
dist
L(φ)
b (u) = min{|w| |w ∈ Σ∗, uw ∩ L(φ) = ∅} ∩ {∞}
Then, the future aspect of a prefix u with regard to φ is the difference
f(u) = dist
L(φ)
b (u)− distL(φ)g (u).
We define the relation <f⊆ Σ∗ × Σ∗ such that ∀u,w ∈ Σ∗ : u <f w if and only if
f(u) < f(w) to compare prefixes according to how promising they appear.
In order to capture tasks using scLTL, one can also partition the set of properties
Σ into a set of input I and a set of output O labels. In this thesis, the input labels are
used to represent the behavior of the environment while the output labels allow us to
encode the location of a robot in the environment. Given an scLTL formula φ over
Σ, and a partitioning of Σ into I and O, the synthesis problem consists of finding a
Mealy transducer M with input alphabet I = 2I and output alphabet O = 2O that
satisfies φ.
Definition 2.14 (Moore and Mealy Transducers). A Moore transducer is a tuple
M = (QM , q
0
M , I,O, δM , λM), where QM is the set of states, q0M ∈ QM is the initial
state, I = 2I is the input alphabet, O = 2O is the output alphabet, δ : QM ×I → QM
is the transition function and λM : QM → O is the state output function. A Mealy
transducer is a Moore transducer for which the state output function is defined as
λM : QM × I → O.
For a finite word u ∈ I∗, a run τM is the finite sequence of states such that
τ 0M = q
0
M and for all i ≥ 0, τ i+1M = δM(τ i, ui). The run τM on input word u produces
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a finite word M(u) ∈ Σ∗ such that M(u)i = λM(τ i, ui) for all i ≥ 0. The language of
M is the set of infinite words generated by runs of M , denoted by L(M). A Mealy
transducer M satisfies an scLTL formula φ, denoted by M |= φ, if L(M) ⊆ L(φ).
Thus, the synthesis problem can be reduced to finding a counter-strategy that falsifies
the scLTL formula (Pnueli and Rosner, 1989).
Definition 2.15 (Counter-strategy). A counter-strategy can be represented by a
Moore transducer Mc = (QM , q
0
M , I ′,O′, δM , λM) that satisfies ¬φ, where I ′ = O
and O′ = I are the input and output alphabets for Mc, respectively.
Given the Moore transducer Mc = (QM , q
0
M , I ′,O′, δM , λM) representing a
counter-strategy, we can construct a finite transition system Tc = (QM , q0M , I ′, δM)
preserving the structure of Mc. Hence, a run in the transition system Tc corresponds
to a run in its corresponding Moore transducer Mc.
Definition 2.16. (Distributed alphabets). A distributed alphabet over Σ, or a distri-
bution of Σ, is a collection of nonempty subsets ∆ = {Σi ⊆ Σ, i ∈ I}, where I is an
index set, such that
⋃
i∈I Σi = Σ. For a ∈ Σ, we denote Ia = {i ∈ I | a ∈ Σi}.
Definition 2.17. (Projections). Let ∆ = {Σi ⊆ Σ, i ∈ I} be a distribution of Σ. For
a word w ∈ Σ∗ and i ∈ I, the projection of w onto Σi is denoted Pi(w) and is defined
inductively as follows
• Pi() = 
• Pi(wa) =
 Pi(w)a if a ∈ ΣiPi(w) otherwise.
The inverse image of Pi is defined as P
−1
i (u) = {w ∈ Σ∗ | Pi(w) = u}. These
definitions can naturally be extended to languages. We use the notation Σi+j = Σi∪Σj
to denote the union of the corresponding alphabets, and P i+kj : Σ
∗
i+k → Σ∗j to denote
the projection from Σ∗i+k to Σ
∗
j . Similarly, Pi+k : Σ
∗ → Σ∗j+k stands for the projection
from Σ∗ to Σ∗i+j.
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Definition 2.18. (Product language). Let ∆ = {Σi ⊆ Σ, i ∈ I} be a distribution of
Σ. The product of a set of languages Li over Σi is denoted by ‖i∈ILi and defined as
‖i∈ILi := {w ∈ Σ∗ | P−1i (Li)} for all i ∈ I, where Pi : Σ∗ → Σ∗i . A product language
over distribution ∆ of Σ is the language L such that L = ‖i∈ILi, where Li = P−1i (Li)
for all i ∈ I. The synchronous product can also be defined in terms of transition
systems. In this case, for transition systems Ti, i ∈ I, the synchronous product is
denoted by ‖i∈ITi.
Definition 2.19. (Trace-closed language). Let ∆ = {Σi ⊆ Σ, i ∈ I} be a distribution
of Σ. Given w,w′ ∈ Σ∗, we say that w is trace-equivalent to w′ (w ∼ w′) if and only
if Pi(w) = Pi(w
′) for all i ∈ I. Let [w]∆ denote the trace-equivalence class of w ∈ Σ∗.
A trace-closed language over a distribution ∆ of Σ is a language L such that for all
w ∈ L, [w]∆ ⊆ L.
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Chapter 3
Probabilistic Control from Time-Bounded
Temporal Logic Specifications in Dynamic
Environments
In this chapter, we consider a mobile robot whose tasks must be completed within a
given time window. In addition to such time constraints, the robot must also deal with
the uncertainty due to changes in its workspace during task execution. In our case, the
robot is deployed in a partitioned environment subjected to structural changes such
as doors that can open and close. The motion of the robot is modeled as a CTMDP
and the robot’s mission is expressed as a CSL formula. A solution to find a control
strategy that satisfies a specification given as a CSL formula is derived. Simulation
and experimental results are provided to illustrate the method. This chapter is based
on the author’s work in (Medina Ayala et al., 2012) and (Medina Ayala et al., 2014).
3.1 Related Work
In order to cope with specifications that depend crucially on timing, a quantitative
notion of time must be incorporated both into the system’s dynamics and also into
the specification of the tasks to be performed by the system. Hence, we use CT-
MDPs, as defined in Def. 2.2, to model the dynamics of such systems and specify
the systems’ requirements as CSL (Def. 2.6) formulas. In CTMDPs, even though the
state trajectories are functions of time, the system state can only take discrete values.
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CTMDPs have been used in a broad range of applications, from modeling controlled
queuing systems in telecommunication and computer networks (Kitaev and Rykov,
1995; Sennout, 1999; Tadj and Choudhury, 2005), to representing the dynamics of
cellular processes in biology (Iosifescu and Tautu, 1973; Wilkinson, 2009), and, to
characterizing the stochastic behavior of autonomous agents in robotic applications
(Napp and Klavins, 2011; Ferrari et al., 2011).
Unlike approaches that focus on model checking the behavior of CTMDPs from
temporal logic specifications (Buchholz et al., 2011), in this chapter, we present a
complete framework for the explicit and automatic synthesis of control policies for
CTMDPs from CSL formulas. Specifically, given a stochastic system modeled as
a CTMDP, and a CSL formula over some properties satisfied at the states of the
system, we obtain control policies that optimally satisfy the requirement expressed
by the formula. Our approach to solve the control synthesis problem when only
probabilistic operators are involved is based on an adaptation of the model checking
techniques given in (Baier et al., 2003) and the algorithms presented in (Neuha¨ußer
and Zhang, 2010) to compute approximate optimal control policies for CTMDPs. If
the long-run average operator is present in the formula, we exploit the graph struc-
ture of the CTMDP and reduce the control synthesis problem to solving a set of
linear programming problems. Besides considering formulas based on state and path
operators, our framework includes the control synthesis from nested formulas with
concatenated timed intervals. In this case, our methods to solve the control synthesis
problem are built from the algorithms derived for the probabilistic path and long-run
average operators.
In particular, we consider a changing environment with doors that open and close
during a time-constrained robotic mission. A CTMDP is used to model the interac-
tion between the robot and the dynamic environment. The tasks to be accomplished
20
by the robot are given as CSL formulas. Given these task specifications, we consider
the problem of generating the control strategy that allows the robot to satisfy such
missions with maximum probability. We solve this problem under the assumptions
that the robot’s elapsed time in a given region of the environment and the transition
time in which the doors switch between open and closed are governed by exponential
distributions. Moreover, the exponential rates at which the doors switch are given to
the robot a priori. Because of the memoryless property of the exponential distribu-
tion, it constitutes a good approximation to model the motion of the robot and the
dynamics of the environment in a Markovian setting.
This work can be seen in the context of literature focused on the construction of
optimal policies from temporal logic specifications and it is closely related to (Lahi-
janian et al., 2012). However, the focus in (Lahijanian et al., 2012) is on generating
optimal control policies from Probabilistic Computation Tree Logic (PCTL) formu-
las for discrete-time stochastic systems; here we focus on the problem of obtaining
such policies for continuous-time systems. The analysis of CTMDPs for reachabil-
ity properties has been previously considered in the literature (Baier et al., 2005;
Fearnley et al., 2011; Chen et al., 2011a; Neuha¨ußer and Zhang, 2010; Buchholz and
Schulz, 2011). In this chapter, we significantly expand the class of properties that
can be handled by allowing for arbitrary CSL specifications and including nested and
time-sequential formulas.
To illustrate the method developed in this chapter, we consider a robotic scenario,
called the Dynamic Indoor Concurrent Environment (DICE), in which a robot must
satisfy time-constrained temporal logic specifications in the presence of environmen-
tal elements with changing behavior. We include both simulation and experimental
results.
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3.2 Problem Statement
Consider a mobile robot moving in an indoor environment consisting of static and
moving components. The static part of the environment corresponds to regions whose
topology is assumed to be known at the time of planning. The changing part of the
environment is represented by the occurrence of discrete events. A discrete event is
the outcome of any change in the dynamics of the environment that the robot has no
control over. Such changes can correspond to transitions of the movable structures
present in the environment such as doors or gates opening and closing. We will refer
to these events as switching events.
We assume that the robot can determine its current region exactly and that it is
programmed with a set of control primitives. These primitives allow the robot to move
inside each region in the environment and from one region to an adjacent one provided
the region is not blocked by a closed door. To account for noisy actuators, if in a
given region a control designed to take the robot to a specific adjacent region is used,
it is possible that the robot will instead transition to a different adjacent region. In
practice, the success and failure rates of these controllers can be determined through
extensive experiments and/or simulations.
In order to analyze the motion of the robot in the environment, a probabilistic
model is used. A change in the state of any door (open or closed) is assumed to
follow a Poisson distribution (Ross, 2007) so that the time between two subsequent
switching events is an exponential random variable. It is assumed that the rate
parameters associated with these events are known. The exponential distribution is
a reasonable choice to represent the time between two consecutive switching events
given that it depicts the following features of the dynamic nature of the environment.
First, the number of events in a given time interval is independent of the number
of events in any other non-overlapping time interval. Second, the number of events
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in a time interval is proportional to the length of the time interval. And third, the
probability that an event occurs in a time interval becomes arbitrarily small if the
time interval is sufficiently short (LaValle and Sharma, 1997).
The motion of the robot is considered to evolve according to the following dynamic
process. The robot starts in an initial region of the environment. After applying
a control primitive, it remains in this region for a random amount of time before
making a transition to a different region. The time spent in a given region and
the next region to be visited are independent random variables. We assume that
given a set of previous regions visited at earlier times, the robot “forgets” all but the
region visited at the most recent time. Intuitively, this feature can be captured by
the memoryless property of the exponential distribution. Hence, the time that the
robot stays in a particular region is modeled to be exponentially distributed. The rate
parameters associated with these distributions can be determined with a combination
of experiments and simulations. The mission given to the robot will be a temporal
logic statement over a fragment of the CSL (Def. 2.6). CSL provides a means to
specify performance and dependability measures for continuous time processes in a
compact way.
With these assumptions, we consider the following problem:
Problem 3.1. Given a motion specification in the form of a temporal logic statement
over a set of properties satisfied by the regions in a changing indoor environment with
known topology, find a control strategy that maximizes the probability that a robot
satisfies the specification within the specified units of time.
Example 3.1. Consider the environment shown in Fig. 3·1, which consists of 17
corridors (marked as C1, ..., C17), ten intersections (I1, ..., I10), and eight doors (d1,
..., d8). The static part of the environment corresponds to corridors and intersec-
tions that have the following properties: Safe (the robot can safely drive through a
region with this property), Relatively safe (the robot can pass through the region but
should avoid it if possible), Unsafe (the corresponding region should be avoided), Fire
Extinguisher (there is an extinguisher in this region that the robot can use later in
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its mission), and Destination (a region the robot should visit). The dynamic part is
defined by the different states that the doors can be in (open or closed). Some tasks
specifications based on the properties of interest in the considered environment could
be:
Specification 3.1. “In less than 3 minutes, reach any Destination region while going
only through either Safe or Relatively safe regions”.
Specification 3.2. “In the long-run, maximize the average fraction of time visiting
only Safe regions or Relatively safe regions only if a Fire Extinguisher is available at
such regions”.
Specification 3.3. “In the long-run, maximize the average fraction of time for which
the probability of visiting Destination A in less than 2 minutes while going through
the regions that converge in less than half a minute to a Safe region or Relatively safe
region with a Fire Extinguisher available at such regions is greater than or equal to
0.8”.
Specification 3.4. “In less than 3 minutes, reach Destination B by going only
through regions that are either Safe or Relatively safe and then at least 50% of the
time with probability greater than or equal to 0.7, reach Destination A in less than 2
minutes while avoiding Unsafe regions”.
In the examples above, Specification 3.1 features the requirement to visit a certain
region within one time interval. On the other hand, Specifications 3.2, 3.3, and 3.4
require the robot to reach sequentially some regions of interest in the environment.
Briefly, our approach to solve Problem 3.1 generates the control policy for which
a CSL formula is optimally satisfied. In a manner standard for model checking, we
construct the parse tree of the CSL path formula φ (state formula Φ), recursively
computing the set of states that satisfies φ (Φ). Each one of the probabilistic path
and long-run average operators in φ (Φ) is considered individually.
Distinct control synthesis algorithms are derived for each probabilistic path op-
erator and for the long run average formula. These algorithms are then used as the
building blocks to find a control strategy for formulas that contain more than one
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Figure 3·1: Schematic representation of the dynamic environment
used for the illustration of our methods. C1, ..., C17 and I1, ..., I10 are
identifiers representing corridors and intersections, respectively. The
properties satisfied at the regions are: S = Safe, R = Relatively safe,
U = Unsafe, E = fire Extinguisher, and DA, DB = Destination.
25
path formula or a combination of path and long-run average formulas. In order to
cope with time in specifications that involve temporal sequencing in the latter class
of formulas, we introduce the notion of a reset event. A reset event indicates the
completion of a task delimited by a certain period of time. We consider time as a
global variable that is reset with the occurrence of a reset event. The control algo-
rithms for probabilistic path, long-run average, and nested formulas are detailed in
the following section.
3.3 Control Synthesis of CTMDPs from CSL Specifications
In order to solve the control synthesis problem of probabilistic path formulas, we take
advantage of existing algorithms used in the formal methods community and adapt
them to find a policy that produces the maximal probability of satisfying a formula.
Our approach to solve long-run average formulas is given as the solution of a set of
optimization problems created by considering the CTMDP model as a graph. The
solutions to the control synthesis problems for the probabilistic path and long-run
average formulas will be the basis to solve nested formulas.
The following example depicts the type of CTMDP considered in this chapter.
Example 3.2. Fig. 3·2 shows a simple example of a CTMDP. The initial state of the
model is s0 and the set Σ = {a, b}. The transition probabilities under the actions avail-
able at each state of the system are shown on the edges of the graph in Fig. 3·2. The ac-
tions available at each state are ActC(s0) = {β}, ActC(s1) = {α, β}, ActC(s2) = {α, γ}
and ActC(s3) = {γ}. The exit rates are defined as: EC(s0, β) = 1/4, EC(s1, α) = 1/4,
EC(s1, β) = 1/4, EC(s2, α) = 1/2, EC(s2, γ) = 1/2 and EC(s3, γ) = 1/3. Note that the
exit rates of each state of the model do not depend on the action chosen at the state.
Therefore the CTMDP is locally uniform.
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Figure 3·2: Example of a CTMDP.
3.3.1 Probabilistic Path Formulas
The basis for synthesis of probabilistic path formulas is to find the policy or set of
policies that generates the set of paths that fulfill a given formula. In this section, we
primarily consider the problem of synthesis of optimal policies for the time-bounded
next and time-bounded until operators. The first is of the form Pmax=?[X≤t Φ]. For
such specifications, we seek a policy that produces the maximal probability of sat-
isfying the given formulas as well as the value of this probability. This is achieved
through a small modification to an existing model checking algorithm (Baier et al.,
2003).
The second set of formulas is of the form Pmax=?[Φ U≤t Ψ]. In this case, we
seek a policy that approximates the maximal probability of satisfying the formula.
This is achieved by using a discretization approximation to solve the time-bounded
reachability probability problem for locally uniform CTMDPs given in (Neuha¨ußer
and Zhang, 2010).
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For probabilistic CSL formulas of the form P∼p[φ], for a general path formula φ, the
same algorithms that give rise to the optimal (-optimal) policies are adopted. In this
case, the optimal or equivalently -optimal policy is obtained and its corresponding
extremum probability is compared to the bound p.
Time-Bounded Next Optimal Operator (Pmax=?[X≤t Φ])
Let s denote the current state of the system. The problem of finding the optimal
action to satisfy the formula in at most t time units with exactly one transition can
be reduced to
pi∗(s) = arg max
α∈ActC(s)
(1− e−EC(s)·t)
∑
s′|=Φ
PC(s, α, s′). (3.1)
The computation of the maximum probability to satisfy the formula X≤t Φ can
be achieved by defining an indexed probability vector Φ, whose entries are equal to
1−e−EC(s)·t if s |= Φ and 0 otherwise. Then, a vector with the probabilities of satisfying
X≤t Φ from each state is calculated by multiplying the transition probability matrix
PC and the vector Φ. The obtained optimal policy is stationary and can be computed
using a dynamic programming algorithm.
The solution for Pmin=?[X≤t Φ] is found in a similar manner by defining a mini-
mization problem.
Example 3.3. To demonstrate this procedure, consider the CTMDP depicted in
Fig. 3·2 for which we want to obtain the policy that produces the maximum proba-
bility that the next state transition in less than 4 minutes yields a non {a, b}-labeled
state. Such a specification translates to the CSL formula Pmax=?[X≤4 (¬(a∧ b))]. The
method requires the computation of the exponential terms in (3.1) for each state of
the CTMDP that satisfies ¬(a ∧ b) to obtain a vector whose entries will then be mul-
tiplied by the transition probability matrix PC. The entries of the vector Φ in this
case are Φ(0) = 0.6321, Φ(1) = 0.6321, Φ(2) = 0.8647 and Φ(3) = 0. Next, we find
the action that generates the maximum probability of satisfying the specification from
each state. This is obtained by multiplying each one of the sub-matrices corresponding
to each action in the CTMDP by the vector Φ. The maximization is then performed
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over the actions that produce each entry in the resulting vectors. The resulting op-
timal stationary policy for this example is pi∗(s0) = β, pi∗(s1) = α, pi∗(s2) = γ and
pi∗(s3) = γ.
Time-Bounded Until Optimal Operator (Pmax=?[Φ U≤T Ψ])
The maximum probability of satisfying Φ U≤t Ψ is achieved by means of a fixed
point computation. In the sequel, let PC(s, α, s′, x) = EC(s) · e−EC(s)·xPC(s, α, s′).
That is, PC(s, α, s′, x) represents the probability that a transition to state s′ results
after applying action α at state s within x time units. Let pmax(s, t) denote the
maximum probability of satisfying the formula in at most t time units. The function
(s, t) 7→ pmax(s, t) is the fixed point of the higher-order operator Ω : (SC × R≥0 →
[0, 1]) → (SC × R≥0 → [0, 1]), defined for all s ∈ SC, t ∈ R≥0 and on measurable
functions FC : SC × R≥0, such that:
Ω(FC)(s, t) =

1 if s |= Ψ∫ t
0
max
α∈ActC(s)
∑
s′∈SC
PC(s, α, s′, x)FC(s′, t− x)dx if s |= Φ ∧ ¬Ψ
0 otherwise.
The characterization of the time-bounded until formula as a fixed point operator
involves solving recursively a set of Volterra integral equations. Numerical integration
and transformation of the integral equation into a system of differential equations
are two possible approaches that can be used to solve for the nontrivial case when
s |= Φ ∧ ¬Ψ. However, these methods have been shown to be time consuming and
numerically unstable (Hermanns et al., 2000). Alternatively, if we divide the time
horizon into small time slices, we can apply the discretization approach presented in
(Neuha¨ußer and Zhang, 2010). When using this approach, each step of the resulting
discrete time model corresponds to the behavior of the CTMDP during a single time
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slice. For a given step duration T, the probability that the CTMDP C achieves
the next state within the next T time units is computed. Based on the fixed point
characterization for pmax(s, t), a recursive definition of pmax(s, t) is obtained as follows:
pmax(s, t) =
∫ t
0
max
α∈ActC(s)
PC(s, α, s′, x) · pmax(s′, t− x)dx. (3.2)
When s |= Ψ, then pmax(s, t) = 1 and no further recursion is necessary. Otherwise,
the integral (3.2) can be split into two summands as follows:
pmax(s, t) =
∫ T
0
max
α∈ActC(s)
PC(s, α, s′, x) · pmax(s′, t− x)dx
+
∫ t
T
max
α∈ActC(s)
PC(s, α, s′, x) · pmax(s′, t− x)dx. (3.3)
The integration range of the second summand in (3.3) can be shifted by −T. Ad-
ditionally, for a sufficiently small T, the first summand can be made independent of
x. Solving the integrals and replacing PC(s, α, s′, x) by EC(s) · e−EC(s)·xPC(s, α, s′), we
obtain the following result:
pmax(s, t) ≈ max
α∈ActC(s)
(1− e−EC(s)T)
∑
s′∈SC
PC(s, α, s′) · pmax(s′, t−T)
+ e−EC(s)T · pmax(s, t−T). (3.4)
The first summand in (3.4) is an approximation of the first integral in (3.3) represent-
ing the probability that only one transition occurs during the interval [0,T]. From
this derivation, it can be seen that (3.4) is a lower bound for pmax(s, t). In order
to define an upper bound for (3.2), let EC = maxs∈SC EC(s) be the maximum exit
rate of the system. In the worst case, the maximum  error will be equal to (ECT)
2
2
.
This result follows from the derivation of the Taylor expansion of the exponential
function when considering that the number of transitions in the [0,T] interval follows
a Poisson distribution. For a fixed  upper bound, the number of steps k that satisfy
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 ≥ (EC ·t)2
2k
can be defined.
Based on the above approximation, a discretization procedure can be conducted
to obtain pmax(s, t) while considering periods of length T. Consequently, a discrete
time MDP C˜ = (SC, s0C,ActC, RC, P˜C,Σ, lC) is induced, where SC, s0C,ActC,RC,Σ, and
lC are defined as in Def. 2.2, and
P˜C =

(1− exp−EC(s)T) · PC(s, α, s′) if s 6= s′
(1− exp−EC(s)T) · PC(s, α, s′) + exp−EC(s)T if s = s′.
The step duration that induces the discrete time MDP C˜ is defined by T = t
k
.
The discretization of the CTMDP C allows us to apply dynamic programming
techniques to find an approximation to pmax(s, t) by means of a periodic policy. Define
SnoC = {s ∈ SC|s |= ¬Φ ∧ ¬Ψ}, that is, SnoC is the set of states that do not satisfy
the specification. With this in mind, for a given upper bound on the approximation
error, , an -optimal policy is found using the value iteration algorithm. In each
step i = 0, 1, . . . , k of this iterative method, we calculate the probability vector p(i).
The algorithm starts with a probability vector p0 with entries p0(s) = 1 if s |= Ψ
and 0 otherwise. In each iteration, pi is obtained from pi−1 according to the following
equation:
p∗i (s) = max
α∈ActC
∑
s′∈SC\SnoC
P˜C(s, α, s′)pi−1(s′). (3.5)
Hence, the probabilities p∗k(s) for all s ∈ SC \ SnoC are obtained. The actions that
generate these probabilities, pi∗k(s), constitute the -optimal policy that produces the
maximum probability of reaching a Ψ-state starting from state s in at most k steps
in the induced discrete MPD C˜.
The solution for Pmin=?[Φ U≤t Ψ] is found in an analogous manner.
Example 3.4. To illustrate the results from this section, consider again the CTMDP
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Figure 3·3: Discretization of the CTMDP in Fig. 3·2.
depicted in Fig. 3·2 and the formula Pmax=?[♦≤t a]. To compute the maximum prob-
ability to reach an a-labeled state, within t time units up to a precision , we first
choose k and then calculate the discretization step T. With t = 5 and EC(s) = 12 ,
the induced discrete time MDP C˜ is depicted in Fig. 3·3, in which the labels are omit-
ted. Defining  = 0.1, we find the step duration and the number of steps to perform
value iteration to be 0.1 time units and 50, respectively. After performing the value
iteration method over the discretized model, the maximum probability of satisfying the
formula true U≤5 a results to be p∗(s0) = 0.5901 under the policy pi∗(s0) = β and
pi∗(s1) = β.
3.3.2 Long-Run Average Formulas
In this section, we address the problem of optimizing the average fraction of time
spent in a set of states that satisfy a particular property. Our solution to the synthesis
problem of formulas of the form Smax=?[Φ] is based on the stochastic nature of the
CTMPD C as a graph structure. We first present the notion of end-components
introduced in (de Alfaro, 1998) and then describe the use of this concept to solve
32
CSL formulas involving the long-run average operator.
Definition 3.1. (Sub-MDP, End-Component. (de Alfaro, 1998)) Let D =
(SC, s0C,ActC, PC,Σ, lC) represent the embedded discrete time MDP for the CTMDP
C = (SC, s0C,ActC,RC, PC,Σ, lC). A sub-MDP of D is a pair (S ′C,Act ′C) such that
S ′C ⊆ SC and Act ′C(s) ⊆ ActC(s) for all s′ ∈ S ′C.
An end-component is a sub-MDP such that:
• ⋃
s′∈S′C ,α′∈Act ′C(s′)
{
s ∈ SC | PC(s′, α′, s) > 0
} ⊆ S ′C
• The graph induced by (S ′C,Act ′C) is strongly connected
An end-component (S ′C,Act
′
C) is a maximal end-component (MEC) if there is no
end-component (S ′′C ,Act
′′
C) in D such that S ′C ⊆ S ′′C and Act ′C ⊆ Act ′′C.
Given a CTMDP C = (SC, s0C,ActC, RC, PC,Σ, lC), let MEC(C) denote the set of
MECs of C. Let T¯t be the average fraction of time spent in some state satisfying Φ
up to time t. For a given policy pi, we define the long-run average fraction of time
considering t→∞, as
lim
N→∞
E[T¯tN ] =
∑
C∈MEC(C)
(
ps0pi (♦C) · lim
N→∞
E[T¯tN ]
)
. (3.6)
Our approach starts by recursively determining Sat(Φ) = {s ∈ SC|s |= Φ}, i.e.,
the set of states that satisfy Φ. Subsequently, the set of MECs, MEC(C), is obtained
using a graph algorithm for computing end-components (Ummels, 2010). Our method
to compute the expected value of the long-run average fraction of time consists of two
steps. In the first step, the long-run average throughput is modeled by the average
reward to be accumulated in the long-term, formally defined by
lim
N→∞
1
E[tN ]
E
[ ∫ tN
0
g(s(t), α(t))dt
]
, (3.7)
where g(s(t), α(t)) represents the reward per unit time, given that the system occupies
state s and the decision maker chooses action α. If s |= Φ, the expected single-stage
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reward corresponding to the (s, α) pair is given by the expected value of the total
residence time distribution in s under action α, that is
g(s, α) =
∫ ∞
0
EC(s, α)t · e−EC(s,α)t
∑
s′∈SC
PC(s, α, s′)dt,
otherwise, it is equal to 0.
Let J∗(s) denote the optimal average reward accumulated in the long-run starting
at s and executing the optimal policy. Then, for all s ∈ SC, it can be shown (Bertsekas,
1995) that there exists a scalar κ∗ such that J∗(s) = κ∗. Furthermore, there is a
function h∗(s), for all s ∈ SC such that the following equation is satisfied,
h∗(s) = max
α∈ActC(s)
[
g(s, α)− κ
∗
EC(s, α)
+
∑
s′∈SC
PC(s, α, s′)
]
, (3.8)
The above maximization can be solved by defining the following primal linear pro-
gramming (LP) formulation for the considered problem:
Maximize κ subject to:
h(s) +
κ
EC(s, α)
≤ g(s, α) +
∑
s′∈SC
PC(s, α, s′)h(s′), (3.9)
with κ ∪ {h(s)|s ∈ SC} as variables. This LP problem admits a unique optimal so-
lution. Then, for each MEC(C) that includes a state satisfying Φ, we can obtain
the value of κ using the LP problem formulated in (3.9). This reduces the prob-
lem of computing the maximum long-run average fraction of time to the problem of
calculating the maximal expected average reward in a CTMDP.
Let B represent the set of states that belong to any MEC(C). In the second step
of our approach, we formulate the following LP problem to account for the probability
of eventually reaching a MEC in (3.6) denoted by p(s):
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Minimize
∑
s′∈SC\B p(s) subject to:
p(s) ≥
∑
s′∈B
PC(s, α, s′)κB +
∑
s′∈SC\B
PC(s, α, s′)p(s′), (3.10)
The solution to this LP problem corresponds to the probabilities that maximize the
average long-run reward of eventually reaching some state in B from s0. The actions
that generate these probabilities together with the actions that belong to the MECs
constitute the optimal policy. For the long-run average operator, the optimal policy
is stationary.
Similarly, for Smin=?[Φ], we can determine the actions that generate the minimum
long-run average fraction of time that is spent in some state in any MEC(C) only
if it comprises a state satisfying Φ. The solution to this problem is found as for
the Smax=? case by first defining a minimization LP problem to find the optimal
value of κ. The value of κ obtained from the solution of this LP problem is used
to formulate a maximization LP problem. The solution of the latter comprises the
minimal probabilities to achieve a state in B, from which the optimal policy can be
obtained.
For long-run average formulas of the form S∼q[Φ], the same algorithms that allow
us to find the extremum optimal policies are adopted. For formulas containing ∼∈
{>,≥}, the maximum long-run average fraction of time to achieve a Φ-state in a
MEC(C) is computed and compared to q. On the other hand, for formulas including
∼∈ {<,≤}, the minimum long-run average fraction of time is obtained and the bound
q is verified. The policies that produce a probability within the bound established by
∼ q are considered the satisfying policies.
Example 3.5. Consider the specification Smax=?[a] over the CTMDP of Fig. 3·2.
We first notice that the CTMDP in Fig. 3·2 has two MECs formed from the state
sets {s1, s2} and {s3}. Our solution approach requires obtaining the scalar κ for each
one of the MECs since at least one of the states in each of the MECs satisfy the
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specification. By using the simplex method, the solution of the LP problem in (3.9)
gives the values of 0.6354 and 0 for κ in the first and second MECs, respectively.
Next, we use these values to obtain the maximum probability to achieve a state within
the MECs. After solving the LP problem in (3.10), we find this probability to be equal
to 0.6354. Intuitively, this result expresses that the maximum fraction of time to be
spent in an a-labeled state in the long-run is approximately equal to 2/3.
3.3.3 Nested Formulas
By combining probabilistic and long-run average operators, the expressivity of CSL
formulas can be enhanced. The necessary condition to express complex properties by
means of nested probabilistic and long-run average formulas is that all inner P and S
operators are of the form P∼p[φ] and S∼q[Φ]. This requirement is imposed due to the
fact that for each nested operator, the set of states satisfying either φ or Φ needs to be
determined. In general, nested formulas can be abstracted into one of the following
forms:
Pmax=?[X≤t φA], (3.11)
Pmax=?[φB U≤t φA], (3.12)
Smax=?[ΦC ]. (3.13)
where φB and φA may include either the P or the S operator, while ΦC should be a
P operator.
To compute a control strategy for a CTMDP C for a nested formula, we start by
considering the case in which the outer-most operator is probabilistic, as in (3.11)
or (3.12). Our approach is similar to the discrete setting developed in (Lahijanian
et al., 2012). We start by determining the set of states satisfying φA. Subsequently,
the corresponding control policy piA is obtained by employing the algorithms given
in Secs. 3.3.1 and 3.3.2. Afterwards, the states that satisfy φB are identified and all
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the satisfying control policies piB are acquired using the same methods as for finding
piA. However, it is important to establish that we consider all satisfying policies only
for the time-bounded next operator. This restriction is due to the computational
complexity of finding all the satisfying policies for the long-run average and time-
bounded until operators. For these operators, we only consider the optimal control
policy that generates the extremum probability of satisfying piB.
A new CTMDP is then obtained by removing the non-satisfying policies in states
satisfying φB. As a result of this procedure, the new CTMDP may include states for
which no enabled transitions are available. If this is the case, these states are made
absorbing. Finally, one of the algorithms that generate an optimal policy (Secs. 3.3.1
and 3.3.2) is applied to the outer-most probabilistic operator on the new CTMDP.
Consequently, the optimal control policy pi, and the probability corresponding to this
policy are obtained. For formulas that have the form of (3.11), policy pi is executed
until a state that satisfies φA is reached after t or less time units, resetting the global
clock. Afterwards, the control policy piA is undertaken. For nested formulas that
have the form of (3.12), policy pi is applied until a state that satisfies φA is reached
after t or less time units. This condition triggers a reset event and the global clock is
restarted. From this point on, the control policy piA is executed.
The case in which the long-run average is the outer-most operator is treated
as follows. Let ΦC in (3.13) be equal to P∼p[φ], where φ is a path formula. By
the semantics of CSL formulas, checking φ is equivalent to verifying whether the
probability generated while applying a certain policy meets the bound ∼ p, that is
whether pspi ∼ p (Def. 2.7). Therefore, we start by determining Sat(φ), i.e., the set of
states satisfying φ. Subsequently, the control policy piC that satisfies the probability
bound at each state is generated using the algorithms given in Sec. 3.3.1. The states
that satisfy this bound under the attained policy constitute the set of states that
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Figure 3·4: The CTMDP model of Example 3.6.
satisfy φ. The label of a state s is extended by aΦC if s ∈ Sat(ΦC). In order to
find the optimal policy for this nested formula, the approach of Sec. 3.3.2 is used. A
maximization LP program is formulated for each MEC that contains a state labeled
with the atomic proposition aΦ to obtain a scalar that satisfies (3.8). The policy that
maximizes the fraction of time to be spent in a aΦ-state is then generated from the
solution of the LP problem in (3.10). Such policy is applied until an aΦC -labeled state
is attained. At this point, the control policy piC takes effect.
By individually treating each one of the probabilistic and long-run average oper-
ators, we permit multiple levels of nested formulas. To generate a control policy for
these formulas, the approaches developed in this section are implemented recursively
for each one of the inner operators.
Example 3.6. The increased expressivity and complexity of nested formulas is diffi-
cult to take advantage of on simple CTMDPs such as in Fig. 3·2. Thus, to illustrate
the control synthesis of nested formulas, consider the CTMDP shown in Fig. 3·4
in which the transition probabilities under the available actions are appended to the
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edges of the model. For clarity, the properties, drawn from the set, Σ = {a, b, c}, are
omitted in the figure. The labels of this model are: lC(s0) = lC(s1) = lC(s5) = {b},
lC(s2) = lC(s6) = {a}, lC(s3) = {c}, and lC(s4) = {a, c}. The actions available at
each state are ActC(s0) = {α, β}, ActC(s1) = {γ}, ActC(s2) = ActC(s6) = {α},
ActC(s3) = {β, γ}, ActC(s4) = {γ}, and ActC(s5) = {β}. The exit rates are
given by: EC(s0, α) = EC(s0, β) = 1/9, EC(s1, γ) = EC(s3, γ) = EC(s6, α) = 1/4,
EC(s2, α) = EC(s5, β) = 1/2, EC(s3, β) = 1/5, and EC(s4, γ) = 2/5. With this model,
we aim to find the maximum probability and the corresponding policy to reach a state
for which the probability of achieving a c-labeled state in at most 6 time units is less
than or equal to 0.7. This should be accomplished within the next 2 time units after
going through only states from which, in at least 60% of the time, the probability of
converging to a b-labeled state within 5 time units is greater than or equal to 0.5. Such
specification can be translated to the following formula:
φ =Pmax=?
[
S≥0.6
[
P≥0.5 [X≤5 b]
]
U≤2 P≤0.7 [♦≤6 c]
]
. (3.14)
Our approach starts by obtaining the states and control policies satisfying φA =
P≤0.7 [♦≤6 c]. After utilizing the approach to solve time-bounded until formulas given
in Sec. 3.3.1, and considering an error bound of 0.1, the states satisfying φA are
SA = {s0, s1, s6} under the policy piA(s0) = β, piA(s1) = γ and piA(s6) = α.
Then, by applying the method described in Sec. 3.3.1, the states and policies sat-
isfying the formula ΦC = P≥0.5 [X≤5 b] are determined. The satisfying states of
φB = S≥0.6
[
P≥0.5 [X≤5 b]
]
are then found using the procedure given in this section
for nested formulas in which the long-run average is the outer-most operator. The
satisfying states SB are found to be SB = {s0, s2, s4} under the policy piB(s0) = β,
piB(s2) = α and piB(s4) = γ. The actions that do not satisfy φB are eliminated to con-
stitute a new CTMDP. By performing the algorithm of Sec. 3.3.1, the control policy
corresponding to the maximum probability of satisfying φ up to an error bound equal
to 0.1 is found for this new CTMDP. Such a control policy is pi(s0) = pi(s5) = β,
pi(s2) = pi(s6) = α and pi(s4) = γ. Summarizing, the control policy pi is executed until
a state that belongs to the set SA is reached in at most 2 time units, after which the
control policy piA is applied.
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3.3.4 Summary and Discussion of Complexity
In this section, we discuss the time complexity of the formal synthesis of CSL formulas
as well as some implementation considerations. Let C = (SC, s0C,ActC, RC, PC,Σ, lC)
be a CTMDP, N = |S| the number of states in C and M the number of nonzero
entries in the transition probability matrix PC. Consider the CSL state formula Φ
whose length is determined by the sum of the probabilistic and the long-run average
operators. For instance, in the formula in (3.14), the probabilistic operator appears
three times, while the long-run average operator appears once. Therefore, the size of
this formula is equal to 4. Since in the control synthesis of CSL formulas we consider
each operator independently, the time complexity is linear in the size of the formula.
The control synthesis of probabilistic formulas of the form X≤t Φ requires O(M)
time as O(M) scalar multiplications are needed to perform the matrix vector multi-
plication in the optimization procedure.
For probabilistic formulas of the form Φ1 U≤t Φ2, assuming we start with a locally
uniform or uniformized CTMDP, the discretized MDP C˜ used in the maximization
process is built adding at the most one self-loop for each si ∈ SC and α ∈ ActC(si).
Therefore, in the worst case, the size of C˜ is 2M . For a given error bound , the
smallest number of steps k to be used while applying the value iteration algorithm is
given by (ECt)
2

. Hence, the time complexity of the algorithm is O(M · (ECt)2

).
For formulas involving the long-run average operator, a graph analysis is carried
out to determine the MECs of C. This takes O(M + N) time. In the worst case,
for each identified MEC C, |C| linear programming problems need to be solved once.
Finally, the probability of reaching a MEC C needs to be computed for each MEC.
This requires solving a linear programming problem, taking in the worst case O(N3)
time.
Therefore, the worst case time complexity of CSL control synthesis corresponds
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to the time-bounded until and the long-run average operators, in which obtaining the
(-)optimal policy implies solving optimization problems whose size depends on the
size of C.
3.4 Case Study
The previous section addressed the synthesis of control policies given a specifica-
tion for a CTMDP. We now apply the developed techniques in the robotics scenario
presented in Example 3.1.
3.4.1 CTMDP Model Construction
To capture the dynamics of the environment, we use the following definition:
Definition 3.2. A changing environment is a tuple E = (R,D,A,C,H), where
• R = {r1, r2, . . . , rk} is a set of mutually disjoint regions;
• D = {d1, d2, . . . , dN} is a set of doors;
• A ⊆ R×R is a binary relation representing the adjacency between two regions.
(r1, r2) ∈ A denotes that r1 and r2 are adjacent and there is no door in between;
• C = {c1, c2, . . . , cN} is a set of Boolean variables indicating if a door is closed
(ci = 1) or open (ci = 0), and;
• H ⊆ D×R is a binary relation representing the adjacency between regions and
doors. A region r has a door d if (d, r) ∈ H.
Using this definition, we define Rd as the set of regions that have a door, i.e.,
Rd = {r ∈ R|(d, r) ∈ H for some d ∈ D}, and Rnd as the set of regions with no doors,
i.e., Rnd = R \ Rd. The state space of the CTMDP is the union of the set of regions
with no doors with the union set of pairs of regions containing a door and the states
of that door, i.e., SC = Rnd ∪
⋃
r∈Rd{(r, 0), (r, 1)}. The action space of the CTMDP
includes the set of control primitives available at each one of the static components
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(regions) in the environment and the decisions that allow the robot to cope with the
occurrence of a switching event.
In order to represent the CTMDP rate and transition functions, we assume the
following timing of events. After choosing an action in a given state, the robot remains
there for an action-dependent random period of time during which the robot moves
according to the chosen action. Then a transition occurs and the next action is chosen.
We assume that the probabilities of these transitions depend only on the region the
robot is currently in. Since transitions only occur at the end of a sojourn time in a
region, we specify the transition probabilities for the Markov model by PC(s, α, s′) =
Pr(s′|s, α). We assume that the sojourn time in s ∈ SC under ActC(s) ∈ ActC is
exponentially distributed on the interval [0, x] i.e., EC(s, α) · e−EC(s,α)x, with exit rate
EC(s, α) =
∑
s∈SC R(s, α, s
′).
As already outlined, each switching event is governed by a Poisson distribution
whose rates are assumed to be known. The knowledge of these rates allows us to
capture the behavior of the dynamic components of the environment and integrate it
into the model of the system.
To illustrate how changes in the environment are represented with the Markov
model, consider the case where the robot is currently at C12. Let EC(C12, GoStraight)
and EC(C12,Wait) be the rate parameters of actions GoStraight and Wait available
at C12. Let EC(d7) be the rate parameter of the distribution corresponding to the
switching event for door d7. Assume also that with probability p, the door remains
open/closed after being observed by the robot, and with probability 1 − p, that it
changes from closed to open or vice-versa. These events are two independent Poisson
processes with rates EC(d7, same) = p ·EC(d7) and EC(d7, change) = (1− p) ·EC(d7),
respectively. In the event the robot finds d7 open, it can choose to perform any of
the following actions:
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1. Apply action GoStraight and reach (I8, 0) with proba-
bility EC(d7,same)·Pr(I8|C12,GoStraight)
EC(C12,GoStraight)+EC(d7,same)
or (I8, 1) with probability
EC(d7,change)·Pr(I8|C12,GoStraight)
EC(C12,GoStraight)+EC(d7,change)
, or
2. Execute command TurnAway,
where Pr(I8|C12, GoStraight) corresponds to the probability of reaching I8 after ap-
plying action GoStraight at C12 disregarding the presence of door d7. Similarly, if the
robot observes door d7 as closed, it can either:
1. TurnAway, or
2. Wait, in which case, with probability EC(d7,change)·(1−p)
EC(C12,Wait)+EC(d7,change)
, the robot can
make a transition to (C12, 0) or in turn, with probability
EC(d7,same)·p
EC(C12,Wait)+EC(d7,same)
,
remain in the same state, (C12, 1).
3.4.2 DICE: The Experimental Platform and Simulation Tool
In order to capture the motion of the robot in a changing indoor environment, the
Dynamic Indoor Concurrent Environment (DICE) was developed. DICE is a sim-
ulation/experimental platform based on the Robotic InDoor Environment (RIDE)
(Lahijanian et al., 2012). It consists of a mobile robot moving in an environment
with corridors and intersections delimited by RFID tags. The robot is an iRobot
Create equipped with a Hokoyu URG-04LX laser range finder, an APSX RW-210
RFID reader, and a Dell Latitude 2120 netbook. The RFID tags mark the bound-
aries between the regions and serve as transition indicators for the robot. DICE
contains doors that randomly change from open to closed and vice-versa. The time
at which a door changes is programmed to follow an exponential distribution. The
motion of the doors is activated by servos mounted on top of each door through a
USB servo controller, which receives the commands from a desktop computer via a
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wireless USB hub. The samples from the exponential distributions are generated in
Matlab.
The simulation component of DICE is designed to capture all the relevant charac-
teristics of the environment and the robot, including the robot dynamics and sensors,
door transitions, transition times, and reasonable models of the noise affecting all
sensors and actuators.
In this work, we utilized the environment depicted in Fig. 3·1. The sojourn time in
a given state was approximated to be exponentially distributed given the assumptions
previously described at the beginning of this section. As described in (Lahijanian
et al., 2012), Markovianity in the transitions can be reasonably well-achieved letting
the states of the CTMDP be defined as adjacent pairs of regions (e.g. I4C4 represented
the state in which the robot was in I4 and is now in C4). As described in Sec. 3.4.1,
states containing a region with a door were duplicated to account for the two possible
states the doors could be in. The resulting model had 95 states.
The set of actions of the model was comprised of: FollowRoad, GoRight, GoLeft,
GoStraight, TurnAway, and Wait. The transition probabilities and rates associated
to each action (with the exception of Wait) were computed after performing 1000
simulation trials. In each trial, the robot was initialized at the beginning of the region
representing each state. If this region was a road, then the FollowRoad controller was
applied until the system transitioned to the next state. On the other hand, if this
region was an intersection, each one of the actions allowed at this state was applied
and the resulting transitions were recorded. The sojourn times were stored at the
end of each trial and the average times corresponding to the inverse of the rate
parameters of the exponential distribution were then calculated. The results were
then integrated into the transition probabilities and rate matrices, respectively. To
validate the accuracy of the CTMDP model obtained through simulation, six of the
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transition probabilities and their time averages were determined experimentally by
performing 40 trials of each transition. The simulated and experimental results were
then compared using Fisher’s exact test (Trujillo-Ortiz et al., 2004) and determined
to be statistically equivalent with a confidence of at least 95%.
Lastly, each state of the CTMDP model was labeled with the property that was
satisfied at the second region of the pair representing the state.
Figure 3·5: Snapshots (to be read left-to-right and top-to-bottom)
from a movie showing the robot’s motion produced by applying the
control strategy maximizing the probability of satisfying Specification
3.3. The robot is represented as a white disk and the arrow inside the
disk is the robot’s heading.
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Figure 3·6: Snapshots (to be read left-to-right and top-to-bottom)
from a movie showing the robot’s motion produced by applying the
control strategy maximizing the probability of satisfying Specification
3.4.
3.4.3 Theoretical, Empirical and Simulated Results
The solution to Problem 3.1 as developed in Sec. 3.3 has been implemented in the
MATLAB environment. Extensive experiments and simulations were conducted for
four specifications considering the environment shown in Fig. 3·1. The first two
specifications correspond to formulas including a single probabilistic or time-average
operator. The other two belong to the category of formulas with more than one of
these operators. For each of the case studies, the optimal control strategy and the
probability/average fraction of time that produces such a policy were computed using
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the algorithms presented in Sec. 3.3.
In this chapter we examine the generation of policies that produce the maximum
probability of satisfying specifications 3.1 and 3.4 and the maximum long-run average
fraction of time to be spent in states satisfying specifications 3.2 and 3.3. These
specifications translate to CSL formulas (3.15) to (3.18), where
φ1 :: Pmax=?[(S ∨R) U≤3(DA ∨DB)], (3.15)
φ2 :: Smax=?[S ∨ (R ∧ E)], (3.16)
φ3 :: Smax=?[P≥0.8[(X≤0.5 [S ∨ (R ∧ E)]) U≤2DA]], (3.17)
φ4 :: Pmax=?[(S ∨R) U≤3(DB ∧ S≥0.5(P≤0.7[¬U U≤2DA]))]. (3.18)
Theoretical Results:
Considering that the robot’s initial state is C1I2, the maximum probabilities of satis-
fying specifications 3.1 and 3.4 were calculated using the algorithms in Sec. 3.3 to be
0.813 and 0.478, respectively. For specification 3.2, we found the maximum average
fraction of time of reaching Safe regions or Relatively safe regions with a Fire extin-
guisher to be 0.761. The maximum average fraction of time of reaching Destination
A determined in specification 3.3 was 0.646. These theoretical values along with the
simulated and experimental results, discussed below, are shown in Table 3.1.
Table 3.1: Results generated for specifications 3.1-3.4. Note that the
small discrepancy in the results is likely due to several factors, including
statistical variation due to the finite number of runs and differences
between the real-world and simulated dynamics.
Specification Theoretical Simulated Experimental
φ1 0.813 0.854 0.850
φ2 0.761 0.809 0.775
φ3 0.624 0.646 0.625
φ4 0.478 0.522 0.525
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Simulation Results:
To validate the computed probabilities, 500 simulations were performed for each of
the generated optimal control strategies. The simulations demonstrated that the
probability of satisfying specification 3.1 was 0.854. The successful trial probability
for specification 3.4 was 0.832 to reach destination B and 0.522 to reach destination B
and then A. For specification 3.2, the maximum average fraction of time of satisfying
the formula was 0.809. The maximum average fraction of time to satisfy specification
3.3 was found to be 0.646. It should be noted that the probabilities obtained through
simulations are reasonably close to the theoretical values; the small differences be-
tween the theoretical and the simulated results however, can be interpreted as arising
from error between the theoretical model and the simulated system.
Fig. 3·5 highlights scenes from the simulation of the control strategy maximizing
the average fraction of time while satisfying specification 3.3. The robot is initially
at C1 and follows the path C1I1C3I2 at which point it finds door d8 open. It then
follows the route C5I5C10I8C12I7C11I6. Upon reaching I6, the robot finds door d1 to
be closed. It then waits expecting the door to open. After this door opens, the robot
follows corridor C15, goes through door d2, and continues until reaching the open door
d3 via I9R13. Once the robot reaches I7, the robot has accomplished the task based
on the specification.
Experimental Results:
To verify that the simulation probabilities in fact represented the expected results
corresponding to the dynamics of the robot in the considered environment, empir-
ical runs were conducted in the DICE experimental platform. For each one of the
specifications, the robot was deployed in the environment and performed each task
specification with the control strategies obtained theoretically. This procedure was
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repeated 40 times for each formula. The resulting probabilities of satisfying speci-
fications 3.1, 3.2, 3.3, and 3.4 were 0.850, 0.775, 0.625, and 0.525, respectively. By
using Fisher’s exact statistical test, it was determined that the number of successful
experimental trials satisfying the specifications were statistically equivalent to the
simulation results with at least 90% certainty.
Fig. 3·6 depicts scenes from a successful experimental run in the DICE envi-
ronment according to the control strategy maximizing the probability of satisfying
specification 3.4. The robot starts its mission at C1. In this particular run, the robot
followed the path C1I1C3I2. Upon reaching I2, the robot found door d8 open and it
continued driving through C5I5C10I8C14I10 at which point it found door d6 closed. It
then waited until this door was open and followed corridor C17. At the end of this
corridor, the robot went through doors d4 and d2 and followed corridor C15. After
finding door d1 open, the robot followed the route I6C11I7. Door d3 was closed when
the robot arrived at I7 so the robot chose to wait for it to open. Once it did, the
robot passed through and it continued driving through C13I9 arriving once again to
corridor C15 since door d2 was open, achieving the sequential tasks in the specification
within the given time bounds.
All the results have been obtained on a 2.2 GHz Xeon CPU with 16 GB RAM.
The construction of the CTMDP model by means of Monte Carlo simulations took
approximately 24 hours. The computational complexity of the control synthesis for
specifications 3.3 and 3.4 was the most expensive given that more than three linear
programming problems were needed to solve the specifications. The synthesis of con-
trol policies for specifications 3.3 and 3.4 took 11 seconds and 17 seconds, respectively.
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Chapter 4
Temporal Logic Motion Planning in
Partially Known Environments
In this chapter, we describe the synthesis of controllers satisfying temporal logic spec-
ifications under the uncertainty caused by the initial partial knowledge of the robot’s
workspace. We first consider the control of a distributed team of agents required to
satisfy a mission given as a temporal logic specification over a set of service requests
occurring at the vertices of a known graph environment. The agents are required
to cooperate for servicing some requests, while for others they are allowed to service
them independently. Each agent has only local knowledge of the requests’ locations
and does not have direct access to the other agents’ knowledge. To refine their con-
trol strategy, the agents communicate with their neighbors by exchanging their local
knowledge, thereby increasing their global information regarding the requests’ loca-
tions. We devise a method that computes, for each agent, a local control strategy
based on its knowledge of the current global state of the environment. We illustrate
the feasibility and applicability of our method by means of a case study.
Then, we restrict our attention to the single agent motion planning problem from
a specification given as a temporal logic formula over a set of properties known to be
satisfied at the vertices of the known graph environment. By bringing together tools
from formal verification, graph theory, and grid-based exploration, we develop an
incremental algorithm that makes progress towards satisfying the specification while
the robot discovers the environment using its local sensors. We also illustrate the
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feasibility and effectiveness of our approach through a simulated case study. This
chapter is based on the author’s work in (Medina Ayala et al., 2013) and (Medina
Ayala et al., 2015a).
4.1 Related Work
Within the robotics community, a considerable amount of research has been devoted
to the development of distributed control strategies for teams of robots. Examples in-
clude formation control (Egerstedt and Hu, 2001), consensus (Rein and Beard, 2010),
and reference tracking (Shi et al., 2012). In general, while these works solve the
multi-agent task allocation or cooperation problem, they do not consider planning
with temporally extended tasks. In contrast, in this chapter, we focus on synthe-
sizing a controller that allows robots to perform real-time complex tasks. In order
to efficiently achieve these tasks, the robotic system should act in a decentralized
way that takes advantage of the heterogeneous capabilities of the individual agents.
We first consider a team of robots deployed in an environment with known topology
from a global specification given as a scLTL (Def. 2.8) formula over a set of service
requests whose locations are initially not known. Then, given a known set of labels
capturing certain elements of interest that can be discovered during a robot’s navi-
gation through the environment and a scLTL formula over this set of labels, we focus
on the single agent trajectory planning problem.
Given their limited initial information about the environment, the robots might
not be able to accomplish such a task without exploring their surroundings and ex-
changing their local information with other robots. Consider for instance a team of
robots operating in a post-disaster scenario. While prior information, such as the
topology of the environment may be available, the disaster might have substantially
changed it (e.g., some areas are not accessible anymore), making it crucial for the
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team to gather information in order to accomplish their task.
The first objective of this chapter is to synthesize of a set of individual controllers
that jointly guarantee the satisfaction of the global task specification. Our approach
to solving this synthesis problem merges coordination control (Komenda et al., 2014),
frontier-based exploration (Yamauchi, 1997), and runtime verification (Bauer et al.,
2011) and provides a solution to the synthesis problem if one exists. Specifically,
we start by adopting the coordination control framework to find a set of individual
trajectories satisfying the specification given the current local information about the
environment. The uncertain nature of the environment, however, implies that such
trajectories may not exist given the current information. We use the frontier-based
exploration technique to identify a set of trajectories allowing the robots to visit
unfamiliar parts of the environment while still complying with the specification as
best they can. By monitoring the set of trajectories leading to unexplored parts of
the environment, the runtime verification framework selects a set of trajectories based
on their impact on the satisfaction of the specification.
The multi-agent motion planning problem under temporal logic specifications has
received much attention in recent years (Loizou and Kyriakopoulos, 2004; Quottrup
et al., 2004; Chen et al., 2012, 2011b; Filippidis et al., 2012; Ulusoy et al., 2013; Guo
et al., 2013; Tumova and Dimarogonas, 2014). Many of these works are developed
following a bottom-up approach, in which individual specifications are assigned to
each agent in the team. For instance, the control synthesis of a team of agents
with communication constraints from local linear temporal logic (LTL) specifications
is addressed in (Filippidis et al., 2012). In (Tumova and Dimarogonas, 2014), a
bottom-up receding horizon approach considering only groups of agents instead of
the whole team is suggested to solve the planning problem from LTL specifications.
A cooperative motion and task planning scheme that assigns individual tasks to the
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agents deployed in a partially known environment is proposed in (Guo et al., 2013).
In contrast, we focus on top-down planning from a global specification. In this vein,
in (Chen et al., 2012), the authors propose a model checking inspired distributed
synthesis of individual control and communication strategies from regular expressions.
This approach is later extended in (Chen et al., 2011b), where the specifications
are expressed as LTL formulas. While both of the mentioned studies build on the
assumption that the workspace is known a priori, the work shown in this chapter is
conceived under the premise that initially the workspace is unknown to the agents.
We then focus on the temporal logic control problem for a single robot deployed
in a partially known environment. Our approach to solving this problem takes ad-
vantage of automata-based model checking (Vardi and Wolper, 1986), frontier-based
exploration (Yamauchi, 1997), and runtime verification (Bauer et al., 2011), as well.
We exploit the automata-based model checking framework to find a trajectory satis-
fying the formula given the current information about the environment. However, the
incomplete knowledge of the environment potentially has a negative effect on finding
such a trajectory. Even though the formula is not yet satisfied, there may exist at
least one trajectory that does not violate the formula. We use the runtime verifica-
tion setting to monitor a set of potential trajectories that lead to unexplored areas of
the environment and select the path that does not violate the formula, provided one
exists, and is the most promising in terms of the satisfaction of the formula.
Our work is related to the problem of reactive synthesis, in which a finite state
machine satisfying a desired output behavior subject to a temporal logic constraint
is generated regardless of the input applied (Pnueli and Rosner, 1989). In particular,
(Sarid et al., 2012) presents an approach to automatically synthesize a hybrid con-
troller that guarantees a user-defined specification while exploring a partially known
environment. As new regions of the environment are detected, the specification is
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rewritten and re-synthesized. Related work includes also (Livingston et al., 2012),
which considers the synthesis of controllers in environments with uncertain, but fixed
structure. By locally modifying a nominal plan if it fails, the controller is able to
deal with unexpected changes in the environment. These works are restricted to the
class of Generalized Reactivity (GR)(1) formulas (Bloem et al., 2012). Unlike these
approaches, in this work we use scLTL formulas to express the mission specifications.
scLTL formulas not only describe finite horizon specifications, expressing a wide spec-
trum of high-level robotic missions, but also belong to the class of languages that are
monitorable (Bauer et al., 2007). Other related work includes the case (Ding et al.,
2014) where the control synthesis problem on a graph is constrained to maximize the
accumulated reward locally while satisfying an LTL mission specification. In order
to solve this problem, a receding horizon controller is devised to guarantee the ful-
fillment of the specification in infinite time. Even though this work can reactively
synthesize a control while satisfying the specification, it still requires knowledge of the
graph representing the workspace a priori. In contrast, our approach incrementally
builds the transition system describing the motion of the robot while exploring the
environment to find a path satisfying a given specification.
4.2 Multi-agent Temporal Logic Motion Planning
4.2.1 Problem Statement
Let E = (V,−→E) be a graph, where V is the set of vertices, and −→E⊆ V × V
is the set of edges. In this work, E represents the quotient graph of a partitioned
environment. A path in E is a finite ordered sequence of vertices such that any pair
of consecutive vertices in the sequence is an edge of E . The length of a path is the
number of edges on the path. The distance between two vertices v and v′, denoted
by dE(v, v′) is the length of the shortest path between them.
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Assume that a team of n heterogeneous robots Ri, i ∈ I, where I is the index set
used to determine the robots’ identities, is deployed in an environment modeled by
E . Let Σ be a set of requests to be serviced at the vertices of E , and LE : Σ → 2V
be a function indicating the locations of service requests. We assume that there may
be no requests at some vertices of E . We represent the capability of the robots to
service requests as a distribution ∆ = {Σi ⊆ Σ, i ∈ I} of Σ (Def. 2.16), where Σi
is the set of requests that can be serviced by robot Ri. A request can be shared
or individual, depending on whether it is serviced by multiple robots or by a single
one. For example, if a ∈ Σi and a 6∈ Σj ∀j 6= i, then Ri can service request a by
itself. On the other hand, if a ∈ Σi and a ∈ Σj, then Ri and Rj need to service the
request a simultaneously. A robot services request a by visiting the vertex v such
that v ∈ LE(a). If a request occurs at different vertices, we say that a is serviced
if there is a time instant at which all robots belonging to Ia are located at vertices
where a occurs. We assume that the time spent at the vertices is negligible and that
requests do not change in time.
Example 4.1. Consider a team of four maintenance robots labeled from I =
{1, 2, 3, 4} in Fig. 4·1 moving in a house. Assume that a set of service requests
(e.g., cleaning, fixing a plumbing problem, etc.) given as Σ = {a, b, c, d, e, f} oc-
cur at the rooms (in green). The distribution Σ1 = Σ2 = {a, c}, Σ3 = {b, c, e},
Σ4 = {c, d, f}, captures the robots’ capabilities to service different requests within the
house individually (independent of each other) or cooperatively. For example, request
a can correspond to a plumbing problem, and robots 1 and 2 need to work together
to fix it. d can be a cleaning request, and robot 4 is the only robot that has cleaning
capabilities and can clean a room by itself.
Each robot has a sensing and a communication range, Di ≥ 0 and Ci ≥ 0,
respectively. Let Oi(v) ⊆ V be robot’s Ri sensor footprint, i.e., the set of vertices in E
whose relative distance fromRi’s current vertex v is at mostDi, i.e., if |dE(v′, v)| ≤ Di,
then v′ ∈ Oi(v). Each robot Ri has a set of neighboring robots, denoted by Ni ⊆ I.
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Ri can send messages directly to any robot belonging to Ni. In particular, Ri can only
send messages toRj if their relative distance is less than Ci, i.e., |dE(vj(t), vi(t))| ≤ Ci
where vj(t), vi(t) ∈ V are the locations of robots Rj and Ri at time t, respectively.
Then Ni(t) = {j ∈ I||dE(vj(t), vi(t))| ≤ Ci} is the time-varying neighboring set of
robot Ri at time t.
Initially, while the set of requests Σ and the topology of E are assumed to be
known a priori, the robots have no prior information about the locations of the
service requests, i.e., LE is unknown. They know only the requests to be serviced at
the vertices available to them through their sensors or through their communication
with other robots. In addition to holding the location of service requests, each vertex
may have one of the following states (as seen in Fig. 4·1.A): Explored, if it has
been seen by a robot; Unexplored, if it has not yet been explored by any robot; and
Frontier, if it is at the boundary between the explored and the unexplored parts of
the environment. We assume that sensing and communication only take place at the
beginning of the planning stage and once a frontier vertex is reached and not during
the transition from one frontier vertex to another.
It is assumed that the robots share a common clock and thus always agree on the
current time. We assume that the robots are equipped with a set of motion primitives
that allow them to deterministically move from one vertex to an adjacent one in one
discrete time unit. Hence, the motion capabilities of robot Ri, are represented by
a transition system (Def. 2.1) Ti = (STi , s0Ti ,−→Ti , Σi, lTi), where STi ⊆ V ; s0Ti is
the initial vertex of Ri; −→Ti⊆−→E is a reflexive transition relation modeling the
capabilities of robot Ri to move among the vertices; Σi ⊆ Σ is the set of requests
that can be serviced by robot Ri; and lTi(v) is a mapping from STi to 2Σi such that
a ∈ lTi(v), a ∈ Σi, if and only if v ∈ LE(a). Notice that Ti captures only the segment
of the environment that has been explored so far (as depicted in Fig. 4·1.B).
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Figure 4·1: A) schematic representation of the house considered in
Example 1, which consists of hallways (in cyan), doorways (in red),
and rooms (in green). Doorways and rooms correspond to vertices V ,
while hallways represent their connections −→E . LE is also given in
the figure. The robots are represented as black disks with their indices
shown in white. The black block corresponds to unexplored regions and
the regions labeled with “F” represent frontier regions. B) A depiction
of the transition system of robot 1 after sensing its surroundings and
communicating with robot 2, known to be within its communication
range.
We use a scLTL formula φ (Def. 2.8) defined over the set Σ to express a global
task for the team. We assume that each finite run τTi = v
0
i , v
1
i , . . . , v
k
i of Ti (for Ri)
generates a word wi = w
0
i , w
0
i , . . . , w
k
i . To represent the behavior of the team, we
define wteam = w
0
team, w
1
team, . . . , w
k
team to be the word generated by the team, where
wtteam is the union of the requests satisfied by the robots at time step t. We now
formulate the problem considered in this chapter.
Problem 4.1. Given a team of n heterogeneous robots modeled as transition systems
{Ti, . . . , Tn}, a set of service requests Σ whose locations are not known a priori, their
distribution ∆, and a scLTL formula φ over Σ, synthesize individual runs for each
robot such that φ is satisfied, if they exist, or determine that they do not.
The solution to Problem 4.1 builds on a combination of coordination control,
monitor-based runtime verification, and frontier-based exploration. Starting with the
initial knowledge about LE obtained by each robot by sensing its surroundings and by
communicating with its neighbors, in a coordination control approach, we seek a set of
individual runs for each robot in the team. If no solution is reported, frontier vertices
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are determined. Each robot then moves to the frontier vertex that minimizes a cost
function that combines the traveling distance and the impact of the word generated
by the path to that frontier on satisfying the specification. After reaching the selected
frontier vertex, each robot senses its surroundings, communicates with neighboring
robots, and updates its knowledge of LE . The cycle is repeated until either a satisfying
set of runs is found or the environment has been completely explored.
4.2.2 Problem Solution
Synthesis of Satisfying Runs from the Global Specification
As previously stated, Problem 4.1 can be seen as an instance of the coordination
control problem (Komenda et al., 2014). In this realm, it has been shown that by
using a hierarchical control architecture, computationally efficient approaches can
be devised to solve this problem (Komenda et al., 2014). Therefore, we adopt a
hierarchical two-level coordination control architecture and divide the team of robots
into groups. These groups are chosen essentially on an ad hoc basis with the goal of
keeping the number of requests shared by different groups to a minimum.
Specifically, given the TS Ti, i ∈ I and a distribution ∆ = {Σi ⊆ Σ, i ∈ I},
we organize the robots into m groups Ij, for j = 1, . . . ,m, at the low-level. Then,
the synchronous products (Def. 2.18) of the TS from these groups represent the m
high-level systems ‖i∈IjTi, j = 1, . . . ,m. Let Σsh,j denote the set of shared requests
to be serviced by the robots that belong to group Ij, i.e., Σsh,j =
⋃r 6=s
r,s∈Ij(Σr ∩ Σs).
At the low-level, there are m low-level coordinators Tk1 , . . . , Tkm , one for each group
of robots. At the high-level there is one central coordinator Tk over the alphabet Σk
that coordinates the m groups of robots. The high-level coordinator alphabet should
contain all requests shared by the groups of robots denoted by Σsh =
⋃r 6=s
r,s∈{1,...,m}(ΣIr∩
ΣIs), where ΣIr = ∪i∈IrΣi is the set of requests to be serviced by the low-level group
Ir.
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Central to the coordination control problem is the concept of conditional decom-
posability (Komenda et al., 2012).
Definition 4.1 (Conditional Decomposability (Komenda et al., 2012)). A language
L ⊆ ∪ni=1Σi is conditionally decomposable with respect to the distribution ∆ = {Σi ⊆
Σ, i ∈ I} and Σk, where
⋃i 6=j
i,j∈{1,2,...,n}(Σi ∩ Σj) ⊆ Σk ⊆
⋃n
j=1 Σj if
L = P1+k(L)‖P2+k(L)‖ . . . ‖Pn+k(L)
for projections Pi+k from
⋃n
j=1 Σj to Σi ∪ Σk.
In what follows, the language of the global specification represented by the DFA
(Def. 2.10) A is assumed to be trace-closed (Def. 2.19) and conditionally decompos-
able (Def. 4.1) with respect to local requests Σi, . . . ,Σn ∈ ∆, low-level coordinator
requests Σk1 , . . . ,Σkm , and high-level coordinator requests Σk =
⋃m
i=1 Σki .
Example 4.2. Consider the case described in Example 4.1. At the low-level, we divide
the team into two groups I1 = {1, 2} and I2 = {3, 4}. For simplicity, assume that
L(A) is conditionally decomposable with respect to the high and low level coordinator
alphabets, Σk and Σk1 . . .Σkm, respectively. Specifically, Σk is composed by the high-
level shared requests Σsh = (Σ1 ∪ Σ2) ∩ (Σ2 ∪ Σ4), i.e., Σk = {c}. Analogously,
we must obtain low-level coordinator alphabets Σk1 and Σk2. Since P1+2+k(L(A))
is conditionally decomposable with respect to Σ1 = Σ1 ∪ Σk and Σ2 = Σ2 ∪ Σk,
Σsh,1 = Σ1 ∩ Σ2. Thus, Σk1 = Σ1 ∩ Σ2 = {a, c}. Σk2 can be obtained accordingly.
To solve the two-level coordination control problem, we first find the low-level
coordinator requests Σkj , containing all shared requests Σsh,j to be serviced by robots
from group Ij and extend it so that the projection (Def. 2.17) of L(A) over the
alphabets ΣIj and Σk, i.e., PIj+k(L(A)), is conditionally decomposable with respect
to (Σi)i∈Ij and Σkj (refer to (Komenda et al., 2012) for a method to conduct such an
extension). Then, we compute the low-level group coordinator Tkj associated to the
group of robots {Ti | i ∈ Ij}, j = 1, . . . ,m, by obtaining the synchronous product
of the projections of the TS corresponding to the robots in the group onto Σkj , i.e.,
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Tkj = ‖l∈IjPkj(L(Ti)). For each low-level group of coordinators Tkj , j = 1, . . . ,m,
the automaton Akj = Pkj(L(A)) imposes the part of the specification corresponding
to the low-level group Ij. Similarly, a high-level coordinator denoted by Tk is then
computed as Tk = ‖i∈IPk(L(Ti)).
The objective of the two-level coordination control synthesis is to determine the
individual runs in Tkj , j = 1, . . . ,m, such that the specification is met by the team.
Then, the overall two-level coordinated closed-loop system is given by
‖mj=1‖i∈IjPi(L(A))‖[Ti‖(Pkj(L(A))‖Tk‖Tkj)]. (4.1)
If the language of the synchronous product given in (4.1) is not empty, then
a solution to Problem 4.1 can be found by choosing any word w accepted by this
product. w can be obtained by using a backward reachability search starting from
the set of accepting states and ending at the initial state. The global run for the team
is given by the conjunction of local ones: P−1i+kj(wi) = ∩i∈IPi(∩mj=1Pkj(w)). Namely,
a local word wi can be obtained by projecting w onto the local and low-level shared
requests Σi, i ∈ I and Σk1 , . . . ,Σkm , respectively. Hence, the finite run τTi generating
the word wi corresponds to the local control for robotRi that ensures the specification
is satisfied.
Frontier-Based Exploration and Monitoring
The objective of adopting frontier-based exploration in our solution is to direct the
team through the environment when the coordination control approach, described
in Sec. 4.2.2, fails to provide a set of local runs satisfying the specification. Hence,
individual runs are generated based on two, possibly competing, criteria. First, the
distance to be traversed by the robots should be minimized. Second, the runs should
be the most “promising” with respect to fulfilling φ.
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Specifically, once each robot identifies the set of frontier vertices, the value of
each possible candidate frontier is evaluated. First, for each robot, the traveling
cost defined as the length of the trajectory linking the current robot’s vertex and the
candidate frontier is calculated by using the A∗ algorithm (Russell and Norvig, 2009).
Computation of the second criterion, namely, choosing the set of most “promising”
trajectories in terms of satisfying the specification, is somewhat more involved. To
asses how “promising” a set of trajectories is, we introduce a measure to provide a
quantitative comparison between the words generated by these trajectories. In order
to calculate such a measure, each state of the monitor (Def. 2.12) is assigned a value
by means of a function γ : QM → Z defined as:
γ(q) = dbad(q)− dgood(q),
where dbad, and dgood are the distances to the closest bad state q⊥ (i.e. λM(q⊥) = ⊥)
and the closest good state q> (i.e. λM(q>) = >), respectively. The state weighting
vector is denoted by Γ = [γ1 γ2 . . . γn]
T , where γj = γ(qj), for all q ∈ QM.
Moreover, each element of Σ in M is assigned a state-dependent cost defined as
a function ρ˜ : Σ∗ × QM → [0, 1] such that for all q ∈ QM, a ∈ Σ, and w ∈ Σ∗,
ρ˜[a, q] = 1|Σ|+1 , and ρ˜[, q] = 1. Then, the state-transition cost ρ : QM ×QM → [0, 1)
of M can be defined as follows
∀q, q′ ∈ QM, ρ(q, q′) =

∑
a∈Σ ρ˜[a, q] if δ¯(q, a) = q
′
0 if δ¯(q, a) = ∅.
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The |QM| × |QM| transition-cost matrix is denoted by
P =

ρ11 ρ12 · · · ρ1|QM|
ρ21 ρ22 · · · ρ2|QM|
...
...
. . .
...
ρ|QM|1 ρ|QM|2 · · · ρ|QM||QM|

,
where ρij = ρ(qi, qj), for all q ∈ QM.
To account for the incomplete knowledge of the requests’ locations, we generate
a monitor M˜ from M such that the language Lρ ⊆ L(A), generated by M˜, consists
of completely unobservable strings, i.e., P (w) =  ∀ w ∈ Lρ, where P (w) is the
projection of w onto Σ. Thus, the measure of the language Lρ, denoted by νρ, is
given by
νρ = D
(
[I − M˜(P)]T

1
...
1

)
[I − M˜(P)][I − ρ]−1Γ, (4.2)
where D : R|Q¯| → R|Q¯|×|Q¯| is the diagonalization map, I is the identity matrix, and
M˜(P) is the transition-cost matrix of M˜. The measure vector is then denoted by
νρ = [νρ1 ν
ρ
2 . . . ν
ρ
n]
T , where νρj = ν
ρ(qj), for all q ∈ QM. To compute νρ(w) for a
given word w, it is required to know the current state of M. Thus, given a team of
n robots, we use a decentralized monitor to estimate the set of states corresponding
to M.
Definition 4.2. (Decentralized Monitor (Falcone et al., 2014)). Given M (Def.
2.12), a decentralized monitor is a tuple MD = (2QM , {q0M}, 2{1,...,n} × Σ, δD, λD),
where 2QM is the set of states, q0M is the initial state, 2
{1,...,n} × Σ is the alphabet,
δD : 2QM × 2{1,...,n} ×Σ→ 2QM is the decentralized transition function, and λD(Q) =
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{λM(q) | q ∈ Q}, for any Q ∈ 2QM is the decentralized labeling function.
The decentralized monitor estimates the global state that would be obtained by
a centralized monitor observing the requests to be serviced by all the components.
Such an estimation is modeled by a set of possible states (of the centralized monitor)
given the (local) information received so far. In this chapter, we use the monitoring
algorithm presented in (Falcone et al., 2014) to compute the locally estimated global
state ofM by aggregating information from requests read locally and words received
from neighboring robots.
Let wgroup be the set of requests to be serviced by a group of neighboring robots
within the interval [0, k]. Then, given that the sequence of states Q′ = q0q1 . . . qk−1qk
ofM corresponding to wgroup has been estimated by means of (Falcone et al., 2014),
the impact of the set of candidate trajectories generating wgroup on satisfying the
specification is quantified by using (4.2) as
ν(wgroup) =
∑
q¯∈Q¯′
νq¯. (4.3)
Example 4.3. Consider again Example 4.1 and let the word {}·{}·{b, d} be a global
prefix resulting from combining candidate trajectories of robots 3 and 4 in Fig. 4·1.
We use the decentralized monitoring algorithm to determine the sequence of states
q0 · q1 · q2 that would correspond to the centralized monitor having access to such a
prefix.
Let Fi and Ti represent the set of frontier candidates identified by robot Ri and
the set of trajectories from its current vertex to a candidate frontier, respectively. We
assign a value χi(j) to every frontier candidate j ∈ Fi,
χi(j) = ν(w
j
group) · exp(−ξ · `E(τi(j))), (4.4)
where ν(wjgroup) (4.3) is the measure generated by wgroup given the local candidate
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trajectory τi(j) ∈ Ti, and `E(τi(j)) denotes the trajectory length. The parameter ξ
expresses the importance of the path length of the trajectory versus its impact on
satisfying the specification. Eq. (4.5) allows us to establish a trade-off between the
cost of reaching a frontier cell and the utility of reaching that frontier cell. Moreover,
eq. (4.5) allows each robot to choose a more distant frontier if the candidate trajectory
to that frontier is more promising in terms of satisfying φ. Thus, frontier candidates
maximizing (4.5) are selected for each robot and their candidate trajectories are
traversed.
Soundness and Completeness
The soundness of the presented methodology is stated in the following theorem.
Theorem 4.1. The approach described in Sec. 4.2.2 is guaranteed to solve Problem
4.1.
Proof. Each time a new sensing update and communication exchange occurs, our
framework synthesizes the individual runs satisfying the specification. If such runs
exist, the adopted two-level coordination control is guaranteed to find these runs for
any group of low-level systems {Ti | i ∈ Ij}, j = 1, . . . ,m.
Now, suppose the formula cannot be satisfied based on the current information.
Then, no satisfying run will be found. Let w˜ be the global word generated by a set
of individual candidate trajectories. If w˜ violates the specification, the decentral-
ized monitoring algorithm returns the verdict ⊥, discarding the combination of these
trajectories. Therefore, the frontier-based exploration and monitoring framework pre-
vents the specification from being violated.
The algorithm terminates when an accepting run has been found, when the en-
vironment has been completely explored and yet no accepting run has been found
after the most recent sensing update or communication exchange, or when all paths
to frontiers violate the specification.
Remark 4.1. (Completeness) If L(A) is trace-closed, our method is complete since it
provides a solution to Problem 4.1 if one exists. This follows from Thm. 4.2. Finding
a solution to the synthesis problem when L(A) is not trace-closed is not considered in
this thesis.
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4.3 Single-agent Temporal Logic Motion Planning
4.3.1 Problem Statement
In this section, we consider a single mobile robot deployed in the environment repre-
sented by E containing a known set of labels Σ. The use of labels in this case instead
of service requests as in the multi-agent case is arbitrary. The labels capture the
presence of certain elements of interest within the environment.
The robot has a sensing range, D ≥ 0. O(v) ⊆ V represents the robot’s footprint,
e.g., the set of vertices in E whose relative distance from the robot’s current vertex v
is at most D, i.e., if |dE(v′, v)| ≤ D, then v′ ∈ O(v). Like in the multi-agent setting,
initially, the robot knows the topology of E and the set of labels Σ it may encounter
within the environment.
We assume that the robot can move from its current vertex to any of the adjacent
neighboring vertices provided they are not occupied by an obstacle. Assuming the
robot has perfect localization, it can determine its current cell exactly. Thus, the
motion capabilities of the robot, are represented by a transition system (Def. 2.1)
T = (ST , s0T ,−→T , Σ, lT ), where ST ⊆ V ; s0T is robot’s initial vertex; −→T⊆−→E is
a reflexive transition relation modeling the capabilities of the robot to move among
the vertices; Σ is the set of labels; and lT (v) is a mapping from ST to 2Σ determining
the labels holding true at the vertices of E .
Similar to the multi-agent framework, we use a scLTL formula φ over Σ to rep-
resent the temporal logic specification for the robot. We then consider the following
problem.
Problem 4.2. Given a mobile robot modeled as a transition system T , a set of labels
Σ whose locations are not known a priori, and a scLTL formula φ over Σ, plan a
trajectory that satisfies φ, if one exists, or determine that one does not.
The main idea behind the solution to Problem 4.2 builds on the combination
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of automata-based model checking, monitor-based runtime verification, and frontier-
based exploration methods. We incrementally construct a weighted product automa-
ton AP (see Def. 2.11) by adding the new information the robot obtains from the
environment. After each update, an optimal accepting run of the product automaton
is sought by means of the graph algorithm presented in (Goldberg et al., 2011). If no
solution is reported based on the the partially known map, frontier vertices are identi-
fied. Then, the robot calculates the shortest traveling distance to each frontier vertex
by means of a search algorithm (Koenig et al., 2004). Once the shortest obstacle-free
paths to each frontier vertex are obtained, the word generated by each one of them
is analyzed by a monitor of the scLTL formula representing the robot’s specification.
As a result, the minimum number of letters to be appended to each word in order to
satisfy the specification is obtained. The robot then moves to the frontier vertex that
minimizes the traveling distance and the monitor function’s output by following the
path given by the search algorithm. After achieving the selected frontier, the robot
measures its environment and updates the map of the environment and the product
automaton by inserting new edges and nodes in the automaton graph. The cycle
is repeated until either a satisfying trajectory is found or the environment has been
completely explored, i.e., no more frontier vertices can be detected.
4.3.2 Problem Solution
As outlined in Sec. 4.3.1 above, our algorithm attempts to find a trajectory that
satisfies a temporal logic specification expressed as an scLTL formula φ in a partially
known environment. To accomplish this, the algorithm is divided into the initializa-
tion and the trajectory search procedures, as seen in Alg. 1 below.
Lines 1-4 of Alg. 1 are run only once and are responsible for the initialization
of the algorithm. In line 2 of Alg. 1, we construct the DFA A that captures the
temporal logic specification φ as in Def. 2.10. In line 3 of Alg. 1, we construct the
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Figure 4·2: A schematic representation of a robot’s grid-world, which
consists of Free cells (in yellow), Obstacles (in black), and a Goal (in
green). The robot is represented as a red disk. Fig. a) depicts the
actual topological structure of the environment. Figs. b) - d) represent
the knowledge gained by the robot about the environment while accom-
plishing its task specification. The gray cells correspond to unknown
cells and the cells labeled with “F” represent frontier cells.
FSM M representing the monitor of the specification as defined in Def. 2.12.
The rest of the algorithm (lines 5-11) is executed until either an optimal trajectory
satisfying φ is found or there are no more frontier vertices left in the environment or
all the paths to the frontier vertices violate the specification. The latter case implies
that the robot is not able to satisfy the specification. The procedure described in lines
5-11 of Alg. 1 takes as inputs the DFA A, the FSM M obtained in the initialization
procedure, and the set C of new vertices detected by the robot’s sensor and gives as an
output a trajectory to be executed by the robot. This can be achieved by dividing the
procedure into three stages: transition system update, incremental automaton-based
search, and frontier-based exploration.
The transition system update (line 6 of Alg. 1) incorporates the newly discovered
information about the environment, represented by C to the model representing the
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motion of the robot. The updated transition system is then used to construct the
product automaton incrementally in line 7 of Alg. 1 and an optimal robot trajectory
is sought. If this search was unsuccessful (lines 8-10 of Alg. 1), a trajectory is planned
by means of the frontier-based exploration stage. In what follows, each one of these
stages is fully described.
Algorithm 1 The temporal logic path planning algorithm
1: procedure Initialization(φ)
2: Construct DFA A corresponding to φ
3: Construct FSM M corresponding to φ
4: end procedure
5: procedure Find Path(A,M, C)
6: T ← Transition System Update(C)
7: AP ← Incremental Automaton-Based Search(T , A)
8: if τ 6 φ then
9: Frontier-Based Exploration(C, M)
10: end if
11: end procedure
Transition System Update
The main ingredients to solve the motion planning problem from an scLTL specifi-
cation are the transition system describing the motion of the robot in a partitioned
environment and the automaton accepting the language satisfying the specification.
The availability of these components allows us to find a trajectory of the transition
system that satisfies the specification. By constructing a product automaton cap-
turing the behaviors of the transition system satisfying the specification, the motion
planning problem reduces to searching for an accepting run of such an automaton.
Under our framework, given the absence of a priori knowledge of location of Σ,
the complete transition system is not accessible. The construction of the transition
system T is performed in an incremental fashion. T models the motion of the robot
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within the vertices of the environment that have been identified so far. We initialize
the set of states of T as a single state corresponding to the robot’s current vertex. An
update in T is the outcome of the robot’s local sensing providing a new set of states
to be included in T corresponding to the set of vertices within the robot’s sensor
range D. Moreover, we define the transitions between all adjacent vertices in this
range and identify their corresponding labels. Thus, the updated transition system
inherits the set of transitions, and labels from the recently discovered vertices.
As an example, consider the environment illustrated in Fig. 4·2.a. A robot de-
ployed without having complete information in such an environment starts by mea-
suring the cells within its sensors’ range (Fig. 4·2.b). The robot’s current knowledge
about the environment corresponds to all non-gray colored cells. Once the robot
travels to a new cell such as in Fig. 4·2.c, its transition system includes the currently
and previously seen cells.
Incremental Automaton-Based Search
Naively, searching for a trajectory satisfying an scLTL formula φ when only partial
information about the system is unveiled can be achieved by constructing a new
product automaton each time T is updated. In order to alleviate the time complexity
of this process, and to take advantage of recent advances in graph algorithms, we
integrate a method based on the Incremental Breadth First Search (IBFS) algorithm
(Goldberg et al., 2011) into our framework.
The product automaton AP = (QP , q0P , δP , FP ) (Def. 2.11) can be viewed as a
directed graph with the set of vertices equal to the set of states QP and the set of
edges given by the transition function δP . We can incrementally seek a path in this
graph that starts at an initial state and ends in an accepting state of the automaton
by augmenting paths in the graph each time the transition system is updated.
The algorithm starts by defining two types of trees, trees rooted from the automa-
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ton’s initial state q0P , and trees rooted into every vertex q ∈ FP . After the transition
system has been updated, the algorithm scans the tree rooted from the automaton’s
initial state q0P and identifies the path q0 − qcur, where qcur is the state of the au-
tomaton corresponding to the current robot’s vertex. Then, this tree is expanded
by scanning the set of new edges generated after the transition system update and
augmenting the arcs rooted from qcur. If no arc is found, the algorithm terminates,
otherwise the expansion continues from the newly added set of vertices. Similarly, the
trees rooted into vertices q ∈ FP are also augmented and expanded if possible. If an
arc (q, q′) with q rooted from qcur − q and q′ rooted into a vertex in FP is discovered,
the path obtained by concatenating the qcur − q path, the arc (q, q′), and the q′ − q′′
path, with q′′ ∈ FP is an optimal trajectory satisfying φ. It can be shown that such
a path is also the shortest path (Goldberg et al., 2011).
Frontier-Based Exploration and Monitoring
The frontier-based exploration stage is triggered by the absence of an accepting run
in the product automaton AP = T × A. At this stage, the robot identifies the set
of frontier vertices that are visible from its current vertex. A trajectory linking the
robot’s current vertex and a frontier candidate is called a candidate trajectory.
The objective of the frontier-based exploration stage is to find the frontier within
the candidate vertices to which a candidate trajectory not only minimizes the distance
to be traversed by the robot, but also is most “promising” with respect to fulfilling
φ. Therefore, we propose an ordering relation of the frontier candidates based on
the trajectory length to the frontier found by using a search algorithm, such as A∗
(Koenig et al., 2004), and the future aspect (Def. 2.13) of the prefix generated by
such a trajectory. In other words, and just as in the previous setting, we assign a
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weight ξ(i) for every frontier candidate j, defined as:
χ(j) = msc(w
j) · exp(−ξ · `E(τ(j))), (4.5)
where msc(w
j) describes the future aspect of the prefix wj generated by the candidate
trajectory τ(j) and `E(τ(j)) expresses the trajectory length. As in 4.4, ξ expresses
the importance of the path length over the future aspect of the trajectory.
For instance, consider Fig. 4·2 and the specification given as ¬Obstacles U Goal.
The robot’s knowledge in Fig. 4·2.b is not sufficient to obtain a trajectory satisfying
the specification. As a result, the robot chooses a vertex from the frontier candidates
(in red) that allows it to obtain more information about the environment without
falsifying the specification. This is depicted in Fig. 4·2.c, which shows the system
after the robot moves to the selected frontier in the previous round and augments its
knowledge of the environment. The process is repeated until the robot acquires the
information needed to satisfy the task specification (Fig. 4·2.d).
To compute the future aspect of the prefix generated by the candidate trajectory
τ , we do a breadth first search on the automaton graph of the monitorM (Def. 2.12)
of φ to obtain the distances dbad, dgood to the closest bad state q⊥ (i.e. λM(q⊥) = ⊥)
and the closest good state q> (i.e. λ(q>) = >), as in the multi-agent case. These
distances are then used to define the labeling function λF : Q→ Z (Decker, 2011),
λF(q) = dbad(q)− dgood(q),
where dbad and dgood evaluate to ∞ if no such state is reachable.
In order to project the computed aspect into the satisfaction value domain [0, 1],
let ρ : N→ [0, 1] be a strictly monotonic function such that ρ(0) = 0 and ρ(∞) = 1.
Therefore, the future aspect of a trajectory τ generating a prefix pi is defined as in
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Def. 2.13 and the monitor function of a word w is given by:
msc(w) = ρ(exp(f(w))), (4.6)
where ρ(x) is chosen to be equal to 1 − 1
1−x . In the case the candidate trajectory
violates φ (i.e., msc(·) = 0), the candidate frontier is discarded. Finally, the frontier
candidate maximizing Eq. (4.5) is selected and the robot moves to it.
Lemma 4.1. msc(w) is a monitor for the scLTL formula φ.
Proof. Since φ is syntactically co-safe, it has a good prefix of finite length n. The
future of any good prefix w evaluates to f(w) = distb(w) − distg(w) = ∞− 0 = ∞,
hence msc(w) = 1 − 11+exp(∞) evaluates to 1. Considering any bad prefix u, f(u)
evaluates to f(u) = distb(u) − distg(u) = 0 − ∞ = −∞, and therefore msc(u) =
1− 1
1+exp(−∞) evaluates to 0. Therefore, msc is a monitor with respect to φ.
4.3.3 Soundness and Completeness
The soundness and completeness properties of the algorithm are summarized in the
following theorem.
Theorem 4.2. The approach described in Sec. 4.3.2 is guaranteed to solve Problem
4.2.
Proof. Consider that an empty run resulted from seeking a satisfying trajectory in the
product automaton. Therefore, the formula cannot be yet satisfied. Let pi be the word
generated by a candidate trajectory. By lemma 4.1, if pi violates the specification,
the monitor function evaluates to 0 discarding this trajectory. Thus the algorithm
prevents the formula from being violated by selecting a trajectory that does not falsify
the specification.
Each time the transition system is updated, the algorithm updates the correspond-
ing product automaton. If there exists a path concatenating the robot’s traversed path
and an accepting state of the product automaton, the IBFS is guaranteed to find this
path.
The algorithm terminates when an accepting run has been found or when there
are no frontier cells left; i.e., the environment has been completely explored and yet
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no accepting run has been found in the product automaton after the most recent
update of the transition system.
4.4 Case Studies
4.4.1 Multi-agent Case Study
The methodology to solve Problem 4.1 described in this chapter is implemented in
the Matlab environment. In our implementation, we use the scheck tool (Latvala,
2003) to obtain the DFA A corresponding to the scLTL formula φ. The monitor
M and its decentralized counterpart MD are obtained by a slight modification of
the LTL3 (Bauer, 2009) and the DecentMon2 (Falcone and Cornebize, 2014) tools,
respectively.
Our simulated environment is a 2-D workspace partitioned into 43× 32 identical
cells and a team of four mobile robots provided with a set of accurate sensors with
different radial footprint ranges, but similar communication ranges.
The motion capabilities of each robot are modeled as a TS Ti. The set of states
Si of Ti is the set of labels assigned to each cell in the partition. The set of labels
includes hallways, rooms, vestibules, and stairs. There are common requests (C1, C2,
C3) that need the cooperation of multiple robots and particular requests (P1, P2, P3,
P4) that are serviced by a single robot. The common requests occur in vestibules (V1,
V2, V3) while individual requests occur the rooms (R1, R2, R3, R4). Aside from the
set of requests, we consider some regions within the environment to be unsafe. In
this case, the stairs are unsafe for all robots.
The capabilities of the robots to service requests including the avoidance of the
unsafe regions are given as distributions: Σ1 = {C1, C2, P1, S1}, Σ2 = {C1, C2, P2, S2},
Σ3 = {C1, C3, P3, S3}, and Σ4 = {C3, P4, S4}. Note that the unsafe region correspond-
ing to the Stairs is assigned as an independent request to each robot since it does not
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need to be simultaneously serviced by the team. In this example, we consider the
following specification:
Specification 4.1. “First, service requests P1, P2, P3, and P4, and then service
requests C1, C2, and C3, regardless of the order. Avoid visiting S regions at all
times”.
This specification can be translated to the following scLTL formula:
φ :: ¬(S1 ∨ S2 ∨ S3 ∨ S4) U ((P1 ∧P2 ∧P3 ∧P4) ∧ (F(C1 ∧C2 ∧C3))). (4.7)
Fig. 4·4 depicts the initial and final scenes from the simulation of our path planning
method for specification 4.1. The shaded areas in the figures correspond to the regions
yet to be explored by the robots. The blue, red, magenta, and green lines correspond
to the actual trajectory executed by robots 1, 2, 3, and 4, respectively. While robots
1 and 2 begin their motion planning at vestibules V1 and V2, respectively, robots 3
and 4 start at V3. The robots then start the exploration and monitoring process by
discovering new areas of the environment. For simplicity, we consider that all the
robots have the same sensing and communication ranges. Due to its sensing and
communication constraints, each robot only knows the requests to be serviced at the
regions it or its neighbors have seen. The specification however is never violated.
Once the robots have accumulated enough information to complete the global task,
the exploration phase stops and individual trajectories are obtained by means of the
coordination control approach. In this example, we chose ξ in Eq. (4.4) to be equal
to 0.3. The running time of this example was 26.13 seconds on a computer with 2.5
GHz dual processor.
4.4.2 Single-agent Case Study
The controller presented in Alg. 1 is implemented in the Matlab environment. In
our implementation, just as in the multi-agent case, we use the scheck tool (Latvala,
74
2003), and the LTL3 (Bauer, 2009) tool to obtain the automaton representing φ,
and the monitor of φ, respectively. Our incremental automaton construction uses a
modified version of the IBFS code (Hed, 2011).
Our simulated environment comprises a 2-D workspace partitioned into 400 cells
and a mobile robot provided with an accurate radial laser range sensor of three cell
range. Within the environment, we consider four areas of interest denoted by the
following labels: Safe (SA), Critical Functional (CF), Critical (CR), and Power
Supply (PS). Critical and Critical Functional are terms used in search and rescue
operations to assess possible locations of victims, or areas of entrapment. Critical
areas are characterized by the lack of an entrance to them, while Critical Functional
areas represent areas with limited entrances to them. Furthermore, we distinguish
the occupancy condition of each cell in the environment by means of the labels Free
(FR), and Occupied (OC).
At the beginning of the simulation the environment is shaded darker except for the
robot’s initial cell. As soon as the robot starts using its sensors, the cells change to
white if they are Free, red if they are Critical, magenta if they are Critical Functional,
green if a Power Supply is available at them, and black if they are Occupied. Note
that for the sake of simplicity, we assume each cell has at most one label; in general
each cell could have multiple labels. We consider the following motion specification:
Specification 4.2. “Visit a Critical area, then a Critical Functional area, and then
a Power Supply area and, finally, go to a Safe region while avoiding any Critical and
Critical Functional areas. Always avoid obstacles”.
This specification can be translated to the following scLTL formula:
φ :: FR U (CR ∧ ((FR ∨CR) U (CF ∧ ((FR ∨CF)
U (PS ∧ (¬OC ∧ ¬CR ∧ ¬CF) U SA))))). (4.8)
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Fig. 4·4 depicts the initial and final scenes from the simulation of our path planning
method for specification 4.2. The black line corresponds to the actual trajectory
executed by the robot. The robot begins its motion planning at the initial cell which is
depicted with a cyan dot. Next the robot starts the exploration process by discovering
new areas of the environment. Due to its limited sensing range, the robot only
senses part of the environment and the labels corresponding to the regions it sees.
Nevertheless, note that the specification is never falsified. This is the result of the
frontier-based exploration stage, for which we selected the parameter ξ in (4.5) to be
equal to 0.3. Once the robot has accumulated enough information to complete its
task, it stops exploring and executes the trajectory obtained through the incremental
automaton-based search. Such a trajectory is found by using the transition system
integrating the acquired knowledge of the environment up to that time. The running
time of this example was 6.78 seconds on a computer with 2.5 GHz dual processor.
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Figure 4·3: Snapshots (to be read left-to-right and top-to-bottom)
from a video showing the team’s motion produced by applying our
path planning framework to satisfy Specification 4.1. Robots 1, 2, 3,
and 4 are represented as triangles and their trajectories are depicted as
the blue, red, magenta, and green lines, respectively. The lines coming
from the triangles represent the robots’ sensor range.
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Figure 4·4: Snapshots (to be read left-to-right and top-to-bottom)
from a video showing the robot’s motion produced by applying our path
planning algorithm to satisfy Specification 4.2. The robot is represented
as a blue triangle and the lines coming from the triangle represent the
robot’s sensor range.
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Chapter 5
Temporal Logic Motion Planning in
Partially Known Environments with
Probabilistic Satisfaction Guarantees
In this chapter, we present an algorithm for generating a feasible solution to the
robot motion planning problem from temporal logic formulas over a set of properties
known to be satisfied at the vertices of a partially known environment modeled as
a graph. Under the assumption that the robot is equipped with a set of accurate
actuators and an array of noisy and limited range sensors, the current vertex the robot
is occupying can be precisely determined. However, the properties of the vertices
within the robot’s sensors range can only be inferred probabilistically from a set
of noisy measurements. By bringing together tools from formal verification, graph
theory, frontier-based exploration, and machine learning, the developed algorithm
provides probabilistic satisfaction guarantees on the progress of the robot towards
satisfying the temporal logic formula while new vertices of the graph modeling the
environment are discovered. We provide an analysis of the computational complexity
of the algorithm. Experimental results from an implementation on an autonomous
mobile robot are given to illustrate the feasibility and effectiveness of our approach.
This chapter is based on the author’s work in (Medina Ayala et al., 2015b).
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5.1 Related Work
Consider a scenario in which the robot in the example above is equipped with a
noisy sensing system. In such a case, the robot will obtain information about the
environment by means of its noisy sensors, and generate a plan so as to maximize
the chance of satisfying the given task specification. Motivated by a wide range of
applications that fall into this framework, this chapter focuses on the robot’s ability
to solve the motion planning problem subject to temporal logic specifications in a
partially known environment under sensing uncertainty. In particular, we assume
a realistic scenario in which the robot is tasked with satisfying a scLTL (Def. 2.8)
temporal logic specification over a set of certain regions of interest known to be
present in the environment. The robot is equipped with a set of imperfect sensors
allowing it to measure the properties characterizing such regions of interest, but
keeping it from precisely determining the identity of these regions. We assume that
there is no uncertainty in the robot’s actuators so that the motion is deterministic
and restricted by the adjacency relation between the regions of the environment. In
this setting, given a probability threshold, we aim to find a control strategy such that
the probability of satisfying the scLTL specification is equal to or greater than the
threshold.
Our approach to solve the planning problem integrates the usage of partially ob-
servable Markov decision processes (POMDPs) with automata-based model checking
(Vardi, 1996), and recently developed model measuring (Henzinger and Otop, 2013)
techniques. Assuming that only the set of labels characterizing features or regions
of interest in the robot’s environment are known a priori, we exploit and extend the
automata-based model checking framework to account for the sensing uncertainty in
the system. Namely, we model the sensing uncertainty and the deterministic mo-
tion of a robot as a variant of POMDPs, called MOMDPs (Ong et al., 2009), as in
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Def. 2.5, and solve the temporal motion planning from high-level specifications as an
adaptation of the maximum reachability problem given the current information about
the environment. However, given only the incomplete knowledge of the environment,
there may be no trajectory satisfying the specification. Even though the specification
is not yet satisfied within a given threshold, there may exist at least one trajectory
that minimizes the risk of violating it. Therefore, we embed the model measuring
scheme into a robotics exploration framework to assess a set of potential trajectories
that lead to unexplored areas of the environment and select the path that is the least
likely to cause a violation of the formula.
In this chapter, we significantly expand the scope of Chap. 4 by solving the
motion planning problem for a single agent with limited sensing capabilities subject
to temporal logic specifications over a set of properties known to be satisfied at the
regions of an partially known environment. As a reminder, in Chap. 4, the motion
of the robot was modeled as a deterministic transition system. Satisfying robot
trajectories were generated by combining model checking and runtime verification. In
contrast, in this chapter, the motion of the robot is modeled as a MOMDP and finding
a control strategy combines automata based model checking and model measuring.
Motion planning from temporal logic specifications in unknown environments can
be seen as an instance of the simultaneous localization and mapping (SLAM) problem
(Thrun et al., 2005). Thus, several approaches to SLAM and in particular to its
active counterpart are related to our work. Our problem also exemplifies the cost-
utility trade-off associated with the exploration problem in unknown environments.
Moreover, given the semantic nature of the environment to be explored, our work can
also be seen as related to the semantic mapping framework.
In the context of SLAM, most of the ample research on this area focuses on the
state estimation and the data association aspects of the problem. However, these
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approaches are passive and only collect sensor data without explicitly using this in-
formation to achieve a task. More recently, some approaches have been introduced
to actively control the robot to reduce the pose and map uncertainty during SLAM
giving rise to the active SLAM or SPLAM (simultaneous planning, localization and
mapping) framework (Makarenko et al., 2002).
Trading-off the cost and the utility of exploring certain areas seems natural when
choosing where to move in an unknown environment. A fairly large number of papers
focus on frontier-based strategies in which the goal is to maximize the information
gain or a function involving other criteria (Yamauchi, 1997). The primary focus when
exploring an unknown environment is to be able to provide a complete and accurate
description of the map representing this environment. Such descriptions can be given
as simple grid-based maps or more descriptive interpretations such as in semantic
mapping where regions of the environment are classified according to their use from
a human perspective (Pronobis, 2011).
In contrast to existing SLAM-based schemes, the main focus of this chapter is to
plan a trajectory such that a given complex task is most likely to be satisfied. Similar
to (Kollar and Roy, 2008), we account for the robot’s pose and map uncertainty by
representing the motion of the robot within the environment as a POMDP. However,
we take advantage of the fact that some components of the robot’s state may be fully
observable. By separating the fully and the partially observable components of the
robot’s state, we are able to devise a more efficient POMDP planning algorithm. In
the area of frontier-based exploration, the vast majority of papers focus on generating
motion primitives that aim to optimize the trajectory of the robot to maximize the
expected information gain and to minimize the robot’s uncertainty about the envi-
ronment. The approach presented in this chapter uses the frontier-based exploration
concept to generate a trajectory for a robot based on a function involving not only
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the utility of expected information gain and the cost of traversing such a trajectory,
but also on the risk of violating the robot’s task.
Motion planning from temporal logic specifications has been studied for different
classes of finite models. In particular, for deterministic systems, control strategies
from temporal logic specifications can be found through simple adaptation of off-the-
shelf model checking algorithms (Kloetzer and Belta, 2008; Karaman and Frazzoli,
2009; Bhatia et al., 2011). Generating a control strategy for probabilistic systems
involves generating a policy for a Markov decision process (MDP) such that the pro-
duced language satisfies a probabilistic temporal logic formula (Bianco and de Alfaro,
1995; Kwiatkowska et al., 2004; Lahijanian et al., 2012). Despite accounting for some
uncertainty in the system, these works make the restrictive assumption that at any
time instant, the state of the system, including the properties of the environment
over which the temporal logic specifications are expressed, can be accurately deter-
mined. Only recently has the uncertainty caused by the use of a noisy sensing system
been addressed in works integrating formal methods and robotics. These involve
either known environments and noisy sensors, such as in (Wongpiromsarn and Fraz-
zoli, 2012; Johnson and Kress-Gazit, 2012; Jones et al., 2013), or partially known
environments and accurate sensing, such as in (Sarid et al., 2012; Livingston et al.,
2012).
There are several aspects of the work presented in this chapter that push it beyond
the state of the art in the field of motion planning from temporal logic specifications.
First, we focus on the case where the robot starts with no information about the
environment. This is in sharp contrast to (Kloetzer and Belta, 2008; Bianco and
de Alfaro, 1995; Kwiatkowska et al., 2004; Lahijanian et al., 2012; Wongpiromsarn
and Frazzoli, 2012; Johnson and Kress-Gazit, 2012; Jones et al., 2013) in which either
the environment is already known or is completely explored as a first step. Second,
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we consider a robotic system equipped with an uncertain sensing system. This condi-
tion sets our work aside from (Sarid et al., 2012; Livingston et al., 2012), where even
though the environment is considered to be unknown/partially known, the inaccuracy
in the robot’s sensors is assumed to be unimportant. Third, in order to deal with
the sensing uncertainty of the system, we use a MOMDP to represent the robot’s
actuation and sensing models and formulate the control synthesis problem from tem-
poral logic statements as a maximum probability reachability problem on this model.
We then use a dynamic programming tool, proven to be computationally efficient
in addressing large undiscounted POMDP problems (Bonet and Geffner, 2009), and
obtain an approximate solution to solve this problem. Last but not least, we inte-
grate the model measuring problem (Henzinger and Otop, 2013) with a frontier-based
exploration method (Yamauchi, 1997) to provide a complete algorithm to solve our
control synthesis problem.
5.2 Problem Statement
In this chapter, we focus on the motion planning problem in environments whose
topology is only partially known at the time of planning. Let E = (V, v0,Σ,→E , LE)
be an undirected and connected graph characterizing the topological features of such
an environment, where V is a finite set of vertices, v0 ∈ V is the initial vertex, Γ is
the set of labels capturing the presence of certain elements of interest at the vertices
of the graph, →E ⊆ V × V is a relation modeling the adjacency between the set
of vertices, and LE : V → 2Σ is a labeling function over the set of vertices, where
LE(v) represents the set of labels that hold true in vertex v. A trajectory in the
graph E is defined as the sequence τE = v0v1 . . . vn of environment vertices such that
(vi, vi+1) ∈→E for 0 ≤ i < n.
We consider a mobile robot equipped with a set of pre-computed motion primitives
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allowing it to move from one vertex of the graph to an adjacent one. We assume
that, due to accurate actuators, this motion is deterministic. Initially, the robot’s
information about E is restricted to the knowledge of the set of labels Σ. Once
deployed in E , the robot gains information about the environment by means of an
unreliable and range limited set of sensors. Let D(vi) ⊂ V be the robot’s sensor
footprint, i.e., the set of vertices in E which the robot can detect from its current
vertex vi. For simplicity, we ignore any occlusion effects. Extending the algorithm to
account for them is straightforward.
Due to the limitations of its sensors, it is assumed that while the location of the
robot within E can be determined with high accuracy, the labels holding true at the
vertices within the robot’s footprint can only be determined probabilistically. To
characterize the latter, we abstract the properties captured by the measurements of
the robot’s sensors, such as geometrical shape or general appearance, into the labels of
the regions of the environment they describe. In order to encode how sensor readings
relate to the set of labels Σ, let ΩhP be the set of observations corresponding to the
sensors’ measurements of Σ.
Let Ik represent the set of indices of the collection of vertices sensed by the robot at
time k. The robot’s sensor model is then specified by the probabilities Pr(ωj|vk, vj, a),
for ωj ∈ ΩhP , and a ∈ LE(vj), where j ∈ Ik. Namely, Pr(ωj|vk, vj, a) represents the
probability with which the robot’s sensors identify observation a at vertex vj from
the current robot location vk, with a being the true label at vj.
Every time a new sensor reading is obtained, the information pertaining to the
vertices within the robot’s sensor range is updated and integrated into the robot’s
knowledge. Such an update includes the accurate detection of new vertices and the
probabilistic identification of the labels corresponding to these vertices. As a result,
the robot maintains an estimate of the currently known graph.
Example 5.1. Consider a robot deployed in a post-disaster scenario whose mission is
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to assist the search and rescue needs within such an environment. In order to assess
the site, the areas of entrapment within the environment can be classified as pancake
voids P, lean-to voids L, and “V” voids V (this terminology is widely used in search
and rescue operations to assess possible victims’ locations). Other areas of interest
include the robot’s base B, and exit routes E. The environment is partitioned into
identical square cells storing the occupancy condition (either debris can be spotted at
the cell D or the cell is unoccupied U) and the areas of entrapment holding true in
each cell. Each cell in the partition represents a vertex in the graph environment E.
The robot is required to choose the next immediate direction of motion (West, East,
South, North) at the boundaries of the current vertex it is occupying. Then the robot
turns towards the chosen direction and moves to the adjacent vertex. The robot can
precisely determine its current vertex, but it cannot accurately identify the labels (B,
P, L, V, E, D, U) of either the current vertex or the vertices within its sensor range.
Instead, a set of observations allowing the robot to unreliably determine such labels is
obtained. These observations include Void (VO), Exit (EX), Base (BA), Unoccupied
(UN), and None (NO). A graphical representation of the environment is provided in
Fig. 5·1.A.
For the sake of the example, assume that starting at its base, the robot is required
to detect all areas of entrapment and exit routes in the prescribed environment by first
identifying a pancake void, then a lean-to void, then a “V” void and finally an exit
route. The robot then must return to its base while avoiding any areas of entrapment.
The robot must avoid any debris while diagnosing the site. This task can be represented
as the scLTL formula
φ :: U U(P ∧ X U ∧ (F L ∧ X U ∧ (F V ∧ X U ∧ (F E ∧ XU∧
F(B ∧ ¬P ∧ ¬L ∧ ¬V))))). (5.1)
The motion of the robot in the graph environment E produces a word over 2Σ.
Recall that this is how the semantics of scLTL formulas are defined in Def. 2.9.
Nevertheless, given the fact that the robot has access only to uncertain observations
(UN, VO, EX, BA, and NO as defined in the caption of Fig. 5·1, as opposed to
the true labels, it follows naturally that the formula will be satisfied with a given
probability.
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Figure 5·1: A schematic representation of the robot’s environment
considered in Example 5.1, which consists of B, P, L, V, E, D, and
U regions. A) The actual topological structure and labeling of the
environment. B) A depiction of the knowledge about the environment
gained by the robot while accomplishing a task specification. The robot
is represented as a black disk. The black cells correspond to unknown
vertices and the vertices labeled with “F” represent the boundaries
between the known and unknown parts of the environment. C) A par-
tial representation of the MOMDP model corresponding to the set of
vertices identified in B), where Void (VO), Exit (EX), Base (BA), Un-
occupied (UN), and None (NO) correspond to the set of observations
emitted at the states of the model. On the other hand, North (N),
South (S), East (E), and West (W) represent the set of possible ac-
tions.
Remark 5.1. For readability, we collapse the set of observations corresponding to
the different types of voids (P, L, and V) in a single observation (VO). In practice,
however, the observation space includes an observation for each one of the voids
considered in this chapter.
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We are now ready to formulate the main problem:
Problem 5.1. Given a robot with known motion and sensing capabilities deployed in
an unknown environment represented by E, and a task specification φ in the form of an
scLTL formula over Σ, find a control strategy such that φ is satisfied with probability
greater than or equal to pthr, if one exists.
Our approach to Problem 5.1 relies on modeling the robot’s motion and sensing
capabilities as a MOMDP P . Initially, a control strategy satisfying φ with proba-
bility at least pthr is sought based on the initial probability distribution over the set
of labels at the vertices of E . Such a control strategy is calculated by solving the
maximum reachability probability problem for P by means of an approximate dy-
namic programming algorithm (Bonet and Geffner, 2009). If no solution is reported
based on the initial information, frontier vertices in E are identified. At this stage, a
nominal trajectory is generated by considering the following criteria:
• The utility of reaching a frontier vertex given the information gained in moving
to that location,
• The cost of reaching a frontier vertex given by the length of the trajectory to
the frontier, and
• The risk that such a trajectory violates the specification.
The first two criteria can be merged into a single measure encoding the trade-off
between the utility of reaching a frontier, and the cost to reach that frontier. The
former is approximated as the change between the entropy before and after moving
to a frontier vertex; the latter is calculated by means of a graph search algorithm.
The potential information gain from a given frontier vertex weighted by the distance
from the current robot’s position to this vertex is defined as the weighted information
gain.
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The role of the third criterion when generating a nominal trajectory is to reduce
the risk of falsifying the specification. Determining such risk can be seen as a special
case of the model measuring problem (Henzinger and Otop, 2013). Given a transition
system and a temporal logic specification, the model measuring problem finds the
maximal distance such that any other transition system within that distance from
the original one satisfies the specification. In our particular case, we aim to obtain
the maximal distance from the model representing a counter-example for φ to the
most likely word generated by a trajectory to a frontier vertex. This distance is
known as the similarity measure and its calculation involves three steps. First, given
an scLTL formula φ, we find a counter-strategy that falsifies φ, as defined in Def. 2.15,
and represent it as a Moore transducer Mc (Def. 2.14). We then abstract Mc to a
finite transition system Tc. Finally, we measure the similarity between the automaton
Ac, corresponding to the transition system Tc, and the most likely word generated
by a trajectory to a frontier vertex by computing the set of deletions, insertions,
substitutions, and transpositions needed to transform this word into a trace of Tc.
The trajectory that minimizes the expected similarity measure between Ac and the
inferred graph E and maximizes the weighted information gain is chosen as a nominal
trajectory.
The robot then executes the nominal trajectory, receives new measurements, and
generates an improved estimate of the underlying model of the graph. This update
operation is used to generate a control strategy by solving the probabilistic reacha-
bility problem for the updated MOMDP model P . If no control strategy is found,
the algorithm proceeds as before; a nominal trajectory is generated and executed, a
measurement received, the belief updated and a new nominal trajectory is computed.
This cycle is repeated until either the probability of satisfying φ for the updated
MOMDP model is at least pthr or the remaining uncertainty about the environment
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is not likely to be reduced any further.
5.3 Problem Solution
In this section, we describe the process of generating the MOMDP P =
(XP ,ActP ,ΩP , PP , ZP ,Σ, b0P) (Def. 2.5) modeling the motion of the robot in the
graph representing the environment E . The state space XP is the Cartesian prod-
uct of the set of vertices V and the power set of labels Σ of the undirected graph
E representing the robot’s environment. Let x = (v, a) be a state of the system.
The component v ∈ V is fully observed by the robot while a ∈ 2Σ is only partially
observed through the set of observations ΩhP . The actions available ActP are to move
to an adjacent vertex in E . Thus, given states x = (v, a), and x′ = (v′, b), and action
α ∈ ActP , the transition function is a deterministic mapping defined as:
PP(x, α, x′) =

1 if (v, v′) ∈→E
0 otherwise.
Recall that ΩP = ΩvP × ΩhP . Here, ΩvP = V . Then, knowing that its current
vertex is v, the robot precisely observes ωvP = v (and all the other vertices within
its sensors’ range). The links between observations and the labels identified by the
robot’s sensors can be quantified to form the observation probability function:
ZP(ω′, x′) = ZP(ωv
′
P , ω
h′
P , (v
′, a))
=

Pr(ωh
′
P |(v′, a)) if ωv′P = v′,
0 otherwise.
Example 5.2. Fig. 5·1.C depicts a partial representation of the MOMDP model
describing the motion of the robot in the described environment. Each state is rep-
resented by a tuple representing the fully observable and the hidden components of
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each vertex in the environment. The letters on top of the transitions denote the set
of available actions while the letters between the brackets represent the set of observa-
tions available at the states. The set of actions is given by the motion primitives N,
S, E, and W. The robot can obtain a set of observations corresponding to its sensors’
response at a given vertex. Each sensor will give a different response depending on
the nature of each of the labels present in the environment. In this particular case,
the set of observations can be grouped into VO, EX, BA, UN, and NO if no response
is given by the sensors. These observations are not fully accurate. For instance, 90%
of the time, the robot’s sensor will observe EX given that it is currently sensing an
E labeled vertex while 10% of the time it will not obtain any observation (NO) when
sensing the same vertex.
The knowledge about the states of P is modeled as a belief state. A belief state is
a probability distribution over the states of a system and represents the likelihood of
the system being in any single state given a history of past actions and observations.
For our defined MOMDP each belief state in B(X) can be written as an element of
V × B(Σ). Thus, any b ∈ B can be represented by (v, bΣ).
A control strategy or policy pi : V ×B(Σ)→ ActP maps a belief b ∈ V ×B(Σ) to
an action α ∈ ActP . The set of control policies for P is denoted by Π. Consider the
sample space of state, observation, and action sequences over k time steps given by
H := Xk+1P ×Ωk+1P ×ActkP . For the initial distribution b0P , once a control strategy pi is
fixed, a unique probability measure pk(pi, b0P) describing the behavior of the MOMDP
P under policy pi is induced on H.
In general, the motion planning problem in an unknown environment requires an
efficient online framework for dealing with uncertainty and the lack of a priori knowl-
edge. In the MOMDP context, the robot can only have access to the observations of
the labels of each one of the vertices it discovers while exploring the environment, so
a belief state needs to be maintained. Our proposed algorithm, depicted in Alg. 2, is
composed of two planning components: the automata-based MOMDP planning and
the exploration-based nominal trajectory generation.
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Assuming that the DFA A (Def. 2.10) representing the scLTL formula φ, and a
counter-strategy Mc (Def. 2.15) of φ have been computed, the algorithm initially uses
the automata-based MOMDP planner (Sec. 5.3.1) using the initial belief about the
environment. If the outcome of this planner, driven by the Belief Real-Time Dynamic
Programming (RTDP-bel) algorithm (Bonet and Geffner, 2009), does not fulfill the
requirements of satisfying the specification (the probability of satisfying φ is less than
pthr), our algorithm switches to the nominal trajectory planner (Sec. 5.3.2) using the
available information up to then, and the counter-strategy Mc. After the outcome
of this planner is executed, a measurement is obtained, the belief and the model are
updated, and the cycle is restarted.
Algorithm 2 Temporal logic planning algorithm
1: pi,p ←Automata-based MOMDP(b0P ,P ,A);
2: while p < pthr do;
3: τE ← Generate Nominal Trajectory(E ,P ,Mc);
4: Execute τE ;
5: ω ← get observation;
6: b ← update current belief state;
7: pi,p ←Automata-based MOMDP(b,P ,Aφ);
8: end while
5.3.1 Automata-based MOMDP planning
Given the DFA A recognizing all finite words that satisfy the scLTL formula φ, we
formally define the product MOMDP P ⊗A as follows:
Definition 5.1. The product MOMDP P ⊗ A is the tuple Pˆ =
(XPˆ ,Act Pˆ ,ΩPˆ , PPˆ , ZPˆ , b
0
Pˆ), where XPˆ = XP × QA, Act Pˆ = ActP , ΩPˆ = ΩP ,
ZPˆ(ω, (x, q)) = ZP(ω, x), bˆ
0
Pˆ = (b
0
P , q
0
A), and for x = (v, a), PPˆ is defined by
PPˆ(xˆ, α, xˆ
′) =
PPˆ((x, q), α, (x′, q′)) if a ∈ Supp(bΣ) and q′ ∈ δ(q, a)PPˆ((x, q), α, (x′, q)) if a ∈ Supp(bΣ) and q′ 6∈ δ(q, a),
where PPˆ((x, q), α, (x
′, ·)) = 1 if and only if PPˆ(x, α, x′) = 1, and 0 otherwise.
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In the product MOMDP Pˆ , we also define the set FPˆ of final states such that a
state xˆ = (x, q) ∈ FPˆ if and only if q ∈ FA, where FA is the set of final states of A
(Def. 2.10).
By constructing the product MOMDP Pˆ , the problem of finding a control strat-
egy in Problem 5.1 can be translated into a variant of the maximum reachability
probability problem on Pˆ which is formulated as follows.
Problem 5.2. Given a MOMDP Pˆ, an initial state distribution b0Pˆ , and a target set
FPˆ ⊆ XPˆ , find a control strategy pi, if one exists, such that the probability that the
state trajectory or sequence of states of Pˆ resulting after applying pi reaches FPˆ is at
least pthr.
In order to solve Problem 5.2, we aim to compute the maximum probability of
reaching a final state xˆ ∈ FPˆ given the initial probability distribution b0Pˆ . Formally,
Definition 5.2. (Maximum Reachability Probability). Let Pˆ be the MOMDP defined
in Def. 2.11, FPˆ ⊆ XPˆ be a subset of target states, and (xˆ0, xˆ1, . . . , xˆN) be the state
trajectory of Pˆ generated after applying policy pi, given the initial distribution b0Pˆ .
Then, the maximum reachability probability in Pˆ is:
pˆ∗(b0Pˆ , FPˆ) = sup
pi
pˆN(pi, b0Pˆ)({(xˆ0, ω0, α0, . . . , xˆN−1, ωN−1, αN−1, xˆN , ωN) : ∃k ∈ [0, N ],
xˆk ∈ FPˆ}), (5.2)
where pˆN(pi, b0Pˆ) is the probability measure induced on the history sample
(xˆ0, ω0, α0, . . . , hatxN−1, ωN−1, αN−1, xˆN , ωN).
To obtain a compact representation of the maximum reachability probability equa-
tions, first recall that the Bayesian prediction and update rules for the belief state
are defined as:
b
k|k−1
Pˆ (xˆ
k) =
∑
xˆk−1∈XPˆ
PPˆ(xˆ
k−1, αk, xˆk)bk−1Pˆ (xˆ
k−1),
bkPˆ(xˆ
k) =
ZPˆ(ω
k, xˆk)b
k|k−1
Pˆ (xˆ
k)∑
xˆ∈bPˆ ZPˆ(ω
k, xˆk)b
k|k−1
Pˆ (xˆ
k)
, k ≥ 1.
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Let f(·) denote the update step. Using the mapping f and the belief state at time
k, bkPˆ , for k = 0, 1, . . . , N , known to be a sufficient statistic for optimally solving the
planning problem in POMDPs, we can define the value of reachability probability of
a belief state, following a policy as:
J(pi, bPˆ(xˆ)) =
∑
xˆ∈FPˆ
bPˆ(xˆ)
+
∑
xˆ∈XPˆ
∑
xˆ′∈XPˆ
∑
ω∈ΩPˆ
ZPˆ(ω, xˆ
′)PPˆ(xˆ, pi(xˆ), xˆ
′)bPˆ(xˆ)J(f(bPˆ , ω, pi(xˆ))),
(5.3)
for bPˆ ∈ B(XPˆ). Then, the maximal probability reachability problem can be formu-
lated as:
J(bPˆ(xˆ)) = suppi∈ΠJ(pi, bPˆ(xˆ)). (5.4)
Remark 5.2. (Decidability). In principle, the optimal policy is obtained by solving
the maximum reachability problem given by (5.4). It has been shown, however, that
(5.4) is an instance of the emptiness problem for probabilistic finite automata (Paz,
1971). Since the emptiness problem is in general undecidable (Giro and D’Argenio,
2007), seeking an exact solution to (5.4) is not feasible. However, by introducing
certain assumptions, such as a constant finite horizon, or by allowing an error in the
probability bound (pthr) (Chadha et al., 2013), approximate solutions can be obtained.
Based on the above remark, we seek an approximate solution to (5.4). Notice
that the product MOMDP given in Def. 5.1 can be seen as an instance of the cost-
based goal-oriented POMDPs (Bonet and Geffner, 2009), in which the goal state
has zero cost and all other states incur a non-zero cost for every action. Based on
this observation, we adopt the well known RTDP-bel algorithm (Bonet and Geffner,
2009), which is used to solve such a POMDP by provably converging to the optimal
value function. RTDP-bel is an online approach adapted from its fully observable
counterpart to solve POMDPs. This algorithm learns approximate values for the
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belief states visited by successive trials in the environment. At each visited belief
state, the agent (the robot in our case) evaluates the outcome of all possible actions
by estimating the expected reward of taking a particular one given the current belief
state.
To maintain an estimated value for each belief state, the RTDP-bel algorithm dis-
cretizes the belief space into a finite number of elements. This procedure is necessary
in order to bound the size of a hash table used for reading or writing the value of
J(bPˆ). Once discretized, a belief represents a unique cell in the hash table storing the
reachability probability for this and other beliefs. It is important to note that the
discretization procedure does not affect the belief update and prediction operations,
since it is only used in operations for accessing the hash table.
The efficiency gain from using RTDP-bel on a MOMDP model as opposed to on
the more general POMDP comes mainly in the discretization of the belief space and
the belief update-prediction operations. In a POMDP, the discretization operation
is performed on the entire belief space B(XPˆ), while in the corresponding MOMDP,
this operation is performed on the union of the low-dimensional subspaces of B(Σ).
Furthermore, since the set of vertices of the graph E are the observable part of the
state space of the MOMDP model, the belief update-prediction operations are faster
by a factor of |V | in our algorithm. The implementation of the RTDP-Bel algorithm
under our framework is presented in Alg. 3.
The outcome of Alg. 3 is given as an action to be applied at each one of the visited
belief states together with the value of the reachability probability for such states.
Given the deterministic behavior of the robot’s motion model used in our framework,
we can translate the obtained actions to the next vertex of E that is visited after
applying each of them subject to a given observation. Thus, the solution to Problem
5.2 is the control strategy obtained by applying Alg. 3 specifying the next vertex
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Algorithm 3 Modified RTDP-Bel Algorithm
1: Let bPˆ := b
0
Pˆ
2: Sample state xˆ with probability bPˆ(xˆ)
3: while xˆ 6∈ FPˆ do
4: Evaluate each possible action α ∈ Act Pˆ as
Q(α, bPˆ) =
∑
xˆ∈FPˆ
bPˆ(xˆ) +
∑
xˆ∈XPˆ
∑
xˆ′∈XPˆ
∑
ω∈ΩPˆ
ZPˆ(ω, xˆ
′)PPˆ(xˆ, α, xˆ
′)bPˆ(xˆ)J(f(bPˆ , ω, α)),
5: Select best action α∗ := arg maxα∈ActPˆ Q(a, bPˆ)
6: Update the value J(bPˆ) := Q(α
∗, bPˆ)
7: Sample state xˆ′ according to PPˆ(xˆ, α
∗, xˆ′), set xˆ := xˆ′
8: Sample observation ω with probability ZPˆ(ω, xˆ)
9: Update bPˆ := f(bPˆ , ω, α
∗)
10: end while
to be visited by the robot given its current sensors’ measurements. In the case that
the reachability probability obtained from Alg. 3 is at least equal to the probability
threshold pthr, the resulting policy becomes the solution to Problem 5.1. On the other
hand, if the outcome of Alg. 3 lies below the threshold pthr, a nominal trajectory is
sought, as described below.
5.3.2 Nominal Trajectory Generation
The objective of generating a nominal trajectory is to direct the robot through the
environment when the automata-based MOMDP solution method, described in Sec.
5.3.1, fails to provide a trajectory satisfying the specification with probability at
least pthr. The nominal trajectory generation is based on three, possibly competing,
criteria. First, the knowledge obtained along the trajectory about the environment
should be maximized; second, the distance to be traversed by the robot should be
minimized; and third, the risk of falsifying the specification should be as small as
possible.
In order to generate the nominal trajectory, the robot first identifies the set of
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frontier vertices lying in the boundary between the known free space and the unknown
part of the environment. A trajectory linking the robot’s current vertex and a frontier
candidate is defined as a candidate trajectory. Such a trajectory is found by means
of the A∗ algorithm (Russell and Norvig, 2009).
Once candidates have been determined, the value of each possible candidate is
evaluated. First, the traveling cost of reaching a particular frontier candidate and
the expected information gain when obtaining a new measurement from that frontier
vertex are calculated. The traveling cost is defined as the length of the trajectory
linking the current robot’s vertex and the candidate frontier1. For simplicity, the in-
formation gain is approximated as the expected relative change in the entropy of the
graph environment. To calculate this change, we simulate the sensor measurements
and the corresponding graph updates after these measurements at all candidate fron-
tiers. This is achieved by sampling a state from the belief associated to each candidate
frontier, followed by sampling the next state and the corresponding observation. In
particular, the entropy of the graph environment, H(E), is estimated as
H(E) =
∑
v∈V
∑
a∈Supp(bΣ)
(v, bΣ) · log(v, bΣ),
where (v, bΣ) is the belief state associated to each vertex in E . Let I(i) denote the
information gain obtained from a measurement update from frontier i. I(i) is then
approximated as the difference between the graph’s entropy before (H(E)) and after
(Hˆ(E)) the simulated update,
I(i) = Hˆ(E)−H(E).
The entropy of the graph environment, H(E), is also used as a termination crite-
1More complex distance measures accounting, for example, for robot dynamics could also be
used.
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rion in this paper. Specifically, the information remaining gradients, H(E i)−H(E i−1)
at exploration iteration i are summed for the previous k iterations relative to the
information gained at step H(E i) and compared to an acceptable minimal relative
gradient threshold hthr.
Calculation of the third criterion, namely, the risk of falsifying the given spec-
ification, is somewhat more involved. To assess the risk of a candidate trajectory
falsifying φ, we use a variant of the model measuring problem presented in (Hen-
zinger and Otop, 2013). Specifically, consider the Moore transducer Mc representing
a counter-strategy falsifying the scLTL formula φ, and its corresponding transition
system Tc. Given Tc, we determine the distance such that any candidate trajectory
within that distance from Tc violates φ. In order to obtain this measure, an automatic
similarity measure recognizing the traces of Tc is defined by the semi-direct product
of Tc and an external component, called the hypervisor.
Definition 5.3 (Hypervisor (Henzinger and Otop, 2013)). Let ATc =
(QTc , q
0
Tc ,Σ, δTc , FTc , CTc) be a weighted DFA (where (QTc , q
0
Tc ,Σ, δTc , FTc) is a DFA
as in Def. 2.10 and CTc : δTc → N is a weight function that assigns a positive integer
to each transition) recognizing the set of traces of Tc. A hypervisor H for ATc is a
triple (AH, κH,ΥH) such that AH = (QH, q0H,Σ, δH, FH, CH) is a weighted automaton,
and κH : QH → 2QTc×Σ×QTc and ΥH : QH → NQTc×Σ×QTc are the transition relation
and the cost function at each step of AH, respectively.
Definition 5.4 (Semi-direct Product (Henzinger and Otop, 2013)). The semi-direct
product ATc n H is a weighted DFA (QTc × QH, q0Tc × q0H,Σ, δ, C, F1, F2), where δ =
{((q1, q2), a, (q′1, q′2)) : a ∈ Σ, (q1, a, q′1) ∈ δH, ((q2, a, q′2) ∈ κH)}, C((q1, q2), a, (q′1, q′2))
= CH(q1, a, q′1) + ΥH(q2, a, q
′
2), F1 = QTc × FH, and F2 = FTc ×QH.
Recall that our aim is to assess the risk that a candidate trajectory will violate the
specification. It is then natural to define a similarity measure based on the number
of deletions, insertions, substitutions and transpositions necessary to transform the
word produced by the candidate trajectory to a run of Tc. This measure is known
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as the edit distance (Mohri, 2003) and is used to quantify how similar two words
are from one another. Therefore, we define the hypervisor Del = (ADel, κDel,ΥDel)
computing deletions of letters. In addition, we define hypervisors Ins, Sub, and
Tra, computing insertions, single letter substitutions, and transpositions of adjacent
letters, respectively. By iterating these hypervisors, we obtain the automaton (((ATcn
Del)n Sub)n Tra)n Ins computing a similarity measure such that the weight of a
word w produced by a candidate trajectory is the least number of deletions, insertions,
substitutions and transpositions required to transform w to a trace of Tc. That is to
say, the automaton (((ATc n Del) n Sub) n Tra) n Ins computes the edit distance
between w and the set of traces of Tc.
Given the stochastic nature of our model, the similarity measure is calculated as
the edit distance from Tc to the most likely word generated by a candidate trajectory.
Thus, given a candidate trajectory τE(k) joining the robot’s current vertex and a
frontier candidate fk, and a sequence of observations Ω = ω0, . . . , ωk of each one of
the vertices comprising the trajectory, the most likely word w∗ = w0, . . . , wk generated
by τE(k) can be obtained by means of the Viterbi algorithm (Rabiner, 1989). Let dTc
be the similarity measure with respect to Tc, then, for the most likely generated word
w∗, dTc can be computed by the automaton (((ATc nDel)n Sub)n Tra)n Ins(w∗).
At last, in order to combine the three criteria previously addressed in this section,
we propose an ordering relation of frontier candidates by assigning a weight w(f i) to
each candidate i, defined as:
w(f i) = w1 · I(f i) · exp(−µ · `E(τE(i)))− w2 · dTc(w∗), (5.5)
where I(f i) is the information gain for the frontier f i, `E(τE(i)) expresses the length
of the candidate trajectory leading to f i, and dTc(w
∗) is the similarity measure for
w∗, the most likely word generated by the candidate trajectory. The parameter µ
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expresses the importance of the path length over the information gain for the frontier
candidate. The values w1 and w2 are weights for the given parameters. In this way,
(5.5) allows us to establish a trade-off between the utility of reaching a frontier cell
and the cost of reaching that frontier cell. The frontier candidate maximizing (5.5)
is selected and its candidate trajectory is traversed.
5.3.3 Complexity of the Algorithm
In this section, we analyze the computational complexity of the online part of the
proposed framework since that is what determines the real-time performance of the
algorithm. Hence, we assume that A and ATc , i.e., the DFA representing formula
φ and the Moore transducer corresponding to a counter-strategy for φ, respectively,
have been previously computed and are therefore available.
In general, POMDPs may have an infinite number of reachable beliefs for which
the finite horizon planning problem is known to be PSPACE hard. Fortunately,
MOMDPs belong to the subclass of POMDPs that lie in lower complexity classes.
Furthermore, given the deterministic transition function of the MOMDP model Pˆ ,
as in Def. 5.1, the state space of Pˆ is |2Σ| · |ΩPˆ ||V |·|QA|, where |QA| represents the
cardinality of the state space of A.
In the sequel, let |QTc| and |δTc | be the cardinality of the state space and the
transition of ATc , respectively. The following theorem postulates the complexity of a
single cycle of the algorithm starting with the product MOMDP Pˆ .
Theorem 5.1. A cycle of Alg. 2 calculates a control strategy solving the temporal
logic motion planning problem defined in Problem 5.1 in time that is a polynomial
function of ((|ΩPˆ |+ 1)|V |·|QA|, |V |, |QA|, |Act Pˆ |, |2Σ|, |QTc |, |δTc |).
Proof. We first reduce the MOMDP Pˆ described in Sec. 5.3.1 to a belief-state Markov
decision process with (|ΩPˆ | + 1)|V |·|QA| states and |Act Pˆ | actions. The belief state of
Pˆ can be defined in terms of the initial belief, the history of which actions have
been executed, and the observations generated after performing such actions. Since
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the visible part of the state space is static, and the action outcomes are indepen-
dent given the hidden part, histories with the same actions may lead to identical
belief states. Hence, the number of histories with the same set of executed actions is
(|ΩPˆ | + 1)|V |·|QA|. The transition model in the MDP corresponds to the probability
of transitioning between two belief states in the MOMDP when a particular action
is executed. Recall that given an observation and an action, the belief update is
probabilistic with regard to the produced observation, but deterministic with respect
to the chosen action. Therefore, the probability of transitioning between two beliefs
b and b′ given action α ∈ Act Pˆ is either the probability of observing ω ∈ ΩPˆ if b′ is
equal to the updated belief state of choosing a and receiving ω from b, or 0.
It is then possible to compute an optimal policy for the product Pˆ with a com-
putational complexity equal to the cost of computing the transition model of its
equivalent belief MDP, plus the cost of computing an optimal policy in such an MDP.
The computational cost of computing the transition model for each belief state in-
volves enumerating all possible remaining actions (which is at most |Act Pˆ |), and all
possible observations that could be observed (|ΩPˆ |). Then, by using the Bayesian
belief update equation, the resulting successor belief in each case, and the associated
probability of this transition can be obtained. The belief update takes O(|2Σ|), and
so computing the next possible beliefs and the transitions to each belief from a single
initial belief takes O(|ΩPˆ | · |2Σ| · |V | · |QA|) time. Repeating this for all possible beliefs
yields a total time of O(|ΩPˆ |+1)|V |·|QA| ·|ΩPˆ |·|2Σ|·|V |·|QA|). An optimal policy for an
MDP can be computed in time polynomial in the number of states ((|ΩPˆ |+ 1)|V |·|QA|)
and actions (|Act Pˆ |), therefore the automata-based MOMDP can be solved in time
which is a polynomial function of (|ΩPˆ |+ 1)|V |·|QA|, |V |, |QA|, |Act Pˆ |, and |2Σ|.
We then examine the complexity of generating a nominal trajectory. Let h(vi) be
the estimated cost of a path from vertex vi to a given frontier candidate f i calculated
by means of the A∗ algorithm. Given that the error between h(vi) and the chosen
heuristic h∗(vi), i.e., h∗(vi)− h(vi) is bounded by a fixed quantity, it has been estab-
lished that the worst-case complexity of the algorithm is linear in the length of the
candidate trajectory leading to f i, `E(τE(i)) (Pohl, 1977).
Calculating the information gain obtained from updating the knowledge of the
graph environment E from frontier candidate f i has been shown to yield a worst time
complexity of O(|V | · |ΩPˆ |) (Burgard et al., 1997).
Generating the edit distance automaton (((ATc nDel)n Sub)n Tra)n Ins used
to compute the similarity measure for the most likely trajectory leading to a frontier
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candidate f i can be computed in polynomial time in the size of ATc as the weights
in the automaton are constant. Specifically, the worst time complexity of generating
such a hypervisor is given by O(nm · |QTc |+ n2·m|δTc |)), where n and m represent the
number of states and transitions of each one of the hypervisors (Del, Sub, Ins, and
Tra) used to construct the edit distance automaton. Obtaining the most likely word
whose distance to the counterexample Tc needs to be measured requires using the
Viterbi algorithm whose time complexity has been shown to be O(`E(τE(i)) · |2Σ+2|).
Thus, a nominal trajectory to frontier candidate f i can be generated in polynomial
time as a function of `E(τE(i)), |V |, |ΩPˆ |, |QTc|, |δTc |, and |2Σ|.
Subsequently, the worst-case complexity of a single cycle of Alg. 2 takes time
polynomial in ((|ΩPˆ |+ 1)|V |·|QA|, |V |, |QA|, |Act Pˆ |, |2Σ|, |QTc |, |δTc|).
Notice that even though a cycle of the algorithm is polynomial with respect to
(|ΩPˆ |+1)|V |·|QA|, |V |, |QA|, |Act Pˆ |, |2Σ|, |QTc |, |δTc|, it is still exponential with respect
to |V |, |QA|, and Σ.
5.4 Completeness
In the presence of uncertainty, one can only estimate a probability of satisfying φ.
Furthermore, a solution to the planning problem (Problem 5.1) cannot be directly
defined by a path in E , but by a policy or control strategy. In reality, for a given run,
different strategies can result in different satisfaction probabilities. This restriction
leads us to bound the satisfaction probability by a threshold pthr. Therefore, for a
given initial probability distribution b0P , and a scLTL formula φ, a solution to the
planning problem is a control strategy under which the probability of satisfying φ is
greater than or equal to pthr.
Therefore, under uncertainty, completeness is defined based on finding a control
strategy solving Problem 5.1. Recall from Sec. 5.3.1 that our MOMDP solver is
based on the RTDP-Bel method. While RTDP-Bel is a quite simple and effective
algorithm, the discretization function used to represent the probability of satisfaction
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entails two main theoretical consequences, as stated in (Bonet and Geffner, 2009).
First, convergence is not guaranteed since the value of J(bPˆ) may oscillate. Second,
the approximated probability of satisfaction does not remain necessarily an upper
bound. These two severe shortcomings of RTDP-Bel can be addressed by storing the
probability of satisfaction of a set of selected states, and then using suitable interpo-
lation methods for approximating the probability for the non-stored states. However,
as claimed in (Bonet and Geffner, 2009), such interpolations involve a substantial
computational overhead, and do not seem to be cost effective.
On the other hand, the limitations mentioned above are common to most, if
not all, of the linear or non-linear value-function approximation schemes used in
practice. Moreover, these theoretical limitations do not seem to negatively affect the
performance of RTDP-bel when compared with other approximation algorithms for
POMDPs that are not subject to the limitations above (Bonet and Geffner, 2009).
In practice, as it will be shown in Sec. 5.5, using RTDP-bel as part of our algorithm
allows us to obtain a provably correct solution to Problem 5.1 in real time.
5.5 Implementation and Experimental Validation
The previous section addressed the generation of motion planning strategies from
high-level specifications when considering a robot with limited sensing capabilities
navigating in an unknown environment. In this section, we first describe the software
implementing our algorithm. Then, we show the results of applying the proposed
framework in an experimental setup that implements the post-disaster scenario in-
troduced in Example 5.1.
Our implementation uses the DFA Aφ corresponding to the scLTL formula φ ob-
tained by the scheck tool (Latvala, 2003). In addition, we utilize the Moore transducer
Mc corresponding to the counterexample of φ obtained by means of the Acacia+ tool
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Figure 5·2: Snapshots (to be read left-to-right and top-to-bottom)
from a video showing the robot’s partial trajectory produced by ap-
plying the control strategy maximizing the probability of satisfying the
specification given in (5.1). The initial and final position of the robot
in this trajectory correspond to its base.
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(Filiot, 2012). The automaton resulting from the product between the current model
and the DFA Aφ represents the input of our modified RTDP-Bel algorithm. This
algorithm was implemented as a C++ program and returned the next action the
robot should apply given its current observations. The outcome of such an algorithm
either becomes the solution or triggers the trajectory generation planner which is
implemented in MATLAB.
We applied our framework on a setting based on the example introduced in Sec.
5.2. Our simulated post-disaster environment was a collection of 400 grid cells of
identical size consisting of a base B, pancake voids P, lean-to voids L, “V” voids V,
and exit routes E. Moreover, a cell can be debris free U or contain some building
rubble D. The boundaries of the environment and the grid were projected on a white
mat using a set of Viewsonic short-throw projectors. The demonstration was con-
ducted with a Pololu m3pi robot with an mbed socket. During the experiments the
robot communicated with a 2 GHz dual processor computer by using an Xbee wireless
module. This communication allowed the robot to follow the trajectory generated by
means of our implementation.
An Optitrack motion capture system tracked the motion of the robot and provided
the low level controllers with highly accurate pose information. The robot could
sense the labels present in the environment by means of a single low-quality wireless
camera mounted on the robot facing forward. At every time step, the camera data
was processed to extract the colors corresponding to the six nearest cells in front
of the robot. The observations used in the experiment were as given in Example
5.1: None, Void, Exit, Base, and Unoccupied. We used colored regions on the mat
to characterize the regions of interest in the environment with the exception of the
robot’s base assumed to be known a priori. Specifically, we used white, black, red,
yellow, blue, and green to represent U, D, P, L, V, and E regions, respectively.
105
The observation model was based on the color resulting from the measurements of
the colored paper made with the camera. The observation probabilities correspond-
ing to the model were obtained by dropping the dependence on v for simplicity and
performing exhaustive measurements of each color used to identify different regions
of interest. Every time a measurement was made, a video frame corresponding to
the field of view of the camera was captured for image processing. Image processing
was performed using the Image Processing Matlab toolbox and consisted of camera
calibration, color-based image segmentation, and the nearest neighbor rule pixel clas-
sification. Then, the probability of observing a color was computed as the fraction of
the number of times the color was detected by the sensor over the total number of
measurements at that location.
The motion specification that we considered is given in (5.1). The parameter µ in
Eq. (5.5) was equal to 0.3, while the weights w1 and w2 were tuned to 1 and 2, respec-
tively. The threshold on the value of the probability to satisfy the task specification
was set to 0.8. Fig. 5·2 highlights scenes from a successful run when applying our path
planning algorithm for the specification given in (5.1). The black line corresponds
to the actual trajectory executed by the robot. For clarity, only the trajectory since
the previous frame is shown. The robot starts its mission at B (Fig. 5·2.A). Upon
sensing a P region (Fig. 5·2.D), the robot continued driving through the environment
until it sensed an L region (Fig. 5·2.H). It then kept exploring the environment until
it arrived to a V region (Fig. 5·2.I). After finding this region, the robot continued
exploring until a E region was reached (Fig. 5·2.J). Once it did, the robot returned
to B (Fig. 5·2.L), achieving the sequential tasks given in formula 5.1. The running
time of this particular test was 193 seconds.
In order to validate our algorithm, 35 experimental trials were performed. The
resulting empirical probability of satisfaction was equal to 0.74. The difference be-
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tween the experimental and the predefined probability thresholds can be attributed to
errors when obtaining the observation probabilities and the number of experimental
tests conducted.
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Chapter 6
Conclusions and Future Work
6.1 Summary
This thesis presented novel algorithms for the specification and design of controllers
that aim to guarantee the correct and efficient behaviors of robotic systems deployed
in real-world environments. Temporal logic was used as a language to formally spec-
ify complex task specifications. The developed control synthesis algorithms allow
the robotic system to deal with the uncertainty caused by the dynamic nature of
the environment and the lack of complete information about it. In both cases, we
showed the efficiency and adaptability of these algorithms when applied to real-world
applications.
The first contribution of this thesis was the extension of the classical control syn-
thesis approach for solving the motion planning problem in dynamic environments to
temporal logic control from specifications that explicitly include quantitative state-
ments about time. We presented a complete computational framework to solve the
control synthesis of CSL formulas over CTMDPs. A set of control synthesis algorithms
was derived for each probabilistic path operator and long-run average formula. Such
algorithms were then used as the basis to generate a control strategy for nested for-
mulas. We illustrated these methods in the automatic deployment of a mobile robot
moving in a changing indoor environment subject to a time constrained task given
in terms of temporal logic specifications. The robot’s motion capabilities and the
knowledge of the time distributions between the transitions of the changing elements
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of the environment were captured using a CTMDP. This allowed us to implement
our CSL control synthesis framework to find an optimal control strategy that max-
imized the probability of satisfying the specification as a CSL formula. Simulations
and empirical evaluation were provided to show the efficiency of our approach in this
particular application.
The second contribution of this thesis addressed the synthesis of controllers that
ensure the satisfaction of temporal logic specifications in partially known environ-
ments. We presented a framework to solve the motion planning problem for a team
of robots deployed in a partially known environment with a mission expressed as an
scLTL formula. If a solution exists given the current knowledge of the environment,
the derived method generates a set of individual runs satisfying the specification.
Otherwise, a set of individual trajectories preventing the formula from being violated
is obtained. The proposed method exploits the existence of off-the-shelf model check-
ing and runtime verification tools, the efficiency of graph search algorithms, and the
efficacy of exploration techniques to solve the considered problem. To illustrate the
effectiveness of our approach, we implemented the devised method and applied it in
a simulated case study.
The final contribution of this thesis was the implementation of a method for
synthesizing control policies from temporal logic specifications for a robot with a
noisy sensing system deployed in a partially known environment from temporal logic
specifications. We presented a method for solving the motion planning problem under
uncertainty for a robot deployed in an unknown environment subject to temporal
logic constraints. In particular, we assumed that the uncertainty is caused by the
use of inaccurate sensors. We considered a mission specification expressed as an
scLTL formula over the properties of interest known to be satisfied at certain regions
within the environment. Under the premise that the sensors limitations influence only
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the the robot’s capability to distinguish such properties, we showed that the robot’s
motion and sensing faculties can be mapped to a MOMDP. This modeling approach
allowed us to reduce the motion planning problem from specifications given as scLTL
formulas under sensing uncertainty to a maximum probability reachability problem
on the MOMDP. We have adapted an existing dynamic programming method for
solving POMDPs and developed an approximation algorithm to solve this problem.
The outcome of this technique represents the solution to the motion planning problem
only if the probability of satisfying the task specification given the robot’s current
knowledge of the environment is at least equal to a predefined probability threshold.
To account for the cases in which the outcome lies below the probability threshold, we
derived an algorithm to find a trajectory that is the least likely to falsify the formula
given the current knowledge of the environment. The proposed algorithm exploits the
existence of off-the-shelf model-checking and synthesis tools, the efficiency of graph
search algorithms, and the efficacy of exploration techniques to solve the considered
problem. Further, we illustrated the effectiveness of our approach by implementing
the devised algorithm and applying it in a simulated scenario.
6.2 Future Work
There are many directions for future research towards developing the theoretical foun-
dations and computational tools for the specification, verification, and synthesis of
robotic systems used in real-world applications. A crucial challenge is then the de-
velopment of a more scalable and accessible framework for the control synthesis of
complex systems. Related to this issue is the derivation of different notions of cor-
rectness which are atypical in classical formal verification and synthesis. Another
promising area is the use of temporal logic formalisms to model human-robot inter-
action.
110
Scalability
One of the most prominent problems of classic formal methods is that they fall into
the small-grained category. These methods rapidly hit a complexity barrier when
the systems under scrutiny get larger. There are a number of approaches to scale up
formal methods. Nevertheless, a lot of work remains to be done before they are really
applicable to large-scale applications. Therefore, a deep understanding of the tradeoff
between model complexity and expressive power, on one hand, and scalability on the
other hand when applying formal methods to real robotic applications is still needed.
Relaxing the Notion of Correctness
Robotic systems are likely to exhibit failures when deployed in uncertain real-world
environments. Therefore, given the lack of an accurate and complete model of the
environment, the notion of correctness needs to be revisited and replaced by notions
addressing the inherent incompleteness of the current verification approaches. In this
realm, remorse-free dominance (Damm and Finkbeiner, 2011), a notion of correctness
based on a comparison of the available control strategies, presents a potential solution
to deal with uncertainty. Briefly, remorse-free dominance allows us to compare two
strategies even if both strategies violate the same objectives. Intuitively, there is not
“remorse” about a decision, given that, after experiencing a sequence of unexpected
behaviors, the other strategy would appear more appropriate.
Human-robot Interaction
The presence of a human as part of a team that also consists of mobile robots con-
stitutes a fundamental constraint in the decision process of a team of autonomous
agents. Indeed, the robots’ decision planning needs to cope not only with the pos-
sible dynamic nature of the environment, but also with the information about the
human they share their workspace with. This is a crucial problem when the robotic
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team and humans work in synergy to accomplish tasks. Recently, there has been an
increased interest in the human-robot interaction field. Most of this research focuses
on communication between humans and robots rather than on behaviors associated
with physical interactions in a shared workspace. Existing approaches to producing
interactive behavior are often designed by hand. The main problem with these ap-
proaches is that they are task dependent. Popular methods for learning behavioral
policies include imitation and reinforcement learning. Since in learning by imitation,
a particular policy is learned, this approach fails to generalize to different behaviors.
The problems inherent with reinforcement learning are the difficulty of obtaining
enough training data and the difficulty of producing rewards for the system. Thus,
it seems promising to explore the use of formal synthesis methods on planning for
human-robot interactions.
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