Let A be a subset of a finite abelian group G. We say that A is sum-free if there is no solution of the equation x + y = z, with x, y, z belonging to the set A. In this paper we shall characterise the largest possible sum-free subsets of G in case the order of G is only divisible by primes which are congruent to 1 modulo 3.
INTRODUCTION AND STATEMENTS OF RESULTS
Throughout this paper G will be a finite abelian group of order n. If A is a subset ofG then we say that A is sum-free if there do not exist x, y, z ∈ A with x + y = z. One asks the following three questions about such sets:
Q 1: How big is the largest sum-free subset of G ? Q 2: How many sum-free subset of G are there ? Q 3: Find the structure of largest sum-free subsets.
Definition Let µ(G) denote the density of largest sum-free subset of G and SF (G) denotes the set of all sum-free subsets of G. Now we observe the following facts which are easy to verify.
(I) The interval ( (II) Let H be any subgroup of G. If π : G → G/H is the canonical homomorphism and B ⊂ G/H is sum-free then so is the induced set π −1 (B) ⊂ G. Hence we have the inequality µ(G) ≥ µ(G/H).
From these observations the following proposition follows:
Proposition 1. Define a function ν from the set of all finite abelian groups to the interval [ 
Then µ(G) ≥ ν(G).
It is convenient to have names for the three classes of abelian groups into which finite abelian groups are divided by the above proposition. Definition Suppose that G is a finite abelian group of order n. If n is divisible by any prime p ≡ 2(mod 3) then we say that G is type I. If n is not divisible by any prime p ≡ 2(mod 3), but 3|n, then we say that G is type II. Otherwise G is said to be type III.
Recently Ben Green and Rusza [GR] proved the following: Theorem 2. [GR] Let G be a finite abelian group of order n, then µ(G) = ν(G).
The above theorem was proven by Diananda and Yap [DY69] for type I and type II groups. It was also known for type III groups of the form C pq XC p due to Yap [Yap75, Yap72] and for elementary p groups C p m due to Rhemtulla and Street [RS74] . This theorem says that the trivial lower bound on µ(G) which we got by inducting from cyclic quotient is tight. Hence regarding the third question one may ask the following:
Q 4: Let A be a largest sum-free subset of G. Does there exist H a subgroup of G such that G/H is cyclic and A is an inverse image of sum-free subset of G/H?
For type I group the proof of Diananda and Yap [DY69] shows that the answer of above question is affirmative. Also if G is of the form (Z/3Z) r then Lev [Lev] recently answered the above question affirmatively. For type III groups we have the following example which shows that the answer of above question is negative.
Example Let G = (Z/7Z) r and π 1 : (Z/7Z) r → Z/7Z be the projection to first coordinate. Then the set A = (2, 0, 0,
We claim that for the above example there does not exist any subgroup H of G such that G/H is cyclic and the set A is an inverse image of sum-free set of G/H. To prove this claim first observe that if H = π −1 1 {0} then for any set B ⊂ G/H, the set π −1 (B) will contain the element whose first co-ordinate is zero. But our set A does not contain any element whose first co-ordinate is zero. Once we observe that then claim is trivial. This example is essentially there in [GR] . In-fact this example can be easily generalized and we show that this is essentially only possible example. We prove the following:
Theorem 3. Let A be a sum-free subset of an abelian group of type III. Suppose the exponent of G is equal to m = 6k + 1. Then the set A is largest possible sum-free set; that is |A| = ( (I) The set A = f −1 {2k + 1, 2k + 2, · · · , 4k − 1, 4k}.
(II) The set
Infact we shall prove the following theorem which gives a sort of characterisation for all the sets A which are sum-free subset of finite abelian groups of type III and whose cardinality is close to maximum possible. 
Notations and definition
Let A be a subset of an abelian group G of type III. Fix a character γ such that Re A(γ) is minimal. Ben Green and Ruzsa [GR] call such a γ the special direction of A. Let order of γ be q and K j = γ −1 (e 2πij/q ). As G is type III so q = 6k + 1 for some k. Let
. Given a γ we have the canonical homomorphism γ : G → Z/qZ defined by γ(g) = j if g belongs to H j . We shall denote this homomorphism also by γ. Let η = 2 −23 .
proof of result
Ben Green and Ruzsa had shown [GR] Theorem 5. Let A be a sum-free subset of an abelian group G of type III. Let γ be the special direction of A and order of γ = q = 6k +1. Let γ : G → Z/qZ be a homomorphism corresponding to γ. Then the following holds.
Lemma 6. Let A, G, be as in theorem 4. Let γ be the special direction of the set A.
Then we have order of γ = m.
Proof. From theorem 5 we have that |A| ≤ µ(Z/qZ)n = ( From now onwards A shall denote the set as in theorem 4. The notation G shall denote the abelian group of type III of exponent m. We shall have m = 6k + 1. Let H, T, M, I ⊂ Z/mZ denote the following intervals.
We have the natural projection from the set of integers to Z/mZ.
We define the "lifting" from Z/mZ to the interval {0, 1, 2,
in an obvious way.
We have following definition which are useful for us: Definition; We say two elements x, y are of same (or of different parity), if p −1 (x) and p −1 (y) are so. We also say
The following Lemma is straightforward to check but is very useful. 
Lemma 8. Let A, G, γ be as in theorem 4 and H, T, M be as defined earlier then we have
Proof. Suppose that there exists i 0 ∈ H ∪ T such that α i 0 + +α 2i 0 < 1 − 
From Theorem 5 we have α i = 0 for all i ∈ {0, 1, 2, · · · , k−1, k}∪{5k+1, 5k+2, · · · , 6k− 2, 6k − 1}. Therefore
The fact that A is sum-free implies that for any i we have α i + α 2i ≤ 1. Therefore we have
But this contradicts (1). This proves the lemma.
We define
We shall show that |L| = 2k and also L is a sum-free subset of Z/m/Z. To prove the next Lemma we shall require the following well known theorem due to Kneser.
Then we have
In particular we have S is nontrivial subgroup of K and |S| ≥ |C| + |B| − |C + B|. The fact that A is sum-free implies that A 2i ∩ (A i + A i ) = φ. Therefore the lower bound on α 2i implies that
we can apply Theorem 9 with C = B = A i − g and we have stabiliser of
That is index of S is strictly greater than 1 7 . But since K 0 is type III group therefore S = K 0 . This implies A i − g = K 0 which is contradiction to assumption that α i ≤ 1 2 .
We shall need following well known elementary fact Lemma 11. Let C and B are subsets of finite abelian group G such that min(|C|, |B|) > 1 2 |G|. Then C + B = G. Proof. Suppose there exist g ∈ G such that g does not belong to C + B. This is clearly equivalent to the fact that C ∩(g −B) = φ. But this means that |G| > |C|+|g −B| > |G|. This is ridiculous. Hence the lemma is true.
Lemma 12. Let A, G, γ be as in theorem 4. Suppose i, j ∈ Z/mZ are such that both α i and α j are strictly greater than 1 2 then we have α i+j = α i−j = 0. In other words if i, j ∈ L then α i+j = α i−j = 0.
Proof. We have
and S j = A j − g j so that we have S i and S j are subsets of group K 0 . Then applying theorem 11 we have S i + S j = K 0 . Therefore we have A i + A j = K i+j . The fact that A is sum-free implies that A i+j ∩ (A i + A j ) = φ. In other words α i+j = 0. Similar arguments show that α i−j = 0.
The following proposition records properties of the set L ⊂ Z/mZ which follows immediately from Lemma 10 and Lemma 12.
(III) The cardinality of the set L is 2k where m = 6k + 1, that is L is a sum-free subset of Z/mZ of maximum possible cardinality.
Now let E be a subset of Z/mZ such that E is sum-free and cardinality of 2k and E is a subset of H ∪ T ∪ M . We shall give characterisation of any such set E. As L is one such set this will characterise L in particular. We shall prove: Theorem 14. Let E be a set as above then one of the following holds.
(IV) The set E = {2k + 2, 2k + 3, · · · 4k, 4k + 1}.
(V) The set E = {2k} ∪ {2k + 2, 2k + 3, · · · 4k − 2, 4k − 1} ∪ {4k + 1}.
Using theorem 14 and lemma 12 it is straightforward to deduce theorem 4. Now the rest of section is to prove theorem 14. Proof. (I) The fact that E is sum-free implies that at-most one element from the pair (x, 2x) can belong to E. Also H ∪ M ∪ T is divided into 2k disjoint pairs of the form (y, 2y) with y ∈ H ∪ T . Now as E ⊂ (H ∪ M ∪ T and cardinality of E is 2k proves that exactly one of the element of pair (x, 2x) belongs to E.
(II) This follows immediately from the assumption that E is sum-free.
(III) If x, y ∈ H( or T ) then x + y belongs to M . Now the claim is immediate from (I), (II).
(IV) If x, ∈ H and y ∈ T then both x − y as well as y − x belongs to M . Now the claim is immediate from (I), (II)
The next proposition shows that the set E ∩ H as well as the set E ∩ T are arithmetic progression. It also gives the relation between the set E ∩ H and the set E ∩ T .
Proposition 16. Let L, H, M, T, be as above. Let E ∩ H = {x 1 < x 2 < · · · < x t } and E ∩ T = {y 1 < y 2 < · · · < y u }. We have
The cardinality of this set is t − 1 and u ≥ t − 1.
The cardinality of this set is u − 1 and t ≥ u − 1.
Proof. (I) Consider any two consecutive elements x i , x i+1 ∈ E ∩ H. Then from proposition 15 we have
. Suppose x i and x i+1 are of same parity then their average
belong to H and hence belongs to E ∩ H. Also we have
But as x i and x i+1 are two consecutive elements of E ∩ H this is not possible. Therefore any two consecutive elements of E ∩ H are of different parity. Similar argument proves that any two consecutive elements of E ∩ T are of different parity.
(II) If t ≤ 2 then claim follows immediately from (1). In case t ≥ 3 then consider any three consecutive elements x i , x i+1 , x i+2 ∈ L∩H then from (1) we have that x i , x i+2 are of same parity. Therefore we have
∈ E∩H and also x i < x i +x i+2 2 < x i+2 . But as x i , x i+1 , x i+2 are three consecutive elements of E ∩ H, this implies that
. This proves the claim.
(III) This follows from similar arguments as in (II). Now (IV ) and (V ) follows immediately. Now we shall first prove the theorem 14 under the condition that max(|E ∩ H|, |E ∩ T |) ≥ 3. We shall show that under this condition the set E = H ∪T . The next proposition shows that under this condition the set E ∩ H, the set E ∩ T and also the set E c ∩ M are intervals.
Proposition 17. Let E be a set as above and H, T, M as defined above. Suppose E ∩H = {x 1 < x 2 < · · · < x t } and E ∩ T = {y 1 < y 2 < · · · < y u } and max(t, u) ≥ 3 then we have
(I) The set E ∩ H as well as E ∩ T are arithmetic progression with same common difference d(H) = d(T ) = d( say ). Here d(H), d(T ) are as in Proposition 16. (II) The set E ∩ T is a subset of {x
(III) If max(t, u) ≥ 3 the set E c ∩M is an arithmetic progression with common difference d and also
(IV) We have d = 1.
Proof. (I) From proposition 16 (IV ) we have x 1 + d(H)
2 , x 1 +
3d(H) 2 belongs to E ∩ T where difference between these two elements is d(H). Therefore d(T ) ≤ d(H). If u is also greater than 3 then similar argument imply that d(H) ≤ d(T ). In case
2 }. Therefore starting with assumption that t ≥ 3 we have proven the claim. Similar argument implies the claim if we start with assumption that u ≥ 3.
(II) From proposition 16 (IV ) we have that the set {x 1 +
} is a subset of E ∩ T . As E ∩ T is an arithmetic progression with common difference d and u ≤ t + 1, this implies that
2 also belong to E ∩ T and their average x 1 − d belongs to E ∩ H. But as x 1 is the least element of E ∩ H this is not possible.
can not belong to E ∩ T for the reason that x 1 + (t − 1)d is the largest element of E ∩ H. Using (2) then claim follows.
(III) As we have E c ∩ M = {z : z = 2x for some x ∈ E ∩ (H ∪ T )}. Therefore using (II)
we have
This proves the claim.
(IV) Suppose d ≥ 3. Then as t ≥ 2, we have x 1 ≤ 2k − 3. Also the fact that E c ∩ M is an arithmetic progression with common difference d which by assumption is greater than or equal to 3 implies that |{2k + 1, 2k + 2, 2k + 3} ∩ E| ≥ 2. Then we have the following three possible cases. Case 1 In case {2k + 1, 2k + 2, 2k + 3} ∩ E = {2k + 1, 2k + 2} then elements x 1 + 2k + 1 as well as x 1 + 2k + 2 belongs to M and the fact that E is sum-free implies that it belongs to E c ∩ M . But this contradicts the fact that E c ∩ M is an arithmetic progression with common difference d. Case 2 In case {2k + 1, 2k + 2, 2k + 3} ∩ E = {2k + 1, 2k + 3} then again arguments as in case 1 implies that elements x 1 + 2k + 1 as well as x 1 + 2k + 3 belongs to E c ∩ M which contradicts the fact that E c ∩ M is an arithmetic progression with common difference d. Case 3 In case {2k + 1, 2k + 2, 2k + 3} ∩ E = {2k + 2, 2k + 3} then again arguments as in case 1 implies that elements x 1 + 2k + 2 as well as x 1 + 2k + 3 belongs to E c ∩ M which contradicts the fact that E c ∩ M is an arithmetic progression with common difference d. So assuming that d ≥ 3 we get contradiction. Therefore d is strictly less than 3. Since d is odd so it can not be equal to 2, therefore d = 1.
Using the previous proposition we shall complete the proof of theorem 14 in case max(|E ∩ H|, |E ∩ T |) ≥ 3. We prove the following.
Theorem 18. Let E be a set as above. Let H, T, M be as defined above and E is a subset of
Proof. We shall show that E c ∩ M = M . Using proposition 15 (I), this is equivalent of saying that E = H ∪ T . Suppose E c ∩ M = M . Then as E c ∩ M is an interval, therefore either 2k + 1 or 4k belong to E. By taking −E if necessary we may assume that 2k + 1 belong to E. Using this we claim: Claim: Every element of the set H belongs to the set E First we prove the theorem assuming the claim. The fact that H ⊂ E and the fact E is sum-free implies that the set H + H = {2k + 2, 2k + 3, · · · , 4k} ∩ E = φ. Using proposition 15 then the element 2k+3 2 = 4k + 2 belong to the set E. Since the element 2k + 1 also belongs to the set E, this contradicts that the set E is sum-free. Hence assuming the claim, theorem follows.
From proposition 17 we have both the set E ∩ H as well as E ∩ T are intervals. Let the set E ∩ H = {x, x + 1, · · · , x + t}. Therefore to prove claim it is sufficient to show that the least element of the set E ∩ H is k + 1 and the largest element of the same set is 2k.
(I) Claim 1 The largest elemment of the set E ∩ H, that is x + t is equal to 2k.
proof of claim 1: From previous proposition we have {2x
. Now as we have 2k + 1 belong to E. Therefore 2k +1+x+t / ∈ E. Also if x+t < 2k then 2k +1+x+t ∈ M. Therefore we have 2k + 1+ x+ t ≤ 2x+ 2t + 1. This implies x+ t ≥ 2k. As x+ t ∈ H therefore this implies that x + t = 2k.
(II) Claim 2 We have {x + 3k + 1, x + 3k + 2, · · · , 5k} ⊂ E ∩ T ⊂ {x + 3k, x + 3k + 1, · · · , 5k}. proof of claim 2: This follows immediately combining propositio 16 (IV ), proposition 17 (II) and the fact that x + t = 2k.
(III) Claim 3 The least elemment of the set E ∩ H, that is x is equal to k + 1.
Proof of claim 3:
Suppose it is not true. Then x ≥ k + 2. Using this we shall get a contradiction. We need following two cases to discuss. case 1 The case when x + 3k belongs to the set E ∩ T . Since from (I), the element 2k also belongs to the set E, therefore the element x + 3k − 2k = x + k can not belong the set E. As x + k belongs to M , the element x+k 2 belongs to the set E ∩ (H ∪ T ). Now in case x + k is even then the element x+k 2 belongs to the set E ∩ H. But trivially we have the inequality x+k 2 < x. This is contradictary to assumption that x is the least element of E ∩ H. Now in case x + k is odd, we have p −1 x+k 2 = x+k+6k+1 2 which is strictly less than x + 3k. But this contradicts the fact that the element x + 3k is the least element of the set E ∩ T . case 2 The case when the elementx + 3k + 1 is the least element of the set E ∩ T . In this case also following similar arguments as in case (1) we get a contradiction. Therefore the set H is a subset of the set E ∩ H. This implies that the element (k + 1) + (k + 2) = 2k + 3 does not belong to the set E. Then using proposition 15 the element 4k + 2 belongs to the set E. But by assumption 2k + 1 belongs to the set E and the set E is sum-free. Therefore the element 4k + 2 can not belong to the set E. This is a contradiction. Hence E c ∩ M = M and the set E = H ∪ T . Now we shall prove theorem 14 when max(|E ∩ H|, |E ∩ T |) ≤ 2. Then the least element of the set E ∩ H is greater than or equal to 2k − 4 and the greatest element of the set E ∩ T is less than or equal to 4k + 5 .
Proof. From assumption and proposition 15 it follows that |E c ∩ M | ≤ 4. We observe that it is enough to show that the least element of the set E ∩ H is greater than or equal to 2k − 4. Because then by taking −E other claim of Lemma follows. We can also assume that at-least one of the set E ∩ H or the set E ∩ T is non-empty. Otherwise claim of Lemma holds trivially. By taking −E if necessary we may assume that E ∩ H = φ. Let E ∩ H = {x < y}. Suppose x is less than or equal to 2k − 5. Then we claim the following: claim The set E contains all the elements of the set {2k + 1, 2k + 2, 2k + 3, 2k + 4, 2k + 5} proof of claim: Because by assump x is less than or equal to 2k − 5 and k is greater than or equal to 5, it follows that the set x + {2k + 1, 2k + 2, 2k + 3, 2k + 4, 2k + 5} ⊂ M . As |E c ∩M | = 4 it follows that there exist an element z ∈ {2k+1, 2k+2, 2k+3, 2k+4, 2k+5} which belongs to the set E. Then the element x + z can not belong to the set E but belongs to the set M , that is it belongs to the set E c ∩ M . The element x + z trivially satisfy the inequalities that x + z > 2k + 5. Therefore there are at-least two element in the set ⊂ E ∩ {2k + 1, 2k + 2, 2k + 3, 2k + 4, 2k + 5}. Let z 1 and z − 2 be such elements. Then x + z 1 , x + z 2 belongs to E c and also both these elements are strictly greater than 2k + 5. It follows that |E ∩ {2k + 1, 2k + 2, 2k + 3, 2k + 4, 2k + 5}| ≥ 3. Repeating the arguments the claim follows. But from claim and assumption that x is less than or equal to 2k − 5 it follows that that cardinality of the set E c ∩ M is at-least 5. This is not possible. Hence the Lemma follows.
Proposition 20. Let E, H, T, M, k be as above. Suppose that k is greater than or equal to 9, then it is not possible that max(|E ∩ H|, |E ∩ T |) = 2.
Proof. By taking −E if necessary we may assume that cardinality of the set E ∩ H = 2. Then we have the following two cases to discuss: case 1: The cardinality of the set E ∩ T = 2 case 2: The cardinality of the set E ∩ T = 1 Now let the set E ∩ H = {x < y}. From previous lemma, the element x is greater than 2k − 4. Therefore we have three elements 2x, x + y, 2y belonging to the set E c ∩ M and each of them greater than 4k − 8. From similar arguments it follows that in case 1 there are three elements in the set E c ∩M and in case 2 there is one element in the set E c ∩ M , each of them less than or equal to 2k + 9. Now by assumption that k is greater than or equal to 9 it follows that 4k − 8 is strictly greater than 2k + 9. Therefore there are six elements in the set E c ∩ M in case 1, whereas in case 2 there are 4 elements in the set E c ∩ M . But using proposition 15 it follows that there are 4 elements in the set E c ∩ M in case 1, whereas in case 2 there are 3 elements in the set E c ∩ M . This is a contradiction. Hence the proposition follows.
It is easy to check the following:
Proposition 21. Let E, H, T, M, k be as above. Assume k is less than or equal to 8, then following holds.
(I) It is not possible that the cardinality of the set E ∩H is equal to 2 and the cardinality of the set E ∩ T is equal to 1.
(II) It is not possible that the cardinality of the set E ∩T is equal to 2 and the cardinality of the set E ∩ H is equal to 1.
(III) If |E ∩ H| = |E ∩ T | = 2 then k is equal to 2 and the set E = H ∪ T .
Proposition 22. Let E, H, T, M be as above. If |E ∩ H| = |E ∩ T | = 1, then the set E = {2k} ∪ {2k + 2, 2k + 3, · · · , 4k − 2, 4k − 1} ∪ {4k + 1}.
Proof. Let the set E ∩ H = {x} and the set E ∩ T = {y}. From proposition 15 the set E c ∩ M = {2x, 2y}. We claim that
claim : x = -y. proof of claim: From proposition 15 it follows that the element −y+x 2 belongs to the set E ∩ (H ∪ T ). Now if −y and x have same parity then the element −y+x 2 belongs to the set H. But as the element x is the only element belonging to the set E ∩ H, in this case the claim follows. Otherwise the element −y+x 2 belongs to the set E ∩ T and hence is equal to y. Also then −x and y have different parity and the element −x+y 2 is equal to x. But this implies after simple calculation that x = 9x. As m is odd this is not possible. Hence the claim follows.
Next claim is claim: x = 2k proof of claim: Suppose not, then y is also not equal to 4k + 1. This implies that the element x + 2k + 1 belongs to the set E c ∩ M . The element x + 2k + 1 also satisfy the inequality x + 2k + 1 > 2x. Therefore the element x + 2k + 1 = 2y. Since y = −x, this implies that 3x = 4k. This is possible only if k is divisible by 3. It is easy to check that case k = 3 is not possible. So we may assume that k is greater than 3 and is divisible by 3. As k is strictly greater than 3 therefore x = 4k 3 = k + 1 and hence 2k + 2 belong to the set E. Also we have the inequality 4k 3 ≤ 2k − 2. Therefore the element x + 2k + 2 belong to the set E c ∩ M . Therefore the elements x + 2k + 1 as well as x + 2k + 2 belong to the set E c ∩ M and neither of these elements are same as 2x. This implies that the cardinality of the set E c ∩ M is greater than or equal to 3. This is not possible. Hence the claim follows. Now the proposition follows immediately. This is easy to check. Hence we have shown the theorem 14 in all possible cases.
