Abstract. We discuss the use of a recent class of sequential Monte Carlo methods for solving inverse problems characterized by a semi-linear structure, i.e. where the data depend linearly on a subset of variables and non-linearly on the remaining ones. In this type of problems, under proper Gaussian assumptions one can marginalize the linear variables. This means that the Monte Carlo procedure needs only to be applied to the non-linear variables, while the linear ones can be treated analytically; as a result, the Monte Carlo variance and/or the computational cost decrease. We use this approach to solve the inverse problem of magnetoencephalography, with a multidipole model for the sources. Here, data depend non-linearly on the number of sources and their locations, and depend linearly on their current vectors. The semi-analytic approach enables us to estimate the number of dipoles and their location from a whole time-series, rather than a single time point, while keeping a low computational cost.
Introduction
In the Bayesian formulation of inverse problems [27, 24] , the unknown and the data are modeled as Random Variables (RVs), and the available information is coded in their probability distributions. When the inverse problem is linear and both the prior density and the likelihood function are Gaussian, the posterior density is also Gaussian, and it is possible to compute analytically standard estimators like the mean and the covariance matrix. On the other hand, characterizing the posterior distribution for nonlinear/non-Gaussian problems is typically more difficult, because analytic formulae are seldom available, and one has to resort to numerical approximations, such as Monte Carlo sampling.
In many applied problems, the forward equation establishes a linear dependence of the data on a subset of the unknowns, and a non-linear dependence on the remaining ones. When the likelihood is Gaussian, this entails that the conditional distribution for the linear variables is also normal as long as a Gaussian prior is selected for these variables. In this paper, we discuss how to exploit such linear sub-structure when the posterior distribution is approximated by means of a specific class of Sequential Monte Carlo (SMC) methods, and we apply the method to the inverse source problem in Magnetoencephalography.
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Indeed, the term SMC methods is widely used in the literature to refer to a varied class of Monte Carlo algorithms, that include for instance the particle filters [6, 7] for dynamic models. Exploitation of a linear substructure in a particle filter leads to the well-known Rao-Blackwellized particle filter [20, 29] . Importantly, in that case the structure of the equations is such that the distributions over the non-linear variables sampled in the Rao-Blackwellized particle filter are the marginals of those used in the full particle filter.
In the present paper, with the term SMC samplers we refer to a specific class of Monte Carlo algorithms, the one described in [4] . These algorithms sample a target distribution, e.g. the posterior of a Bayesian inverse problem, by constructing a sequence of distributions that reaches it smoothly. The underlying idea is the same as that of simulated annealing [14] , however, while simulated annealing is a stochastic optimization tool, the SMC samplers approximate the whole posterior distribution. In a couple of recent papers [30, 26] it has been proposed to use Sequential Monte Carlo samplers for solving static inverse problems whose posterior distribution is particularly complex and possibly multimodal. In this paper, we discuss the use of SMC samplers for semi-linear models by means of a semi-analytic approach: an SMC sampler is used to approximate only the marginal posterior of the non-linear variables, then the conditional posterior of the linear ones is computed analytically. Similar combinations of analytic calculation and SMC sampler can be found, e.g., in [18] for the case of change point problems, where the model is not semi-linear but still allows exact computation of part of the distribution, and in [9] , where the structure of a conditional Hidden Markov Model is exploited analytically with a Kalman smoother.
The first manifest advantage of the semi-analytic approach is that lesser variables are sampled, which expectedly leads to a reduced Monte Carlo variance of the estimators. Perhaps more importantly, this approach becomes particularly interesting when the number of linear variables is relatively high, in that it allows to solve much larger inverse problems than those that can be solved with a full SMC, where sampling the full posterior becomes computationally unfeasible. We demonstrate this by applying the method to the inverse problem in magnetoencephalography (MEG) . Here the problem is the one to estimate the locations and the current vectors of a small set of sources, whose number is also unknown, given a sampled magnetic field. The data depend non-linearly on the number of sources and on their location, whereas depend linearly on the current vectors. In [26] a full SMC sampler was used to analyze a single topography, i.e. a static spatial distribution of the magnetic field; in the present paper we discuss how to improve this method by exploiting the linear dependence over the current vectors. Moreover MEG data are sampled in time and, since the sampling frequency is usually high, source locations can be assumed to be fixed during a time window up to hundred milliseconds. If one assumes that the number of sources and the source locations are stationary, one can actually apply the semi-analytic approach using a whole time-series to estimate these parameters, thus benefiting from having more signal. As we will show, an additional assumption about the independence of different time points leads to the pleasant consequence that the computational cost of the proposed method is dominated by calculations that do not depend on the length of the time window. Of course, the same Bayesian model could be approximated, in principle, also with a full SMC; however, the dimension of the state space to be explored with Monte Carlo would increase very quickly, leading to an unbearable computational cost. Alternatively, one could use parametric models for the source time courses, such as those described in [12, 13] , at the price of a lower generality of the model.
Another effort towards the estimation of static dipoles from MEG time-series has been done in [25] ; however, in that case the problem has been described as a fully dynamic problem, in which also the number of dipoles is allowed to vary in time, and a particle filter was used to approximate dynamically the sequence of posterior distributions. In our model the number of sources is fixed, and the only dynamic variables are the dipole moments, but the computational cost of our new method is definitely lower. On the other hand, exploitation of the linear substructure in the context of multi-dipole models has been performed in [1] , where standard Rao-Blackellization was applied to dynamic estimation of dipoles with particle filtering.
The paper is organized as follows. In Sections 2 and 3 we recall the basic ideas behind the use of SMC samplers for Bayesian inverse problems, and specifically for semi-linear inverse problems, respectively. In Section 4 we discuss the application of the semi-analytic method for approximating the posterior distribution for an unknown number of sources in magnetoencephalography, while in Section 5 and 6 we validate it with both synthetic and real MEG data. Finally our conclusions are presented in Section 7.
Adaptive Sequential Monte Carlo samplers for Bayesian Inverse Problems
Consider a general Bayesian inverse problem: let Y , X and E be the RVs representing the data, the unknown and the noise, respectively; assume they are related by
where F embodies the forward model.
Given a realization of the data Y = y, the goal is to approximate the posterior density π(x|y), which is related to the prior π(x) and to the likelihood function π(y|x) by the Bayes' formula
where π(y) plays the role of the normalizing constant. Whenever the forward model is non-linear and/or the prior and/or the likelihood are not Gaussian, the resulting posterior distribution tends to be a rather complex function. In these cases Monte Carlo methods are typically used to characterize such distributions, by providing a sample set that can be used to compute estimators, such as conditional expectations, variance, and so on [24] .
In [4] Del Moral et al. presented a particular class of Monte Carlo methods, named Sequential Monte Carlo (SMC) samplers, that result to be particularly good at approximating complex distributions thanks to their sequential nature. SMC samplers are based on two main ideas:
(i) rather than sampling directly the complex distribution of interest, a one-parameter family of densities is built, that transits smoothly from a simpler distribution to the target one.
In the case of Bayesian inverse problems, the target distribution is the posterior (2), thus a natural choice for such family is
where the likelihood is raised to a tempering exponent that increases with the iterations so that 0 = α 1 < . . . , < α N = 1. As we will describe, the values of these exponents need not to be fixed a priori but can be chosen on-line in a adaptive manner. As observed in [26] , such sequence of distributions has a nice interpretation in the case of a Gaussian likelihood: because a Gaussian density raised to an exponent is still a Gaussian density, up to a normalizing factor, each distribution of this sequence can be interpreted as a posterior distribution for a different (decreasing) value of the estimated noise variance.
(ii) since direct importance sampling from this family of distributions is still not applicable, one can actually perform importance sampling in an increasing state space by sampling from a family of artificial joint distributions whose marginals coincide with the original ones. If X is the state-space for the unknown variable x, one can perform importance sampling on X n = X × · · · × X , defining the target joint distributionsπ
and the joint importance densities
where
are two families of Markov kernels named forward and backward kernels respectively. The resulting importance weights are naturally defined as
Implementation of these two ideas requires proper choices of the transition kernels involved: in [4] the authors suggest that one can choose K k (x k−1 , x k ) to be a Markov Kernel of invariant distribution π k (x k |y) and then set
that approximate the optimal backward Kernels, i.e. the kernels that minimize the variance of the importance weights [4] . Under these assumptions the algorithm proceeds as follows. An initial set of I weighted particles {X
is drawn from the first importance density η 1 (x 1 ) usually set equal to the first target distribution π 1 (x 1 |y) = π(x 1 ). Then each particle is let evolve according to the kernels K k (x k−1 , x k ) and the associated unnormalized weight is computed recursively by the formula
then
Eq. (8) is a consequence of the choice of backward and forward kernels and of the particular choice for the sequence of distributions (3) . Moreover it shows that at each iteration the weight associated to the i−th particle depends only on the value of the particle at the previous step, and therefore can be calculated before the new particle is drawn. This fact allows to adaptively choose the sequence of tempering exponents for the likelihood in various ways [5, 26, 31] . Here, at each iteration n we compute the normalized weight W i n+1 and the so-called Effective Sample Size (ESS), that is an empirical measure of how much π n+1 differs from π n :
Then the increase α n+1 − α n is chosen by a bisection procedure that ends when the ratio ESS(n + 1)/ESS(n) falls into a fixed interval. Alternative procedures for this adaptive choice are described e.g. in [31] . It is well-known that in sequential importance sampling the variance of the (unnormalized) importance weights inevitably increases as the iterations proceed; this happens because the weight of most particles tends to become negligible. In other words most computational resources are wasted to explore low-probability regions of the state space. To avoid this phenomenon, said weight degeneracy, at each iteration the ESS is computed and if it is lower then a threshold (set to I/2 in the simulations below) systematic resampling is performed [7] , a procedure that consists in removing lowweight particles and replacing them with copies of the high-weight ones: the resampled set, with uniform weights, is an alternative representation of the same distribution.
A Semi-Analytic Approach for Conditionally Linear Models
Consider now an inverse problem in which the noise is additive and Gaussian and the forward model has a linear-Gaussian substructure. Our aim is to show how the algorithm presented in the previous section can be modified in order to exploit these structures.
Suppose indeed that the unknown can be split into two sets of variables X = (R, Q) so that
observe that the following factorizations for the prior and posterior distributions hold:
π(x|y) = π(r, q|y) = π(r|y)π(q|r, y).
Moreover suppose that i) Q, R and E are mutually independent,
where N (z; m, Γ) is the Gaussian density of mean m and covariance matrix Γ evaluated in z. Under these assumptions, for each realization R = r the marginal likelihood π(y|r) and the conditional posterior π(q|r, y) can be computed analytically. Indeed π(y|r) results to be a Gaussian distribution with mean G(r)q 0 +ē (13) and variance
Also π(q|y, r) is a Gaussian density with mean
and variance
All these things considered the posterior π(x|y) can be approximated through the following two-step algorithm, we refer to as semi-analytic SMC sampler.
First step: we approximate π(r|y) through an adaptive SMC sampler. Reproducing Eq. (3) we sample sequentially from the distributions
where the sequence of exponents 0 = α 1 < · · · < α N = 1 is chosen adaptively, and the superscript SA is introduced to distinguish these distributions from the marginals of the sequence defined in Eq. (3); the difference between these two sequences will be explained more in detail below.
Second step: for each particle R i N obtained at the last iteration of the SMC procedure for π(r|y) we analytically compute π(q|R i N , y) through Eq. (15) and (16) . The main advantage of this method with respect to a SMC sampler procedure applied to approximate the full posterior π(x|y) is that only the non-linear variables are sampled while we deal analytically with the linear ones. As we will show by means of simulated experiments this fact leads to some statistical, in terms of a reduction of the Monte Carlo variance of the estimators, and computational improvements.
Remark. As already suggested, the distributions used in the first step of this semianalytic approach, Eq. (18), are not the marginal distributions of the ones used in the full SMC sampler, Eq.(3). Indeed marginalizing Eq. (3) we obtain
while from Eq. (18)
Furthermore under assumption ii) and iii) that ensure a Gaussian distribution for the conditional prior π(q|r) and for the likelihood function π(y|r, q) we can obtain more explicit expressions that are respectively
being N the size of the square matrix Γ e , are the normalizing constants.
Coherently with the interpretation given in [26] , Eq. (21) shows that the distributions π n (r|y) differ from each other only for the noise covariance matrix which is multiplied by 1/α n . Instead Eq. (22) shows that the distributions used by the semianalytic SMC sampler, π SA n (r|y), can be interpreted as the marginals of the posterior distributions of a Bayesian model in which (i) the noise covariance matrix is multiplied by 1/α n , (ii) the covariance matrix of the prior for q is also multiplied by 1/α n , and (iii) the marginal prior π(r) is multiplied by (det(Γ(r))) 1−αn 2 .
Application to Magnetoencephalography
We present here the application of the semi-analytic approach described above to the analysis of magnetoencephalographic data. The present study improves and extends the work presented in [26] , where a full SMC sampler was used to approximate the full posterior π(x|y). The improvement stems from the fact that the linear variables are marginalized, and therefore are not sampled; as a consequence, it becomes computationally feasible to estimate the non-linear parameters using a whole time-series rather than a single topography.
The MEG inverse problem
MEG is a non-invasive functional neuroimaging technique that records the weak magnetic field produced by neural currents by means of an helmet-shaped array of SQUID sensors [11] . The physical process that goes from the neural currents to the measured field is modelled by the Biot-Savart equation [21] . From the mathematical point of view, the reconstruction of neural currents from MEG data is an ill-posed problem; indeed the Biot-Savart operator is compact and the solution is not unique [21, 8, 3] . Since MEG data are recorded at a typical frequency of around 1,000 Hertz, estimation of neural currents can benefit from the use of spatio-temporal analysis. In this paper we use a multi-dipole model for the neural currents, i.e. neural currents are represented as the superposition of a small number of point-like currents, termed currents dipoles, each of which models the activity of a small brain area. A current dipole is an applied vector, described by a location and a dipole moment, containing strength and orientation of the current. In this model, it is rather typical to assume that the dipole locations remain fixed for relatively long time intervals, from ten to few hundred milliseconds, as they represent the activity of a given neural population. On the other hand, the dipole moments change in time, as the number of firing neurons and the degree of synchronization between them changes. As we will show, using this model the MEG inverse problem can be formalized by an equation of type (10) and thus the semi-analytic approach can be used.
In order to implement the multi-dipolar approximation, first of all we discretize the brain volume into N C cells, and for each cell we choose a reference point of position z(c), c = 1, . . . , N C . Then neural currents are modeled as the superposition of a small number of current dipoles that are allowed to be located only in the points of the brain grid previously defined: Thus in the framework of multi-dipolar approximation the MEG inverse problem consists in the estimation of the number of active dipoles, their locations and their timevarying moments from the recorded magnetic field. From the Biot-Savart equation we have that the magnetic field produced by neural currents (23) depends non-linearly on the number of sources and on their locations, and depends linearly on the dipole moments so that we can write
• y = (y 1 , . . . , y Nt ) is a vector of length N s · N t , containing the recordings made by the N s sensors for all the N t time points;
is the collection of the non-linear variables, i.e. the number of sources d and the indices of the source locations in the brain grid c (k) ;
• G(r) is the block-diagonal matrix which is obtained as
where G(r) is a matrix of size (N s ) × (3 · d); each column of G(r) contains the magnetic field produced by a unit dipole, placed in one of the grid points contained in r, and oriented along one of the three orthogonal directions; the number of blocks is equal to the number of time-points, in accordance with the assumption that the number of sources and their locations do not change with time; G(r) is therefore of
is a vector of length 3 · d · N t , containing the dipole moments of the d dipoles at all N t time points;
• e = (e 1 . . . , e Nt ) is a vector of length N s · N t , containing the noise affecting the measurements.
Therefore, under suitable Gaussian assumptions about the noise model and the prior for the dipole moment we can use the semi-analytic approach. As we will show in the next section, the computation can be simplified if we assume the independence between different time points, that means we assume a block-diagonal matrix as the covariance matrix for the Gaussian distribution of noise and prior.
Statistical model and algorithm settings
In order to apply the semi-analytic approach described in the previous section, we need to define the Bayesian model, i.e. the prior distribution and the likelihood function, and the transition kernels K k (r k−1 , r k ) used for the evolution of the particles in the SMC procedure.
The parameters of the prior distribution are set in order to reflect neurophysiological knowledge and to satisfy the constraints imposed by the semi-analytic approach. For the distributions over the number of dipoles and their location we follow the same strategy proposed in [26] , that we report here in the interest of completeness. The prior density for the dipole moment is taken to be a Gaussian distribution in order to fulfill the requirements of the semi-analytic approach.
π(r, q) is decomposed into the product:
1 , . . . , q
where π(d) regards the number of dipoles and is chosen to be a Poisson distribution with small parameter; for the dipole position we choose π(c (1) , . . . , c (d) |d) to be a uniform distribution under the constraint that different dipoles must occupy different positions. Finally we assume that π(q
) is a zero-mean Gaussian distribution whose covariance matrix Γ q is block-diagonal
where Γ q
is the covariance matrix of the individual dipole, that may contain prior information about the local source orientation. This choice corresponds to treating all the time points independently. In the simulations below, we will be using Γ q
and discuss the impact of the choice of σ q on the results; here I 3d is the identity matrix of order 3d.
As far as the likelihood function is concerned, we choose a zero-mean Gaussian distribution; again, we assume that we can treat the different time points independently, i.e. that noise has no temporal correlation, so that the covariance matrix Γ e is blockdiagonal
where Γ e is the spatial covariance matrix; in the simulations below we will be using Γ e = σ 2 e I Ns .
Under these assumptions the marginal likelihood π(y|r) can be written as the product of the marginal likelihoods for single time-points:
where Γ t (r) = G(r)Γ qt G(r) T + Γ e , Γ qt being the submatrix of Γ q containing the covariance for the d dipoles at a given time point, and each Gaussian is zero-mean because the prior for the dipole moments and the likelihood are zero-mean.
Finally, the conditional posterior π(q|r, y) is a Gaussian density with mean
Thus the distributions over the dipole moments associated to different instants can be treated separately.
In order to implement the SMC sampler, we have to build the transition kernels K k (r k−1 , r k ) that we assume to be π k (r k |y) invariant. Because the number of dipoles is unknown, we use a variable dimension model and thus we have to jump between spaces of different dimensions, i.e. the state spaces of sets with different number of dipoles. As suggested in [26] , to do this we split the evolution into two steps. First we treat the evolution of the number of dipoles through a Reversible Jump Metropolis-Hastings [10] that accounts for a possible birth or death move. More specifically the proposal density is built as follows. The birth of a new dipole is proposed with probability P birth = 1 3 and the location of the new dipole is uniformly drawn from the brain grid points not yet occupied; otherwise the death of a dipole, uniformly drawn from the ones that compose the particle, is proposed with probability P death = 1 20 . If no birth or death are proposed or if the suggested move is rejected the particle doesn't change. After we deal with the evolution of the location of all the dipoles that compose the particle, even the possibly new ones. The evolution of each dipole is treated separately through a Metropolis-Hastings kernel. The new dipole location is drawn from the grid points within a radius of 1 cm from the old position with probability proportional to a Gaussian centered at the starting point.
We end this Section with a brief description of a computational trick we need in order to implement the SMC procedure for the marginal posterior π(r|y). As described in Section 2, at each iteration n the unnormalized weight associated to the i-th particle is computed through the recursive formula
thus the likelihood π(y|R i n ) has to be evaluated. If the hypothesis of independence just described holds, π(y|R i n ) is equal to the product of the marginal likelihood over the N t instants of the time window. From a computational point of view that means we have to multiply N t factors that are lower than 1: this may cause underflow for almost all values of N t except very low ones. In order to prevent this fact we introduce the log-likelihood function and we proceed as follows:
(i) for each particle we compute the logarithm of the unnormalized weight log(w
(ii) then we compute the logarithm of the normalizing constant
through the log-sum-exp formula log(C norm ) = w + log(
where w = max i {log(w i n+1 )}; (iii) finally we compute the logarithm of the normalized weight
and then, only after we have normalized we calculate the exact value of the weights taking the exponential of Eq. (35).
Observe that the same computational trick can be used to calculate the ESS from the logarithm of the normalized weights {W
Point estimation
As described in Section 2, at the end of the SMC procedure for π(r|y) we obtain a Monte Carlo approximation for the posterior itself through the weighted particles
, where the index N of the iteration is henceforward omitted for simplicity of notation. From this approximation, point estimates for the number of active dipoles and their location can be obtained as described in [26] ; then a point estimate for the dipole moments over time can be straightforwardly computed from the analytical expression of the conditional posterior π(q|r, y). More specifically, the estimated number of sources D is defined as the mode of the marginal distribution of the number of dipoles that can be calculated as
where D i is the number of dipoles of the i−th particle R i .
The estimated locations of the D active sources are the D highest local modes of the intensity measure for the source location conditioned on the estimated number of sources, that can be computed as
where c is a point of the brain grid and
, is the location of the k-th dipole into the i-th particle. Observe that only the particles with the correct number of dipoles contribute to this measure.
Finally, an estimate of the time-varying dipole moments Q 
that, in accordance with the results proved in the previous sections, is a Gaussian density.
Simulation Experiments
In this section simulated data are used to validate and assess the performance of the semi-analytic approach. More specifically in Section 5.1 we use a large number of datasets to investigate the behaviour of the algorithm under various experimental conditions, as well as the impact of a partially wrong prior. In Section 5.2 a comparison between our approach and the full SMC presented in [26] is made in terms of the Monte Carlo variance of the approximation obtained. Finally in Section 5.3 we present some computational considerations about the computational cost of the algorithm.
Experiment 1: Validation of the Method
Following [25, 26] we quantify the performances of the method by calculating discrepancy measures between the true and the estimated source configuration. Let Nt ) be the true and the estimated dipole configuration, respectively; we use:
• ∆ d which is the difference between the true and the estimated number of dipoles
• ∆ c that quantifies the localization error and is defined as
where Λ k,l is the set of all the permutations of k elements drawn from l elements. ∆ c is a modified version of the OSPA metric with no penalty for cardinality errors, which are evaluated separately by ∆ d above. For more details see [22] .
In addition, we compare the true and the estimated time courses, i.e. the norm of the dipole moment as a function of time.
In a first series of tests we generated 300 datasets, each one made of 30 time points and containing 2, 3 or 4 sources. For each dataset, dipole locations are uniformly drawn from the brain grid points with a reciprocal distance of at least 1 cm. Dipole orientations are uniformly drawn from the unit sphere and do not change in time. In half datasets the source time courses are independent: dipoles are active one after the other, with almost negligible temporal overlap; in the other 150 datasets, the sources have exactly the same time course. In the MEG literature this last condition is usually defined as sources being perfectly correlated ; while such condition often happens in real scenarios, many well-known inverse methods, such as MUSIC [17, 16] and beamformers [28, 23] , encounter difficulties in estimating perfectly correlated sources. In conclusion, in this first experiment the datasets are divided in six groups, according to the number of sources and their temporal correlation.
Synthetically generated data were then perturbed with white Gaussian noise of fixed standard deviation; because the source location and orientation are random, the actual signal-to-noise (SNR) ratio varies considerably for different sources. As an example Figure 1 shows two synthetic MEG times series, both generated by 3 uncorrelated dipoles but with different SNR.
We analyze the 300 datasets setting I = 1000, that is a good compromise between the quality of the results and the computational cost; the value σ e in the likelihood is set equal to the standard deviation of noise, while the parameter σ q 0 for the prior over the dipole moment is set equal to 1, according to the dipole strength we have simulated. Table 1 shows the values of the discrepancy measures ∆ d and ∆ c averaged over runs together with their standard deviations. Figure 2 shows the true and the estimated source time courses, again averaged over runs.
There seems to be a very small difference between the correlated and the uncorrelated case, as far as the estimation of the number of dipoles and of the dipole locations are concerned: the discrepancy measures are slightly higher for the correlated case, where the number of dipoles is under-estimated more (∆ d is lower then zero) and the average localization error is slightly higher. These two things are of course related: when two sources are very close to each other, it sometimes happens that the algorithm estimates a single source in between, thus contributing to increasing both discrepancies. On the ∆ d ∆ c 2 dip 0.00 ± 0.00 (0.7 ± 2.6) mm 3 dip -0.08 ± 0.27 (1.0 ± 2.6) mm 4 dip -0.12 ± 0.33 (1.1 ± 1.9) mm Table 1 . Discrepancy measures for the number of dipoles (left) and their location (right) averaged over 50 runs for different numbers of active sources and different levels of correlation.
other hand, both discrepancy measures ∆ d and ∆ r tend to increase with the number of dipoles. This is of course expected, because, as the number of dipoles increases: (i) the ill-posedeness of the problem gets worse, i.e. there may be more alternative configurations explaining the data equally well; (ii) the state-space to be explored increases dramatically, and therefore it becomes more likely to miss the high-probability region; (iii) given the random generation of the data, it becomes more likely that two sources happen to be in nearby locations, and can therefore be explained by a single source. Indeed, a similar behaviour was also observed in [26] . Figure 2 conveys additional information about the proposed method. First, we observe that when the true source strength is zero, the estimated source strength is not (on average). This is in fact a well known pitfall of multi-dipole models with a fixed number of sources: in the temporal window where an estimated source is not actually active, its estimated strength is tuned to optimally explain the noise component in the data. On the other hand, in the case of correlated dipoles the source strengths appear to be slightly over-estimated also at the peak. Going through the datasets one by one, we have observed that this is not a systematic over-estimation, but rather the consequence of occasional and diverse estimation errors in a few datasets: in two two-dipole cases, the estimated source locations were deeper than the true ones, thus requiring stronger dipoles to reproduce the measured field; in a couple of three-dipole and four-dipole cases, under-estimation of the number of sources, due to the proximity of two dipoles, led to over-estimation of the strength. In a second series of tests, we investigated what is the effect of a mis-specification of the prior distribution; namely, we wanted to investigate the robustness with respect to the parameter σ q , that is the standard deviation of the prior for the dipole moment. To do this, we produced 100 datasets, each one generated by two dipoles of random location; the first dipole has a peak strength of 1, the second dipole has a peak strength of 10; we then applied the algorithm with three different values of σ q : 1, 5 and 10. In Table 2 we report the discrepancy measures averaged over these 100 datasets. The results indicate that a mis-specification of the prior can lead to the following cases. When the standard deviation of the prior is 5 or 10, the number of dipoles tends to be under-estimated, because it becomes more likely to miss the weak source. When the standard deviation of the prior is 1, on the other hand, the number of sources tends to be over-estimated, because it sometimes happens that the strong dipole is replaced by two close-by dipoles, whose strengths summing up to 10 (the strength of the true source). While relatively unpleasant, this is somehow expected, due to the fact that a Gaussian distribution gives extremely low probability outside of the ±3 σ range; therefore, despite the Poisson prior discouraging larger models, a two-dipole model with small intensities has higher prior probability than a single-dipole model with strong dipole moment; since the likelihood of the two configurations is the same, the posterior peaks on the two-dipole model.
0.20 ± 0.71 (1.96 ± 3.65) mm σ q = 5 -0.20 ± 0.40 (2.53 ± 9.71) mm σ q = 10 -0.26 ± 0.44 (1.41 ± 3.99) mm Table 2 . Discrepancy measures for the number of dipoles (left) and their location (right) averaged over 100 runs for different values of the parameter σ q .
Experiment 2: Variance Comparison
In order to investigate the differences between the semi-analytic approach and the full SMC presented in [26] we produced a dataset containing only a single time point; the data are generated by two sources, one deeper than the other. Dipole strenghts were both set to 1 while their directions are along one of the coordinate axes. White Gaussian noise was added, with standard deviation set to 5% of the peak of the noise-free signal, corresponding to a SNR similar to that of evoked responses.
We do 200 runs of both the algorithms, the semi-analytic SMC and the full SMC, with the same data as input. We set the number of particles I to 100, we use a Gaussian prior for the dipole moment with zero mean and covariance matrix Γ q 0 = I and a Gaussian likelihood with zero mean and covariance matrix Γ e = σ 2 e I where σ e is set to the true value, i.e. the value actually used to simulate the noise.
In order to quantify the variance between different runs we calculate the sample standard deviation of the intensity measure for the source location in the following way. For each run l, we compute the quantity
that is an approximation to the intensity measure, differing from equation (37) because here there is no conditioning on the estimated number of dipoles; therefore, all particles contribute to the calculation of this quantity. Then we compute the sample standard deviation of P l (c|y) over runs. In Figure 3 we compare the standard deviations produced by the two algorithms, the full SMC (dark blue bar) and the semi-analytic SMC (red bar), on the subset of points where such standard deviation is higher than 5 · 10 −3 . The values of the standard deviation of the full SMC are sorted in descending order, then the standard deviations of the semi-analytic SMC on the corresponding brain grid points are superimposed: the semi-analytic SMC clearly produces lower-variance approximations of the posterior distribution. In Figure 4 we provide the complementary information of what grid points are affected by higher variance: as expected, these points concentrate around the true sources (yellow diamonds), where the posterior probability is higher. The Figure also demonstrates that the points involved by the semi-analytic SMC are fewer. Finally, both algorithms produce higher variance in correspondence of the deeper source. In this section we study how the run-time of the algorithm depends on the length of the time window given in input. We do this by means of direct numerical simulation, because the computational cost of the algorithm is itself a Random Variable, and can change considerably depending on the number of sources to be estimated, that, in turn, also tunes the adaptively chosen number of iterations. In addition, the main practical advantage of the proposed method, against the full SMC, consists in opening the possibility to estimate dipoles from a whole time window, maintaining, as we are going to show, the same computational cost needed for a single time point. . Sample standard deviation on the brain. In each figure we plot the true location of sources (yellow diamond), and the brain grid points whose standard deviation is over a threshold equal to 5 · 10 −3 (blue points for the full SMC, first raw, and red points for the semi-analytic SMC, second raw).
We proceed as follows. We consider one of the dataset described in the previous section in the case of two correlated dipoles and we extract from it 5 time windows of different lengths, namely of length 1, 5, 10, 20, 30. All the time-series are centered in the middle point of the original dataset (t = 15), to be sure that the true number of dipoles is the same in all the time windows. Coherently with what we have done in the previous Section, the time-series are analyzed setting I = 1000, σ q 0 = 1 and σ e equal to the standard deviation of the noise. In all the cases the number of dipoles and their locations are estimated correctly and the amount of time spent by the algorithm is approximately the same, as Table 3 Table 3 . Run-time in minutes, and number of iterations made when different time windows are given in input. The number of particles I is set equal to 1000.
In order to understand this result observe that the vast majority of computational effort is spent in the evaluation of the marginal log-likelihood, essential to calculate the particle weights. If the assumptions largely described in the previous Sections hold, when a time-window is given in input the total marginal likelihood is the product of the likelihood at different time points; then, given a particle R i n log(π(y|R
Moreover, π(y t |R i n ) is a zero-mean Gaussian distribution, whose covariance matrix
e I Ns is the same at all time points. Therefore log(π(y|R
where c = − Ns Nt 2 log(2π) is an additive constant that is common to all particles and therefore does not have to be actually calculated, because it disappears during the normalization.
Here, the most time-consuming operations are the computation of the determinant det(Γ(R i n )) and of the inverse matrix Γ(R i n ) −1 , of size N s × N s ; both operations need to be done only once per particle, and do not depend on the length of the time window. The only calculation that has to be repeated for all the time-points is the matrix-vector product y T t Γ(R i n ) −1 y t , which is negligible in terms of computational time.
Observe that this result is strictly due to the model structure, i.e., to the assumption of independence between different time points and stationarity of the noise and prior covariances. Indeed, removing the assumption of independence, Γ q and/or Γ e would no longer be block-diagonal; as a consequence the factorization (41) would not hold and we would be forced to compute the high-dimensional Gaussian distribution π(y|R i n ). In turn, this would require the computation of the determinant and the inversion of a large matrix, of size (N s · N t ) × (N s · N t ). In this case, the computational cost would therefore depend on the length of the time-window N t and may become potentially unbearable as N t increases.
Application to Experimental Data
We demonstrate the semi-analytic SMC on an experimental dataset recorded during stimulation of the median nerve (Somatosensory Evoked Fields, SEF). The somatosensory response to this type of stimuli is indeed relatively well understood and is often used as a reference for validation on real data. We use the very same dataset used in [26] and, as a further validation, we also report here the source estimates obtained with the full SMC, and with two largely used inverse methods, dynamic Statistical Parametric Mapping (dSPM [2] ) and sLORETA [19] . Importantly, these three additional methods take in input a single time point rather than a time-series; here we compare the estimates obtained by the semi-analytic SMC using a time window, with those obtained by these methods at the signal peak in the same window. In addition, the last two methods are not based on a dipolar source model, but on a distributed source model instead: in particular, dSPM computes first the Tichonov solution of the inverse problem, and then calculates a normalized version that turns out to be t-distributed under the null hypothesis of no activation. SLORETA has a similar approach, but the resulting quantity has a different distribution. Therefore, the comparison has to be considered as a qualitative comparison rather than a quantitative one.
We refer to [26] for a detailed description of the data and of the pre-processing steps. Here we recall that the expected neural response to stimulation of the median nerve [15] comprises a first activation in the primary somatosensory cortex around 25 ms after the stimulus, in the hemisphere contralateral to the stimulation, a later activation of parietal sources around 50 ms after the stimulus, and finally possibly frontal sources around 100 ms.
We applied the semi-analytic SMC with 1,000 particles. We used a diagonal covariance matrix in the likelihood function, corresponding to assuming spatially uncorrelated noise; the standard deviation was estimated from the pre-stimulus interval, by taking the maximum value among the standard deviations of individual channels. The standard deviation of the prior for the dipole moment was set to 20 nAm. We analyzed the three time windows 17.5 − 35 ms, 37.5 − 75 ms and 115 − 130 ms.
In Figure 5 we show the estimated sources, superimposed on an inflated representation of the cortical surface: light grey represents the gyri, dark grey the sulci, and color is used to represent either the posterior probability (for the two SMCs) or the estimated activity (for dSPM and SLORETA). We remark that such visualization might be misleading, inasmuch the inflation process tends to move apart closeby regions; hence, multiple blobs in the same area are often the consequence of nearby probable/active volumes. We also recall that dSPM and SLORETA tend to provide widespread maps for relatively strong sources, and less diffused maps for relatively weak sources, while the two SMC do the opposite, because when a source is strong the posterior probability is highly peaked and viceversa. In light of this, the results of the semi-analytic SMC are in full agreement with those obtained by the full SMC, and seem to be richer than those obtained by dSPM and SLORETA. Indeed, in the first row the localization of the primary somatosensory cortex is the same with all methods. In the second time window/peak, the methods agree on the localization of the source in the right hemisphere; the two SMC also estimate a source in the left hemisphere, which seems to be in accordance, for location and latency, with the literature on SEF responses [15] . Similar considerations apply for the third time window/peak, where the primary somatosensory area is again active, and the two SMC localize an additional source in the frontal region, confirmed by the literature. In the two latter time windows, the semianalytic SMC also finds, respectively, one and two additional sources in the central region of the brain; however, as they are characterized by a lower probability and intensity, we are not showing them here. The temporal waveforms of the sources estimated by the semi-analytic SMC are shown in Figure 6 . 
Discussion
In this paper we have described how to use a recent class of Monte Carlo algorithms, called SMC samplers, for solving Bayesian inverse problems described by a semi-linear structure, i.e. when the data depend linearly on a subset of the unknowns and nonlinearly on the remaining ones.
First we have shown that, under Gaussian assumptions for the likelihood and for the prior over the linear variables, it is possible to compute a closed form of the marginal likelihood for the non-linear variables and for the conditional posterior distribution for the linear ones. Therefore, the SMC sampler needs only to be applied to approximate the marginal posterior for the non-linear variables, with the obvious advantage that part of the solution is computed analytically. Second, we have observed that the sequence of distributions naturally chosen for the semi-analytic SMC does not coincide with the sequence of the marginal distributions one would use in the full SMC. Instead, the distributions used in the first step of the semy-analytic SMC can be interpreted as the marginals of the posterior densities of a Bayesian model in which both the noise standard deviation and the prior for the linear and the non-linear variables change with the iterations. Therefore, the full SMC and the semi-analytic SMC reach the same target distribution following different paths. From a theoretical perspective, it remains interesting to extend the class of models to which we can apply this semi-analytic approach beyond just the class of Gaussian models. For instance, one may introduce a hierarchical structure and choose a suitable hyperprior for the parameters that are fixed a priori in our current approach, like the noise standard deviation and the variance of the prior for the linear variables; for example, choosing a inverse-gamma hyperprior would lead to a student-t distribution.
Then we have applied the semi-analytic method to the inverse problem in MEG, where one wants to reconstruct the brain activity from the recorded magnetic field. Here we have introduced several hypotheses about the model structure. First of all we have used a multi-dipole model, in which data depend linearly on the moments of the current dipoles, but not on their number and locations. In this context our approach extends the work of [26] , where a full SMC was used to estimate multiple dipoles from a single spatial distribution of the magnetic field: here, by exploiting the linearity with respect to the dipole moments, we can use the semi-analytic SMC to estimate sources from a whole time-series, under the assumption that the number of dipoles and their locations do not change in time. Such combined use of data at different time points is advantageous at least for two reasons. On one hand, a time-series will contain more information about the source than a single time point, and should therefore enable more accurate localization of the dipoles; in this respect, our approach is prefereable to the use of several independent samplers, each one applied to a different time point. On the other hand, the computational cost of the proposed algorithm is dominated by calculations that do not depend on the length of the time-window, thanks to the additional assumption of independence between different time points. Alternative choices may include to model the linear variables as a Hidden Markov Model and apply Kalman filtering/smoothing for their estimation, like in [9] .
We validated our method with different simulated experiments. First of all, we have shown that the semi-analytic method produces lower-variance approximations of the marginal distributions for the source locations, compared to those produced by a full SMC sampler. This means that, the number of particles being equal, the approximations obtained by different runs of the semi-analytic SMC are more similar to each other than those obtained by different runs of the full SMC. This was expected, as a natural consequence of the fact that we are sampling much fewer variables.
Then we have tested the behavior of the proposed algorithm with time-series generated by source configurations containing between 2 and 4 dipoles, with different levels of temporal correlation. The results show that our approach is able to estimate with high accuracy correlated as well as uncorrelated sources. Indeed, in all conditions the localization error remains of the order of few millimeters. An indirect comparison with [26] suggests that we have improved in terms of localization accuracy, as our localization error obtained from noisy data is lower than that obtained with noise-free data by the full SMC, particularly for the more numerous configurations. We have also investigated the behaviour of the method with respect to a mis-specification of the prior. We have shown that a mis-specification of the standard deviation for the dipole moment leads to a worsening of the performances. Namely a too small value may lead to replacing a single true dipole with two estimated ones, while a too large value may lead to missing a weak source. This suggests that the Gaussian distribution with fixed standard deviation might be a bit too restrictive: possible future work may include adaptive estimation of this parameter, or the use of a different prior distribution, as suggested earlier in this Section. As a last numerical experiment, we have used simulations to show that the computational time of the algorithm does not depend on the length of the time window given in input.
Finally, we have analyzed an experimental dataset recorded during somatosensory stimulation. Here, we have observed that the estimates produced by the semi-analytic SMC are in full agreement with those obtained by the full SMC, and provide in addition the time courses of the sources. The spatial maps produced by the semi-analytic SMC are slightly more focal, reasonably due to the fact that a time window carries more information about the source location than a single time point. On the other hand, the new method also localizes few additional sources in the middle of the brain, although with lower probability and intensity, that seem not to be due to physiological activity. Possible explanations of this drawback include modeling errors, such as non perfectly stationary source locations, or the presence of spatial correlation in the noise components.
Future research will be devoted to better asses the performance of the proposed method in real scenarios. In addition, it would be helpful to decrease the computational cost by parallelizing the code with GPU programming.
