The NFV is focused at virtualizing network functions such as gateways, path computing devices, resource allocation mechanisms, proxies, firewalls and transcoders, traditionally carried out by specialized hardware devices, and migrating these functions to software-based appliances. In this paper, an analytic model for the NFV forwarding graph is proposed with the aim to optimize the execution time of the network services deployed.
network functions in order to effectively and efficiently compose the different services. ETSI NFV presents the Use Case entitled "VNF Forwarding Graphs", where a graph defines the sequence that packets traverse [5] . VNF forwarding graphs are the analogue of connecting existing physical appliances via cables, i.e. the forwarding graphs provide the logical connectivity between the virtual appliances that need to be chained, and allocated onto the actual NFV infrastructure.
Authors in [6] provide a model for formalizing the chaining of network functions using a context-free language. They process deployment requests and construct virtual network function graphs that can be mapped to the network. They describe the mapping as a mixed integer quadratically constrained program in order to find the placement of the network functions and chaining them together considering the limited network resources and requirements of the functions. The approach differs from the one proposed in this manuscript in the formalization of the function chains. Besides, authors in [7] propose to use optical connectivity within the Data Centres to support high-throughput connectivity between different functions in order to enable the anywhere, and anytime-fashioned placement of virtual network functions. Additionally, several approaches to practical implementation of NFV-enabled services in different environments have been proposed. In [8] the authors propose the virtualization of the evolved packet core (vEPC) in mobile networks as the solution for future 5G services in the mobile realm. Also authors in [9] provide an efficient placement mechanism for virtualized network functions including hybrid services, i.e. composed of both virtual network functions and physical functions already existing in the substrate.
Last but not least, different standardisation efforts are being carried out. The most relevant is the one taking place at the ETSI NFV industry standard group, where the NFV concept, use cases, and framework have been defined. It is also worth to mention the IRTF NVF Research Group, recently established with the aim of providing focus on research problems associated with these virtualization topics.
PROBLEM FORMALISATION
The goal of the VNF scheduling problem is to find time slots in which activities should be processed under given constraints. Therefore, it is necessary to allocate the corresponding time slots for the virtual network functions composing different network services. The problem can be described in the following way:
Let's consider a set of N network services NS 1 .. NS N to be processed, each NS j consisting of n j VNFs F ij , i = 1.. n j, to be executed in order: F 1j , F 2j ,.. F njj . So, they are service chains.
Let's also consider a set of m multi-purpose servers, M 1 .. M m , assuming that each server can process only a single instance. Each F ij will take p ij time-units to be processed, on a dedicated machine u ij ϵ {M 1 , …, M m }, assuming sufficient buffer space available to store services waiting to process the next F ij .
Two objectives are planned: to minimize the completion time of an individual network service chain, and also to minimize the total network service time including all the chains.
To this end, the following convenient notation is considered: F are the network functions; N the network services; S the servers; F(n) the network functions belonging to network service n; F(f) the network functions that cannot be executed before finishing the execution of network function f. In the model a number of sets are used. Notice that in the problem network services can be understood as chains of network functions. The notion of network services is indirectly modeled using sets F(f) that define relations between network functions, i.e., for each network function we define a set (possibly empty) of network functions that cannot be initiated before the considered network function is successfully executed.
The following constants are defined: t(f; s) is the time needed by a server s to execute the network function f. Constant t(f; s) is responsible for a server classification: By setting different execution times for different network functions on different servers, it is possible to easily create classes of servers. In addition, setting appropriate constants t(f; s) to sufficiently large numbers, some functions can be easily blocked from being executed on particular servers. It is also defined the constant M, so called "big-M" constant, frequently used in MILP programs to express relations between binary and real variables.
The following variables are defined: z is the finish time of the last served network function. v f is the starting time of executing network function f, e fs is a binary variable (1 if network function f is executed at server s; 0 otherwise) and a ff' is another binary variable (1 if network function f is executed after network function f'; 0 otherwise).
The objective function is defined as follows:
(1) Where the value of A controls the weight of z. For A = 0, the sum of individual service chains time becomes the objective to minimize. For big A, the weight is balanced to z.
Variable z represents a moment in time when all network functions are already executed.
The following constraints are considered:
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Equation (2) guarantees that z cannot be smaller than the finish time of any network function. In (2), the term ∑ ( , ) · ∈ is just a time needed to execute function f on a selected server represented by e fs . Equation (3) consider network services that impose various constraints on network functions they are built of. There, time of executing network function f' that follows another network function f (i.e.: f' ∈F(f)) has to be greater than the finish time of executing network function f. Equation (4) prevents network services from being executed in parallel on the same server: it is assumed that each server can process only a single network function at a time. In other words, consider two network functions f and f'. Assume that f is executed before f' (thus, a ff' = 0) and both are executed at server s. If all the conditions are met, constraint (4) reduces to + ( , ) ≤ ′ , which means that the starting time of executing network function f' has to be after the finish time of executing network function f. On the other hand, when at least one of the mentioned conditions is not satisfied (a ff' = 1 or e fs = 0 or e f's = 0), constraint (4) reduces to a ≤ b + c·M, where c·M ≫ a, b ≥ 0; thus, it is always satisfied regardless the values of the variables. Obviously, constant M has to be sufficiently large. In the considered problem it can be equal for instance to ∈ ∑ ( , ) ∈ which is a minimum time needed to execute all network functions on the fastest server.
Finally, constraint (5) ensures that not all variables a ff' can be equal to 1, while constraint (6) ensure that all network functions will be executed.
METRICS
This section introduce the metrics proposed in the analysis of the services allocation. As discussed in the previous section, in general, the total execution time is the objective to minimize, but other parameters such as the resources consumed or the utilization of the servers are relevant for the operators in order to reduce the costs (CAPEX and OPEX). The following metrics are defined:
• Total execution time. Therefore, the objective function is Min z • Service execution time (per service): z n , for all n. This metric can also be minimized, regarding z.
• Service execution time per server: This is a graphical representation (timeline, chronogram, or other) in each server s, for the values f v f + t(f, s), for all f running on it.
• Concerning servers utilization, 2 metrics are considered:
• % Servers utilization (busy time / total time)
• % each server utilization ( and its associated "timeline") • The service execution time for all the servers altogether. The objective of this metric is to visually detect the "gaps" in the servers (i.e.: idle times). Different test scenarios have been defined in order to analyse and evaluate the effectiveness, performance, and efficiency of the proposed allocation mechanism for the forwarding graphs, considering the aforementioned metrics. The scenarios consider variations in terms of: (i) number of servers available in the NFV Infrastructure to process the functions; (ii) the computing capacity of each server to process each allocated function; and (iii) the complexity of the different network services, i.e. the number and topology of network functions composing each service. The Table 1 contains the summary of the different scenarios included for each case, considering both edge computing, and core computing, where big data centres reside. The aim of the scenarios is to identify for each scenario which type of network services may fit better, so the execution of the service will be optimised once the placement of the functions has occurred.
TEST SCENARIOS

CONCLUSIONS AND FUTURE WORK
The paper has discussed and presented a formulation in the NFV forwarding graph modelling for an optimal network service deployment. Since the service chaining problem is, basically, a resource allocation problem, the proposed approaches to solve it may be integrated in resource allocation frameworks for Future Internet architectures such as ALEVIN [10] . Here, common economic metrics such as cost and revenue, performance metrics such as acceptance ratio and network utilization, or environmental metrics such as energy efficiency may be used to evaluate and compare different approaches. Besides, a multi-objective function (minimum z and minimum energy consumed) can be considered. Among open works, we include the management of networks made of contributions from several IPs (Infrastructure Providers), with inter-connected NFVI-PoPs, including the case with a limited number of servers in each IP (distributed server farm partitions). Besides, the inclusion of classes of servers (not all the servers can execute all the VNF), and servers with different capacities. Finally, the impact of priorities can also be analysed.
