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Abstract:We present a general result of approximate controllability for the bilinear Schro¨dinger
equation (with wave function varying in the unit sphere of an infinite dimensional Hilbert space),
under the hypothesis that the Schro¨dinger operator has discrete spectrum and that the control
potential couples all eigenstates. The control method is based on a tracking procedure for the
Galerkin approximations, lifted in SU(n). The method allows to estimate the L1 norm of the
control laws achieving controllability.
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1. INTRODUCTION
In this paper we are concerned with the controllability
problem for the Schro¨dinger equation
i
dψ
dt
= (H0 + u(t)H1)ψ. (1)
Here ψ belongs to the Hilbert sphere of a complex Hilbert
space H and H0, H1 are self-adjoint operators on H. The
control u is scalar-valued and represents the action of
an external field. The most studied case is the one in
which H0 = −∆ + V (x), H1 = W (x), where x belongs
to a domain D ⊂ Rn with suitable boundary conditions
and V,W are functions (identified with the corresponding
multiplicative operators) characterizing respectively the
autonomous dynamics and the coupling of the system
with the control u. However, equation (1) can be used to
describe more general controlled dynamics. For instance,
a quantum particle on a Riemannian manifold subject to
an external field (in this case ∆ is the Laplace–Beltrami
operator) or a two-level ion trapped in a harmonic poten-
tial (the so-called Eberly and Law model Law and Eberly
[1996], Bloch et al. [2010]). In the last case, as in many
others relevant physical situations, the operatorH0 cannot
be written as the sum of a Laplacian plus a potential.
The controllability problem consists in establishing whether,
for every pair of states ψ0 and ψ1, there exist a control
u(·) and a time T such that the solution of (1) with initial
condition ψ(0) = ψ0 satisfies ψ(T ) = ψ1. Unfortunately
the answer to this problem is negative when H is infinite
dimensional. Indeed, Ball, Marsden, and Slemrod proved
in Ball et al. [1982] a result which implies (see Turinici
[2000]) that equation (1) is not controllable in (the Hilbert
sphere of) H. Moreover, they proved that in the case in
which H0 is the sum of the Laplacian and a potential in
a domain D of Rn, equation (1) is neither controllable in
the Hilbert sphere S of L2(D,C) nor in the natural func-
tional space where the problem is formulated, namely the
intersection of S with the Sobolev spaces H2(D,C) and
H10 (D,C). Hence one has to look for weaker controllability
properties as, for instance, approximate controllability or
controllability between the eigenstates of H0 (which are
the most relevant physical states).
However, in certain cases one can describe quite precisely
the set of states that can be connected by admissible paths.
Indeed in Beauchard [2005], Beauchard and Coron [2006]
the authors prove that, in the case in which H0 is the
Laplacian on the interval [−1, 1], with Dirichlet boundary
conditions, and H1 is the operator of multiplication by x,
the system is exactly controllable near the eigenstates in
H7(D,C) ∩ S (with suitable boundary conditions). This
result was then refined in Beauchard and Laurent [2010],
where the authors proved that the exact controllability
holds inH3(D,C)∩S, for a large class of control potentials
(see also Nersesyan and Nersisyan [2010]).
In dimension larger than one (for H0 equal to the sum of
the Laplacian and a potential) or for more general situ-
ations, the exact description of the reachable set appears
to be more difficult and at the moment only approximate
controllability results are available.
In Chambrion et al. [2009] an approximate controllability
result for (1) was proved via finite dimensional geometric
control techniques applied to the Galerkin approximations.
The main hypothesis is that the spectrum of H0 is discrete
and without rational resonances, which means that the
gaps between the eigenvalues of H0 are Q-linearly inde-
pendent. Another crucial hypothesis appearing naturally
is that the operator H1 couples all eigenvectors of H0.
The main advantages of that result with respect to those
previously known are that: i) it does not need H0 to be
of the form −∆ + V ; ii) it can be applied to the case
in which H1 is an unbounded operator; iii) the control
is a bounded function with arbitrarily small bound; iv)
it allows to prove controllability for density matrices and
it can be generalized to prove approximate controllability
results for a system of Schro¨dinger equations controlled by
the same control (see Chambrion [2009]).
Results similar to those presented in Chambrion et al.
[2009] have been obtained, with different techniques,
in Nersesyan [2010] (see also Ito and Kunisch [2007],
Beauchard and Nersesyan [2010], Nersesyan [2009], Ners-
esyan and Nersisyan [2010]). They require less restrictive
hypotheses on the spectrum of H0 (which is still assumed
to be discrete) but they do not admit H1 unbounded
and do not work for the density matrices. However, it
should be noticed that Nersesyan [2010] proves approxi-
mate controllability with respect to some Sobolev norm
Hs, while the results given in Chambrion et al. [2009]
permit to get approximate controllability in the weaker
norm L2. As it happens for the results in Chambrion et al.
[2009], the sufficient conditions for controllability obtained
in Nersesyan [2010] are generic.
In this paper we prove the approximate controllability
of (1) under less restrictive hypotheses on the spectrum of
H0 than those in Chambrion et al. [2009]. More precisely,
assume that H0 has discrete spectrum (λk)k∈N, that the
operator H1 couples all eigenvectors of H0, and that |λj −
λk| 6= |λl − λm| for every (j, k), (l,m) ∈ N2 \ {(p, p) :
p ∈ N} such that {j, k} 6= {l,m}, then the system is
approximately controllable.
The idea of the proof is the following. We recover ap-
proximate controllability for the system defined on an
infinite-dimensional Hilbert space through fine controlla-
bility properties of the finite-dimensional Galerkin approx-
imations, which allow us to pass to the limit as N → ∞.
More precisely, we prove that, for n,N ∈ N with N ≫
n ≫ 1, for given initial and final conditions ψ0, ψ1 in the
Hilbert sphere of H which are linear combinations of the
first n eigenvectors of H0, it is possible to steer ψ0 to ψ1
in the Galerkin approximation of order N in such a way
that the projection on the last N − n components has
arbitrarily small norm along the trajectory. This kind of
controllability for the Galerkin approximation of order N
is proved in two steps: firstly, thanks to a time-dependent
change of variables we transform the system in a driftless
one, nonlinear in the control, and we prove the result up to
phases. The change of variables was already introduced in
Agrachev and Chambrion [2006], Chambrion et al. [2009];
the technical novelty of this paper is the convexification
analysis for the transformed system, which allows to con-
clude the controllability with less restrictive non-resonance
hypotheses. Secondly, the control of phases is obtained
via a classical method, using as pivot an eigenstate of
H0 and exploiting the time-reversibility properties of the
Schro¨dinger equation.
2. FRAMEWORK AND MAIN RESULTS
2.1 Settings and notations
As in Chambrion et al. [2009], we use an abstract frame-
work instead of a presentation in terms of partial dif-
ferential equations. The advantage is that this presenta-
tion is very versatile and applies without modification for
Schro¨dinger equation on a (possibly not bounded) domain
of Rn or on a manifold as S1. Hereafter N denotes the set
of strictly positive integers.
Definition 1. Let H be an Hilbert space with scalar prod-
uct 〈·, ·〉, (A,B) be a pair of (possibly unbounded) linear
operators of H, with domains D(A) and D(B), and δ > 0.
Let us introduce the formal controlled equation
dψ
dt
(t) = (A+ u(t)B)ψ(t), u(t) ∈ [0, δ]. (2)
We say that (A,B,Φ, δ) satisfies (A) if the following
assumptions are verified:
(A1) Φ = (φk)k∈N is an Hilbert basis of H made of eigen-
vectors of A associated with the family of eigenvalues
(iλk)k∈N;
(A2) φk ∈ D(B) for every k ∈ N;
(A3) A + uB : span{φk | k ∈ N} → H is essentially skew-
adjoint for every u ∈ [0, δ];
(A4) 〈φj , Bφk〉 6= 0 for every j 6= k, j, k ∈ N;
(A5) |λj − λk| 6= |λl − λm| for every (j, k), (l,m) ∈ N2 \
{(p, p) : p ∈ N} such that {j, k} 6= {l,m}.
A crucial consequence of assumption (A3) is that, for every
constant u in [0, δ], A + uB generates a group of unitary
transformations et(A+uB) : H → H. The unit sphere of H
is invariant for all these transformations.
Definition 2. Let (A,B,Φ, δ) satisfy (A). For any piece-
wise constant control function u : [0, T ] → [0, δ], the
solution of (2) with initial condition ψ0 ∈ H is
ψ(t) =e(t−
∑
j−1
l=1
tl)(A+ujB) ◦ etj−1(A+uj−1B)◦
◦ · · · ◦ et1(A+u1B)(ψ0), (3)
where
∑j−1
l=1 tl ≤ t <
∑j
l=1 tl and u(τ) = uj if
∑j−1
l=1 tl ≤
τ <
∑j
l=1 tl.
Notice that a solution ψ(·) of (2) as in (3) satisfies, for
every n ∈ N and almost every t ∈ [0, T ] the differential
equation
d
dt
〈φn, ψ(t)〉 = −〈(A+ u(t)B)φn, ψ(t)〉 . (4)
As already recalled, exact controllability is hopeless in
general.
Definition 3. Let (A,B,Φ, δ) satisfy (A). We say that
(2) is approximatly controllable if for every ψ0, ψ1 in the
unit sphere of H and every ε > 0 there exist k ∈ N,
t1, . . . , tk > 0, and u1, . . . , uk ∈ U such that
‖ψ1 − etk(A+ukB) ◦ · · · ◦ et1(A+u1B)(ψ0)‖ < ε.
2.2 Main results
Theorem 2.1. Let (A,B,Φ, δ) satisfy (A). Then (2) is
approximately controllable.
Theorem 2.2. Let (A,B,Φ, δ) satisfy (A). For every ε > 0
and for every j, k ∈ N, j 6= k, there exist a piecewise
constant control u : [0, Tu] → [0, δ] and θ ∈ S1 such that
the trajectory ψ(t) of (2) with initial condition φj and
corresponding to the control u satisfies ‖ψ(Tu)−eiθφk‖ < ε
and
‖u‖L1 ≤ 5π
4| 〈φj , Bφk〉 | .
3. CONVEXIFICATION PROCEDURE
3.1 Time-reparametrization
We denote by PC the set of piecewise constant functions
u : [0,∞) → [0,∞) such that there exist u1, . . . , up > 0
and 0 = t1 < · · · < tp+1 = Tu for which
u : t 7→
p∑
j=1
ujχ[tj ,tj+1)(t).
Let us identify u =
∑p
j=1 ujχ[tj ,tj+1) with the finite
sequence (uj , τj)1≤j≤p where τj = tj+1 − tj for every
1 ≤ j ≤ p.
We define the map
P : PC → PC
(uj , τj)1≤j≤p 7→
(
1
uj
, ujτj
)
,
which satisfies the following easily verifiable properties.
Proposition 4. For every u ∈ PC, P ◦ P(u) = u and
‖P(u)‖L1 =
∑p
i=1 τj .
Assume that (A,B,Φ) satisfies (A). In analogy with Def-
inition 2, we define, for every u =
∑p
j=1 ujχ[tj ,tj+1) ∈ PC
such that u(t) ∈ [0, δ] for every t ≥ 0, the solution of
dψ
dt
(t) = (u(t)A+B)ψ(t), (5)
with initial condition ψ0 ∈ H as
ψ(t) = e(t−tl)(ulA+B) ◦ · · · ◦ et1(u1A+B)(ψ0) ,
where tl ≤ t ≤ tl+1.
System (5) is the time reparametrization of system (2)
induced by the transformation P, as stated in the following
proposition.
Proposition 5. Let u = (uj , τj)1≤j≤p belong to PC and
ψ0 be a point of H. Let ψ be the solution of (2) with
control u and initial condition ψ0, and ψ˜ be the solution
of (5) with control P(u) and initial condition ψ0. Then
ψ (Tu) = ψ˜ (‖u‖L1).
Proof. It is enough to remark that, if u 6= 0, for every
t ∈ [0,∞), et(A+uB) = etu( 1uA+B).
Remark 6. As a consequence of Proposition 5 it is equiv-
alent to prove controllability for (2) with control u ∈ [0, δ]
and to prove controllability for system (5) with control
u ∈ [1/δ,∞).
3.2 Convexification
For every positive integer N let the matrices A(N) =
diag(iλ1, . . . , iλN ) and
B(N) = (〈Bφj , φk〉)Nj,k=1 =: (bjk)Nj,k=1 ,
be the Galerkyn approximations at order N of A and B,
respectively. Let t 7→ ψ(t) be a solution of
ψ˙ = (uA(N) +B(N))ψ ,
corresponding to a control function u and consider v(t) =∫ t
0
u(τ)dτ . Denote by d(B) the diagonal of B(N) and let
Bˆ(N) = B(N) − d(B). Then y : t 7→ e−v(t)A(N)−td(B)ψ(t),
is a solution of
y˙(t) = e−v(t)A
(N)−td(B)Bˆ(N)ev(t)A
(N)+td(B)y(t). (ΘN )
Let us set ϑN (t, v) = e
−vA(N)−td(B)Bˆ(N)evA
(N)+td(B).
Lemma 7. Let K be a positive integer and γ1, . . . , γK ∈
R \ {0} be such that |γ1| 6= |γj | for j = 2, . . . ,K. Let
ϕ(t) = (eitγ1 , . . . , eitγK ).
Then, for every t0 ∈ R, we have
convϕ([t0,∞)) ⊇ νS1 × {(0, . . . , 0)} ,
where ν =
∏∞
k=2 cos
(
pi
2k
)
> 0. Moreover, for every R > 0
and ξ ∈ S1 there exists a sequence (tk)k∈N such that
tk+1 − tk > R and
lim
h→∞
1
h
h∑
k=1
ϕ(tk) = (νξ, 0, . . . , 0) .
Proof. Since
ϕ(t− t0) = (e−it0γ1eitγ1 , . . . , e−it0γKeitγK ), (6)
it is enough to prove the lemma for t0 = 0. We can suppose
that |γ1| = 1 and, up to a reordering of the indexes, that
there exist n and n˜ such that 1 ≤ n ≤ n˜ ≤ K, |γi| 6= |γj | for
every i, j ∈ {1, . . . , n}, γ2, . . . , γn˜ ∈ Z, γn˜+1, . . . , γK ∈ R \
Z, and {|γn+1|, . . . , |γn˜|} ⊂ {|γ2|, . . . , |γn|}.
Consider the 2n−1 real numbers defined as follows: let
t¯1 = 0,
and for k ∈ {1, . . . , n− 1} and j ∈ {1, . . . , 2k−1},
t¯2k−1+j = t¯j +
π
|γk+1| .
Up to a reordering of the t¯j , we can suppose that 0 = t¯1 <
t¯2 < · · · < t¯2n−1 . Take an integer r larger than R/2π, then
set tj = t¯j + 2πr(j − 1), in such a way that tk − tk−1 > R
for every k = 2, . . . , 2n−1.
Now consider the arithmetic mean of the l-th (complex)
coordinates of ϕ(t1), . . . , ϕ(t2n−1). We show that this quan-
tity is zero for l = 2, . . . , n˜. Indeed, from the definition of
tj , we have
2n−1∑
j=1
eitjγl =
n−1∏
k=1
(
1 + eipiγl/|γk+1|
)
,
which is zero since so is the k-th factor when |γl| = |γk+1|.
On the other hand, the arithmetic mean of the first
coordinate is uniformly bounded away from zero. Indeed∣∣∣∣∣∣ 12n−1
2n−1∑
j=1
eiγ1tj
∣∣∣∣∣∣ =
n−1∏
k=1
∣∣∣∣1 + eipiγ1/|γk+1|2
∣∣∣∣
=
n∏
k=2
cos
(
π
2|γk|
)
= exp
(
n∑
k=2
log
(
cos
(
π
2|γk|
)))
≥ exp
(
∞∑
k=2
log
(
cos
( π
2k
)))
= ν . (7)
Since log
(
cos
(
pi
2k
)) ∼ − pi28k2 as k tends to infinity, then the
sum
∑
k≥2 log
(
cos
(
pi
2k
))
converges to a (negative) finite
value l.
Therefore we have found a sequence of numbers tj
such that the arithmetic mean of the first coordinate of
ϕ(t1), . . . , ϕ(t2n−1) is uniformly bounded away from zero
and the arithmetic means of following n˜ − 1 coordinates
are zero. According to (6), the role of t1, . . . , t2n−1 can
equivalently be played, for every k ∈ N, by the 2n−1-uple
tkj = tj + 2πmk , j = 1, . . . , 2
n−1,
where the integer m is larger than r + t2n−1/2π. Now, let
l ∈ {n˜ + 1, . . . ,K}, so that γl /∈ Z. For every h ∈ N, the
arithmetic mean of the l-th coordinate of the points ϕ(tkj )
(k = 0, . . . , h, j = 1, . . . , 2n−1) is
1
2n−1(h+ 1)
2n−1∑
j=1
h∑
k=0
eit
k
j γl =
=
1
2n−1(h+ 1)
2n−1∑
j=1
eitjγl
h∑
k=0
ei2pimkγl
=
 1
2n−1
2n−1∑
j=1
eitjγl
 1
(h+ 1)
1− ei2pim(h+1)γl
1− ei2pimγl
h→∞−→ 0 .
Therefore, we found a sequence of points in the convex hull
of ϕ([0,∞)) converging to (21−n∑2n−1j=1 eiγ1tj , 0, . . . , 0).
The lemma follows from (7) and by rotation invariance
(see (6)).
Remark 8. The constant ν can be easily computed numer-
ically. One finds ν ≈ 0.430 > 25 .
3.3 An auxiliary system
Let (A,B,Φ) satisfy (A). With every n ∈ N we associate
the control system on Cn
x˙ = ν|bjk|
(
eiθe
(n)
jk − e−iθe(n)kj
)
x, (Σn)
where θ = θ(t) ∈ S1 and (j, k) = (j(t), k(t)) ∈ N2 \
{(p, p) : p ∈ N} are piecewise constant controls. Set e(n)jk
as the n× n matrix whose entries are all zero but the one
of index (j, k) which is equal to 1.
The control system (Σn) is linear in x. For every θ in S
1
and every 1 ≤ j, k ≤ n, j 6= k, the matrix eiθe(n)jk −e−iθe(n)kj
is skew-adjoint with zero trace. Hence the control system
(Σn) leaves the unit sphere S
n of Cn invariant. In order to
take advantage of the rich Lie group structure of group of
matrices, it is also possible to lift this system in the group
SU(n), considering x as a matrix.
4. PROOF OF THEOREM 2.1
4.1 Controllability of (Σn)
Proposition 9. Let (A,B,Φ, δ) satisfy (A). Then, for every
n in N, the finite dimensional control system (Σn) is
completely controllable both in Sn ⊂ Cn and in SU(n).
Proof. Note that[
e
(n)
jk − e(n)kj , i(e(n)jk + e(n)kj )
]
= 2i(e
(n)
jj − e(n)kk ) .
Hence the Lie algebra generated by the linear vector fields
x 7→ ν|bjk|(eiθejk − e−iθekj)x contains the whole tangent
space su(n)x of SU(n) at x. The controllability in Sn
follows by projection.
4.2 Tracking (Σn) via (ΘN )
Next proposition states that, for everyN ≥ n system (ΘN )
can track, in projection on the first n components, without
time reparametrization, every trajectory of system (Σn).
Call Π
(N)
n the projection mapping a N×N complex matrix
to the n× n matrix obtained by dropping the last N − n
columns and the last N − n rows.
Proposition 10. For every n,N ∈ N, N ≥ n, ε, δ > 0,
and for every solution X : [0, T ]→ SU(n) of system (Σn)
with initial condition X(0) = In there exist a piecewise
constant control u : [0, T ] → [1/δ,+∞) such that the
solution Y : [0, T ] → SU(N) of system (ΘN ) with initial
condition Y (0) = IN corresponding to v(t) =
∫ t
0
u(s)ds
satisfies
‖Π(N)n Y (t)−X(t)‖ < ε, for every t ∈ [0, T ].
Proof. Given a trajectoryX(t) of system (Σn) with initial
condition X(0) = In, denote by (j, k) = (j(t), k(t)) ∈ N2,
j 6= k and θ = θ(t) ∈ S1 its corresponding control
functions. Being these function piecewise constant, it is
possible to write [0, T ] as union of q intervals [0, T ] =⋃q
p=0[tp, tp+1] in such a way that j, k, and θ are constant
on [tp, tp+1) for every p = 0, . . . , q.
We are going to construct the control u by applying
recursively Lemma 7. Let δ¯ > 1/δ. Fix p ∈ {0, . . . , q}
and j, k, θ such that (j(t), k(t)) = (j, k) and θ(t) =
θ on [tp, tp+1). Apply Lemma 7 with γ1 = λj − λk,
{γ2, . . . , γK} = {λl − λm | l,m ∈ {1, . . . , N}, {l,m} 6=
{j, k}, and l 6= m},
R = max
1≤l<m≤n
|bll − bmm|
|λl − λm| T + δ¯T,
and t0 = t0(p) to be fixed later depending on p. Then, for
every η > 0, there exist h = h(p) > 1/η and a sequence
(wpα)
h
α=1 such that w
p
1 ≥ t0, wpα−wpα−1 > R, and such that∣∣∣∣∣ 1h
h∑
α=1
ei(λk−λj)w
p
α − ν b¯jk|bjk|e
iθ
∣∣∣∣∣ < η,
and ∣∣∣∣∣ 1h
h∑
α=1
ei(λl−λm)w
p
α
∣∣∣∣∣ < η,
for every l,m ∈ {1, . . . , N} such that {l,m} 6= {j, k}, and
l 6= m.
Set τpα = tp + (tp+1 − tp)α/h, α = 0, . . . , h, and define the
piecewise constant function
vη(t) =
q∑
p=0
h∑
α=1
(
wpα + iτ
p
α
bjj − bkk
λj − λk
)
χ[τp
α−1
,τpα)(t) . (8)
Note that by choosing t0(p) = w
p−1
h(p−1)+R for p = 1, . . . , q
and t0(0) = R we have that vη(t) is non-decreasing.
Set M(t) = ν|bj(t)k(t)|
(
eiθ(t)e
(N)
j(t)k(t) − e−iθ(t)e
(N)
k(t)j(t)
)
.
The definition of vη is such that∫ t
0
ϑN (s, vη(s))ds
η→0−→
∫ t
0
M(s)ds, (9)
uniformly with respect to t ∈ [0, T ]. This convergence
guarantees (see for example [Agrachev and Sachkov, 2004,
Lemma 8.2]) that the projection Π
(N)
n of the solution Yη(t)
of system (ΘN ) with control vη and initial condition IN
converges uniformly in [0, T ] to X(t) as η tends to 0. In
particular it is possible to choose η sufficiently small in
such a way that
‖Π(N)n Yη(t)−X(t)‖ < ε/2 for every t ∈ [0, T ].
If vη(t) were of the type
∫ t
0
u(s)ds for u : [0, T ]→ [1/δ,∞)
piecewise constant then we would be done. Although vη is
piecewise constant, it is possible to construct a continuous
piecewise linear approximation v′η of vη with slope not
smaller than δ¯ and such that∫ t
0
(
ϑN (τ, vη(τ))− ϑN (τ, v′η(τ))
)
dτ
η→0−→ 0,
uniformly with respect to t ∈ [0, T ]. This is possible thanks
to the choice of R and since the size of every interval
[τpk , τ
p
k+1] is smaller that 1/h < η.
In particular there exists η sufficiently small in such a way
that, if Y ′η is the solution of system (ΘN ) with control v
′
η
and initial condition IN , then
‖Yη(t)− Y ′η(t)‖ < ε/2 for every t ∈ [0, T ].
Finally, construct the control u as as the derivative of v′η.
4.3 Tracking (Σn) in modulus via the original system
Next proposition extend the result of tracking for the
system (ΘN ) to the infinite dimensional system (5).
Proposition 11. For every ε > 0, for every integer n, and
for every trajectory x : [0, T ] → Sn of system (Σn)
there exists a piecewise constant control function u :
[0, T ] → [1/δ,+∞) and a corresponding trajectory ψ(t)
of (5) satisfying
∣∣|〈φj , ψ(t)〉| − |xj(t)|∣∣ < ε for every t in
[0, T ], j = 1, . . . , n and
∣∣〈φj , ψ(0)〉 − xj(0)∣∣ < ε for every
j = 1, . . . , n.
Proof. Consider µ > 0. For every j ∈ N the hypoth-
esis that φj belongs to D(B) implies that the sequence
(bjk)k∈N is in ℓ
2. It is therefore possible to choose N ≥ n
such that
∑
k>N |bjk|2 < µ for every j = 1, . . . , n.
Let X : [0, T ] → SU(n) be the solution of system (Σn)
corresponding to the control associated with the trajectory
x and with initial condition X(0) = In. By Proposition 10,
for every η > 0 there exist a piecewise constant control
uη : [0, T ] → [1/δ,+∞) such that the solution Y :
[0, T ]→ SU(N) of system (ΘN ) with initial condition IN
corresponding to vη(t) =
∫ t
0
uη(τ)dτ satisfies
‖Π(N)n Y (t)−X(t)‖ < η ,
for every t ∈ [0, T ]. Notice that Y (t) = Rη(t, 0) is the
resolvent of (ΘN ) associated with the control v
η.
Let ψ(t) be the solution of (5) corresponding to uη with
initial condition ψ(0) = x1(0)φ1 + · · ·+ xn(0)φn. Call
qηj (t) = e
−iλjv
η(t)−tbjj 〈φj , ψ(t)〉, j ∈ N .
For almost every t ∈ [0, T ] and for every j ∈ N,
q˙ηj (t) =
∞∑
k=1
bjke
i(λk−λj)v
η(t)+t(bkk−bjj)qηk(t). (10)
Therefore QηN (t) = (q
η
1 (t), . . . , q
η
N (t))
T satisfies the time-
dependent linear equation
Q˙ηN (t) = ϑN (t, v
η(t))QηN (t) + P
η
N (t),
with ‖Π(N)n P ηN (t)‖ ≤
√
µn. Hence
QηN (t) = R
η(t, 0)
(
x(0)
0
)
+
∫ t
0
Rη(s, t)P ηN (s)ds.
Consider the projection on the first n coordinates. By (9),
Rη(s, t) converges uniformly, as η tends to 0, to a time
dependent operator from CN into itself which preserves
the norm of the first n components, then there exists η
sufficiently small such that∥∥∥∥Π(N)n (∫ t
0
Rη(t, s)P ηN (s)ds
)∥∥∥∥ < 2T√µn.
Hence
‖Qηn(t)− x(t)‖ < ε,
for η and µ small enough. In particular, for j = 1, . . . , n∣∣|〈φj , ψ(t)〉| − |xj(t)|∣∣ = ∣∣|qηj (t)| − |xj(t)|∣∣ < ε.
4.4 Approximate controllability
For n ∈ N, let πn : H → Cn be the map associating with
ψ ∈ H the n-uple (〈φ1, ψ〉, . . . , 〈φn, ψ〉).
Approximate controllability follows from Proposition 11
and Remark 6 applied both to (2) and to its time-reversed
version.
Proof of Theorem 2.1. Fix ψ0, ψ1 ∈ S, ε > 0, and n
sufficiently large such that ψ0 is ε-close to
∑n
j=1〈φj , ψ0〉φj .
Without loss of generality we can assume that λ1 6= 0.
Thanks to Proposition 9, there exists an admissible tra-
jectory x of (Σn) steering πn(ψ0) ε-close to πn(φ1) =
(1, 0, . . . , 0). Applying Proposition 11 and Remark 6, there
exists a piecewise constant control function u : [0, T ] →
[0, δ] and a corresponding trajectory ψ(t) of (2) satisfying∣∣|〈φj , ψ(t)〉| − |xj(t)|∣∣ < ε for every t in [0, T ], j = 1, . . . , n
and
∣∣〈φj , ψ(0)〉 − xj(0)∣∣ < ε for every j = 1, . . . , n.
In particular, taking t = 0, T , we have that both ‖ψ(0) −
ψ0‖ < 2ε and ‖ψ(T )− eiθφ1‖ < Cε, for some θ ∈ S1, with
C independent of n, ε and ψ0.
Hence, thanks to the unitarity of the evolution of (2), u
steers ψ0 to a (C + 2)ε-neighborhood of e
iθφ1.
Note that if (A,B,Φ, δ) satisfies (A), then the same is true
for (−A,−B,Φ, δ). Notice, moreover, that, by unitarity of
the evolution of (2), if u : [0, T ] → [0, δ] steers ψ0 to a
ε-neighborhood of ψ1 for the time-reversed control system
ψ˙(t) = −(A + u(t)B)ψ(t), then u(T − ·) : [0, T ] → [0, δ]
steers ψ1 ε-close to ψ0 for the original system (2).
Hence there exists a control function u˜ : [0, T˜ ] → [0, δ]
steering (2) from eiθ˜φ1 to a (C + 2)ε-neighborhood of ψ1,
for some θ˜ ∈ S1.
Let τ > 0 be such that
eτA(eiθφ1) = e
iθ˜φ1.
Finally, the concatenation of u, of the control constantly
equal to zero for a time τ , and of u˜(T˜ − ·) steers (2) from
ψ0 to a 2(C + 2)ε-neighborhood of ψ1.
5. ESTIMATES OF THE L1 NORM
We derive now estimates of the minimal L1 norm of the
control u steering φj to a ε-neighborhood of φk.
The strategy to get L1 estimates is the following. Recall
that, instead of considering the control system x˙ = (A +
uB)x driven by a piecewise constant function u : [0, Tu]→
[0, δ], we have defined the function P(u) : [0, ‖u‖L1 ] →
[1/δ,∞) and considered the control system x˙ = (P(u)A+
B)x. To estimate the L1 norm of u, it is enough to
estimates the time needed to transfer the system x˙ =
(uA + B)x from a given source to a given target. We
observe that, in view of Proposition 11, the time needed
for the transfer of x˙ = (uA + B)x from φj to an ε-
neighborhood of φk is smaller than or equal to the time
needed to transfer system (Σn) from πn(φj) to an ε-
neighborhood of πn(φk) (n ≥ j, k).
Such time estimates have been given for general trajec-
tories (i.e., trajectories that do not necessarily steer an
eigenstate of A to another) in Agrachev and Chambrion
[2006].
We proceed now to the proof of the Theorem 2.2.
Proof of Theorem 2.2. The solution x : R→ Sn of the
differential equation
x˙ = ν|bjk|
(
e
(n)
jk − e(n)kj
)
x
with initial condition x(0) = πn(φj) is a trajectory of (Σn).
For every t inR, x(t) = exp
(
tν|bjk|
(
e
(n)
jk − e(n)kj
))
πn(φj).
In particular, one checks that x
(
pi
2ν|bjk|
)
= −πn(φk).
In other words, the control system (Σn) can exchange (up
to a phase factor) the eigenstates j and k of A, in time
less than pi2ν|bjk| <
5pi
4|bjk|
.
Remark 12. Notice that the bound given in Theorem 2.2
does not depend on ε. However, it is possible that the time
Tu needed to achieve the transfer of system (2) grows to
infinity as ε tends to zero. When only some |bjk| are small,
the bound given by Theorem 2.2 may be too conservative.
It is possible to find other estimates by comparing the
time needed to steer an eigenstate to another with ad-hoc
metrics on SU(n). The resulting expressions are somewhat
intricate and can be found in [Agrachev and Chambrion,
2006, Section 5].
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