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SUMMARY
The basic theme of my Ph.D. research is understanding exotic magnetic phases of
matter and investigate their collective low-energy excitations using neutron-scattering and
quantitative modeling. In this thesis, I start with an attempt to answer a list of questions that
I had in the beginning of my Ph.D. study, such as why we can use a simple effective model
to describe this complex world, how to synthesize and characterize samples, how to analyze
the data and find a good theoretical model and many more. There is no unique answer to
these questions. I speak from experience and hope to provide a road map to whoever read
my thesis and is interested in starting condensed matter research using neutron-scattering.
Next, I present two material projects that I assume a major role. In both projects, high res-
olution single-crystal inelastic neutron-scattering data enables me and my collaborators to
make significantly advances in understanding complex dynamical responses of magnetic
materials. In Chapter 2, I present our study on a canonical frustrated magnet MgCr2O4
in the deep cooperative paramagnetic regime. In experiment, we observe a highly struc-
tured elastic scattering pattern with continuous excitation spectrum. Using analytic and
computational methods, we reveal the highly correlated spin state is proximate to a “spiral
spin-liquid” phase and the collective excitations are predominantly fast harmonic preces-
sions of spin on a slow-varying disordered background. In Chapter 3, I present our study on
an enigmatic compound with prior investigations dated back to 1970s - FeI2. In experiment,
we observe a bright and dispersive band with “quadrupolar” character, apparently at odds
with the dipole selection rule. Using advance numerical techniques, we are able to fully ac-
count for this band via a novel hybridization mechanism involving off-diagonal symmetric
exchange interactions. In Chapter 4, I introduce detailed implementations of spin dynamics
simulations and application to a realistic diamond-lattice system. This technique provides
a simple framework to study finite temperature and non-linear effects of complex magnetic
materials and has increasingly been used to study disordered and strongly-correlated spin




1.1 Effective Spin Models
The general purpose of condensed matter physics is to understand the microscopic ingre-
dients guiding the physics of materials and the interactions that hold them together. To say
that we understand certain physical phenomenon means that we have built a model to satis-
factorily explain observations and experimental data, and through mathematical deduction
predict things that have not been seen before. It is a futile effort attempting to find a ulti-
mate and universal theory that dictates how everything works. All the models that we built
inherently have their range of applicability, because they all presume some hypotheses.
Predictions can only be as good as our assumptions. The more generic those hypotheses
are, the more applicable models will be, but the more difficult it is for progresses to be
made. For a set of hypotheses to be useful, it is necessarily restricted enough so that calcu-
lations are possible. We rely on careful comparison with the experimental data to validate
our models and hypotheses. The breakdown of model is inevitable when hypotheses are no
longer valid. This is not a bad thing per se, because it exposes our blank spots and pushes
us to a deeper understanding of the world.
The fact that we can understand nature at all in spite of its enormous complexity is very
strange [1]. What lies at the heart of this peculiarity is the separation of scales - length, time,
and energy scales. Theoretical models that we build consist of physical degrees of freedom
and interactions among them. Not every degree of freedom is active or relevant at the scale
of experiments. All the dynamical processes that have much faster time scale and smaller
length scale than the experiment only give rise to an average effect on the measurement.
Anything that has much slower time scale and larger length scale can be viewed as static
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and homogeneous. Temperature provides a natural energy scale. Degrees of freedom with
interactions that are too large compared to kBT freeze and drop out in the low energy
effective description. Interactions that are too weak do not manifest themselves amid strong
thermal fluctuations. Only interactions that are comparable with kBT are responsible for
experimental observations. Drastic simplifications can be made thanks to the separation of
scales, which enable us to understand the world using tractable models. In another word,
a problem become particularly hard if it involves many different scales, such as turbulence
and protein folding.
My research effort is focusing on a class of materials called Mott insulators. The
degrees of freedom include negatively charged electrons and positively charged nucleus,
which are held together by the coulomb interaction in a periodic arrangement. In a Mott
insulator, there is a competition between the tendency for electrons to be transferred from
site to site in the lattice and the coulomb repulsion between electrons. When the repulsive
interaction dominate, electrons are localized on each lattice site so that macroscopically
the material is not electrically conductor. In addition to the electric charge, an electron also
carries a spin degree of freedom which give rises to an atomic scale magnetic moment if not
paired with another electron of opposite spin. Transition metal cations Cu2+, Ni2+, Co2+,
Fe2+ and Mn2+ are prime examples of magnetic species. The microscopic interaction be-
tween magnetic moments can be the same form as the one between two bar magnets, the
dipole-dipole interaction. The interaction decays very quickly as r−3 where r is the dis-
tance between dipoles. For atoms with small moments such as Cu2+ (around 1.73µB), it is






JijŜi · Ŝj , (1.1)
where Ŝi is quantum mechanical spin operators and Jij is the interaction strength between
spins which originates from the direct overlapping of electronic wave functions (direct
2
exchange) or the indirect overlapping (superexchange), are often on the order of 1 meV.
It is called “Heisenberg”, because the interaction is isotropic in spin-space, meaning it is
the same for all components of the spin. Anisotropic interactions are possible as well and
much more common in materials containing rare-earth elements. In that case, this spin
Hamiltonian comes from integrating out the charge degrees of freedom with energy scale
on the order of 1000 meV. In principle, one should be able to derive the form of interaction
between spins and obtain the interaction strength starting from the Schrodinger equation,
or making estimation from the density functional theory calculation. However in practice,
the Heisenberg Hamiltonian and many other variants are treated as low energy effective
model and the exchange constants are fitted from experimental data.
The Heisenberg Hamiltonian might look simple, but it is every bit as hard as any other
quantum mechanical many-body problems. The basic quest is to obtain information about
the ground state and low-lying excited state. Analytic results for its eigenstates and eigen-
values only exist in one-dimension. Generic quantum mechanical simulation becomes in-
creasingly difficult, if not impossible, in two or three dimensions. The difficulty is some-
time dubbed as “the curse of the dimension”, namely the dimension of the Hilbert space
grows exponentially as the number of spins. The resources needed for the exact diago-
nalization of the Hamiltonian with a macroscopic number of spins is clearly out of the
question. However, as it turns out, the ground state and low-lying excitations are not some
random states in the Hilbert space. They are usually states with very low quantum entan-





Cσ1σ2...σN |σ1, σ2, ..., σN〉 (1.2)
using the tensor product of the local states |σi〉 as basis states, where i labels the site and
the sum runs over the dimension of local Hilbert space. In the mean field approximation
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which singles out a class of states with no entanglement. Furthermore, instead of worrying
about the quantum spin operators and their local basis states, we simply replace them with
classical vectors, so that the Hamiltonian becomes a number; the energy of the system. At
low temperatures, those vectors form long-range ordered 3D periodic arrays that minimize
the energy, giving rise to Bragg peaks in the magnetic structure factor. The collective
excitations are spin-waves, which for such systems can be understood as the normal modes
of small deviations around the long-range ordered spin structure. There are many examples
in which agreement of spin-wave calculations with experiments is impeccable. In other
words, the zero entanglement approximation works extremely well for the most prominent
features at low temperatures in many magnetic materials.
However, this approximation works poorly, or even fails completely, when the interac-
tion among atoms shows any character of low dimensionality. All bulk solid state materials
are three-dimensional, but the interaction between spins can be very anisotropic in space.
It may be orders of magnitude stronger in certain directions or planes than others, resulting
effectively in 1D or 2D systems over a wide temperature regime. Sometimes the inter-chain
or inter-plane coupling is so weak that the system never show three-dimensional ordering
down to∼100mK which is the lowest achievable temperature in a typical neutron scattering
experiment. Most important experimental signatures showing the failure of the mean-field
approximation are the lack of ordering and the appearance of exotic excitations due to the
presence of strong quantum fluctuations. Accordingly, quantum entanglement among spins
can no longer be ignored. In order to treat the system quantum mechanically we have to
deal with the exponential blowup of the dimension of the Hilbert space. Focusing on 1D
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systems, one sensible way to deal with this problem is to grow the system site by site and
truncate the basis when it exceed the limit of computational resources. The basis in which
we perform this truncation is very important. A natural choice seems to be the energy
eigen-basis, keeping certain number of lowest energy states in every iteration. This idea
can be traced back to Wilson’s numerical renormalization group. However it turns to be of
little success in dealing with generic quantum lattice problems. The correct choice became
clear when Steven White invented the Density Matrix Renormalization Group (DMRG)
approach in 1992 [2, 3]. We first need to divide the entire system into two subsystems,
so called “system” and “environment”, and grow both subsystems site by site. At each
step, we obtain the ground state wave function of the entire system, |ψ〉 = ψij |i〉 |j〉,
where index i and j label the basis of the “system” and “environment” respectively. The
reduced density matrix of the “system” is constructed by tracing out the “environment”,
ρsys = trenv(|ψ〉 〈ψ|). The eigenvalues of the reduced density matrix are the probability
weight of the ground state on corresponding eigenvectors. As shown in Figure 1.1, when
sorted in a descending order, they decay extremely fast, which means that only few states
are needed to obtain a very good approximation. On the other hand, this does not work for
a random state. The same construction results in a very long tail of slowly decaying prob-
ability weights. Another important take-away is found by looking at the “von Neumann





where ωα are the eigenvalues of the reduced density matrix. It is obvious from Figure 1.1
that the ground state has much less entanglement entropy than a random state. It was later



























Figure 1.1: Eigenvalues of reduced density matrix constructed from the ground state of a




tr(Cσ1 · Cσ2 · ... · CσN ) |σ1, σ2, ..., σN〉 , (1.5)
where Cσi is no longer a number but a matrix and the rank of the matrix is related to the
degree of entanglement. This is a natural generalization of mean-field approximation to
incorporate the entanglement in a controlled fashion. Again, the ground state is not just
any random state and it has special properties. Given suitable parameterizations of the
Hilbert space, efficient algorithms can be devised to extract information about the ground
state and low-lying excitations.
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1.2 Material Synthesis
As a experimental condensed matter physicist, I do not intentionally seek to discover new
materials like a chemist would do. However, reading chemistry papers and making mate-
rials in the lab are indispensable part of my research. Millions of natural or synthesized
materials are recorded in research papers, handbooks, and online databases [4]. Only a
very tiny fraction of them have been investigated in depth by physicists. A lot of interest-
ing physics is waiting to be discovered. As I will introduce in more details in the following
sections, neutron-scattering is arguably the most powerful experimental tool for investigat-
ing both static and dynamical correlations of microscopic magnetic moments in materials.
One significant restriction is the relative low flux of neutrons. To achieve a good signal
to noise ratio given limited beam time, large single crystals of a few grams are necessary
for a successful neutron-scattering experiment. Co-aligning a few small crystals is routine
practice to increase the total mass of samples in the neutron beam.
Growing large single crystals is not an easy task. Sometimes it is simply impossible
given the time and resources available. From my experience, materials that melts con-
gruently in general has a higher chance of success to grow large single crystals. Congruent
melting means that materials does not decompose or turn into something else when melting.
A single crystals can usually be obtained by slow cooling from a liquid phase. It greatly
increases the quality and size of crystals, if a large temperature gradient can be applied
across the sample while it’s cooling, so that some parts are in liquid phase while others are
in solid phase. An optical floating zone (FZ) furnace is designed to facilitate this process
[5]. Typically, a large quantity of desired material is synthesized in the powder form using
solid state reaction. The powder is then loaded into a long thin balloon. A hydraulic press
is used to press powders into a dense rod, which is cut into a short and a long segment. The
short part is loaded on a metal rod at the bottom of the FZ furnace, while the long segment
is hanging below another metal rod from the top. Both metal rods can independently move
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along vertically direction and rotate about their axis. Mirrors are installed in the FZ fur-
nace and adjusted to focus the light from high power light bulb to a very small area at the
center of the furnace. This is where we want our top and bottom material rods to meet. The
heat is so focused that material melts at the touching point. The top and bottom material
rods are set to rotate in counter-directions and move downwards with different speeds. The
idea is to slowly move the melted material away from the hot zone while bringing fresh
material in with a suitable pace, so that good large single crystals can be grown during the
process. A successful FZ growth can produce a single crystal of several grams each time.
All the MgCr2O4 crystals shown in Section 2.A are grown using this method. I did not
personally participate in this endeavor. Dr. Koohpayeh and Dr. Wen made these crystals
at Johns Hopkins University back in 2012. Many single crystals of transition metal oxides
and rare-earth oxides have been grown successfully using this technique.
All congruent-melting compounds that I grew are not oxides but halides. A complicat-
ing factor is that most of them are highly hydroscopic and degrade within a few minutes
if not seconds after exposing to air. Materials are often grown in sealed quartz tubes after
pumping to high vacuum. Samples need to be handled and stored in the glovebox with
water content less than 5ppm. The basic idea of growing large single crystals is the same -
slow cooling with a large temperature gradient. Due to the highly hydroscopic nature, we
need seal the materials in quartz tubes and use a different type of furnace to achieve this -
a Bridgman furnace. The one I used is housed in PARADIM bulk material growth facility
at Johns Hopkins University, Figure 1.2. The quartz tube is loaded in a graphite crucible
which is hanging from a rod at the top of the furnace inside a vacuum chamber. A conduc-
tion coil is wrapped on the outside. The chamber is first pumped into high vacuum. An AC
electric current is then sent through the coil and the graphite crucible is heated via induc-
tion. One advantage of this furnace is that the entire sample can be melted inside the quartz
tube. By slowly rotating and lowering the crucible out of the hot zone, 11 g single crys-
tal of FeI2 were successfully grown, Figure 1.2. Using a small diameter quartz (∼8 mm)
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Figure 1.2: Various crystals grown using the flux method and the Bridgman method.
YbOCl, NdOCl, DyOCl and ErOBr were grown using corresponding trihalides as flux at
Georgia Tech. Crystals of DyOCl appear in the form of flat squares and long needles. FeI2
was grown using the Brigman furnace at PARADIM. NaMnCl3, KMnCl3 and CsMnCl3
were grown from motionless Brigman method at Georgia Tech.
appears to be the key to achieve this. Attempts with larger diameter did not produce any
usable large single crystals. I also managed to grow some other good single crystals in the
lab using just small tube furnaces with a method called “motionless” Bridgman method. A
quartz tube is filled more than half full with polycrystal samples, then pumped and sealed
using flame torch. It is placed horizontally in a tube furnace with one end of the quartz tube
closer to the opening of the furnace while the other end close to the center. This is again
to create a temperature gradient across the sample. When the cold end starts to solidify, it
draws liquid from the hot end and single crystal forms in the process.
A lot of interesting compounds do not melt congruently. The flux method may be
used to obtain small crystals. Having crystals, albeit small, is always better than none.
We can extract a lot of information from thermodynamic measurements along different
crystallographic directions. Many spectroscopic measurements such as Raman or ESR
do not require very large crystals either. It is also possible to conduct successful neutron
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diffraction experiments using crystals as small as 10 mg. With the advance of modern
neutron instrumentation, we could see doing inelastic neutron scattering on small crystals
in the next 10 years. Therefore, it is still worth the effort to grow small crystals. Flux
growth is one of the widely-used methods. The essential idea is to dissolve the desired
material in the liquid phase of some other compounds at a temperature that it does not
decompose. Then, small crystals can spontaneously nucleate and grow when solubility is
decreased by lowering the temperature. The suitable choice of the flux material is very
important. Useful information can be found in binary or ternary phase diagrams databases.
I have grown several single crystals in the family of LnOX where Ln is a rare-earth element
and X is a halogen element using LnX3 as flux, Figure 1.2.
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1.3 Structural Characterization
Structural characterization is required to confirm if the desired material is successfully
synthesized. Powder X-ray diffraction (PXRD) measurement is the most accessible tool
and is routinely used in my research for this purpose. Most of times, structural information
of the target compound is already recorded in the database. A PXRD scan is often sufficient
to tell whether the correct material has been prepared by examining if extra peaks are
present in the pattern compared to a reference scan from a structural database. A licensed
software called HighScore is installed on the computer controlling the XRD machine at
Georgia Tech, which can perform the pattern matching. It is a good practice to first identify
the background and find peaks with appropriate criteria, then perform pattern matching
with constrained set of chemical elements. Once the target compound is confirmed, a longer
scan is needed for detailed structural refinement. I use a free software called Fullprof [6]
to do this.
There are many tutorials online for how to use Fullprof. Here I speak from my per-
sonal experience and summarize some useful tips. There are generally three sets of the
parameters needed to be refined - peak-shape parameters, structural parameters and auxil-
iary parameters. The shape of Bragg peaks in a PXRD pattern is not a simple Gaussian.
It results from a combined effect of XRD instrument and micro-structure of the sample.
Getting the peak-shape correct could greatly reduce the residue of a fit. It is possible to
perform a so-called “profile matching” to obtain a set of peak-shape parameters first, but
it is not always necessary. In this process, the program fits intensities of each individual
peak computed from the space group and lattice parameters, instead of calculating from
structural parameters. The reason for doing this is that sometimes the relative intensities of
different peaks deviate significantly from what a structural model produces due to preferred
orientations in grains of the power sample. The “profile matching” or a LeBail fit allows
us to focus on getting the peak-shape correct. I find that “Pseudo-Voigt * Axial divergence
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Figure 1.3: Rietveld refinement of PXRD pattern of FeI2 (top) and calculated patterns
without preferred orientations (bottom).
asymmetry” is generally a good peak profile function. To enable the “Asymmetry Param-
eters” for this function, we need to open the pcr file and change “AsyLim” from 0 to 180,
which sets the limiting 2θ angle for asymmetry corrections. The program often crashes if
all peak-shape parameters are allowed to change simultaneously. A better way is to release
parameters one by one after fit converges every time. In addition, one thing to note is that
the “scale” parameter needs to be fixed during the profile matching. After getting a good
set of peak-shape parameters, we can start the Rietveld refinement of the structural model.
The most common problem of getting the intensity to match is the preferred orientation,
commonly existing in powder samples. Fullprof provides two different models for this,
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which can be selected using the “Nor” parameter in the pcr file. Figure 1.3 shows a decent
Rietveld fit of PXRD pattern of FeI2 with corrections for preferred orientations. Note rel-




Bulk physical properties can be probed using thermodynamic measurements, such as heat
capacity, susceptibility and magnetization. They can offer a lot of useful information about
microscopic details of the material. Since the interaction scale of the magnetic degrees of
freedom in the material is typically quite small, it is necessary to go to very low tempera-
tures to see any collective behavior. An important instrument called “Physical Properties
Measurement System” (PPMS) made by Quantum Design is used in our lab to achieve the
low temperature. It provides an operating temperature down to 1.8 K and magnetic field
up to 14 Tesla. With the dilution refrigerator option, it can go as low as 50 mK. Quantum
Design offers quite a few options to operate with PPMS. All of the thermodynamic data
presented in this thesis is collected using PPMS. Figure 1.4 presents three examples with
distinct low temperature behaviors that I will now explain.
The specific heat data of Cu-Elpasolite (K2PbCu(NO2)6) shows three prominent fea-
tures - a broad peak centered at 2 K, two sharp peaks around 0.6 K and an up-turn below
0.1 K. The separation of these features in temperature is a manifestation of the hierarchy of
microscopic interactions in the material. Cu-Elpasolite is a quasi-1D material with strong
intra-chain interactions and weak inter-chain couplings. The broad peak around 2 K re-
leases entropy by accumulating short-range correlations within the chain. The sharp peaks
signal the formation of long-range 3D ordering. The two-peak feature depends on the fur-
ther microscopic details, but a sharp 3D anomaly following a broad peak is quite generic
for quasi low dimensional materials. The up-turn below 0.1 K is onset of nuclear spin
ordering, resulting from the hyperfine couplings at an energy scale much lower than the
exchange interactions.
The specific heat of DyOCl shows very interesting two-peak feature. The broad hump
at higher temperatures comes from freezing out the lattice vibration. From the estimated
entropy change, we notice the system is releasing Rln(2) from each of the sharp peaks and
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Figure 1.4: Three distinct low-temperature heat capacity behaviors in K2PbCu(NO2)6, Dy-
OCl and ErOBr. The red data in K2PbCu(NO2)6 and DyOCl panels are Cp/T and the blue
data are the entropy change obtained from integrating Cp/T .
Rln(4) in total. This implies that the local degrees of freedom can not be described by an
effective spin-1/2 like in the case of Cu-Elpasolite where the total entropy change is close
to Rln(2). In fact, there are two quasi-degenerate doublet on a site for the Dy3+ atom in the
crystal of DyOCl. In addition to the dipolar degrees of freedom, there are also quadruplar
and octupolar degrees of freedom. The interactions among these higher order multiplets
are surprisingly strong in DyOCl, so much so that a collective ordering emerges around
30 K before the magnetic ordering around 9 K. We have performed neutron diffraction
experiment in all three temperature regimes at 35 K, 15 K and 1.8 K. The data at higher two
temperatures are identical and no magnetic Bragg peaks were observed. Combining with
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our heat capacity data, we identify DyOCl as in a multipolar ordered phase between 9 K and
30 K. Neutron is not a effective tool for probing such kind of phases with “hidden order”.
Other types of advanced experimental techniques have to be used. In the magnetically
ordered phase, by doing magnetization measurement with field parallel and perpendicular
to the c-axis, we can deduce that spins are confined in the ab-plane with a very strong
anisotropy. This mostly like is coming from an anistropic g-factor of Dy3+.
Last but not least, we can also apply magnetic fields when doing the heat capacity mea-
surement. In ErOBr, we observe an extremely rare re-entrant behavior. As we increase
the field from 0 Tesla to 0.5 Tesla, the ordering temperature decreases monotonically in-
dicated by the position of the sharp peak. It then jumps back up to a higher temperature
at 2 Tesla. If the temperature is kept fixed, we would observe two peaks in heat capacity
as we increase the field. Monte Carlos simulations suggests that the second peak leads us
to a exotic partially ordered phase at high field, which calls for further neutron-scattering
studies on single crystals.
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1.5 Neutron Scattering
Figure 1.5: Schematic plot of neutron scattering experiments. The incoming neutron has
wave-vector of ki and the outgoing neutron has wave-vector of kf . The momentum trans-
ferred from the neutron to the sample is Q = ~ki−~kf due to the momentum conservation
law.
The basic components for neutron-scattering, like any other type of scattering exper-
iments, consists of a source of radiation, a sample of interest and a bank of detectors,
Figure 1.5. Neutrons are produced from either a fission nuclear reactor source or a spal-
lation source. Currently in US, there are two operating reactor sources having a general
user program, hosted at the NIST Center for Neutron Research at Gaithersburg, Maryland
and High Flux Isotope Reactor at Oakridge National Lab (ORNL), Oakridge, Tennessee.
ORNL also hosts a modern linear accelerator based spallation source (SNS). All of neutron
scattering experiments that I participated in were done in these three facilities. Most of
neutron instruments operates with neutrons of fixed incoming energies. A series of chop-
pers is installed on the path of neutron beam to select the energy required by the users.
The scattering of neutrons follow the basic conservation law of energy and momentum. By
comparing the state of out-going and in-coming neutron, we can deduce the energy and
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momentum transfer that occurred during scattering, mapping out the entire dispersion band
of the dynamical response of the materials. The scattering of neutrons also has to obey the
conservation of angular momentum. Since neutron carries intrinsic angular momentum of
spin-1/2, the initial and final scattering states in the material can only differ at most one
unit of angular momentum, correspondingly the spin state of neutron is flipped.
Neutron-scattering is the ideal experimental technique to probe combined structural
and magnetic properties of bulk materials [7]. Neutrons do not carry an electric charge
and they interact with nucleus via short range nuclear force. The dense bulk materials are
actually very sparse from the perspective of neutrons. Most of the neutrons pass through
materials without ever being scattered off. Those that do happen to interact with the mate-
rial will exchange energy and momentum to materials, from which we can infer dynamical
properties of the material. Moreover, neutrons can penetrate complex sample environment,
such as cryostats, magnets, and pressure cells, which are essential to understand the low
temperature physics of materials. Neutrons carry spin and can be used to probe micro-
scopic interactions between magnetic atoms. Neutron scattering is arguably the most pow-
erful and versatile experimental tool for studying low temperature magnetic phenomena.
For instance, neutron diffraction is invaluable for understanding low temperature magnetic
structures. Inelastic neutron scattering gives access to magnetic excitation spectra, such as
spin-waves and spinons. The first experimental evidence of the Haldane conjecture that
there is gap in the excitation of the spin-1 chain was obtained from neutron scattering [8].
Generating neutron beams is not a trivial task, because it requires a nuclear reaction.
With the advent of modern nuclear reactors and linear accelerators, the supply of steady
and well characterized neutron beam becomes possible. Even through the flux of neutron
(1011 s−1m−2) is in no comparison with that of X-ray (1017s−1m−2), data with good statis-
tics can still be collected in a matter of days. Since the magnetic interactions tends to be
very small, on the order of 1meV, samples are routinely required to be cooled down to
miliKelvin temperature to observe collective physics. A typical cooling instrumentation is
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the He3 refrigerator. It first liquefies He3 gas by being in contact with a liquid He4 bath,
then uses cold charcoal (below 4K) to further cryo-pump on condensed He3 liquid. A base
temperature of 300mK can be achieved. The temperature of the sample is controlled by the
pumping rate of the charcoal that in turn depends on the charcoal temperature. In experi-
ments, an empirical chart between the charcoal and sample temperature is used as a guide
for the temperature control.
Neutron Scattering Cross Section


















Sαβ(Q, E) , (1.6)
where Ei and ki are the energy and wave-vector of incoming neutrons, Ef and kf are cor-
responding quantities of outgoing neutrons. The neutron momentum and energy transfers
to the sample are defined as ~Q = ~ki−~kf and E ≡ ~ω = Ei−Ef . (γr0/2)2 = 0.07265
barn (10−24 cm2) is the conversion factor that places the intensity on absolute scale. Here
I assume an isotropic gyromagnetic tensor g and no orbital contribution to the magnetic
form-factor f(Q). The dynamic structure factor is defined as









e−iQ·(Ri,n−Rj,m)〈Ŝαi,n(0) · Ŝβj,m(t)〉T , (1.7)
where α, β = x, y, z label components of the Cartesian frame, Sαi,n(t) is the α-component
of a spin operator at time t and 〈· · · 〉T denotes the thermal ensemble average. For a spin-
isotropic paramagnet, Sαβ(Q, E) = δαβSzz(Q, E), then the above cross-section becomes
d2σ
dΩdEf






|gf(Q)|22Szz(Q, E) . (1.8)
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indicates integration over the Brillouin zone.
Instantaneous Structure Factor




dE Sαβ(Q, E) , (1.10)
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where [Â, B̂] = ÂB̂ − B̂Â denotes the commutator. The above expression can be sym-


























Jin,jmSi,n · Sj,m , (1.19)
where Jin,jm is the exchange interaction strength, the first moment becomes
















A successful neutron scattering experiment often requires collecting data with a few differ-
ent incoming neutron energies and at several temperatures above and below any magnetic
transitions that exist. This can generate a few hundred gigabytes of data. The first step in
the data processing is to normalize to the absolute unit of barn· meV−1·sr−1·atom−1. This
is not strictly necessary, but it can come in handy in analysis and model building later. It
is important to record the mass of the sample before putting in the neutron beam if one
wish to do this. Normalization is typically done by comparing the intensity in data with
that from a Vanadium standard sample for which an accurate calculation for the intensity
is possible, since the scattering from Vanadium is predominantly incoherent. The next step
is to symmetrize the data using the Laue symmetry of the material. This process combines
the data from symmetry-equivalent positions in the reciprocal space and can increase the
statistics of the data by several folds. When done properly, the symmetrization process
can greatly boost signal-to-noise ratio without creating any spurious new signals. Typical
results are shown in Section 3.B.
How do we analyze the data and extract useful information to build a microscopic
Hamiltonian model? We can approach this question from several different directions. Our
goal is to understand how magnetic moments or spins are arranged in the material and their
collective dynamics. If the system is in a long-range ordered state, the coherent scattering
of neutron from periodic arrays of spins gives rise to magnetic Bragg peaks at positions
of G + k in the reciprocal space where G is a reciprocal lattice point of the bulk material
and k the propagation vector of the magnetic structure. We can first try Fullprof to fit the
magnetic Bragg patterns and figure out the magnetic structure. Next is to construct a min-
imum model that can realize this structure as the ground state. Symmetry consideration is
very important in constructing a model. There could be bonds that appear to have the same
length, but are inequivalent under operations of the space group symmetry. Sometimes,
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the inequivalence of bonds can be seen very straightforwardly from the local environment
and atoms involved in the exchange pathways. This situation actually happens much often
than one would think, for instance, in the case of J3a and J3b bond in MgCr2O4 of Chapter
2 and J ′2a and J
′
2b bond in FeI2 of Chapter 3. The best fitting value of J3a is two order of




2b is the key to select the experimentally
observed structure. Treating these inequivalent bonds as one parameter will greatly hinder
the progress of finding a satisfactory model for the material. After having constructed a
model, we can use the Luttinger-Tisza method [9] to obtain a ground state phase diagram
and try to place some constraints on the parameters in the model. This method is used in
obtaining Figure 2.3 and presented in some detail in Section 2.H. Another way is doing a
direct energy minimization or enumerating all possible structures consistent with observed
ordering wave-vectors in the material. This is used in Section 3.D. The goal here is to lo-
cate regions in the parameter space that are compatible with the experimentally-determined
magnetic ground state. Starting with a point in this restricted space, we can further refine
the values of model parameters by fitting to the inelastic spectrum using linear spin-wave
theory (LSWT) [10]. The purpose of the fitting is partly to find a quantitative model to
account for the data. More importantly, it is to discern if anything appears that can not be
explained by a simple model and LSWT. That is potentially where new physics emerges.
The case of FeI2 in Chapter 3 is exactly like this, where LSWT fails completely to account
for one of low energy modes and pushes us to invoke a generalized spin-wave theory and an
anisotropic model, which eventually leads to a comprehensive understanding of the exotic
“single-ion bound state”.
If the system remains disordered at temperatures of interest, instead of sharp mag-
netic Bragg peaks we will typically see broad but highly structured scattering pattern in
the energy-integrated data, often referred as “diffuse scattering”. It directly measures the
instantaneous structure factor mentioned in the previous section, which is nothing but the
Fourier transform of real-space spin correlations, so we could directly fit the diffuse scatter-
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ing data with a Fourier series and extract the spin correlations, cf. Section 2.E. This works
very well for single crystal data, not so much for powder data. In this case, we need to em-
ploy the Reverse Monte Carlo (RMC) method [11]. RMC starts by placing a random spin
at each magnetic site in the crystal structure of the material. The cost function is defined
as the difference between the calculated pattern and the measurement. A change of spin
state on a random site is proposed and accepted according to Metropolis algorithm with this
cost function. At the end, we obtain a box of spins whose correlations match with the data
almost perfectly. Not only so, we can also try to discover interesting correlation among
emergent objects consisting of several spins, especially when a broad diffuse scattering
signal coexist with sharp magnetic Bragg peaks. RMC does not invoke any Hamiltonian
and can only help us to understand static properties of the system. In order to investigate
the collective spin dynamics, we need to adopt a model. A method called “Self-consistent
Gaussian Approximation” (SCGA) [12] is extremely useful in extracting exchange con-
stants from the energy-integrated data of S(Q) . This method imposes a soft constraint on
the average of spin length instead of a hard constraint on the length of each individual spin.
By doing so, it introduces fluctuations of Gaussian type back in the system and significantly
improve results from the mean-field theory. Most amazing aspect is that it can quantita-
tively approximate the result from the classical Monte Carlo simulations all the way up the
phase transitions. This method is very versatile and can be used for both single crystal and
powder and applied to any type of bilinear spin model. I used this method to obtain a good
Heisenberg model for diffuse scattering data in both MgCr2O4 project (Figure 2.1) and
FeI2 project (Figure 3.3). Section 3.E presents detailed formulation of SCGA for a generic
anisotropic model. Once having a good model about the short range correlations in the
paramagnetic phase, we further seek to understand the dynamical response of the system
and model the inelastic neutron spectrum. For a generic 3D system, a quantum mechanical
calculation like time-dependent DMRG is not feasible. Here, I introduce two semi-classical
approaches to study spin dynamics in a disordered system. In Chapter 2, we directly apply
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the linear spin-wave theory for a large box of disordered spins. This method is extremely
successful in capturing all the details in the spectrum shown in Figure 2.2. Given the spin
configuration is not the ground state of the system, we inevitably obtain some imaginary
modes after diagonalizing the Hamiltonian. However, the total spectral weight of these
imaginary modes is very small. We have tried different methods of handling these modes
and the final result does not show any significantly difference. In Chapter 4, I introduce
the equation of motion approach. At linear level, it is equivalent to the linear spin-wave
theory. The full nonlinear effect is accounted for when solving the equations of motion
numerically. This approach is not only able to describe the dynamics in the paramagnetic
phase, but also account for the temperature renormalizaiton effects of the spin-wave band
in the order phase.
The general methodology that I described in this section is illustrated in great detail in
the following chapters of this thesis. It provides the guidance and constitutes basic toolbox
in my research.
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1.7 Overview of Research Projects
During the past few years of studying condensed matter physics, I was very fortunate to
participate in many interesting projects. Some are still actively progressing and will be
published in the near future. A complete publication list is provided in the next section.
Figure 1.6 gives an overview of compounds that I studied in terms of the spatial dimension
of the dominant interactions and the internal dimension of the effective spins. A complete
list of compounds is given in Table 1.1. In this thesis, I present in details two material
projects and one computational technique. The general theme of my research is to investi-
gate exotic magnetic phases of matters and understand collective dynamics emerged from
these phases using neutron-scattering and computational techniques. The material projects
that I included in this thesis are at the frontier of this quest.
Figure 1.6: A “compound map” as function of effective spatial dimension and internal
dimension of the spin.
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Table 1.1: Summary of all compounds that I am studying or have studied in the category
of their characteristic structural features. Materials that I synthesized are colored blue, all
of which are made in the single crystal form.
Kagome Triangular Honeycomb Square
Dy2Mg2Sb3O14 FeI2 NaMnCl3 DyOCl
Ho2Mg2Sb3O14 HoCl3 ErOCl ErOBr
Yb3(OH)7SO4·H2O YbOCl NdOCl
Pychlore Chain 3D-Hex FCC
MgCr2O4 K2PbCu(NO2)6 CsMnCl3 Ba2DyNbO6
KMnCl3 Ba2ErNbO6
KFeCl3 Ba2YbNbO6
MgCr2O4 presented in Chapter 2 is a canonical frustrated material, consisting of an-
tiferromagnetically coupled spins on a corner-sharing tetrahedron network. Competing
interactions lead to a large number of microstates with very small energy differences, pre-
venting the system from entering a long-range ordered state at temperatures predicted from
the mean-field theory. Eventually, at a temperature ∼20 times smaller than the interaction
scale set by the Curie-Weiss constant, the subleading spin-lattice induces a lattice distortion
and simultaneously selects a complex magnetic ordered structure. In this study, we set out
to understand the short-range spin correlations and the collective dynamics in the deep co-
operative paramagnetic regime, just a few Kelvin above the phase transition. Using SCGA
and LSWT, we are able to put forward a detailed microscopic model which quantitatively
accounts for both energy-integrated and energy-resolved data. We show that excitations
of MgCr2O4 in the cooperative paramagnetic regime are predominantly fast harmonic pre-
cessions of spins riding on a spatially-disordered slow-varying background. This is the
key advance of our study comparing to earlier efforts of understanding MgCr2O4 using a
phenomenological spin-cluster model. In this work, I participated in the neutron-scattering
experiment, processed the data, conducted a co-fitting to the instantaneous structure and the
first moment using SCGA and extracted the exchange constants of a Heisenberg model with
further neighbor couplings. Our theory collaborators then computed the inelastic spectrum
using the linear spin-wave theory with the best fitting parameters. The result agrees with
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the data amazing well. This work is published in PRL (Publication 3).
FeI2 presented in Chapter 3 set foot in a completely different direction. Multipolar de-
grees of freedom generally exist for a magnetic ion with effective spin larger than 1/2. It
naturally arise from anisotropic charge and magnetization distribution due to crystal elec-
tric field and spin-orbital coupling. The detection of multipolar ordering is not easy. In
many case, its existence is deduced from the absence, rather than the presence of certain
observations in the neutron-scattering experiments, such as DyOCl discussed in Section I.4.
FeI2 is a one of the extremely rare cases where, despite having a conventional long-range
ordered state, a “quadupolar” excitation band appears as lowest energy mode in the spec-
trum. This band is as bright and dispersive as the single-magnon spin-wave band situated
at higher energy. The “quadupolar” nature of this excitation band was confirmed long time
ago in the 1970s using far inferred spectroscopy with applied magnetic field. In the ex-
periment, people observed a g-factor of this band almost twice as the single-magnon band
and later correctly understood it as a two-magnon bound state due to the presence of large
single-ion anisotropy. The “doubled” g-factor comes from the spin quantum number of
|∆Sz| = 2 carried by this “quadupolar” band, which however seems to blatantly violate
the dipole selection rule. This puzzle has been hanging around over forty years since the
very first experiment. Our key contribution in this study is resolving this puzzle com-
pletely via a novel mechanism involving off-diagonal symmetric exchange interactions.
We find the two-magnon bound state of quadupolar nature is in fact hybridized with the
one-magnon band of dipolar nature through this coupling. Both excitations end up of be-
ing mixed character. A hybridization gap is opened and the “quadupolar” band becomes
bright and dispersive. All of these are strongly supported by extensive quantitative mod-
eling of inelastic neutron-scattering data. In this work, I participated in sample growth
and neutron-scattering data, processed and analyzed the data, performed SCGA fitting to
the diffuse scattering data and generalized spin-wave theory (GSWT) fitting to the low-
temperature inelastic data. Our theory collaborator provides the FORTRAN routines for
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GSWT calculations. I wrote the first version of the paper and now is pending review from
all collaborators (Publication 9).
The spin dynamics simulation introduced in Chapter 4 is one of my effort to learn
advanced numerical techniques and apply to a realistic system. This method is computa-
tionally much more demanding than the linear spin-wave theory calculation, but it offer a
simple framework to study finite-temperature and non-linear effects. I first present detailed
implementation of the algorithm and benchmark calculations against published results on
simple cubic system, then apply it to study the full temperature-dependent spin dynamics




9. X. Bai, S.-S. Zhang, Z. L. Dun, H. Zhang, M. B. Stone, A. I. Kolesnikov, F. Ye, C. D.
Batista, and M. Mourigal, “Hybridized Quadrupolar Excitations in Frustrated Triangular
Ising Magnet FeI2”, in preparation.
8. X. Bai, Y. Jiang, V. O. Garlea, Nicholas P. Butch, and M. Mourigal, “Quadrupolar
ordering and orbital dynamics in DyOCl”, in preparation.
7. X. Bai, Q. Huang, Y. Jiang, V. O. Garlea, and M. Mourigal, “Magnetic properties of a
strongly frustrated J1-J2 square lattice compound ErOBr”, in preparation.
Submitted Journal Articles
6. Z. L. Dun∗, X. Bai∗, J. A. M. Paddison, N. P. Butch, C. D. Cruz, M. B. Stone, T. Hong,
M. Mourigal, H. D. Zhou, “Quantum Spin Fragmentation in Kagome Ice Ho3Mg2Sb3O14”,
submitted to Physical Review X (June, 2018). ArXiv:1806.04081. * contributed equally.
5. J. A.M. Paddison, P. Mukherjee, X. Bai, Z. Dun, C. R. Wiebe, H. Zhou, J. S. Gardner,
M. Mourigal, and S. E. Dutton. “Modeling Spin Dynamics in the Singlet Ground State
Garnet Ho3Ga5O12.” submitted to Physical Review B (August, 2019). ArXiv:1908.03530.
Published Journal Articles
4. N. Jiang, X. Bai, J. Bacsa, M. Mourigal, and H. S. La Pierre, “Synthesis and magneto-
structural characterization of the quantum spin liquid candidate, Yb3(OH)7SO4·1.5H2O”,
Inorganic Chemistry, 58(15), 10417-10423 (2019).
3. X. Bai, J. A. M. Paddison, E. Kapit, S. M. Koohpayeh, J.-J. Wen, S. E. Dutton, A. T.
Savici, A. I. Kolesnikov, G. E. Granroth, C. L. Broholm, J. T. Chalker, and M. Mourigal,
“Magnetic excitations of the classical spin liquid MgCr2O4”, Physical Review Letters 122,
097201 (2019).
2. N. Blanc, J. Trinh, L. Dong, X. Bai, A. A. Aczel, M. Mourigal, L. Balents, T. Siegrist,
and A. P. Ramirez, “Quantum criticality among entangled spin chains”, Nature Physics 14,
273-276 (2018).
1. J. A. M. Paddison, H. S. Ong, J. O. Hamp, P. Mukherjee, X. Bai, M. G. Tucker, N. P.
Butch, C. Castelnovo, M. Mourigal, and S. E. Dutton, “Emergent order in the kagome Ising
magnet Dy3Mg2Sb3O14”, Nature Communications 7, 13842 (2016).
30
CHAPTER 2
MAGNETIC EXCITATIONS OF THE CLASSICAL SPIN-LIQUID MGCR2O4
2.1 Introduction
The classical pyrochlore Heisenberg antiferromagnet is a canonical model of frustrated
magnetism. With only nearest-neighbor (NN) exchange interactions, it does not exhibit
magnetic ordering down to zero temperature and instead hosts a liquid-like state of strongly
correlated spins. In real space, this cooperative paramagnet is a system of underconstrained
spins on a network of corner-sharing tetrahedra. The energy is minimized if the vector sum
of spins is zero on every tetrahedron, giving rise to an extensive ground-state degeneracy.
Mapping spin variables to flux variables on the bonds of the dual diamond lattice transforms
this spin constraint to a divergence-free condition on the flux fields. Consequently, spin
correlations decay algebraically in real space, and sharp features—known as pinch points—
are present in reciprocal space. This exotic magnetic state of matter is termed a Coulomb
phase [13, 14, 15].
The best candidate materials to realize the Coulomb phase include the spin-ices [16,
17, 18] and the cubic AB2O4 spinels and NaA′B2F7 fluorides [19, 20, 21], in which
a transition-metal ion B occupies a pyrochlore lattice. Canonical spinel examples are
CdCr2O4 [22], ZnCr2O4 [23], and MgCr2O4 [24, 25], which are all highly-frustrated anti-
ferromagnets that ultimately order magnetically at temperatures TN much smaller than the
scale of exchange interactions. Contrary to expectations, neutron-scattering experiments on
these materials do not reveal sharp pinch points; instead, only broad ring-like diffuse scat-
tering patterns are observed. These experimental observations have been explained in terms
of decoupled hexagonal spin clusters—loops of six spins with alternating directions [23].
This phenomenological model has been remarkably successful in explaining magnetic scat-
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tering features [23, 24, 25, 26]. However, it leaves three key questions unaddressed. First,
what is the microscopic origin of cluster-like scattering in terms of the underlying magnetic
interactions? Second, how does frustration relate to the complex ordered structures that B-
site spinels often exhibit below TN? And, third, what is the origin of the broad magnetic
excitation spectrum observed in the cooperative paramagnetic state? This final question
is of particular importance because three explanations have been proposed: (i) scattering
is broad in energy, because excitations have a short lifetime; (ii) scattering is broad be-
cause the excitations are fractionalised; (iii) scattering is broad in momentum, because the
excitations are riding on a disordered background.
In this chapter, we use a combination of neutron spectroscopy and modeling to de-
termine the spin Hamiltonian of MgCr2O4 the nature of its magnetic excitations in the
correlated paramagnetic regime at temperature T =20 K. We study this material because it
is a paradigmatic example of a frustrated antiferromagnetic spinel that shows cluster-like
scattering above TN and exotic magnetic order below TN. Our results significantly advance
previous studies by measuring and explaining the entire four-dimensional (4D) magnetic
response of MgCr2O4 as a function of energy and momentum. We use quantitative model-
ing to determine a set of exchange interactions that best reproduce our experimental data.
Remarkably, we find that linear spin-wave theory accurately captures all the details of the
correlated paramagnetic response in MgCr2O4 revealing the harmonic nature of excitations
in this classical spin-liquid. Furthermore, we find that our model remains highly frustrated
despite the presence of further-neighbor (FN) interactions. We explain this result by show-
ing that MgCr2O4 is proximate to a highly-degenerate spiral-spin-liquid phase distinct from
the Coulomb phase. Our results suggest that competition between nearly-degenerate states
may drive the complex low-temperature states often observed in frustrated B-site spinels.
The crystal structure of MgCr2O4 at T = 20 K is cubic (space group Fd3̄m, a =
8.33 Å). Magnetic Cr3+ ions interact magnetically with their nearest neighbors (NN) pri-
marily via direct exchange (dCr−Cr = 2.95 Å) and with further neighbors (FN) via su-
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perexchange [Fig. 2.1(a)]. Thermo-magnetic measurements [27, 28, 29, 30] reveal net
antiferromagnetic interactions with a Weiss constant ranging from θW =−346K [28, 27] to
−433K [29, 30], and are compatible with spin-only magnetic moments for Cr3+ (S= 3/2
and g ≈ 2.05) [29]. Below ∼ 40 K (≈ 0.1θW), the magnetic susceptibility markedly de-
parts from the Curie-Weiss law which contrasts with predictions for the NN model [31].
Futhermore a cooperative paramagnetic regime appears with cluster-like scattering [24, 25,
26, 32]. This regime persists down to TN≈ 13 K [33, 29, 30], a temperature at which the
onset of long-range magnetic ordering [27, 29, 30] is accompanied by a structural distor-
tion to tetragonal or lower symmetry [34, 35, 36] due to spin-lattice coupling [37, 38, 23,
39]. Magnetic Bragg peaks observed below TN are indexed by two inequivalent propaga-













[40] with respect to the cubic cell; the
magnetic structure of this so-called “L phase” is not fully solved [40, 32]. Moreover, an
additional partially-ordered magnetic phase (“H phase”) with a single propagation vector
kH =(0, 0, 1) is observed for some samples between TN and TH≈16 K [40, 24].
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2.2 Methods
To understand the nature of the magnetic excitations in MgCr2O4 we performed neutron-
scattering experiments to survey its magnetic excitation spectrum as a function of neutron
momentum transfer ~Q = ~ki− ~kf and energy transfer E = Ei−Ef to the sample.
Large single crystals of MgCr2O4 were grown using the floating-zone technique follow-
ing systematic sample-quality studies [29, 30]. Our 10 best crystals were co-aligned on
an aluminum holder for a total sample mass m ≈ 13.5 g and overall mosaic ≤ 3◦ [see
Section2.A]. Inelastic neutron-scattering data were collected on the SEQUOIA instrument
[41, 42] at the Spallation Neutron Source, Oak Ridge National Laboratory (USA). Incom-
ing neutron energies of Ei=40 and 80 meV were used, yielding elastic energy resolutions
of 0.8(4) and 1.6(8) meV, respectively. The sample mount was cooled to T = 20 K us-
ing a closed-cycle refrigerator and rotated in steps of 1◦ over a range > 90◦. The data
were converted to absolute units in MANTID [43] using measurements of a vanadium
standard, analyzed in HORACE [44] where background contributions and Bragg peaks
from the sample were masked, and symmetrised in the m3̄m Laue class [see Section2.B].







2 = 0.07265× 10−24 cm2 [45], f(|Q|) is the magnetic form factor, and




dE Eα (1 + e−E/kBT )S(Q, E), where α ∈ {0, 1}, and E ′= 20 meV is chosen
to encompass the magnetic excitation bandwidth. The quantities I0(Q) and I1(Q) are pro-
portional to the instantaneous magnetic structure factor S(Q) and the first moment K(Q),
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Figure 2.1: (a) The pyrochlore lattice of Cr3+ ions (red spheres) in MgCr2O4 and definition
of exchange interactions up to third neighbors. Note that J3a and J3b span the same dis-
tance but are not equivalent by symmetry. (b) Contour plot of the goodness of fit χ2 between
calculations and neutron (blue solid lines) and bulk susceptibility (green dashed lines) mea-
surements. FN exchange interactions J2 and J3a are fixed on a grid with J1 and J3b fitted
at each grid point. The choice of J2 ± J3a as plotting axes highlights the nearly equivalent
spin structure factors obtained for J2 = J3a. Spin correlations are calculated using the
self-consistent Gaussian approximation (SCGA) at T = 20 K. The red star is the best over-
all fit. (c) Momentum dependence of I0(Q) = F (|Q|)S(Q) and I1(Q) = F (|Q|)K(Q)
along several paths of the Brillouin zone (BZ) at T = 20 K, and comparisons with SCGA
predictions for NN (dashed black line) and FN (solid red line) models. For the NN model,
J1 =38 K. (d-e) Selected slices across I0(Q) and I1(Q) for fixed momentum transfer along
the (0, 0, l) and (0,−l, l) directions, respectively, and comparison between NN and FN
models calculated using the SCGA. Throughout, white rings are masked aluminum back-
ground lines. In (c)–(e), only Ei = 80 meV data are shown, but both 40 meV and 80 meV
data were included in fits.
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To model the magnetism of MgCr2O4, we use the Heisenberg modelH= 12
∑
ij Jij Si ·
Sj , where Si represents the spin at one of the N sites Ri of the pyrochlore lattice, and the
four interactions Jij ∈ {J1, J2, J3a, J3b} extend to third-nearest neighbors [Figure 2.1(a)].
We will show that it is crucial to model the two inequivalent third-neighbor pathways J3a
and J3b separately. Our choice of a Heisenberg model is motivated by the small orbital con-
tribution to the magnetic moment (g ≈ 2.05) and a preliminary reverse Monte Carlo analy-
sis [46, 11, 47] that revealed an isotropic distribution of spin orientations [see Section2.C].
For a Heisenberg paramagnet, the structure factor is the Fourier transform of instantaneous
two-spin correlators, S(Q)= 2
3N
∑
ij〈Si ·Sj〉 cos (Q·rij), where rij = Ri−Rj is the vector
between the spin pair. The first moment contains correlators weighted by the correspond-
ing interactions [48, 49], K(Q) = − 1
3N
∑
ijJij 〈Si ·Sj〉 [1 − cos(Q·rij)]. As J3a and J3b
are symmetry inequivalent but associated with the same lattice harmonics, it is impossible
to determine their values by a simple ratio between Fourier coefficients of the structure
factor and the first moment. Therefore, we employ the self-consistent Gaussian approxi-
mation (SCGA) [50] to calculate S(Q) and K(Q) from the magnetic interaction matrix;
this method is in excellent quantitative agreement with classical Monte Carlo simulations
[see Section2.E].
Determining the magnetic interactions of MgCr2O4 is a challenging problem, because
the spin correlations of the model are essentially degenerate along the line J2 = J3a in
interaction space [51]. Consequently, we used three complementary approaches. First, we
performed a global fit to S(Q) and K(Q) for a grid of values of J2 and J3a, with J1 and
J3b fitted at each grid point. The corresponding goodness-of-fit χ2, shown in Figure 2.1(b),
reveals a shallow valley of possible minima [see Section2.D]. Second, we calculated the
goodness-of-fit to the temperature dependence of bulk magnetic susceptibility data between
20 K and 400 K for all the parameter sets {J1, J2, J3a, J3b} extracted from the S(Q)+K(Q)
fits. The intersection of χ2 minima for these two results yields J1 = 38.05(3) K, J2/J1 =
0.0815, J3a/J1 = 0.1050 and J3b/J1 = 0.0085(1) [red star in Figure 2.1(b)]. Finally, we
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validated these parameters using fits to the energy-resolved S(Q, ω), as discussed below
[Figure 2.2].
In Figure 2.1, we compare the experimental Iα(Q) with SCGA calculations for our
optimized exchange parameters. The FN interactions are small, with a maximum of J3a≈
0.1J1, and are all antiferromagnetic, in contrast to first-principles estimates [52]. Crucially,
however, these interactions quantitatively explain the cluster-like scattering [23, 25, 26, 32]
[Figure 2.1(d-e)]. Compared to the NN model, our model correctly captures the suppressed
intensity at the (2, 0, 0) and (2, 2, 0) pinch-point positions [Figure 2.1(c)], indicating the
destruction of the Coulomb phase by FN interactions [50]. In real space, the spin correlators
as a function of distance show an alternation in sign, which explains the apparent success of
the decoupled hexagonal spin-cluster model [see Section2.E]. However, our FN Heisenberg
model enables three key advances. First, it allows a complete microscopic description of the
spin dynamics; second, it allows the frustration to be understood in terms of degeneracies
of the model; and, third, it enables the nature of the low-temperature ordered phases to be
predicted in absence of magnetoelastic effects. We discuss these results in turn below.
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Figure 2.2: Magnetic excitation spectra of MgCr2O4 at T = 20 K measured with incident
neutron energy Ei=40 meV, and comparison with linear spin-wave theory (LSWT) calcu-
lations for our FN model. (a) Momentum-energy slices through g2S(Q, E) along different
paths, comparing data (left column) and FN model (right column). (b) Cuts at constant
energies Ē ± 0.2 meV through the data (gray circles) and FN model (red lines), where Ē
is labeled on each plot. The intensity is multiplied by Ē and offset by 4/sr/Cr for clar-
ity. (c) Energy dependence of the experimental (colored circles) and modeled (colored
lines) dynamical structure factor at selected momenta, normalized to the energy transfer
E0 = 2 meV. (d) Slices at constant energies Ē ± 0.2 meV through the data (left column)
and the FN model (right column) in the (h, k, k) plane. Throughout, blank space is due
to kinematic constraints on the scattering, and the extra intensity at (4, 0, 0) arises from a
strong nuclear Bragg peak and its associated acoustic phonon.
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Magnetic excitation spectra of our sample are presented in Figure 2.2. The excitations
are gapless with a bandwidth of ≈ 20 meV (∼ 4J1S), although the dominant contribu-
tion to the spectral weight resides below ≈ 5 meV (∼ J1S) [Figure 2.2(a)]. Close to the
suppressed pinch point at (2, 0, 0), excitations are relatively sharp and dispersive along the
(ξ, 0, 0) direction [Figure 2.2(b)], a feature also observed in NaCaNi2F7 [21]. Along other
directions, such as (2, ξ, 0) and (ξ, ξ, 0), excitations form a broad continuum [Figure 2.2(a)]
whose energy dependence is Lorentzian with a relaxation rate that changes with momentum
[Figure 2.2(c)]. A simple factorization of the dynamic response as S(Q, E) =S(Q)f(E),
that implies spatially incoherent excitations, is not possible for MgCr2O4 [Figure 2.2(d)], in
contrast to theoretical predictions for the lowest branch of excitations in the NN model [53].
To examine the nature of excitations, we calculated S(Q, E) in the paramagnetic regime
using linear spin-wave theory (LSWT). For a given set of interactions, we use Monte
Carlo simulations to generate ensembles of spin configurations at low but finite temper-
ature to avoid ordering, calculate harmonic fluctuations of each spin configuration, and
average S(Q, E) over these samples [see Section2.F]. We compared LSWT calculations—
performed for several sets of interactions near the shallow χ2 minimum of Figure 2.1(b)—
with the entire 4D momentum-energy dependence of our experimental data [see Section2.G].
The best match is obtained for our previously-determined FN model, with LSWT calcula-
tions in striking agreement with the experimental observations [Figure 2.2]. It is remarkable
that, within the resolution of our experiment, the spin dynamics of MgCr2O4 at T = 20 K
can be entirely described by spins precessing around their local mean field, with no evi-
dence of quantum effects [21]. Crucially, this excludes fractionalization and finite lifetime
as the physical origin for the broad momentum-energy response; rather, it indicates that
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★MgCr2O4
h
<latexit sha1_base64="lCfyKWEYSkBAXhdl7f2ExEJZmDY=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FLx5bMLbQhrLZTtq1m03Y3Qgl9Bd48aDi1b/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0oJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+S9maQYxHQoecQZNVZqjfrVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzQ6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmeg6yLlMM4OSLRZFmSAmIbOvyYArZEZMLKFMcXsrYSOqKDM2m4oNwVt+eZX4F/Wbutu6rDUuizTKcAKncA4eXEED7qAJPjBAeIZXeHMenRfn3flYtJacYuYY/sD5/AE354yx</latexit><latexit sha1_base64="lCfyKWEYSkBAXhdl7f2ExEJZmDY=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FLx5bMLbQhrLZTtq1m03Y3Qgl9Bd48aDi1b/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0oJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+S9maQYxHQoecQZNVZqjfrVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzQ6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmeg6yLlMM4OSLRZFmSAmIbOvyYArZEZMLKFMcXsrYSOqKDM2m4oNwVt+eZX4F/Wbutu6rDUuizTKcAKncA4eXEED7qAJPjBAeIZXeHMenRfn3flYtJacYuYY/sD5/AE354yx</latexit><latexit sha1_base64="lCfyKWEYSkBAXhdl7f2ExEJZmDY=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FLx5bMLbQhrLZTtq1m03Y3Qgl9Bd48aDi1b/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0oJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+S9maQYxHQoecQZNVZqjfrVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzQ6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmeg6yLlMM4OSLRZFmSAmIbOvyYArZEZMLKFMcXsrYSOqKDM2m4oNwVt+eZX4F/Wbutu6rDUuizTKcAKncA4eXEED7qAJPjBAeIZXeHMenRfn3flYtJacYuYY/sD5/AE354yx</latexit>
k
<latexit sha1_base64="xMih9XRHxaqokoJvFWMTZa//fmc=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FLx5bMLbQhrLZTtq1m03Y3Qgl9Bd48aDi1b/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0oJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+S9maQYxHQoecQZNVZqjfvVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzQ6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmeg6yLlMM4OSLRZFmSAmIbOvyYArZEZMLKFMcXsrYSOqKDM2m4oNwVt+eZX4F/Wbutu6rDUuizTKcAKncA4eXEED7qAJPjBAeIZXeHMenRfn3flYtJacYuYY/sD5/AE8cIy0</latexit><latexit sha1_base64="xMih9XRHxaqokoJvFWMTZa//fmc=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FLx5bMLbQhrLZTtq1m03Y3Qgl9Bd48aDi1b/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0oJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+S9maQYxHQoecQZNVZqjfvVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzQ6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmeg6yLlMM4OSLRZFmSAmIbOvyYArZEZMLKFMcXsrYSOqKDM2m4oNwVt+eZX4F/Wbutu6rDUuizTKcAKncA4eXEED7qAJPjBAeIZXeHMenRfn3flYtJacYuYY/sD5/AE8cIy0</latexit><latexit sha1_base64="xMih9XRHxaqokoJvFWMTZa//fmc=">AAAB53icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG8FLx5bMLbQhrLZTtq1m03Y3Qgl9Bd48aDi1b/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0oJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+S9maQYxHQoecQZNVZqjfvVmlt35yCrxCtIDQo0+9Wv3iBhWYzSMEG17npuaoKcKsOZwGmll2lMKRvTIXYtlTRGHeTzQ6fkzCoDEiXKljRkrv6eyGms9SQObWdMzUgvezPxP6+bmeg6yLlMM4OSLRZFmSAmIbOvyYArZEZMLKFMcXsrYSOqKDM2m4oNwVt+eZX4F/Wbutu6rDUuizTKcAKncA4eXEED7qAJPjBAeIZXeHMenRfn3flYtJacYuYY/sD5/AE8cIy0</latexit>
l





<latexit sha1_base64="i4/Ithu/dwCA6k27Am92cMwzDyw=">AAAB83icbVBNSwMxEJ2tX7V+VT16CRahQilZEdRbwYvHCq4ttEvJptk2NJtdk2yhLP0dXjyoePXPePPfmLZ70NYHA4/3ZpiZFySCa4Pxt1NYW9/Y3Cpul3Z29/YPyodHjzpOFWUejUWs2gHRTHDJPMONYO1EMRIFgrWC0e3Mb42Z0jyWD2aSMD8iA8lDTomxkl/tBkRl7rTm1vB5r1zBdTwHWiVuTiqQo9krf3X7MU0jJg0VROuOixPjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/nRU3RmlT4KY2VLGjRXf09kJNJ6EgW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpQCZGswRQnytGjZhYQqji9lZEh0QRamxOJRuCu/zyKvEu6jd1fH9ZadTyNIpwAqdQBReuoAF30AQPKDzBM7zCmzN2Xpx352PRWnDymWP4A+fzBx6EkH0=</latexit><latexit sha1_base64="i4/Ithu/dwCA6k27Am92cMwzDyw=">AAAB83icbVBNSwMxEJ2tX7V+VT16CRahQilZEdRbwYvHCq4ttEvJptk2NJtdk2yhLP0dXjyoePXPePPfmLZ70NYHA4/3ZpiZFySCa4Pxt1NYW9/Y3Cpul3Z29/YPyodHjzpOFWUejUWs2gHRTHDJPMONYO1EMRIFgrWC0e3Mb42Z0jyWD2aSMD8iA8lDTomxkl/tBkRl7rTm1vB5r1zBdTwHWiVuTiqQo9krf3X7MU0jJg0VROuOixPjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/nRU3RmlT4KY2VLGjRXf09kJNJ6EgW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpQCZGswRQnytGjZhYQqji9lZEh0QRamxOJRuCu/zyKvEu6jd1fH9ZadTyNIpwAqdQBReuoAF30AQPKDzBM7zCmzN2Xpx352PRWnDymWP4A+fzBx6EkH0=</latexit><latexit sha1_base64="i4/Ithu/dwCA6k27Am92cMwzDyw=">AAAB83icbVBNSwMxEJ2tX7V+VT16CRahQilZEdRbwYvHCq4ttEvJptk2NJtdk2yhLP0dXjyoePXPePPfmLZ70NYHA4/3ZpiZFySCa4Pxt1NYW9/Y3Cpul3Z29/YPyodHjzpOFWUejUWs2gHRTHDJPMONYO1EMRIFgrWC0e3Mb42Z0jyWD2aSMD8iA8lDTomxkl/tBkRl7rTm1vB5r1zBdTwHWiVuTiqQo9krf3X7MU0jJg0VROuOixPjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/nRU3RmlT4KY2VLGjRXf09kJNJ6EgW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpQCZGswRQnytGjZhYQqji9lZEh0QRamxOJRuCu/zyKvEu6jd1fH9ZadTyNIpwAqdQBReuoAF30AQPKDzBM7zCmzN2Xpx352PRWnDymWP4A+fzBx6EkH0=</latexit>
(1, 1, 0)
<latexit sha1_base64="+lAyZV5G5CAkxJYEtzaIInglMCs=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBahQimJCOqt4MVjBWMLbSib7aRdutmE3Y1QSn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhang2rjut1NYW9/Y3Cpul3Z29/YPyodHjzrJFEOfJSJR7ZBqFFyib7gR2E4V0jgU2ApHtzO/9YRK80Q+mHGKQUwHkkecUWOlVtWreTX3vFeuuHV3DrJKvJxUIEezV/7q9hOWxSgNE1TrjuemJphQZTgTOC11M40pZSM6wI6lksaog8n83Ck5s0qfRImyJQ2Zq78nJjTWehyHtjOmZqiXvZn4n9fJTHQdTLhMM4OSLRZFmSAmIbPfSZ8rZEaMLaFMcXsrYUOqKDM2oZINwVt+eZX4F/Wbunt/WWnU8jSKcAKnUAUPrqABd9AEHxiM4Ble4c1JnRfn3flYtBacfOYY/sD5/AFVto24</latexit><latexit sha1_base64="+lAyZV5G5CAkxJYEtzaIInglMCs=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBahQimJCOqt4MVjBWMLbSib7aRdutmE3Y1QSn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhang2rjut1NYW9/Y3Cpul3Z29/YPyodHjzrJFEOfJSJR7ZBqFFyib7gR2E4V0jgU2ApHtzO/9YRK80Q+mHGKQUwHkkecUWOlVtWreTX3vFeuuHV3DrJKvJxUIEezV/7q9hOWxSgNE1TrjuemJphQZTgTOC11M40pZSM6wI6lksaog8n83Ck5s0qfRImyJQ2Zq78nJjTWehyHtjOmZqiXvZn4n9fJTHQdTLhMM4OSLRZFmSAmIbPfSZ8rZEaMLaFMcXsrYUOqKDM2oZINwVt+eZX4F/Wbunt/WWnU8jSKcAKnUAUPrqABd9AEHxiM4Ble4c1JnRfn3flYtBacfOYY/sD5/AFVto24</latexit><latexit sha1_base64="+lAyZV5G5CAkxJYEtzaIInglMCs=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBahQimJCOqt4MVjBWMLbSib7aRdutmE3Y1QSn+EFw8qXv0/3vw3btsctPXBwOO9GWbmhang2rjut1NYW9/Y3Cpul3Z29/YPyodHjzrJFEOfJSJR7ZBqFFyib7gR2E4V0jgU2ApHtzO/9YRK80Q+mHGKQUwHkkecUWOlVtWreTX3vFeuuHV3DrJKvJxUIEezV/7q9hOWxSgNE1TrjuemJphQZTgTOC11M40pZSM6wI6lksaog8n83Ck5s0qfRImyJQ2Zq78nJjTWehyHtjOmZqiXvZn4n9fJTHQdTLhMM4OSLRZFmSAmIbPfSZ8rZEaMLaFMcXsrYUOqKDM2oZINwVt+eZX4F/Wbunt/WWnU8jSKcAKnUAUPrqABd9AEHxiM4Ble4c1JnRfn3flYtBacfOYY/sD5/AFVto24</latexit>
(1, 1̄, 0)
<latexit sha1_base64="nsxwyiVzixMflG+nEycvif5ZxJg=">AAAB83icbVBNSwMxEJ2tX7V+VT16CRahQilZEdRbwYvHCq4ttEvJptk2NJtdk2yhLP0dXjyoePXPePPfmLZ70NYHA4/3ZpiZFySCa4Pxt1NYW9/Y3Cpul3Z29/YPyodHjzpOFWUejUWs2gHRTHDJPMONYO1EMRIFgrWC0e3Mb42Z0jyWD2aSMD8iA8lDTomxkl91a92AqMyd1vB5r1zBdTwHWiVuTiqQo9krf3X7MU0jJg0VROuOixPjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/nRU3RmlT4KY2VLGjRXf09kJNJ6EgW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpQCZGswRQnytGjZhYQqji9lZEh0QRamxOJRuCu/zyKvEu6jd1fH9ZadTyNIpwAqdQBReuoAF30AQPKDzBM7zCmzN2Xpx352PRWnDymWP4A+fzBxugkH0=</latexit><latexit sha1_base64="nsxwyiVzixMflG+nEycvif5ZxJg=">AAAB83icbVBNSwMxEJ2tX7V+VT16CRahQilZEdRbwYvHCq4ttEvJptk2NJtdk2yhLP0dXjyoePXPePPfmLZ70NYHA4/3ZpiZFySCa4Pxt1NYW9/Y3Cpul3Z29/YPyodHjzpOFWUejUWs2gHRTHDJPMONYO1EMRIFgrWC0e3Mb42Z0jyWD2aSMD8iA8lDTomxkl91a92AqMyd1vB5r1zBdTwHWiVuTiqQo9krf3X7MU0jJg0VROuOixPjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/nRU3RmlT4KY2VLGjRXf09kJNJ6EgW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpQCZGswRQnytGjZhYQqji9lZEh0QRamxOJRuCu/zyKvEu6jd1fH9ZadTyNIpwAqdQBReuoAF30AQPKDzBM7zCmzN2Xpx352PRWnDymWP4A+fzBxugkH0=</latexit><latexit sha1_base64="nsxwyiVzixMflG+nEycvif5ZxJg=">AAAB83icbVBNSwMxEJ2tX7V+VT16CRahQilZEdRbwYvHCq4ttEvJptk2NJtdk2yhLP0dXjyoePXPePPfmLZ70NYHA4/3ZpiZFySCa4Pxt1NYW9/Y3Cpul3Z29/YPyodHjzpOFWUejUWs2gHRTHDJPMONYO1EMRIFgrWC0e3Mb42Z0jyWD2aSMD8iA8lDTomxkl91a92AqMyd1vB5r1zBdTwHWiVuTiqQo9krf3X7MU0jJg0VROuOixPjZ0QZTgWblrqpZgmhIzJgHUsliZj2s/nRU3RmlT4KY2VLGjRXf09kJNJ6EgW2MyJmqJe9mfif10lNeO1nXCapYZIuFoWpQCZGswRQnytGjZhYQqji9lZEh0QRamxOJRuCu/zyKvEu6jd1fH9ZadTyNIpwAqdQBReuoAF30AQPKDzBM7zCmzN2Xpx352PRWnDymWP4A+fzBxugkH0=</latexit>
kH =(1, 0, 0)
<latexit sha1_base64="ozp7X0bZiBz1Ioa4ETK3nID+RRY=">AAACBnicdVDLSgMxFM34rPU16lKQ1CJUKCUpYtuFUHDTZQXHFjqlZNK0Dc08SDJCGbpz46+4caHi1m9w59+YaSuo6IGQwzn3cu89XiS40gh9WEvLK6tr65mN7ObW9s6uvbd/o8JYUubQUISy7RHFBA+Yo7kWrB1JRnxPsJY3vkz91i2TiofBtZ5ErOuTYcAHnBJtpJ59lLheKPpq4psvGU+nvYabu3BzBVxERXTas/OohBDCGMOU4Mo5MqRWq5ZxFeLUMsiDBZo9+93thzT2WaCpIEp1MIp0NyFScyrYNOvGikWEjsmQdQwNiM9UN5ndMYUnRunDQSjNCzScqd87EuKrdFNT6RM9Ur+9VPzL68R6UO0mPIhizQI6HzSIBdQhTEOBfS4Z1WJiCKGSm10hHRFJqDbRZU0IX5fC/4lTLtVK6OosXy8u0siAQ3AMCgCDCqiDBmgCB1BwBx7AE3i27q1H68V6nZcuWYueA/AD1tsnYk2X0A==</latexit><latexit sha1_base64="ozp7X0bZiBz1Ioa4ETK3nID+RRY=">AAACBnicdVDLSgMxFM34rPU16lKQ1CJUKCUpYtuFUHDTZQXHFjqlZNK0Dc08SDJCGbpz46+4caHi1m9w59+YaSuo6IGQwzn3cu89XiS40gh9WEvLK6tr65mN7ObW9s6uvbd/o8JYUubQUISy7RHFBA+Yo7kWrB1JRnxPsJY3vkz91i2TiofBtZ5ErOuTYcAHnBJtpJ59lLheKPpq4psvGU+nvYabu3BzBVxERXTas/OohBDCGMOU4Mo5MqRWq5ZxFeLUMsiDBZo9+93thzT2WaCpIEp1MIp0NyFScyrYNOvGikWEjsmQdQwNiM9UN5ndMYUnRunDQSjNCzScqd87EuKrdFNT6RM9Ur+9VPzL68R6UO0mPIhizQI6HzSIBdQhTEOBfS4Z1WJiCKGSm10hHRFJqDbRZU0IX5fC/4lTLtVK6OosXy8u0siAQ3AMCgCDCqiDBmgCB1BwBx7AE3i27q1H68V6nZcuWYueA/AD1tsnYk2X0A==</latexit><latexit sha1_base64="ozp7X0bZiBz1Ioa4ETK3nID+RRY=">AAACBnicdVDLSgMxFM34rPU16lKQ1CJUKCUpYtuFUHDTZQXHFjqlZNK0Dc08SDJCGbpz46+4caHi1m9w59+YaSuo6IGQwzn3cu89XiS40gh9WEvLK6tr65mN7ObW9s6uvbd/o8JYUubQUISy7RHFBA+Yo7kWrB1JRnxPsJY3vkz91i2TiofBtZ5ErOuTYcAHnBJtpJ59lLheKPpq4psvGU+nvYabu3BzBVxERXTas/OohBDCGMOU4Mo5MqRWq5ZxFeLUMsiDBZo9+93thzT2WaCpIEp1MIp0NyFScyrYNOvGikWEjsmQdQwNiM9UN5ndMYUnRunDQSjNCzScqd87EuKrdFNT6RM9Ur+9VPzL68R6UO0mPIhizQI6HzSIBdQhTEOBfS4Z1WJiCKGSm10hHRFJqDbRZU0IX5fC/4lTLtVK6OosXy8u0siAQ3AMCgCDCqiDBmgCB1BwBx7AE3i27q1H68V6nZcuWYueA/AD1tsnYk2X0A==</latexit>
J3b =0





<latexit sha1_base64="AKLw2abSX/iJeYaUg7YYpqTn+rs=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahgpStFNRbwYvHCq4ttEvJprNtaDa7JFmhLP0RXjyoePX/ePPfmLZ70NYXAo/3ZpiZFySCa+O6305hbX1jc6u4XdrZ3ds/KB8ePeo4VQw9FotYdQKqUXCJnuFGYCdRSKNAYDsY38789hMqzWP5YCYJ+hEdSh5yRo2V2lX3wr7zfrni1tw5yCqp56QCOVr98ldvELM0QmmYoFp3625i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/N1p+TMKgMSxsp+achc/d2R0UjrSRTYyoiakV72ZuJ/Xjc14bWfcZmkBiVbDApTQUxMZreTAVfIjJhYQpnidlfCRlRRZmxCJRtCffnkVeJd1m5q7n2j0mzkaRThBE6hCnW4gibcQQs8YDCGZ3iFNydxXpx352NRWnDynmP4A+fzB1UQjb4=</latexit><latexit sha1_base64="AKLw2abSX/iJeYaUg7YYpqTn+rs=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahgpStFNRbwYvHCq4ttEvJprNtaDa7JFmhLP0RXjyoePX/ePPfmLZ70NYXAo/3ZpiZFySCa+O6305hbX1jc6u4XdrZ3ds/KB8ePeo4VQw9FotYdQKqUXCJnuFGYCdRSKNAYDsY38789hMqzWP5YCYJ+hEdSh5yRo2V2lX3wr7zfrni1tw5yCqp56QCOVr98ldvELM0QmmYoFp3625i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/N1p+TMKgMSxsp+achc/d2R0UjrSRTYyoiakV72ZuJ/Xjc14bWfcZmkBiVbDApTQUxMZreTAVfIjJhYQpnidlfCRlRRZmxCJRtCffnkVeJd1m5q7n2j0mzkaRThBE6hCnW4gibcQQs8YDCGZ3iFNydxXpx352NRWnDynmP4A+fzB1UQjb4=</latexit><latexit sha1_base64="AKLw2abSX/iJeYaUg7YYpqTn+rs=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahgpStFNRbwYvHCq4ttEvJprNtaDa7JFmhLP0RXjyoePX/ePPfmLZ70NYXAo/3ZpiZFySCa+O6305hbX1jc6u4XdrZ3ds/KB8ePeo4VQw9FotYdQKqUXCJnuFGYCdRSKNAYDsY38789hMqzWP5YCYJ+hEdSh5yRo2V2lX3wr7zfrni1tw5yCqp56QCOVr98ldvELM0QmmYoFp3625i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/N1p+TMKgMSxsp+achc/d2R0UjrSRTYyoiakV72ZuJ/Xjc14bWfcZmkBiVbDApTQUxMZreTAVfIjJhYQpnidlfCRlRRZmxCJRtCffnkVeJd1m5q7n2j0mzkaRThBE6hCnW4gibcQQs8YDCGZ3iFNydxXpx352NRWnDynmP4A+fzB1UQjb4=</latexit>
gCr2O4
<latexit sha1_base64="1WMOV86bSgriKOrtAmSBHuuxiFs=">AAAB93icdVDLSsNAFJ34rPXRqEs3g0VwFZIY+tgVu3EjVjC20IYwmU7aoZMHMxOhhn6JGxcqbv0Vd/6Nk7aCih64cDjnXu69J0gZFdI0P7SV1bX1jc3SVnl7Z3evou8f3Iok45i4OGEJ7wVIEEZj4koqGemlnKAoYKQbTNqF370jXNAkvpHTlHgRGsU0pBhJJfl6JR/wCF6O2ty3r3xn5utV02g2arZTg6ZhmnXLtgpi150zB1pKKVAFS3R8/X0wTHAWkVhihoToW2YqvRxxSTEjs/IgEyRFeIJGpK9ojCIivHx++AyeKGUIw4SriiWcq98nchQJMY0C1RkhORa/vUL8y+tnMmx4OY3TTJIYLxaFGYMygUUKcEg5wZJNFUGYU3UrxGPEEZYqq7IK4etT+D9xbaNpmNdOtXW+TKMEjsAxOAUWqIMWuAAd4AIMMvAAnsCzdq89ai/a66J1RVvOHIIf0N4+AXeokoU=</latexit><latexit sha1_base64="1WMOV86bSgriKOrtAmSBHuuxiFs=">AAAB93icdVDLSsNAFJ34rPXRqEs3g0VwFZIY+tgVu3EjVjC20IYwmU7aoZMHMxOhhn6JGxcqbv0Vd/6Nk7aCih64cDjnXu69J0gZFdI0P7SV1bX1jc3SVnl7Z3evou8f3Iok45i4OGEJ7wVIEEZj4koqGemlnKAoYKQbTNqF370jXNAkvpHTlHgRGsU0pBhJJfl6JR/wCF6O2ty3r3xn5utV02g2arZTg6ZhmnXLtgpi150zB1pKKVAFS3R8/X0wTHAWkVhihoToW2YqvRxxSTEjs/IgEyRFeIJGpK9ojCIivHx++AyeKGUIw4SriiWcq98nchQJMY0C1RkhORa/vUL8y+tnMmx4OY3TTJIYLxaFGYMygUUKcEg5wZJNFUGYU3UrxGPEEZYqq7IK4etT+D9xbaNpmNdOtXW+TKMEjsAxOAUWqIMWuAAd4AIMMvAAnsCzdq89ai/a66J1RVvOHIIf0N4+AXeokoU=</latexit><latexit sha1_base64="1WMOV86bSgriKOrtAmSBHuuxiFs=">AAAB93icdVDLSsNAFJ34rPXRqEs3g0VwFZIY+tgVu3EjVjC20IYwmU7aoZMHMxOhhn6JGxcqbv0Vd/6Nk7aCih64cDjnXu69J0gZFdI0P7SV1bX1jc3SVnl7Z3evou8f3Iok45i4OGEJ7wVIEEZj4koqGemlnKAoYKQbTNqF370jXNAkvpHTlHgRGsU0pBhJJfl6JR/wCF6O2ty3r3xn5utV02g2arZTg6ZhmnXLtgpi150zB1pKKVAFS3R8/X0wTHAWkVhihoToW2YqvRxxSTEjs/IgEyRFeIJGpK9ojCIivHx++AyeKGUIw4SriiWcq98nchQJMY0C1RkhORa/vUL8y+tnMmx4OY3TTJIYLxaFGYMygUUKcEg5wZJNFUGYU3UrxGPEEZYqq7IK4etT+D9xbaNpmNdOtXW+TKMEjsAxOAUWqIMWuAAd4AIMMvAAnsCzdq89ai/a66J1RVvOHIIf0N4+AXeokoU=</latexit>
0
<latexit sha1_base64="DfemnTLialK+ve98TKLnkz30pz8=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMLxhbaUDbbSbt2swm7G6GE/gIvHlS8+pe8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duvHBw+6CRTDH2WiES1Q6pRcIm+4UZgO1VI41BgKxzdTv3WEyrNE3lvxikGMR1IHnFGjZWabq9SdWvuDGSZeAWpQoFGr/LV7Scsi1EaJqjWHc9NTZBTZTgTOCl3M40pZSM6wI6lksaog3x26IScWqVPokTZkobM1N8TOY21Hseh7YypGepFbyr+53UyE10FOZdpZlCy+aIoE8QkZPo16XOFzIixJZQpbm8lbEgVZcZmU7YheIsvLxP/vHZdc5sX1fpNkUYJjuEEzsCDS6jDHTTABwYIz/AKb86j8+K8Ox/z1hWnmDmCP3A+fwDnZoyH</latexit><latexit sha1_base64="DfemnTLialK+ve98TKLnkz30pz8=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMLxhbaUDbbSbt2swm7G6GE/gIvHlS8+pe8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duvHBw+6CRTDH2WiES1Q6pRcIm+4UZgO1VI41BgKxzdTv3WEyrNE3lvxikGMR1IHnFGjZWabq9SdWvuDGSZeAWpQoFGr/LV7Scsi1EaJqjWHc9NTZBTZTgTOCl3M40pZSM6wI6lksaog3x26IScWqVPokTZkobM1N8TOY21Hseh7YypGepFbyr+53UyE10FOZdpZlCy+aIoE8QkZPo16XOFzIixJZQpbm8lbEgVZcZmU7YheIsvLxP/vHZdc5sX1fpNkUYJjuEEzsCDS6jDHTTABwYIz/AKb86j8+K8Ox/z1hWnmDmCP3A+fwDnZoyH</latexit><latexit sha1_base64="DfemnTLialK+ve98TKLnkz30pz8=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMLxhbaUDbbSbt2swm7G6GE/gIvHlS8+pe8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duvHBw+6CRTDH2WiES1Q6pRcIm+4UZgO1VI41BgKxzdTv3WEyrNE3lvxikGMR1IHnFGjZWabq9SdWvuDGSZeAWpQoFGr/LV7Scsi1EaJqjWHc9NTZBTZTgTOCl3M40pZSM6wI6lksaog3x26IScWqVPokTZkobM1N8TOY21Hseh7YypGepFbyr+53UyE10FOZdpZlCy+aIoE8QkZPo16XOFzIixJZQpbm8lbEgVZcZmU7YheIsvLxP/vHZdc5sX1fpNkUYJjuEEzsCDS6jDHTTABwYIz/AKb86j8+K8Ox/z1hWnmDmCP3A+fwDnZoyH</latexit>
0.04
<latexit sha1_base64="WiKpvV/iOLHIJLkhK4zQARBJ2AA=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRbBU9mVgnorevFYwbWFdinZNNuGJtklyQpl6V/w4kHFq7/Im//G7HYP2vog5PHeDDPzwoQzbVz326msrW9sblW3azu7e/sH9cOjRx2nilCfxDxWvRBrypmkvmGG016iKBYhp91wepv73SeqNIvlg5klNBB4LFnECDa55Dbd1rDesF8BtEq8kjSgRGdY/xqMYpIKKg3hWOu+5yYmyLAyjHA6rw1STRNMpnhM+5ZKLKgOsmLXOTqzyghFsbJPGlSovzsyLLSeidBWCmwmetnLxf+8fmqiqyBjMkkNlWQxKEo5MjHKD0cjpigxfGYJJorZXRGZYIWJsfHUbAje8smrxL9oXjfd+1ajfVOmUYUTOIVz8OAS2nAHHfCBwASe4RXeHOG8OO/Ox6K04pQ9x/AHzucPNAWNNw==</latexit><latexit sha1_base64="WiKpvV/iOLHIJLkhK4zQARBJ2AA=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRbBU9mVgnorevFYwbWFdinZNNuGJtklyQpl6V/w4kHFq7/Im//G7HYP2vog5PHeDDPzwoQzbVz326msrW9sblW3azu7e/sH9cOjRx2nilCfxDxWvRBrypmkvmGG016iKBYhp91wepv73SeqNIvlg5klNBB4LFnECDa55Dbd1rDesF8BtEq8kjSgRGdY/xqMYpIKKg3hWOu+5yYmyLAyjHA6rw1STRNMpnhM+5ZKLKgOsmLXOTqzyghFsbJPGlSovzsyLLSeidBWCmwmetnLxf+8fmqiqyBjMkkNlWQxKEo5MjHKD0cjpigxfGYJJorZXRGZYIWJsfHUbAje8smrxL9oXjfd+1ajfVOmUYUTOIVz8OAS2nAHHfCBwASe4RXeHOG8OO/Ox6K04pQ9x/AHzucPNAWNNw==</latexit><latexit sha1_base64="WiKpvV/iOLHIJLkhK4zQARBJ2AA=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRbBU9mVgnorevFYwbWFdinZNNuGJtklyQpl6V/w4kHFq7/Im//G7HYP2vog5PHeDDPzwoQzbVz326msrW9sblW3azu7e/sH9cOjRx2nilCfxDxWvRBrypmkvmGG016iKBYhp91wepv73SeqNIvlg5klNBB4LFnECDa55Dbd1rDesF8BtEq8kjSgRGdY/xqMYpIKKg3hWOu+5yYmyLAyjHA6rw1STRNMpnhM+5ZKLKgOsmLXOTqzyghFsbJPGlSovzsyLLSeidBWCmwmetnLxf+8fmqiqyBjMkkNlWQxKEo5MjHKD0cjpigxfGYJJorZXRGZYIWJsfHUbAje8smrxL9oXjfd+1ajfVOmUYUTOIVz8OAS2nAHHfCBwASe4RXeHOG8OO/Ox6K04pQ9x/AHzucPNAWNNw==</latexit>
0.08
<latexit sha1_base64="2L6oUwuHGWKbTstx0xA1ZEQxGBY=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRbBU9kVwXorevFYwbWFdinZNNuGJtklyQrL0r/gxYOKV3+RN/+N2XYP2vog5PHeDDPzwoQzbVz326msrW9sblW3azu7e/sH9cOjRx2nilCfxDxWvRBrypmkvmGG016iKBYhp91welv43SeqNIvlg8kSGgg8lixiBJtCcptua1hv2G8OtEq8kjSgRGdY/xqMYpIKKg3hWOu+5yYmyLEyjHA6qw1STRNMpnhM+5ZKLKgO8vmuM3RmlRGKYmWfNGiu/u7IsdA6E6GtFNhM9LJXiP95/dRErSBnMkkNlWQxKEo5MjEqDkcjpigxPLMEE8XsrohMsMLE2HhqNgRv+eRV4l80r5vu/WWjfVOmUYUTOIVz8OAK2nAHHfCBwASe4RXeHOG8OO/Ox6K04pQ9x/AHzucPOhGNOw==</latexit><latexit sha1_base64="2L6oUwuHGWKbTstx0xA1ZEQxGBY=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRbBU9kVwXorevFYwbWFdinZNNuGJtklyQrL0r/gxYOKV3+RN/+N2XYP2vog5PHeDDPzwoQzbVz326msrW9sblW3azu7e/sH9cOjRx2nilCfxDxWvRBrypmkvmGG016iKBYhp91welv43SeqNIvlg8kSGgg8lixiBJtCcptua1hv2G8OtEq8kjSgRGdY/xqMYpIKKg3hWOu+5yYmyLEyjHA6qw1STRNMpnhM+5ZKLKgO8vmuM3RmlRGKYmWfNGiu/u7IsdA6E6GtFNhM9LJXiP95/dRErSBnMkkNlWQxKEo5MjEqDkcjpigxPLMEE8XsrohMsMLE2HhqNgRv+eRV4l80r5vu/WWjfVOmUYUTOIVz8OAK2nAHHfCBwASe4RXeHOG8OO/Ox6K04pQ9x/AHzucPOhGNOw==</latexit><latexit sha1_base64="2L6oUwuHGWKbTstx0xA1ZEQxGBY=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRbBU9kVwXorevFYwbWFdinZNNuGJtklyQrL0r/gxYOKV3+RN/+N2XYP2vog5PHeDDPzwoQzbVz326msrW9sblW3azu7e/sH9cOjRx2nilCfxDxWvRBrypmkvmGG016iKBYhp91welv43SeqNIvlg8kSGgg8lixiBJtCcptua1hv2G8OtEq8kjSgRGdY/xqMYpIKKg3hWOu+5yYmyLEyjHA6qw1STRNMpnhM+5ZKLKgO8vmuM3RmlRGKYmWfNGiu/u7IsdA6E6GtFNhM9LJXiP95/dRErSBnMkkNlWQxKEo5MjEqDkcjpigxPLMEE8XsrohMsMLE2HhqNgRv+eRV4l80r5vu/WWjfVOmUYUTOIVz8OAK2nAHHfCBwASe4RXeHOG8OO/Ox6K04pQ9x/AHzucPOhGNOw==</latexit>
0.2
<latexit sha1_base64="8WQHKNNMVKdWaclRcUrfFbW/+Xg=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4CkkR1FvRi8eKxhbaUDbbTbt0swm7E6GU/gQvHlS8+o+8+W/ctjlo64OBx3szzMyLMikMet63s7K6tr6xWdoqb+/s7u1XDg4fTZprxgOWylS3Imq4FIoHKFDyVqY5TSLJm9HwZuo3n7g2IlUPOMp4mNC+ErFgFK1077m1bqXqud4MZJn4BalCgUa38tXppSxPuEImqTFt38swHFONgkk+KXdywzPKhrTP25YqmnATjmenTsipVXokTrUthWSm/p4Y08SYURLZzoTiwCx6U/E/r51jfBmOhcpy5IrNF8W5JJiS6d+kJzRnKEeWUKaFvZWwAdWUoU2nbEPwF19eJkHNvXK9u/Nq/bpIowTHcAJn4MMF1OEWGhAAgz48wyu8OdJ5cd6dj3nrilPMHMEfOJ8/wuuM+w==</latexit><latexit sha1_base64="8WQHKNNMVKdWaclRcUrfFbW/+Xg=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4CkkR1FvRi8eKxhbaUDbbTbt0swm7E6GU/gQvHlS8+o+8+W/ctjlo64OBx3szzMyLMikMet63s7K6tr6xWdoqb+/s7u1XDg4fTZprxgOWylS3Imq4FIoHKFDyVqY5TSLJm9HwZuo3n7g2IlUPOMp4mNC+ErFgFK1077m1bqXqud4MZJn4BalCgUa38tXppSxPuEImqTFt38swHFONgkk+KXdywzPKhrTP25YqmnATjmenTsipVXokTrUthWSm/p4Y08SYURLZzoTiwCx6U/E/r51jfBmOhcpy5IrNF8W5JJiS6d+kJzRnKEeWUKaFvZWwAdWUoU2nbEPwF19eJkHNvXK9u/Nq/bpIowTHcAJn4MMF1OEWGhAAgz48wyu8OdJ5cd6dj3nrilPMHMEfOJ8/wuuM+w==</latexit><latexit sha1_base64="8WQHKNNMVKdWaclRcUrfFbW/+Xg=">AAAB6XicbVBNS8NAEJ34WetX1aOXxSJ4CkkR1FvRi8eKxhbaUDbbTbt0swm7E6GU/gQvHlS8+o+8+W/ctjlo64OBx3szzMyLMikMet63s7K6tr6xWdoqb+/s7u1XDg4fTZprxgOWylS3Imq4FIoHKFDyVqY5TSLJm9HwZuo3n7g2IlUPOMp4mNC+ErFgFK1077m1bqXqud4MZJn4BalCgUa38tXppSxPuEImqTFt38swHFONgkk+KXdywzPKhrTP25YqmnATjmenTsipVXokTrUthWSm/p4Y08SYURLZzoTiwCx6U/E/r51jfBmOhcpy5IrNF8W5JJiS6d+kJzRnKEeWUKaFvZWwAdWUoU2nbEPwF19eJkHNvXK9u/Nq/bpIowTHcAJn4MMF1OEWGhAAgz48wyu8OdJ5cd6dj3nrilPMHMEfOJ8/wuuM+w==</latexit>
0.4
<latexit sha1_base64="WiZgmQDuXNswrd5cbQ14uVxpT/I=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUG9FLx4rGltoQ9lsN+3SzSbsToRS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvyqQw6HnfTmlldW19o7xZ2dre2d2r7h88mjTXjAcslaluRdRwKRQPUKDkrUxzmkSSN6PhzdRvPnFtRKoecJTxMKF9JWLBKFrp3nPPu9Wa53ozkGXiF6QGBRrd6lenl7I84QqZpMa0fS/DcEw1Cib5pNLJDc8oG9I+b1uqaMJNOJ6dOiEnVumRONW2FJKZ+ntiTBNjRklkOxOKA7PoTcX/vHaO8WU4FirLkSs2XxTnkmBKpn+TntCcoRxZQpkW9lbCBlRThjadig3BX3x5mQRn7pXr3Z3X6tdFGmU4gmM4BR8uoA630IAAGPThGV7hzZHOi/PufMxbS04xcwh/4Hz+AMXxjP0=</latexit><latexit sha1_base64="WiZgmQDuXNswrd5cbQ14uVxpT/I=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUG9FLx4rGltoQ9lsN+3SzSbsToRS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvyqQw6HnfTmlldW19o7xZ2dre2d2r7h88mjTXjAcslaluRdRwKRQPUKDkrUxzmkSSN6PhzdRvPnFtRKoecJTxMKF9JWLBKFrp3nPPu9Wa53ozkGXiF6QGBRrd6lenl7I84QqZpMa0fS/DcEw1Cib5pNLJDc8oG9I+b1uqaMJNOJ6dOiEnVumRONW2FJKZ+ntiTBNjRklkOxOKA7PoTcX/vHaO8WU4FirLkSs2XxTnkmBKpn+TntCcoRxZQpkW9lbCBlRThjadig3BX3x5mQRn7pXr3Z3X6tdFGmU4gmM4BR8uoA630IAAGPThGV7hzZHOi/PufMxbS04xcwh/4Hz+AMXxjP0=</latexit><latexit sha1_base64="WiZgmQDuXNswrd5cbQ14uVxpT/I=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0hEUG9FLx4rGltoQ9lsN+3SzSbsToRS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvyqQw6HnfTmlldW19o7xZ2dre2d2r7h88mjTXjAcslaluRdRwKRQPUKDkrUxzmkSSN6PhzdRvPnFtRKoecJTxMKF9JWLBKFrp3nPPu9Wa53ozkGXiF6QGBRrd6lenl7I84QqZpMa0fS/DcEw1Cib5pNLJDc8oG9I+b1uqaMJNOJ6dOiEnVumRONW2FJKZ+ntiTBNjRklkOxOKA7PoTcX/vHaO8WU4FirLkSs2XxTnkmBKpn+TntCcoRxZQpkW9lbCBlRThjadig3BX3x5mQRn7pXr3Z3X6tdFGmU4gmM4BR8uoA630IAAGPThGV7hzZHOi/PufMxbS04xcwh/4Hz+AMXxjP0=</latexit>
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<latexit sha1_base64="tsYwOJib8x+Apwba3GFGiLfNd7U=">AAAB6XicbVA9TwJBEJ3DL8Qv1NJmIzHBhtzRqB3RxhKjJyRwIXPLHmzY27vs7pkQwk+wsVBj6z+y89+4wBUKvmSSl/dmMjMvTAXXxnW/ncLa+sbmVnG7tLO7t39QPjx61EmmKPNpIhLVDlEzwSXzDTeCtVPFMA4Fa4Wjm5nfemJK80Q+mHHKghgHkkecorHSfRXPe+WKW3PnIKvEy0kFcjR75a9uP6FZzKShArXueG5qggkqw6lg01I30yxFOsIB61gqMWY6mMxPnZIzq/RJlChb0pC5+ntigrHW4zi0nTGaoV72ZuJ/Xicz0WUw4TLNDJN0sSjKBDEJmf1N+lwxasTYEqSK21sJHaJCamw6JRuCt/zyKvHrtauae1evNK7zNIpwAqdQBQ8uoAG30AQfKAzgGV7hzRHOi/PufCxaC04+cwx/4Hz+APXUjRs=</latexit><latexit sha1_base64="tsYwOJib8x+Apwba3GFGiLfNd7U=">AAAB6XicbVA9TwJBEJ3DL8Qv1NJmIzHBhtzRqB3RxhKjJyRwIXPLHmzY27vs7pkQwk+wsVBj6z+y89+4wBUKvmSSl/dmMjMvTAXXxnW/ncLa+sbmVnG7tLO7t39QPjx61EmmKPNpIhLVDlEzwSXzDTeCtVPFMA4Fa4Wjm5nfemJK80Q+mHHKghgHkkecorHSfRXPe+WKW3PnIKvEy0kFcjR75a9uP6FZzKShArXueG5qggkqw6lg01I30yxFOsIB61gqMWY6mMxPnZIzq/RJlChb0pC5+ntigrHW4zi0nTGaoV72ZuJ/Xicz0WUw4TLNDJN0sSjKBDEJmf1N+lwxasTYEqSK21sJHaJCamw6JRuCt/zyKvHrtauae1evNK7zNIpwAqdQBQ8uoAG30AQfKAzgGV7hzRHOi/PufCxaC04+cwx/4Hz+APXUjRs=</latexit><latexit sha1_base64="tsYwOJib8x+Apwba3GFGiLfNd7U=">AAAB6XicbVA9TwJBEJ3DL8Qv1NJmIzHBhtzRqB3RxhKjJyRwIXPLHmzY27vs7pkQwk+wsVBj6z+y89+4wBUKvmSSl/dmMjMvTAXXxnW/ncLa+sbmVnG7tLO7t39QPjx61EmmKPNpIhLVDlEzwSXzDTeCtVPFMA4Fa4Wjm5nfemJK80Q+mHHKghgHkkecorHSfRXPe+WKW3PnIKvEy0kFcjR75a9uP6FZzKShArXueG5qggkqw6lg01I30yxFOsIB61gqMWY6mMxPnZIzq/RJlChb0pC5+ntigrHW4zi0nTGaoV72ZuJ/Xicz0WUw4TLNDJN0sSjKBDEJmf1N+lwxasTYEqSK21sJHaJCamw6JRuCt/zyKvHrtauae1evNK7zNIpwAqdQBQ8uoAG30AQfKAzgGV7hzRHOi/PufCxaC04+cwx/4Hz+APXUjRs=</latexit>
(b)
<latexit sha1_base64="7VkbLIe+J2Yqy9ooPaTkD+wAXl0=">AAAB6XicbVA9TwJBEJ3DL8Qv1NJmIzHBhtzRqB3RxhKjJyRwIXvLHmzY27vszpkQwk+wsVBj6z+y89+4wBUKvmSSl/dmMjMvTKUw6LrfTmFtfWNzq7hd2tnd2z8oHx49miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzcxvPXFtRKIecJzyIKYDJSLBKFrpvhqe98oVt+bOQVaJl5MK5Gj2yl/dfsKymCtkkhrT8dwUgwnVKJjk01I3MzylbEQHvGOpojE3wWR+6pScWaVPokTbUkjm6u+JCY2NGceh7YwpDs2yNxP/8zoZRpfBRKg0Q67YYlGUSYIJmf1N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/nlVeLXa1c1965eaVznaRThBE6hCh5cQANuoQk+MBjAM7zCmyOdF+fd+Vi0Fpx85hj+wPn8AfdYjRw=</latexit><latexit sha1_base64="7VkbLIe+J2Yqy9ooPaTkD+wAXl0=">AAAB6XicbVA9TwJBEJ3DL8Qv1NJmIzHBhtzRqB3RxhKjJyRwIXvLHmzY27vszpkQwk+wsVBj6z+y89+4wBUKvmSSl/dmMjMvTKUw6LrfTmFtfWNzq7hd2tnd2z8oHx49miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzcxvPXFtRKIecJzyIKYDJSLBKFrpvhqe98oVt+bOQVaJl5MK5Gj2yl/dfsKymCtkkhrT8dwUgwnVKJjk01I3MzylbEQHvGOpojE3wWR+6pScWaVPokTbUkjm6u+JCY2NGceh7YwpDs2yNxP/8zoZRpfBRKg0Q67YYlGUSYIJmf1N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/nlVeLXa1c1965eaVznaRThBE6hCh5cQANuoQk+MBjAM7zCmyOdF+fd+Vi0Fpx85hj+wPn8AfdYjRw=</latexit><latexit sha1_base64="7VkbLIe+J2Yqy9ooPaTkD+wAXl0=">AAAB6XicbVA9TwJBEJ3DL8Qv1NJmIzHBhtzRqB3RxhKjJyRwIXvLHmzY27vszpkQwk+wsVBj6z+y89+4wBUKvmSSl/dmMjMvTKUw6LrfTmFtfWNzq7hd2tnd2z8oHx49miTTjPsskYluh9RwKRT3UaDk7VRzGoeSt8LRzcxvPXFtRKIecJzyIKYDJSLBKFrpvhqe98oVt+bOQVaJl5MK5Gj2yl/dfsKymCtkkhrT8dwUgwnVKJjk01I3MzylbEQHvGOpojE3wWR+6pScWaVPokTbUkjm6u+JCY2NGceh7YwpDs2yNxP/8zoZRpfBRKg0Q67YYlGUSYIJmf1N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/nlVeLXa1c1965eaVznaRThBE6hCh5cQANuoQk+MBjAM7zCmyOdF+fd+Vi0Fpx85hj+wPn8AfdYjRw=</latexit>
0
<latexit sha1_base64="DfemnTLialK+ve98TKLnkz30pz8=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMLxhbaUDbbSbt2swm7G6GE/gIvHlS8+pe8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duvHBw+6CRTDH2WiES1Q6pRcIm+4UZgO1VI41BgKxzdTv3WEyrNE3lvxikGMR1IHnFGjZWabq9SdWvuDGSZeAWpQoFGr/LV7Scsi1EaJqjWHc9NTZBTZTgTOCl3M40pZSM6wI6lksaog3x26IScWqVPokTZkobM1N8TOY21Hseh7YypGepFbyr+53UyE10FOZdpZlCy+aIoE8QkZPo16XOFzIixJZQpbm8lbEgVZcZmU7YheIsvLxP/vHZdc5sX1fpNkUYJjuEEzsCDS6jDHTTABwYIz/AKb86j8+K8Ox/z1hWnmDmCP3A+fwDnZoyH</latexit><latexit sha1_base64="DfemnTLialK+ve98TKLnkz30pz8=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMLxhbaUDbbSbt2swm7G6GE/gIvHlS8+pe8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duvHBw+6CRTDH2WiES1Q6pRcIm+4UZgO1VI41BgKxzdTv3WEyrNE3lvxikGMR1IHnFGjZWabq9SdWvuDGSZeAWpQoFGr/LV7Scsi1EaJqjWHc9NTZBTZTgTOCl3M40pZSM6wI6lksaog3x26IScWqVPokTZkobM1N8TOY21Hseh7YypGepFbyr+53UyE10FOZdpZlCy+aIoE8QkZPo16XOFzIixJZQpbm8lbEgVZcZmU7YheIsvLxP/vHZdc5sX1fpNkUYJjuEEzsCDS6jDHTTABwYIz/AKb86j8+K8Ox/z1hWnmDmCP3A+fwDnZoyH</latexit><latexit sha1_base64="DfemnTLialK+ve98TKLnkz30pz8=">AAAB53icbVBNS8NAEJ34WetX1aOXxSJ4KokI6q3oxWMLxhbaUDbbSbt2swm7G6GE/gIvHlS8+pe8+W/ctjlo64OBx3szzMwLU8G1cd1vZ2V1bX1js7RV3t7Z3duvHBw+6CRTDH2WiES1Q6pRcIm+4UZgO1VI41BgKxzdTv3WEyrNE3lvxikGMR1IHnFGjZWabq9SdWvuDGSZeAWpQoFGr/LV7Scsi1EaJqjWHc9NTZBTZTgTOCl3M40pZSM6wI6lksaog3x26IScWqVPokTZkobM1N8TOY21Hseh7YypGepFbyr+53UyE10FOZdpZlCy+aIoE8QkZPo16XOFzIixJZQpbm8lbEgVZcZmU7YheIsvLxP/vHZdc5sX1fpNkUYJjuEEzsCDS6jDHTTABwYIz/AKb86j8+K8Ox/z1hWnmDmCP3A+fwDnZoyH</latexit>
0.04
<latexit sha1_base64="WiKpvV/iOLHIJLkhK4zQARBJ2AA=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRbBU9mVgnorevFYwbWFdinZNNuGJtklyQpl6V/w4kHFq7/Im//G7HYP2vog5PHeDDPzwoQzbVz326msrW9sblW3azu7e/sH9cOjRx2nilCfxDxWvRBrypmkvmGG016iKBYhp91wepv73SeqNIvlg5klNBB4LFnECDa55Dbd1rDesF8BtEq8kjSgRGdY/xqMYpIKKg3hWOu+5yYmyLAyjHA6rw1STRNMpnhM+5ZKLKgOsmLXOTqzyghFsbJPGlSovzsyLLSeidBWCmwmetnLxf+8fmqiqyBjMkkNlWQxKEo5MjHKD0cjpigxfGYJJorZXRGZYIWJsfHUbAje8smrxL9oXjfd+1ajfVOmUYUTOIVz8OAS2nAHHfCBwASe4RXeHOG8OO/Ox6K04pQ9x/AHzucPNAWNNw==</latexit><latexit sha1_base64="WiKpvV/iOLHIJLkhK4zQARBJ2AA=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRbBU9mVgnorevFYwbWFdinZNNuGJtklyQpl6V/w4kHFq7/Im//G7HYP2vog5PHeDDPzwoQzbVz326msrW9sblW3azu7e/sH9cOjRx2nilCfxDxWvRBrypmkvmGG016iKBYhp91wepv73SeqNIvlg5klNBB4LFnECDa55Dbd1rDesF8BtEq8kjSgRGdY/xqMYpIKKg3hWOu+5yYmyLAyjHA6rw1STRNMpnhM+5ZKLKgOsmLXOTqzyghFsbJPGlSovzsyLLSeidBWCmwmetnLxf+8fmqiqyBjMkkNlWQxKEo5MjHKD0cjpigxfGYJJorZXRGZYIWJsfHUbAje8smrxL9oXjfd+1ajfVOmUYUTOIVz8OAS2nAHHfCBwASe4RXeHOG8OO/Ox6K04pQ9x/AHzucPNAWNNw==</latexit><latexit sha1_base64="WiKpvV/iOLHIJLkhK4zQARBJ2AA=">AAAB6nicbVBNSwMxEJ2tX7V+VT16CRbBU9mVgnorevFYwbWFdinZNNuGJtklyQpl6V/w4kHFq7/Im//G7HYP2vog5PHeDDPzwoQzbVz326msrW9sblW3azu7e/sH9cOjRx2nilCfxDxWvRBrypmkvmGG016iKBYhp91wepv73SeqNIvlg5klNBB4LFnECDa55Dbd1rDesF8BtEq8kjSgRGdY/xqMYpIKKg3hWOu+5yYmyLAyjHA6rw1STRNMpnhM+5ZKLKgOsmLXOTqzyghFsbJPGlSovzsyLLSeidBWCmwmetnLxf+8fmqiqyBjMkkNlWQxKEo5MjHKD0cjpigxfGYJJorZXRGZYIWJsfHUbAje8smrxL9oXjfd+1ajfVOmUYUTOIVz8OAS2nAHHfCBwASe4RXeHOG8OO/Ox6K04pQ9x/AHzucPNAWNNw==</latexit>
0.08







<latexit sha1_base64="w1M+1HNC6/wR2aSdn3IsKlqHnEw=">AAACEHicdVDLSgMxFM3UV62vqks3wSJUKCUpYtuFUHTjwkUFawttHTJppg3NPEgyQhnmF9z4K25cqLh16c6/MdNWUNEDIYdz7uXee5xQcKUR+rAyC4tLyyvZ1dza+sbmVn5751oFkaSsRQMRyI5DFBPcZy3NtWCdUDLiOYK1nfFZ6rdvmVQ88K/0JGR9jwx97nJKtJHsfLHnBGKgJp754nFixxelSnJSxKWeKwmNbZzEN5WkhA7tfAGVEUIYY5gSXD1GhtTrtQquQZxaBgUwR9POv/cGAY085msqiFJdjELdj4nUnAqW5HqRYiGhYzJkXUN94jHVj6cXJfDAKAPoBtI8X8Op+r0jJp5KlzaVHtEj9dtLxb+8bqTdWj/mfhhp5tPZIDcSUAcwjQcOuGRUi4khhEpudoV0REwU2oSYMyF8XQr/J61KuV5Gl0eFxuk8jSzYA/ugCDCoggY4B03QAhTcgQfwBJ6te+vRerFeZ6UZa96zC37AevsEyV+cig==</latexit><latexit sha1_base64="w1M+1HNC6/wR2aSdn3IsKlqHnEw=">AAACEHicdVDLSgMxFM3UV62vqks3wSJUKCUpYtuFUHTjwkUFawttHTJppg3NPEgyQhnmF9z4K25cqLh16c6/MdNWUNEDIYdz7uXee5xQcKUR+rAyC4tLyyvZ1dza+sbmVn5751oFkaSsRQMRyI5DFBPcZy3NtWCdUDLiOYK1nfFZ6rdvmVQ88K/0JGR9jwx97nJKtJHsfLHnBGKgJp754nFixxelSnJSxKWeKwmNbZzEN5WkhA7tfAGVEUIYY5gSXD1GhtTrtQquQZxaBgUwR9POv/cGAY085msqiFJdjELdj4nUnAqW5HqRYiGhYzJkXUN94jHVj6cXJfDAKAPoBtI8X8Op+r0jJp5KlzaVHtEj9dtLxb+8bqTdWj/mfhhp5tPZIDcSUAcwjQcOuGRUi4khhEpudoV0REwU2oSYMyF8XQr/J61KuV5Gl0eFxuk8jSzYA/ugCDCoggY4B03QAhTcgQfwBJ6te+vRerFeZ6UZa96zC37AevsEyV+cig==</latexit><latexit sha1_base64="w1M+1HNC6/wR2aSdn3IsKlqHnEw=">AAACEHicdVDLSgMxFM3UV62vqks3wSJUKCUpYtuFUHTjwkUFawttHTJppg3NPEgyQhnmF9z4K25cqLh16c6/MdNWUNEDIYdz7uXee5xQcKUR+rAyC4tLyyvZ1dza+sbmVn5751oFkaSsRQMRyI5DFBPcZy3NtWCdUDLiOYK1nfFZ6rdvmVQ88K/0JGR9jwx97nJKtJHsfLHnBGKgJp754nFixxelSnJSxKWeKwmNbZzEN5WkhA7tfAGVEUIYY5gSXD1GhtTrtQquQZxaBgUwR9POv/cGAY085msqiFJdjELdj4nUnAqW5HqRYiGhYzJkXUN94jHVj6cXJfDAKAPoBtI8X8Op+r0jJp5KlzaVHtEj9dtLxb+8bqTdWj/mfhhp5tPZIDcSUAcwjQcOuGRUi4khhEpudoV0REwU2oSYMyF8XQr/J61KuV5Gl0eFxuk8jSzYA/ugCDCoggY4B03QAhTcgQfwBJ6te+vRerFeZ6UZa96zC37AevsEyV+cig==</latexit>
(⇠, ⇠, 0)
<latexit sha1_base64="nsD6JqspyDxSOW2G0ZsC4vBrDxM=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBahgpSkFNRbwYvHCsYW2lA22027dLOJu5tiCf0dXjyoePXPePPfuGlz0NYHA4/3ZpiZ58ecKW3b31ZhbX1jc6u4XdrZ3ds/KB8ePagokYS6JOKR7PhYUc4EdTXTnHZiSXHoc9r2xzeZ355QqVgk7vU0pl6Ih4IFjGBtJK+a9p7YRVb27Lxfrtg1ew60SpycVCBHq1/+6g0ikoRUaMKxUl3HjrWXYqkZ4XRW6iWKxpiM8ZB2DRU4pMpL50fP0JlRBiiIpCmh0Vz9PZHiUKlp6JvOEOuRWvYy8T+vm+jgykuZiBNNBVksChKOdISyBNCASUo0nxqCiWTmVkRGWGKiTU4lE4Kz/PIqceu165p916g0G3kaRTiBU6iCA5fQhFtogQsEHuEZXuHNmlgv1rv1sWgtWPnMMfyB9fkD7puRDA==</latexit><latexit sha1_base64="nsD6JqspyDxSOW2G0ZsC4vBrDxM=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBahgpSkFNRbwYvHCsYW2lA22027dLOJu5tiCf0dXjyoePXPePPfuGlz0NYHA4/3ZpiZ58ecKW3b31ZhbX1jc6u4XdrZ3ds/KB8ePagokYS6JOKR7PhYUc4EdTXTnHZiSXHoc9r2xzeZ355QqVgk7vU0pl6Ih4IFjGBtJK+a9p7YRVb27Lxfrtg1ew60SpycVCBHq1/+6g0ikoRUaMKxUl3HjrWXYqkZ4XRW6iWKxpiM8ZB2DRU4pMpL50fP0JlRBiiIpCmh0Vz9PZHiUKlp6JvOEOuRWvYy8T+vm+jgykuZiBNNBVksChKOdISyBNCASUo0nxqCiWTmVkRGWGKiTU4lE4Kz/PIqceu165p916g0G3kaRTiBU6iCA5fQhFtogQsEHuEZXuHNmlgv1rv1sWgtWPnMMfyB9fkD7puRDA==</latexit><latexit sha1_base64="nsD6JqspyDxSOW2G0ZsC4vBrDxM=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBahgpSkFNRbwYvHCsYW2lA22027dLOJu5tiCf0dXjyoePXPePPfuGlz0NYHA4/3ZpiZ58ecKW3b31ZhbX1jc6u4XdrZ3ds/KB8ePagokYS6JOKR7PhYUc4EdTXTnHZiSXHoc9r2xzeZ355QqVgk7vU0pl6Ih4IFjGBtJK+a9p7YRVb27Lxfrtg1ew60SpycVCBHq1/+6g0ikoRUaMKxUl3HjrWXYqkZ4XRW6iWKxpiM8ZB2DRU4pMpL50fP0JlRBiiIpCmh0Vz9PZHiUKlp6JvOEOuRWvYy8T+vm+jgykuZiBNNBVksChKOdISyBNCASUo0nxqCiWTmVkRGWGKiTU4lE4Kz/PIqceu165p916g0G3kaRTiBU6iCA5fQhFtogQsEHuEZXuHNmlgv1rv1sWgtWPnMMfyB9fkD7puRDA==</latexit>
(⇠, ⇠, ⇠)
<latexit sha1_base64="+RlG/obPFHYCCev1OT/1R8x6wjc=">AAAB93icbVBNS8NAEJ3Ur1o/GvXoZbEIFaQkpaDeCl48VjC20Iay2W7apZtN2N2INfSXePGg4tW/4s1/47bNQVsfDDzem2FmXpBwprTjfFuFtfWNza3idmlnd2+/bB8c3qs4lYR6JOax7ARYUc4E9TTTnHYSSXEUcNoOxtczv/1ApWKxuNOThPoRHgoWMoK1kfp2uZr1Htl5XtOzvl1xas4caJW4OalAjlbf/uoNYpJGVGjCsVJd10m0n2GpGeF0WuqliiaYjPGQdg0VOKLKz+aHT9GpUQYojKUpodFc/T2R4UipSRSYzgjrkVr2ZuJ/XjfV4aWfMZGkmgqyWBSmHOkYzVJAAyYp0XxiCCaSmVsRGWGJiTZZlUwI7vLLq8Sr165qzm2j0mzkaRThGE6gCi5cQBNuoAUeEEjhGV7hzXqyXqx362PRWrDymSP4A+vzB1Exkl4=</latexit><latexit sha1_base64="+RlG/obPFHYCCev1OT/1R8x6wjc=">AAAB93icbVBNS8NAEJ3Ur1o/GvXoZbEIFaQkpaDeCl48VjC20Iay2W7apZtN2N2INfSXePGg4tW/4s1/47bNQVsfDDzem2FmXpBwprTjfFuFtfWNza3idmlnd2+/bB8c3qs4lYR6JOax7ARYUc4E9TTTnHYSSXEUcNoOxtczv/1ApWKxuNOThPoRHgoWMoK1kfp2uZr1Htl5XtOzvl1xas4caJW4OalAjlbf/uoNYpJGVGjCsVJd10m0n2GpGeF0WuqliiaYjPGQdg0VOKLKz+aHT9GpUQYojKUpodFc/T2R4UipSRSYzgjrkVr2ZuJ/XjfV4aWfMZGkmgqyWBSmHOkYzVJAAyYp0XxiCCaSmVsRGWGJiTZZlUwI7vLLq8Sr165qzm2j0mzkaRThGE6gCi5cQBNuoAUeEEjhGV7hzXqyXqx362PRWrDymSP4A+vzB1Exkl4=</latexit><latexit sha1_base64="+RlG/obPFHYCCev1OT/1R8x6wjc=">AAAB93icbVBNS8NAEJ3Ur1o/GvXoZbEIFaQkpaDeCl48VjC20Iay2W7apZtN2N2INfSXePGg4tW/4s1/47bNQVsfDDzem2FmXpBwprTjfFuFtfWNza3idmlnd2+/bB8c3qs4lYR6JOax7ARYUc4E9TTTnHYSSXEUcNoOxtczv/1ApWKxuNOThPoRHgoWMoK1kfp2uZr1Htl5XtOzvl1xas4caJW4OalAjlbf/uoNYpJGVGjCsVJd10m0n2GpGeF0WuqliiaYjPGQdg0VOKLKz+aHT9GpUQYojKUpodFc/T2R4UipSRSYzgjrkVr2ZuJ/XjfV4aWfMZGkmgqyWBSmHOkYzVJAAyYp0XxiCCaSmVsRGWGJiTZZlUwI7vLLq8Sr165qzm2j0mzkaRThGE6gCi5cQBNuoAUeEEjhGV7hzXqyXqx362PRWrDymSP4A+vzB1Exkl4=</latexit>
(⇠, 0, 0)
<latexit sha1_base64="WBid9/S1tsWmqVaxEc8uwvxOL/A=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRahQimpFNRbwYvHCq4tbJeSTbNtaHazJFmxLP0ZXjyoePXfePPfmLZ70NYHA4/3ZpiZFySCa4Pxt1NYW9/Y3Cpul3Z29/YPyodHD1qmijKXSiFVNyCaCR4z13AjWDdRjESBYJ1gfDPzO49MaS7jezNJmB+RYcxDTomxklfNek+8hmt4et4vV3Adz4FWSSMnFcjR7pe/egNJ04jFhgqitdfAifEzogyngk1LvVSzhNAxGTLP0phETPvZ/OQpOrPKAIVS2YoNmqu/JzISaT2JAtsZETPSy95M/M/zUhNe+RmPk9SwmC4WhalARqLZ/2jAFaNGTCwhVHF7K6Ijogg1NqWSDaGx/PIqcS/q13V816y0mnkaRTiBU6hCAy6hBbfQBhcoSHiGV3hzjPPivDsfi9aCk88cwx84nz8EeY/r</latexit><latexit sha1_base64="WBid9/S1tsWmqVaxEc8uwvxOL/A=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRahQimpFNRbwYvHCq4tbJeSTbNtaHazJFmxLP0ZXjyoePXfePPfmLZ70NYHA4/3ZpiZFySCa4Pxt1NYW9/Y3Cpul3Z29/YPyodHD1qmijKXSiFVNyCaCR4z13AjWDdRjESBYJ1gfDPzO49MaS7jezNJmB+RYcxDTomxklfNek+8hmt4et4vV3Adz4FWSSMnFcjR7pe/egNJ04jFhgqitdfAifEzogyngk1LvVSzhNAxGTLP0phETPvZ/OQpOrPKAIVS2YoNmqu/JzISaT2JAtsZETPSy95M/M/zUhNe+RmPk9SwmC4WhalARqLZ/2jAFaNGTCwhVHF7K6Ijogg1NqWSDaGx/PIqcS/q13V816y0mnkaRTiBU6hCAy6hBbfQBhcoSHiGV3hzjPPivDsfi9aCk88cwx84nz8EeY/r</latexit><latexit sha1_base64="WBid9/S1tsWmqVaxEc8uwvxOL/A=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRahQimpFNRbwYvHCq4tbJeSTbNtaHazJFmxLP0ZXjyoePXfePPfmLZ70NYHA4/3ZpiZFySCa4Pxt1NYW9/Y3Cpul3Z29/YPyodHD1qmijKXSiFVNyCaCR4z13AjWDdRjESBYJ1gfDPzO49MaS7jezNJmB+RYcxDTomxklfNek+8hmt4et4vV3Adz4FWSSMnFcjR7pe/egNJ04jFhgqitdfAifEzogyngk1LvVSzhNAxGTLP0phETPvZ/OQpOrPKAIVS2YoNmqu/JzISaT2JAtsZETPSy95M/M/zUhNe+RmPk9SwmC4WhalARqLZ/2jAFaNGTCwhVHF7K6Ijogg1NqWSDaGx/PIqcS/q13V816y0mnkaRTiBU6hCAy6hBbfQBhcoSHiGV3hzjPPivDsfi9aCk88cwx84nz8EeY/r</latexit>
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Figure 2.3: (a) Sets of ordering wavevectors κ with nearly-degenerate energies represented
in the Brillouin zone as colored surfaces. The pink surface shows wavevectors with en-
ergies within ∼0.5% of the global energy minimum for the FN interaction parameters of
MgCr2O4. The blue lines shows wavevectors with energy equal to the global energy min-
imum for the macroscopically-degenerate phases represented by a blue dashed line in the
phase diagram. (b) Mean-field phase diagrams of our FN Heisenberg model as a function
of J2 and J3a, showing results for J3b = 0 (left) and J3b = 0.0085J1 (right). Phases with
different ordering wavevectors κ are shown in different colors. Special phases (dashed
lines) correspond to a macroscopic number of ordering wavevectors with degenerate ener-
gies. They emerge from J3a − J2 = 0 (yellow line), which corresponds to the NN model,
to form two half-planes corresponding to J3a − J2 = ∓J3b (green and blue lines).
Our microscopic model also explains the persistence of classical spin-liquid in MgCr2O4
in spite of the presence of FN interactions. In classical spin liquids, the lowest-energy
eigenvalues of the interaction matrix are degenerate throughout large regions of the Bril-
louin zone, which suppresses magnetic ordering. We find that for the FN parameters of
MgCr2O4, ordering wavevectors κ with energies within 0.5% of the global energy mini-
mum describe a large surface near the zone boundary [Figure 2.3(a)]. This result is sur-
prising because FN interactions are generically expected to lift the degeneracy of the NN
model. To explain it, we calculated the phase diagram of ordered states as a function of
J2, J3a, and J3b [Figure 2.3(b)]. Crucially, we uncover planes in interaction space along
which the degeneracy of possible ordered states is exact and macroscopic. Our FN pa-
rameters place MgCr2O4 in proximity to such a phase, for which wavevectors of the type
κ = (1, h, 0) are degenerate [blue lines in Figure 2.3(a)]. The corresponding states are a
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degenerate set of coplanar spirals [see Section2.H], analogous to the “spiral spin liquid”
states previously known only for the J1-J2 model on the diamond lattice [54]. This result
explains the similarity of cluster-like scattering in MgCr2O4 to neutron-scattering data for
diamond-lattice systems such as MnSc2S4 [55].
Our analysis sets a benchmark for the comprehensive determination of magnetic inter-
actions in materials in which the traditional approach of spin-wave dispersion modeling is
not available—either because the system does not order at an accessible temperature, or the
nature of this ordering is controlled by a magnetic Hamiltonian that is distinct from that of
the paramagnetic phase due to magnetoelastic effects. The latter is the case in frustrated
spinels such as MgCr2O4 and ZnCr2O4. Furthermore the presence of several symmetry-
unrelated ordering wavevectors makes magnetic structure solution very challenging. How-
ever, our results present a key insight: the degeneracy of our spiral spin liquid state encom-
passes two of the ordering wave-vectors, κH and κL,2, that are observed experimentally
below TN in MgCr2O4 and ZnCr2O4. This result suggests that the complex magnetic or-
derings observed in these frustrated spinels is a consequence of the near-degeneracy of
competing ordered states shown in Figure 2.3(a). While the exact ground state is likely se-
lected by magneto-structural effects beyond the Heisenberg model, we anticipate that our
paramagnetic Hamiltonian will provide a valuable starting-point to develop a microscopic
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Figure 2.A.2: Elastic line of our single-crystal mount showing nuclear Bragg peaks with
positions and intensities compatible with the Fd3̄m space-group.
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2.B Data folding and symmetrization
Figure 2.B.1: Graphical representation of the momentum-space folding procedure used to
symmetrize our data.
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2.C Reverse Monte-Carlo analysis
We used a reverse Monte Carlo (RMC) approach [46] to analyze our magnetic diffuse-
scattering data. The RMC approach fits spin configurations directly to experimental data
without using a model of the magnetic interactions. For our refinements, we fitted the
energy-integrated single-crystal data measured on SEQUOIA at 20 K; the two datasets
with incident energies of 40 and 80 meV were fitted simultaneously. Our spin configu-
rations contained 8× 8× 8 conventional unit cells (8192 vector spins). Our single-crystal
RMC refinement algorithm has been described previously [47]. An overall intensity scale
factor and flat background level were refined for each dataset. Fifteen independent refine-
ments were performed and the results averaged to improve their statistical accuracy. Each
refinement was performed for 300 proposed moves per spin, after which no significant
improvements in the fit was apparent.
Because the RMC approach is data-driven and independent of an interaction model, it
allows the assumptions of our interaction model to be tested in an unbiased way. Arguably
the most important assumption of our interaction model is that the interactions are described
by a Heisenberg form without anisotropy terms. To test this assumption, we look for the






where n(θ, φ) is the number spins with orientations within the range d(cos θ), dφ, and N is
the total number of spins. It has been shown previously that RMC refinement is sensitive
to anisotropy in pyrochlore magnets, if it is indeed present [56]. However, the function
ln(p) for MgCr2O4 shown in Figure 2.C.1(a) reveals no evidence for anisotropy, beyond
statistical fluctuations that are also present in entirely random spin configurations of the















Figure 2.C.1: Stereographic projections of the distribution function of spin orientations
for (a) MgCr2O4 spin configurations determined from RMC refinement to single-crystal
diffuse-scattering data, and (b) entirely random spin configurations. The distribution func-
tions reveal no evidence for spin anisotropy in MgCr2O4. The x, y, and z axes are defined
locally such that z ∈ 1√
3
〈111〉 is parallel to the local three-fold axis of the Cr3+ site, and
the local x ∈ 1√
6
〈112〉 and y ∈ 1√
2
〈110〉 axes are mutually perpendicular and in the plane
perpendicular to z.
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2.D Details of SCGA fittings
The SCGA fits to energy-integrated quantities I0(Q) and I1(Q) of both 40 and 80 meV
datasets are performed for a grid of values of J2 and J3a. In addition to J1 and J3b, overall
scale factors, s40 and s80, are introduced in the fits for each dataset to compensate the dis-





and I801,bk are also included to account for the incoherent scattering signal and instrumental
background. Figure 2.D.1 gives an overview of values of all the fitting parameters. The red
star is determined from the goodness of fit for the neutron and bulk susceptibility data. The
corresponding values are listed in Table 2.D.1.
Table 2.D.1: Values of the best fitting parameters for MgCr2O4. The Weiss temperature is
computed from θW = (6J1 + 12J2 + 6J3a + 6J3b)S(S + 1)/3 with S = 3/2.
J1(K) J2/J1 J3a/J1 J3b/J1 θW (K) T (K)































































































































Figure 2.D.1: Contour plots of fitting parameters as a function of J2 and J3a. The red star
indicates the best fit, determined from the goodness of fit for the 40 and 80 meV neutron
data at 20 K and bulk susceptibility data between 20 K and 400 K [Figure 2.1(b)].
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Figure 2.D.2: Temperature dependence of bulk magnetic susceptibility of MgCr2O4. The
red dots are data collected at 0.1 Tesla during cool down. The blue curve is the calculation
using SCGA at the best fitting parameters listed in Table 2.D.1. The green curve is the
Curie-Weiss fit of the data between 200 K and 400 K, yielding a Weiss constant of 405 K.
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2.E Hexagonal spin-cluster model






















































This can be rewritten in terms of the Fourier expansion
S(Q) = 2
3
(〈S0 · S0〉 f0 + 〈S0 · S1〉 f1 + 〈S0 · S2〉 f2 + 〈S0 · S3〉 f3) (2.2)
where
〈S0 · S0〉 = 1 (2.3)
〈S0 · S1〉 = −1/3 (2.4)
〈S0 · S2〉 = 1/6 (2.5)
〈S0 · S3〉 = (〈S0 · S3a〉+ 〈S0 · S3b〉) /2 = −1/12 . (2.6)
All the other correlators vanish identically. The Fourier functions fi are given in Ta-
ble 2.E.1. In particular, two types of the third nearest neighbors are distinguished by the



























Figure 2.E.1: Spin correlations as a function of distance. The red circles are obtained from
Monte Carlo simulations at 20 K for the best fitting parameters. The blue triangles are
calculated using SCGA up to 10th neighbors, which show excellent agreement with MC
results. The yellow diamonds are correlators for the hexagonal spin-cluster model. All the
correlators beyond the third nearest neighbor are zero. Both signs and relative strength of















































































































































































































































































2.F Linear spin-wave theory calculations
Understanding of the spin wave excitations MgCr2O4 was enabled by comparing neutron
scattering results to semiclassical simulations of S (Q, E) for the pyrochlore lattice, with
Q, E, T and the values of further neighbor interactions taken as the input parameters.
Our numerical modeling proceeded as follows: we studied spins on a pyrochlore lattice
with 6 × 6 × 6 cubic unit cells and periodic boundary conditions, containing 3456 spins
in total, governed by a Heisenberg Hamiltonian with nearest neighbor J and longer ranged
interactions J2, J3a and J3b. To calculate S (Q, E), we first computed an approximate clas-
sical ground state using the Monte Carlo technique. In the case of pure nearest neighbor
interactions (where the ground state is massively degenerate) we reached the T → 0 limit
by following the Monte Carlo iterations with a steepest descent method to arrive at an effec-
tively exact ground state. In the case of further neighbor interactions, the true ground state
is ordered (with a very small TN); since our study was interested in the spin wave struc-
ture of the disordered paramagnetic phase, we thermalized the system at approximately
10 K to ensure the ordered state was never reached. Having derived a base classical spin
configuration, we then numerically constructed the quantum harmonic spin wave Hamil-
tonian as in Walker and Walstedt [57, 58], exactly diagonalized the Hamiltonian using a
Bogoliubov transformation to obtain the full single-excitation spectrum, and then used the
resulting eigenstates to calculate the dynamical structure factor S (Q, E), with Bose factors
added to incorporate finite temperature. This method produces the leading order term in
the 1/S expansion; at this level the eigenfrequencies of the quantum large-S problem and
the normal modes of small oscillations about the classical ground state are identical.
To improve our numerical results, we repeated the above process ten times for each
set of interactions chosen, and then averaged the resulting distributions of S (Q, E) over
classical ground states. For the nearest neighbor case, averaging over ground states miti-
gates finite size effects that result from studying the excitations about a single ground state
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chosen from a massively degenerate manifold. For case of longer ranged interactions, our
choice to study the system at finite temperature to prevent ordering led to a fraction of
the lowest energy modes (E ∼ T or below) being unstable, as they described oscillations
about a configuration which was not the system’s true ground state. Such modes have
complex eigenfrequencies and cannot be properly normalized in the Bogoliubov formal-
ism. However, as far as we were able to ascertain, the momentum space distribution of
the unstable modes is an effectively random fraction of the total spectral weight at that en-
ergy, so we were able to reconstruct the low-energy excitations by averaging over thermal
“ground state” spin configurations to sample from the stable modes which had well-defined
normalization, simply omitting any contribution from unstable modes.
Finally, to study the energy-integrated spectral weight S (Q) we employed the self-
consistent Gaussian approximation outlined in Ref. [50]. Unlike the harmonic approach de-
tailed above, this method implicitly accounts for interactions between spin waves and does
not suffer from normalization issues due to unstable modes, but it is a time-independent
method and thus does not provide energy-resolved data. As its computational cost is sig-
nificantly lower than the harmonic approach, we used it to extract the longer ranged inter-
actions J2, J3a and J3b from a numerical fit to the neutron scattering data, and then used
those parameters in the harmonic calculation to obtain finite-energy results.
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2.G Spin dynamics for different exchange models
To make quantitative comparison, we fit results of LSWT calculations to the experimental
data with three fitting parameters, the overall energy scale W , the intensity scale I0 and a
constant background Ibk. The fitting is performed simultaneously for constant-momentum
slices with L = 0, 0.5, 1 and 1.5 r.l.u. and energy transfer between 1.5 meV and 25 meV.
The simulated data is interpolated on a Q-grid that matches the experimental data and
the overall intensity is normalized according to the sum rule, prior to the fitting. All the
exchange models and corresponding fitting results are summarized in Figure 2.G.1 and
Table 2.G.1. Detailed inelastic spectra are presented in Figure 2.G.2 to 2.G.5.
Figure 2.G.1: Overview of all the exchange parameters used in LSWT calculations.
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Table 2.G.1: Values of the exchange parameters and fitting results. The reduced χ2 con-
firms that the set of parameters, F4, obtained from fitting the energy-integrated quantities
and bulk magnetic susceptibility also best reproduces inelastic neutron data. Moreover,
the intensity scale I0 is close to 1, indicating that the calculation for this set of parameters
correctly captures the ratio of inelastic to elastic spectral weight.
A B C1 C2 C3 D1
J2/J1 0 0 0.15 0.15 0.15 0.15
J3a/J1 0 0.05 0.17 0.17 0.17 0.12
J3b/J1 0 0.025 0 0.05 -0.05 0
W 35.918 19.3418 17.6436 18.0734 16.9698 16.0742
I0 0.74193 1.213 1.4196 1.3546 1.3229 1.3707
Ibk 0.034101 0.027938 0.038731 0.026772 0.04146 0.044522
χ2 0.037663 0.031606 0.034808 0.033442 0.044838 0.044944
D2 D3 F1 F2 F3 F4
J2/J1 0.15 0.15 0.15 0.15 0.15 0.08145
J3a/J1 0.12 0.12 0.1774 0.185 0.2 0.105
J3b/J1 0.05 -0.05 0.01 0.02 0.025 0.00878
W 17.1556 12.5 17.636 18.3618 18.3784 20.442
I0 1.3857 0.48817 1.4227 1.3598 1.354 1.0531
Ibk 0.033162 0.099382 0.03265 0.027036 0.020982 0.0317







A, J2 = 0J1, J3a = 0J1, J3b = 0J1













B, J2 = 0J1, J3a = 0.05J1, J3b = 0.025J1













C1, J2 = 0.15J1, J3a = 0.17J1, J3b = 0J1
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C3, J2 = 0.15J1, J3a = 0.17J1, J3b = −0.05J1













D1, J2 = 0.15J1, J3a = 0.12J1, J3b = 0J1













D2, J2 = 0.15J1, J3a = 0.12J1, J3b = 0.05J1













D3, J2 = 0.15J1, J3a = 0.12J1, J3b = −0.05J1













F1, J2 = 0.15J1, J3a = 0.1774J1, J3b = 0.01J1













F2, J2 = 0.15J1, J3a = 0.185J1, J3b = 0.02J1













F3, J2 = 0.15J1, J3a = 0.2J1, J3b = 0.025J1













F4, J2 = 0.08145J1, J3a = 0.105J1, J3b = 0.00878J1








Figure 2.G.2: Calculated inelastic spectra along the path (4, 0, 0)→ (2, 0, 0)→ (0, 0, 0)→







A, J2 = 0J1, J3a = 0J1, J3b = 0J1













B, J2 = 0J1, J3a = 0.05J1, J3b = 0.025J1













C1, J2 = 0.15J1, J3a = 0.17J1, J3b = 0J1
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C3, J2 = 0.15J1, J3a = 0.17J1, J3b = −0.05J1
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F4, J2 = 0.08145J1, J3a = 0.105J1, J3b = 0.00878J1








Figure 2.G.3: Calculated inelastic spectra along the path (4, 0, 0.5) → (2, 0, 0.5) →







A, J2 = 0J1, J3a = 0J1, J3b = 0J1













B, J2 = 0J1, J3a = 0.05J1, J3b = 0.025J1













C1, J2 = 0.15J1, J3a = 0.17J1, J3b = 0J1
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Figure 2.G.4: Calculated inelastic spectra along the path (4, 0, 1)→ (2, 0, 1)→ (0, 0, 1)→
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B, J2 = 0J1, J3a = 0.05J1, J3b = 0.025J1
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Figure 2.G.5: Calculated inelastic spectra along the path (4, 0, 1.5) → (2, 0, 1.5) →












J (i)µν (Rm −Rn)Smµ · Snν (2.7)
where J (i)µν (Rm−Rn) is the exchange matrix with i = 1, 2, 3a and 3b indexing the level of
interactions and Smν is the spin at the unit cell m and sublattice ν. The Fourier transform








J (i)µν (Rm −Rn) eiQ·(Rmµ−Rnν) . (2.8)
where Rmµ = Rm + cµ, c1 = (0, 0, 0), c2 = (0, 1/4, 1/4), c3 = (1/4, 0, 1/4) and c4 =
(1/4, 1/4, 0). The explicit formula can be found in [50].
For Q = 2π(h, 1, 0), the interaction matrix reduces to
J =
 −2(J3b + J3a)I2×2 2(J1 − 2J2)Λ
2(J1 − 2J2)ΛT −2(J3a + J3b)I2×2
 Λ =

























2 −e ihπ2 −e− ihπ2
i −i i −i




U · J ·U† =

ε+ 0 0 0
0 ε+ 0 0
0 0 ε− 0
0 0 0 ε−

, ε± = ±2(J1 − 2J2)− 2(J3a + J3b) (2.11)
The spin configuration for minimal eigenvalue ε− is










+ π, φ3 =
π
2
, φ4 = 0 . (2.13)
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CHAPTER 3
HYBRIDIZED QUADRUPOLAR EXCITATIONS IN TRIANGULAR ISING
MAGNET FEI2
3.1 Introduction
Multipolar degrees of freedom in condensed matter systems arise naturally from anisotropic
charge and magnetization distributions due to crystal electric fields (CEF) and spin-orbital
coupling (SOC). The low energy physics is described in general by SU(N) effective spin
models which include interactions among magnetic dipolar moments and higher order mul-
tipoles. Exotic multipolar phases can be stabilized without a symmetry-breaking ordering
in the dipolar sector. Such kinds of phases are evasive to conventional probes, often re-
ferred as “hidden orders”. Experimental realizations in solid state materials are rather rare,
mostly confined to a handful of 4f -electron systems. More often than not, multipolar de-
grees of freedom associated with SU(N) spins remain silent due to weak interactions and
have little signature on low energy spectrum of materials. In this work, we present a de-
tailed neutron-scattering study on an exceptional spin-1 system - the frustrated triangular
magnet FeI2 with dominant Ising-like single-ion anisotropy, where a surprisingly bright
and dipersive band of mixed dipolar-quadrupolar character emerges from a conventional
magnetic-ordered ground state and appears as the lowest-energy mode in the spectrum.
Historically, the peculiarity of this band was first noticed in far-infered spectroscopy
with external magnetic fields in the 1970s [59, 60, 61]. It shows a g-factor twice as that
of single-magnon bands at higher energies. This phenomenon was interpreted as form-
ing a new type of two-magnon bound-state (TMBS) in the presence of strong Ising-like
single-ion anisotropy, called the “single-ion bound state” (SIBS) [62, 63, 64]. The essen-
tial physics can be illustrated through a simple picture of ferromagnetic spin-1 chain with
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Figure 3.1: Illustration of two-magnon bound states in ferromagnetic spin-1 chain and
preview of the hybridization mechanism via anisotropic exchange interactions. (a) The
ground state and three types of doubly-excited states. The three local states of a spin
(Sz = +1, 0,−1) are represented by a up-blue-arrow, green-dot and red-down-arrow, re-
spectively. The system lowers its energy by forming bound states of two free single-spin ex-
citations. In particular, the exchange two-magnon bound state gains (TMBS) energy of−J
(two adjacent green-dots) and the single-ion bound state (SIBS) gains 2D (one red-down-
arrow). For a spin-1 system, the energy of SIBS does not depend onD, therefore remain un-
changed while all the other excitations, including the single-magnon (∆E = −2J+D), are
pushed up in energy if D is increased. For a sufficiently large D, the SIBS could appear as
the lowest-energy mode in the spectrum. (b) The effects of different terms in the Hamilto-
nian on the excitation spectrum. The easy-axis single-ion anisotropy splits three degenerate
local states of spin-1, giving a doubly-degenerate ground state. The Heisenberg exchange
interaction induces a collective magnetic ordering at low temperature and further split the
ground-state doublet. The single-magnon excitation (|+ 1〉 → |0〉) becomes dispersive
and its full energy-momentum dependence can be mapped out by neutron-scattering, while
the SIBS (|+ 1〉 → | − 1〉) remain localized and it is invisible in the conventional exper-
imental probes due to vanishing dipolar matrix element 〈+1|S±| − 1〉 = 0. Anisotropic
exchanges create a new channel of interactions mixing the single-magnon band and SIBS.
A hybridization gap is opened and the SIBS gains intensity and appears dispersive in the
neutron-scattering measurements.
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HamiltonianH = J∑〈i,j〉 Si ·Sj −D∑i(Szi )2. Figure 3.1(a) shows the ground state with
all spins in the Sz = +1 state and three types of doubly-excited states. The first type of
excitation creates two excited spins in the Sz = 0 state on non-adjacent sites costing total
energy of −4J + 2D. The second type puts them next to each other, therefore reduces the
total energy cost by −J . This leads to an effective attractive interaction between excited
spins, forming an exchange two-magnon bound state. The third type excites the same spin
“twice” and flip its state from Sz = +1 to Sz = −1, costing total energy of −4J . In
this case, the system effectively gains energy of 2D from the single-ion term by binding
two free magnons on one site, hence the name “single-ion bound state”. As we increase
D, both single magnon and exchange bound states are pushed up in energy, while the
SIBS remains unchanged and eventually becomes the lowest mode for sufficiently large
D. The anomalous g-factor of SIBS can be easily understood from the fact that it is a
|∆Sz| = 2 process. What’s not understood until now is how such excitation evades the
dipolar selection rule, not only detected in far-infred measurements, but also in triple-axis
neutron scattering [65] and ESR measurements [66, 67].
Here, we resolve this puzzle conclusively four decades after its first observation, through
a novel hybridization mechanism involving anisotropic exchange interactions, supported
by extensive quantitative modeling of single-crystal inelastic neutron-scattering data from
modern state-of-art instruments. For a spin-1 system, local physical observables are rep-
resented by 3 × 3 hermitian matrices, eight independent operators in total, Ta=1,··· ,8 =
{Sx, Sy, Sz, Õ22, Õ21,O20,O21,O22}. First three are dipolar operators and the remaining
five are quadrupolar operators. They are the eight generators of SU(3) group and satisfy the
commutation relation [Ta, Tb] = ifabcTc, where fabc are the SU(3) structure constants. In-
stead of thinking SIBS as a higher order process by applying the dipolar operator S− twice
on the same site, we should view this as an excitation associated with quadrupolar opera-
tors O22 = ((S+)2 + (S−)2) /2 and Õ22 = −i ((S+)2 − (S−)2) /2. In addition, the single
ion term −D (Szi )2 is related to the quadrupolar component O20 up to a constant. Fig.
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3.1(b) illustrates the changes of spectrum by successively introducing the Ising-like single-
ion anisotropy, Heisenberg and anisotropic exchange interactions. The energetics in FeI2
is fortuitous such that the dipolar excitation ( |+ 1〉 → |0〉) overlaps with the quadrupo-
lar excitation ( |+ 1〉 → | − 1〉). We treat them on the equal footing using generalized
spin-wave theory (GSWT) and show that the anisotropy exchanges enabled by spin-orbital
coupling mixes these two channels, opens a hybridization gap in the spectrum and renders
the dark and flat SIBS bright and dispersive as observed in experiments. This is a genuine
quantum-mechanical effect arises from a classical long-range order magnet with negligible
longitudinal fluctuations.
FeI2 crystallizes in the trigonal space group P 3̄m1 with lattice constants a = 4.05 Å and
c = 6.75 Å at room temperature, Figure 3.2(a). Magnetic Fe2+ ions form structurally per-
fect triangular-lattice layers. The electronic ground state of free Fe2+ ion is labeled 5D
corresponding to a total spin S = 2 and a total orbital angular moment L = 2 [68]. In the
crystal environment of FeI2, Fe2+ ions are in octahedral coordination of iodine atoms with
weak trigonal distortion, lowering the site-symmetry from m3̄m to 3̄m, Figure 3.1(b). Rel-
evant low-energy degrees of freedom can be identified through a series of approximations,
Figure 3.1(c). The leading-order cubic crystal field splits the five degenerate d-orbitals
into a ground-state triplet (T2g) and a excited-state doublet (Eg) with a gap on the order
of 100 meV. This is much larger than the subleading spin-orbital coupling (∼10 meV) and
trigonal crystal field (∼1 meV), therefore it’s good approximation to neglect the contribu-
tion of Eg orbitals and work in the terms of an effective orbital angular moment l = 1 [69,
70]. The spin-orbital coupling further splits the remaining 15 levels ((2S+1)×(2l+1)) into
three multiplets labeled by the total angular moment J = 1, 2 and 3. Figure 3.2(d) shows
energy-resolved neutron-scattering intensity along a high-symmetry path in the (h, k, 0)-
plane collected at 11 K in the paramagnetic phase. It reveals two broad bands of inter-
multiplet transitions from J = 1 to J = 2, centered around 25 and 35 meV. The low energy
magnetic fluctuations within the ground-state multiplet are confined below 10 meV, which
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Figure 3.2: Structure, exchange pathways and single-ion properties of FeI2 and an overview
of the full inelastic neutron spectrum. (a) Crystal structure and interaction pathways of FeI2,
showing triangular layers of Fe2+ ions (orange spheres) and their binding with iodine atoms
(purple spheres). (b) The local environment of Fe2+ ions, showing a perfect octahedral co-
ordination by iodine atoms with m3̄m symmetry (left) and the weakly trigonal-distorted
environment in FeI2 with 3̄m symmetry (right). White arrows indicate the direction of
distortion. (c) Single-ion level diagram of the FeI2+ ion in FeI2, showing a hierarchy of
interaction energy scales including the dominant cubic crystal field (∼1 eV), subleading
spin-orbital coupling (∼10 meV) and trigonal crystal field (∼1 meV). (d) Energy depen-
dence of the dynamical responses of Fe2 along a high-symmetry path in the momentum
space, showing inter-multiplet transitions at high energies, phonons from lattice dynamics
at intermediate energies and magnetic fluctuations within J = 1 multiplet at low energies.
The data is collected at 11 K with incoming neutron energy of 65 meV on SEQUOIA. To
the left, it shows a momentum-integrated spectrum in general accordance with the single-
ion diagram.
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can be described using an effective spin-1 model. In this language, the trigonal crystal field
is mapped to a Ising-like single-ion anisotropy term −D(Sz)2 [70]. The strength of the
single-ion parameter D is estimated to be 22 K from susceptibility measurement on single
crystals [71] and 26 K from Mössbauer study of Fe2+ ion on powder samples [69], an order
of magnitude larger than the estimated exchange energy scale (∼2 K) [61].
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3.2 Methods
Sample preparation. Small single-crystal samples of FeI2 were grown in evacuated quartz
tubes from pure elements using chemical vaper transport technique with the hot end at
570◦C and the cold end at room temperature [72]. As-grown FeI2 crystals appear as thin
black flakes, very easy to bent and cut. Due to the highly hygroscopic nature, all samples
are handled in glovebox with water contain less than 5ppm. Small crystals were collected
and sealed in quartz tubes under vacuum. Large single crystals up to 3g were grown by
slowly passing through the floating zone furnace at alleviated temperatures.
X-ray diffraction measurements and refinements. Room-temperature powder X-ray diffrac-
tion (XRD) were carried out on crushed single-crystal samples using an Empyrean diffrac-
tometer with 50% of each Cu-Kα1 and Cu-Kα2 radiations. FeI2 sample is highly hydro-
scopic and degrades within a few seconds exposing to air. We loaded our samples in a
domed holder to keep it from degrading during the measurement. The holder was rotating
with 16 RPM in attempt to reduce the preferred orientations. Measurement were taken
between 8 ≤ 2θ ≤ 100◦ with ∆2θ = 0.013◦. Rietveld refinement was carried out using
the FULLPROF program [6]. Peak-shapes were modeled by pseudo-Voigt functions con-
voluted with asymmetry due to axial divergence, and the preferred orientation was treated
with usual Rietveld function. Fits to data are shown in Fig. 3.A.1, and refined values of
structural parameters are given in Tab. 3.A.1.
Neutron scattering measurements. Inelastic neutron-scattering experiments were performed
on the SEQUOIA time-of-flight spectrometer at the Spallation Neutron Source (SNS), Oak
Ridge National Laboratory (ORNL), USA [73, 74]. The sample was a ∼2.5 g slab crys-
tal sealed in aluminum foil and mounted in the (h, k, 0) scattering plane on an aluminum
holder. The alignment of the mount was checked and adjusted on CG-1B at the High Flux
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Isotope Reactor (HFIR) of ORNL. The sample holder was attached to the bottom of a
sample stick inserted in an Orange Cryostat reaching a base temperature of 1.8 K. Mea-
surements were performed at 1.8 K with Ei = 12, 65 and 80 meV, at 8K with Ei = 12meV
and at 11 K with Ei = 12 and 65 meV. The sample was rotated in a step of 0.5◦ with a
range of 200◦ for Ei = 12 at 1.8 K, and in a step of 1◦ with the same range for all the other
configurations.
Elastic neutron-scattering experiments were performed on the CORELLI spectrometer
at SNS of ORNL. A thin-flake sample of 0.4 g was sealed in aluminum foil mounted on an
aluminum holder and attached to the bottom of a sample stick. The stick is inserted in a 8 T
superconducting cryomagnet and an Orange Cryostat reaching a base temperature of 1.8 K.
The sample is rotated in a step of 3◦ with a range of 82◦. The zero-field data is shown in
Fig. 3.3(b).
Data analysis. Initial data reduction was performed in MANTID for both SEQUOIA and
CORELLI datasets. Subsequent analysis of the SEQUOIA data was performed in HO-
RACE [44] on a dedicated node within Georgia Tech’s Partnership for Advanced Comput-
ing infrastructure.
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3.3 Modeling of energy-integrated data
Figure 3.3: Magnetic Bragg peaks and paramagnetic neutron-scattering data of FeI2. (a)
Magnetic structure of FeI2, showing a stacking of ferromagnetic plane (gray) in a up-up-
down-down (blue-blue-green-green) sequence. (b) Elastic neutron-scattering data collected
at 1.8 K on CORELLI, showing magnetic Bragg peaks from three equivalent magnetic do-
mains related by 120◦ rotations. (c) Focused 3D overview of diffuse-scattering data col-
lected at 11 K on SEQUOIA by integrating over energy transfer from 0 to 6 meV, showing
intensity patterns consistent with them3̄m Laue symmetry. (d) Extended diffuse-scattering
data in the (h, k, 0)-plane at l = 1/4 and SCGA fits using the Heisenberg model (top); the
same comparison for in the (h, h, l)-plane at k = 0.
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A strong first-order magnetic phase transition occurs around 9.5K in FeI2 [75]. No
concurrent structural distortion was observed in powder neutron diffraction data [76]. A
collinear structure with magnetic moments oriented along c-axis is stabilized in the ordered
phase [76, 77, 78], featuring a up-up-down-down stripe configuration in the ab-plane, Fig-
ure 3.3(a). The stripe pattern successively shifts one lattice constant along a-axis while
moving up one layer and repeats after four layers, corresponding to a propagation vector
k = (1/4, 0, 1/4). Another two equivalent k-domains also exist in the material related by
120 degree rotation, Figure 3.3(b). This structure is similar to that of MnBr2, [79] where
the moments are aligned in the ab-plane instead of along c-axis. Upon applying magnetic
fields along c-axis, four different phases emerge before reaching saturation at 12.5T [80].
Although detailed single-crystal neutron diffraction was performed to investigate magnetic
structures of all four phases [77], some of them were not determined with high confidence
[81].
The first step towards understanding the exotic excitations in FeI2 is constructing a
minimal model which realizes the observed magnetic structure at low temperatures. To this







2b} in our model, Figure 3.2(a). Due to the dominant easy-axis single-ion
anisotropy, it suffices to just consider a Ising model H = ∑(i,j) JijSzi Szj in finding the
energetic constraints among various couplings for the desired magnetic ground state. It was
shown that the in-plane up-up-down-down stripe ordering can be stabilized with competing
nearest and further neighbor interactions in the Ising model satisfying following conditions
[82]
J1 < 0 (ferro), J2 > 0 (antiferro), J1 − 2J3 < 0 and J1 + 2J2 + 2J3 > 0. (3.1)
To select the experimentally observed 3D stacking pattern, we find two more constraints
for inter-plane couplings by enumerating the energy of all possible stacking sequence with
71
periodicity less than or equal to four,
J
′









see Section 3.D for more details. It is important to realize J ′2a and J
′
2b couplings are
symmetry-inequivalent despite having the same bond length. The J ′2a bond has an almost
180 degree Fe2+-I−-I−-Fe2+ bridge, while atoms connected by the J ′2b bond does not have
any plausible pathway between them, therefore we assume J ′2b being zero from here on.
The energy of the SIBS excitation in the Ising model is given by 4(−J1 + J2 + J3 + 2J ′2a),
corresponding to flipping the spin on a single site.






2 and employ self-consistent Gaussain approximation (SCGA)
[12] for conducting a global fit to the diffuse scattering data collected at 11 K in the
paramagnetic phase. This approach has proven to be very successful in extracting micro-
scopic models for frustrated systems [83]. We use experimentally observed SIBS energy of
∼2.8 meV as a separate constraint for the exchange parameters in the fitting. Figure 3.3(c)
gives an overview of our diffuse scattering data revealing highly structured patterns consis-
tent with the 3̄m Laue symmetry. A decent global fit to the entire data set is achieved and
good agreements in both in-plane and out-of-plane cuts are demonstrated in Figure 3.3(d).
The best fitting parameters (Table 3.A.1) satisfy all the constraints mentioned earlier. No-
tably, the magnitude of the nearest neighbor coupling (J1 = −2.74 K) is comparable to
the second (J2 = 1.31 K) and third neighbor coupling (J3 = 2.46 K). This is primar-
ily resulting from a cancellation of ferromagnetic direct exchange and antiferromagnetic
superexchange [84].
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3.4 Modeling of energy-resolved data
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Figure 3.4: Low-temperature inelastic neutron-scattering data of FeI2 and GSWT fits us-
ing the anisotropic model. (a) Energy dependence of collective magnetic excitations of FeI2
collected at 1.8 K on SEQUOIA along a high-symmetry path in the momentum space (left),
showing a single-magnon band with several overlapping branches and a gaped single-ion
bound state of equally bright intensity and strongly dispersive features. Calculated spin-
wave spectrum using best fitting parameters of diffuse-scattering data (right), showing that
only the single-magnon band is qualitatively captured. White dashed line indicates the
energy of SIBS. The white arrows indicate symmetry equivalent positions in the recipro-
cal space with large disparity in intensity in the data, which can not be explained by a
Heisenberg model with the Fe2+ form factor. (b) General spin-wave theory fitting of the
inelastic spectrum using the anisotropic model, showing that all the details of both the
single-magnon and SIBS are reproduced. (c) The comparison between the data and GSWT
fitting for cuts in the out-of-plane direction. (d) Wave-vector dependence of magnetic ex-
citations at selected energies (top panels) and GSWT calculations (bottom panels) using
the best fitting parameters of the anisotropic model. Excellent agreements are achieved for
cuts in the single-magnon band (4.2 and 4.0 meV) and in SIBS (2.5 meV).
From this Heisenberg model, we calculate the inelastic spectrum in the ordered phase
using linear spin-wave theory (LST) and compare it with our neutron-scattering data in Fig-
ure 3.4(a). Despite the overall resemblance, this model fails in several important aspects.
First of all, we see two separate bands in the data, corresponding to the single-magnon
band and the single-ion bound state. The latter is completely missing in the LST calcu-
lation. This is certainly expected, because it ignores the quadrupolar degrees of freedom
associated with SU(3) spins from the beginning. The white dashed line in LST panel of
Figure 3.4(a) indicates the SIBS energy that we put as constraint in the SCGA fitting. Inter-
estingly, it overlaps with the spin-wave spectrum computed from the best fitting parameters.
To make further progress, we need to invoke more advanced tools. In the spin-wave the-
ory of SU(2) spins, bound states are complicated objects involving summing over infinite
orders in the 1/S expansion or solving difficult integral equations. Instead, we employ gen-
eralized spin-wave theory (GSWT) and faithfully represent the local states of SU(3) spins
using Schwinger bosons [85],






i,mbi,m = 1, where i labels the site in the lattice. In a magnetically
ordered ground state where b†i,↑ boson forms a Bose-Einstein condensate, bi,0 boson creates
a single-magnon of dipolar character with quantum spin number |∆Sz| = 1, while bi,↓
boson creates a SIBS of quadrupolar character with |∆Sz| = 2. This approach allow us to
treat both dipolar and quadrupolar excitations on the equal footing and study their interplay
by diagonalizing a Hamiltonian truncated at the quadratic order. However, having this
tool is not enough. For a Heisenberg model, GSWT predicts the single-magnon and SIBS
decouple at linear level in our system. They would pass through each other without any
interference and SIBS would still remain invisible in neutron-scattering experiments. This
is not what we observed in the data. Figure 3.4(a) shows that not only the SIBS appears
as bright as the one-magnon branch, but also dispersive wherever the single-magnon gets
close, as if it were “pushed down” in energy by the single-magnon band to avoid crossing.
The hint to this puzzle comes from an anomalously strong intensity difference between
(−0.5,−0.5, 0) and (−1,−0.5, 0) at 4.2 meV in the one-magnon branch, indicated by white
arrows in Figure 3.4(a). These two points are related by the 3̄m Laue symmetry and a
reciprocal lattice vector. As expected, the intensity at (−1,−0.5, 0) is only marginally
weaker than (−0.5,−0.5, 0) in the LST calculation of the Heisenberg model due to the
Fe2+ form factor. Yet, they differ strongly in the data as demonstrated in Figure 3.4(d).
This phenomenon results from a combined effect of anisotropic interaction and neutron
dipole factor. Through symmetry analysis, we find four independent exchange parameters










































i − γijS−i )Szj + Szi (γ∗ijS+j − γijS−j )
) ]
, (3.4)
where γij are bond-dependent phase factors. This piece of the Hamiltonian is in fact the
same as the well-known triangular-lattice compound YbMgGaO4. Similar intensity mod-
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ulation was also noted in the diffuse scattering data of YbMgGaO4 [86]. For a minimal
model, we include all anisotropic exchange parameters for NN bonds, but only consider
two parameters {J±, Jzz} for each of the other five bonds. There are 15 parameters in total
including the single-ion anisotropy. We perform a pixel-to-pixel fitting using GSWT to a
high-symmetry path in (h, k, 0)-plane and selected cuts in the out-of-plane direction, and
use the rest of the data as a check for our model. The fit works remarkably well for all
the slices involved as shown in Figure 3.2(b), 2(c) and Figure 3.G.3. We further compute
constant energy cuts from best fitting parameters (Table 3.E.1) and compare with the data
in Figure 3.2(d). The agreement is astonishingly good for all energies. We find that large
off-diagonal exchanges are required to account for the intricate details observed in the data,
J±1 = −2.770(19) K, Jzz1 = −2.461(895) K, J±±1 = −2.019(10) K, Jz±1 = −3.017(6) K.
See Sections 3.H for fitting details.
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3.5 Discussion
What do we learn from this anisotropic model of FeI2? First, the Jz±1 term plays the key
role of hybridizing the overlapping single-magnon and SIBS bands, and opening a gap. In
the SU(3) Schwinger boson representation, Szi S
+







the quadratic order, given spins at site i and j both in the ground state of Sz = +1. This
introduces an on-site coupling through annihilating a single-magnon by bi,0 and subsequent
creating a SIBS by b†i,−1. Through this coupling, both excitations acquire a mixed dipolar-
quadupolar character, which is best illustrated in Figure 3.E.1(b). The relative weight of
b†i,−1 and bi0 in the eigen-modes varies with energy. The closer it is to the gap, the more
quadrupolar character it gets. The intensely bright and strongly dispersive piece of SIBS
is in fact part of the single-magnon band if the hybridization were absent. Second, our
fitting result suggests a subtle correction to the up-up-down-down magnetic ground state.
Instead of orienting purely along c-axis, we find spins tilting roughly 10◦ away from it,
Figure 3.G.1(a), while remaining collinear. The ground state is nevertheless very close to
a SU(2) coherent state where the dipole moment length is maximal | 〈S〉 | = 1, as shown
in Figure 3.E.1(a). That is to say, the ground state of FeI2 is a conventional long-range
ordered state with negligible quadrupolar contribution. The hybridization of single magnon
and SIBS observed in the spectrum of FeI2 is a quantum-mechanical phenomenon occurred
predominantly in the transverse channel. This is in nice contrast with CsFeCl3 where the
single-ion anisotropy is easy-plane type rather than easy-axis [87]. A different type of
hybridization was found between longitudinal and transverse fluctuations in the pressure-
induced ordered phase [88].
Last but not least, FeI2 along with Ba2CoGe2O7 [89], Sr2CoGe2O7 [90], NiCl2-4SC(NH2)2
[91] and CsFeCl3 are the only few 3d-compounds, to the best of our knowledge, where ex-
citations with multipolar characters have been conclusively detected. Magnetic ions in
these compounds are well-known to have partially-quenched orbital degrees of freedom,
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which have potential of creating large single-ion anisotropies. FeI2 stands out as the only
one has the easy-axis type, and all the others have the easy-plane type. The most impor-
tant implication of our work is perhaps that systems of large-spin with Ising anisotropy are
not to be shunned away from detailed studies for lacking of quantum effects. The dipolar-
quadrupolar hybridization via anisotropic exchanges in FeI2 is a genuine non-perturbative
quantum-mechanical phenomenon. It is fortuitous that excitations of different characters
overlap in FeI2 which facilitates the strong hybridization, but it is quite feasible to tune the
spectra using magnetic field or pressure to promote detection of multipolar excitations in
many more large-spin systems.
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APPENDIX
3.A Powder X-ray diffraction measurements
Figure 3.A.1: Room-temperature X-ray diffraction patterns of crushed single-crystals mea-
sured in a domed sample holder spinning at 16 RPM. The broad peak at 2θ ∼ 20◦ is the
background from the polycarbonate dome which keeps the sample from degrading during
the measurement. Strong preferred orientation is present in the crushed crystals.




50%, Cu Kα1, λ = 1.540598 Å
50%, Cu Kα2, λ = 1.544426 Å
T 300 K
Lattice
parameters a = b = 4.05012 Å, c = 6.75214 Å
Biso 1.4032 Å2
Atom x y z Occ. Site
Fe 0.00000 0.00000 0.00000 1.000 1a
I 0.33333 0.66667 0.25000 1.000 2d
Room-temperature powder X-ray diffraction (XRD) were carried out on crushed single-
crystal samples using an Empyrean diffractometer with 50% of each Cu-Kα1 and Cu-Kα2
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radiations. FeI2 sample is highly hydroscopic and degrades within a few seconds exposing
to air. We loaded our samples in a domed holder to keep it from degrading during the
measurement. The holder was rotating with 16 RPM in attempt to reduce the preferred
orientations. Measurement were taken between 8 ≤ 2θ ≤ 100◦ with ∆2θ = 0.013◦.
Rietveld refinement was carried out using the FULLPROF program [6]. Peak-shapes were
modeled by pseudo-Voigt functions convoluted with asymmetry due to axial divergence,
and the preferred orientation was treated with usual Rietveld function. Fits to data are
shown in Figure 3.A.1, and refined values of structural parameters are given in Table 3.A.1.
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3.B Data symmetrization
Figure 3.B.1: Comparison between the raw data ((a), (b)) and the symmetrized data ((c),
(d)). The white lines are Brillouin zone boundaries of triangular lattice.
We can gain several factors more statistics by exploiting the 3̄m Laue symmetry of
system to symmetrize the raw neutron scattering data. Elements of symmetry operation
are tabulated on the Bilbao crystallographic server under “General Positions of three-
dimensional crystallographic point groups” [92]. There are three different coordinate sys-
tems for 3̄m point group: “-31m hexagonal axes”, “-3m1 hexagonal axes” and “-3m rhom-
bohedral axes”. Group elements in “-3m1 hexagonal axes” agree with those in the Inter-
national Tables for Crystallography, which has its origin at the center of the unit-cell. The
“-31m hexagonal axes” with origin at the corner of the unit-cell is what we need for the
symmetrization process working in the environment of Horace [44]. The data is stored in
the global Cartesian frame in Horace, so we need to transform it to the fractional coordinate
before applying the symmetry operations. These group elements are written for a unit-cell
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with γ = 120◦, so this will also be our convention for the unit-cell in the reciprocal space
in presenting the data, see Figure 3.G.2. In the ordered phase, there are three magnetic do-
mains related by 120◦ rotation with somewhat different populations. The symmetrization
process averages over all three domains.
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3.C Elastic cuts of neutron-scattering data
Figure 3.C.1: Elastic cuts of neutron-scattering raw data collected at 1.5K (left) and 11K
(right) with incoming energy of 65meV. Three symmetry-equivalent cuts related by 120◦
rotation are shown for each dataset. The ring-like signals are from aluminum sample
holder. Intensities at (1, 0, 1) and equivalent positions are coming from structural domains
which are 60◦ rotation from majority of the crystal. The fraction of minority domains es-
timated from integrated intensities is less than a few percent. Positions of magnetic Bragg
peaks are consistent with reported propagation vectors k = (1/4, 0, 1/4), (0, 1/4, 1/4) and
(−1/4,−1/4, 1/4) [77], corresponding to three magnetic domains of the stripe ordering
related by 120 degree rotation. The weak signals at (1/4, 0,−1/4) and related positions
are the magnetic Bragg peaks from the minority structural domains.
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3.D Ground-state constraints of exchange parameters
Figure 3.D.1: Various low-energy 3D stacking patterns with periodicity less than or equal
to four. Positions of magnetic (blue squares) and nuclear Bragg peaks (red disk) of the
ABCD and ADCB stacking are shown to the right of respective spin structures. The size of
nuclear Bragg peaks is drawn in the scale of their relative intensities. By comparing with
experimentally observed diffraction pattern, we find the ABCD stacking is realized in the





they would be degenerate if J ′2a and J
′
2b were treated the same.
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The energies of these configurations are


















(c) AACC, E = J1 − J2 − J3 ,











3.E Self-consistent Gaussian approximation
SCGA
MC












































































































































Figure 3.E.1: Comparison between SCGA calculation (blue triangles) with MC simulation
(red circles) of SU(2) spins for the best fitting parameters of diffuse-scattering data. The
good agreement is found for all spin correlations up to the phase transition.
Table 3.E.1: The best SCGA fitting parameters of diffuse-scattering data.






2a D scale const. bk
-2.74 1.31 2.46 -0.41 0.59 0.82 25.2 1.96 0.19
Self-consistent Gaussian approximation (SCGA) provides a quantitatively accurate ap-
proximation to Monte Carlo simulation of SU(2) spins in the paramagnetic regime [12].
It is a very useful tool for extracting exchange parameters from fitting single crystal dif-
fuse scattering data, applicable for both isotropic [83] and anisotropic systems [93]. The


















































































































S(−p)T · Jn(p) · S(p) (3.12)
where α, β = x, y, z labels spin components, µ, ν sublattice index and i, j unit-cell index.
Aniµ,jν is the adjacency matrix of the nth neighbor. The Fourier transform of the interaction
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matrix, spins and the δ-funciton are used















































where S(q) is a 3Nbasis-component vector and Jn(q) is a 3Nbasis× 3Nbasis matrix. The spin













































where Q = G + q and G is a reciprocal lattice vector. Spin correlations in real space can
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be calculated as well























Anµν(p)〈Sαµ (−p)Sβν (p)〉 . (3.22)
where Mn is the number nth neighbor, Nbasis the number atom in the unit-cell and Nuc the
number of unit-cell. The single-ion term, −D∑iµ(Szµ(ri))2, after Fourier transfom, adds a
constant −2D to the zz component for each sublattice in the interaction matrix.
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3.F Generalized spin-wave theory
Figure 3.F.1: (a) Length of dipole moment m in parameter space (θ, φ). Dark blue line:
SU(2) spin coherent state; Red dot: optimal fitting parameter. (b) Excitation spectrum in
SU(3) spin wave theory. Color scale: blue (red) refers to the weight of bi0 and bi,−1 boson,
respectively.
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3.G GSWT fitting of inelastic neutron-scattering data
Figure 3.G.1: Progress of various quantities in the GSWT fittings - the tilting angle ((a)),
the reduced χ2 ((b)), the single-ion anistropy D ((c)) and the off-diagonal exchange Jz±1
((d)) which is responsible for the hybridization.
We perform a pixel-to-pixel fitting to selected cuts of symmetrized inelastic neutron-
scattering data along a high-symmetry path in the (h, k, 0)-plane and four out-of-plane
paths, shown in Figure 3.G.2. The raw data was collected on SEQUOIA at 1.8 K with
incoming neutron energy Ei = 12 meV. Our anisotropic model includes four exchange
constants {J±1 , Jzz1 , J±±1 , Jz±1 } for NN bonds, two exchange constants {J±, Jzz} for each
of the other bonds, one single-ion anisotropy, one scaling parameter and one damping pa-
rameter, 17 parameters in total. The Jzz0 and J
zz
1 coupling does not have any effect on
calculated inelastic spectrum, so they are set to zero in the fitting. The reduced χ2 de-
fined as
∑
i(Iobs − Ical)/Npix is minimized by varying the other 15 parameters using the
Nelder-Mead method implemented in the NLopt package [94, 95]. The fitting procedure
91
runs in cycles, each containing 300 minimization steps. The ground state is optimized at
the beginning of each cycle. The optimized magnetic structure appears to tilt away from
c-axis while remain collinear. The tilting angle converges to around 10◦. The fitting starts
with the best SCGA fitting parameters of diffuse-scattering data with small randomization.
We performed 80 independent fittings with randomized starting parameters and computed
the standard deviation of converged results after 11 cycles as an estimation of error. The
progress for one of the fitting is shown in Figure 3.G.1. The best fitting parameters are
listed in Table 3.E.1. All the zz-couplings only contribute constants to the calculated spec-
trum, which leads to significant parameter dependence among them. This can be seen from
their large standard deviations. The spectrum is however extremely sensitive to the combi-
nation ESIBS = 4(−Jzz1 +Jzz2 +Jzz3 + 2J
′zz
2a ) which determines the energy of the single-ion
bound state. All the transverse couplings and the single-ion anisotropy D are determined























































































Ei = 12 meV
Ei = 65 meV


















Figure 3.G.2: The high-symmetry path used in the GSWT fitting and the convention of
reciprocal lattice vectors. The out-of-plane paths are indicated by black dots.
92
















Mean -2.770 -2.019 -3.017 0.272 1.953 0.334 0.17 0.719
SD 0.019 0.010 0.006 0.017 0.013 0.010 0.004 0.008
D scale damping
Mean 25.729 0.760 0.128












Mean -2.461 0.719 4.720 0.000 0.000 0.143 2.822
SD 0.895 0.993 0.990 - - 0.396 0.001
93
Figure 3.G.3: The comparison between the data and GSWT fitting for cuts in the out-of-
plane direction.
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3.H Symmetry analysis of exchange Hamiltonian
The maximally symmetry-allowed exchange interaction on a certain bond can be obtained
from SpinW [10]. It is still useful to understand how the symmetry analysis works and
double-check the result from SpinW. Here we present two examples to illustrate some of
the details. Under a generic symmetry operation R, spins and atomic positions transform
as axial and polar vectors
S(ri′) = det(U)U · S(ri) , ri′ = U · ri + t (3.23)
The energy of a bond is a scalar, therefore invariant under this operation
S(ri′)
T · Ji′j′ · S(rj′) = S(ri)T · Jij · S(rj) , (3.24)
leading to a transformation of the exchange matrix
Ji′j′ = U · Jij ·UT . (3.25)
Let’s take a J1 bond between atom i at (0, 0, 0) and atom j at (1, 0, 0). The first step is
to find the point group at the center of the bond (1/2, 0, 0). This information is tabulated
on Bilbao crystallographic server under “Wyckoff Positions”. There are three symmetry
operations besides the identity. First, let’s look at inversion operation (−x + 1,−y,−z)
which simply switches (0, 0, 0) and (1, 0, 0), therefore we have
Jji = J
T













We can deduce that Jij has to be symmetric, namely, for a bond with inversion center
the antisymmetric Dzyaloshinskii–Moriya interaction is absent. The matrix M transforms
group elements from the fractional coordinate to the global Cartesian coordinate in the
convention where x//a, y//(a× b)× x and z//(a× b), given by
M =

a b cos(γ) c cos(β)
0 b sin(γ) c(cos(α)− cos(β) cos(γ)) csc(γ)
0 0 V csc(γ)
ab
 . (3.27)
The next symmetry element (x− y,−y,−z) leaves atom i and j invariant,


















The last symmetry operation does not provide further reduction. To obtain the exchange
matrix for the other J1 bonds, we just need to act corresponding symmetry operation on
Eq. 3.29. As a second example, it is instructive to look at a J ′1 bond between atom i
at (0, 0, 0) and atom j at (0, 0, 1). Only the symmetry operation (−x + 1,−y + 1,−z)
maps this bond onto itself up to a lattice translation, leading to Jij = JTij . The other
two operations map it to other J ′1 bonds, therefore does not place further restriction on
the exchange matrix, leaving six symmetry-allowed parameters for this bond. This result





A spin liquid state is, in simple terms, a disordered spin state with short-range correlations.
It can be divided into two categories, classical spin liquids and quantum spin liquids, ac-
cording to the nature of the fluctuation that keeps spins from forming an ordered state. The
former is ubiquitous. Any magnetic material above the long-range ordered transition is in
a spin liquid state, where persistent thermal fluctuations dominate. The latter is much more
exotic, in which spins are binding and breaking as entanglement pairs due to strong quan-
tum fluctuations, only known to exist in quasi-1D materials so far. These two classes might
overlap or coexist in materials generally called “frustrated magnets”. The word “frustra-
tion” refers to the fact that not all interactions in the Hamiltonian can be simultaneously
satisfied. This could come from geometrical constraints, such as antiferromagnetic nearest
neighbor interaction on a triangular lattice, or from incompatible interactions, for instance,
antiferromagnetic nearest neighbor and ferromagnetic next nearest neighbor interactions
on a square lattice. One of the important consequence of frustration is that the extensive
degeneracy of the ground state. Such systems remain in spin liquid states at temperatures
much lower than the ordering temperature inferred from its interaction strength. Moreover,
the excitations shows broad continua in contrast to that of an ordered state. These broad
features could be of similar origin to the fractional excitations in quasi-1D materials which
is purely quantum effect, or the continuum from magnon decay due to scattering among
magnons. Generic quantum simulations are not readily accessible for modeling bulk 3D
materials. I introduce semi-classical spin dynamics simulation of spin liquid systems in
this chapter. Comparison with experiments is the key to discern possible quantum effects.
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4.2 Methods







which is a set of coupled non-linear differential equations describing the precession of each
spin with respect to the local magnetic field generated by its neighbors. The total energy
and magnetization are conserved in the dynamcs. This set of equations can be viewed
as a classical version of the Heisenberg equation, where Sk is not quantum mechanical
operators, but a classical vector. For the cross product to be defined, spin vectors have to
be three-dimensional – Heisenberg spins. Ising or XY spins do not possess dynamics given
by Bloch equations. The interaction can be practically of any form, such as anisotropic
Heisenberg model, long-range dipolar interaction, biquadratic interactions and more [96].
Bloch equations can be used to study the dynamics from any classical spin configurations
in thermal equilibrium or far-from-equilibrium. For an ordered state, the simulation gives
the same result as the linear spin-wave theory. For spin liquid states, it is able to capture
low lying excitations and scatterings among spin-waves. The pioneer work is dated back
to Keren [97, 98]. Chalker et al adopted this approach in studying frustrated pyrochlore
lattice [99, 100, 101, 12]. Landau et al developed a dynamic finite-size scaling theory for
the dynamical structure factor at critical point and used it to extract the dynamic critical
exponent [102, 103, 104, 105, 106].
Special numerical schemes that incorporate conservation laws are developed in [107,
108, 109, 110, 111, 112, 113, 114], which requires adaptation for each specific problem.
Instead, I will use the 4th order Runge-Kutta method (RK4) and the predictor-corrector
method which can be easily implimented for arbitrary interations. For a comparison of
performance among different methods, see [96]. The problem that I need to solve is written
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in general as
ẏ = f(t, y), y(0) = y0 (4.2)
where y is to be understood as a vector. To get the system configuration at next time step
t+ δt, RK4 only requires the present configuration,
y(t+ δt) = y(t) +
δt
6
(k1 + 2k2 + 2k3 + k4) (4.3)















k4 = f(t+ δt, y(t) + δtk3) . (4.7)
This method alone is not enough to contain the propagation of the numerical error given
the total integration time. Following D.P. Landau [96], I only use this method to gener-
ate the first three time steps and initiate the predictor-corrector method which is used for
subsequent calculation. The predictor-corrector method consists of two steps: the explicit
Adams-Bashforth four-step method
y(t+ δt) = y(t) +
δt
24
(55f(y(t))− 59f(y(t− δt)) + 37f(y(t− 2δt))− 9f(y(t− 3δt)))
(4.8)
and typically one iteration of the implicit Adams-Moulton three-step method
y(t+ δt) = y(t) +
δt
24
(9f(y(t+ δt)) + 19f(y(t))− 5f(y(t− δt)) + f(y(t− 2δt))) .
(4.9)
For the purpose of modeling neutrons scattering data, equilibrium spin configurations
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from classical Monte Carlo simulations are appropriate initial conditions in solving Bloch
equations. One can also study the time evolution of non-equilibrium states, such as states
following a temperature quench or solitonic states like skyrmions. After the solution is
acquired, I perform the Fourier transform of spin-spin correlation in space and time to
obtain the dynamical structure factor
Sαβ(Q, ω) = 〈Sα(Q, ω)Sβ(Q, ω)?〉 (4.10)



























whereM is the number of time steps, Ri is the position of the unit cell, rµ is the position of
atoms inside the unit cell and the total number of atoms is N1 ×N2 ×N3 × n. Comparing



























(h?, k?, l?, g?) = (1, 1, 1, 1)...(N1, N2, N3,M) , (4.15)
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and the FourierParameters→ {1,−1} in Mathematica. Basically, I need to FFT each
sublattice, multiply appropriate phase factor and sum over all sublattices. The time step in
the simulation is given by a fraction of the inverse interaction strength, typically 0.01/J to
0.02/J . If the spin length is not 1, the interaction strength has to be multiplied by the spin
length. This can be seen from the Block equation, where the left hand side is linear in Si
and the right hand side is quadratic.
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4.3 Benchmark
As a benchmark calculation, spin dynamics simulations are performed for systems of
Heisenberg spins with NN ferromagnetic XY interactions on a simple cubic lattice. This is
to compare with D.P. Landau’s calculation in [115] and satisfactory agreement is reached.
Another calculation on NN antiferromagnetic Heisenberg interactions on a diamond-lattice
is given in the Appendix A, where results on different temperatures are presented.
First of all, some confusion about the term “XY model” must be clarified. Typically,
the classical “XY model” refers to the O(2) model or the rotor model, where spin vectors
have only two components Si = (cos(θi), sin(θj)). The Hamiltonian often is written in












cos(θi − θj) (4.16)
The classical dynamics of such models, namely the time evolution of the spin vectors, were
studied by adding a kinetic term to the Hamiltonian [116, 117]. The XY model that D.P.
Landau studied in [115] is an anisotropic Heisenberg in the limit where the z-components














in the global frame. He has shown that it belongs to the same static XY universality class.
To avoid confusion, I will call this Heisenberg-spin XY model. Below I summarize a few
bullet points about the simulation.
• The exchange constant is set to 1K. 400 independent runs of Monte Carlo simulation
were performed from 5K to 1K with 0.9 cooling rate. Different random number seed
is used to start each run. I only collected one data point after thermalization at each
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Figure 4.1: Thermodynamic properties of the Heisenberg-spin XY model.
temperature for every run. The goal is to ensure the statistical independence of all
the data points. The error-bar is obtained by grouping data into five sets and compute
the standard deviation of the averages.
• The thermalization is determined by if the correlation between spin configurations
before and after a sweep is smaller than zero. Every sweep contains N single-spin
flips and N over-relaxation moves. Minimum of 10 sweep is performed at every tem-
perature regardless if correlation criteria is satisfied. Maximum number of sweeps is
set to be 1000 even if correlation criteria is not satisfied, which happens during and
after the phase transition.
• The critical temperature is estimated to be 1.5368K (the peak of heat capacity), close
to 1.5528K obtained by D.P. Landau.
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• The spin dynamicss simulations were performed with δt = 0.02/J and 16000 time
steps. Sxx and Syy were symmetrized and averaged together to improve the stats. Szz
was symmetrized separately.
• The white lines in the all color plots are from the linear spin-wave theory. The tem-
perature “renormalization” effect is evident. This can be compared to D.P. Landau’s
Figure 6.
• The line cuts in Figure 2 agrees with D.P. Landau’s Figure 5, although the peaks
seems to be a bit less sharp.
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Sxx(Q,ω) (arb. unit)
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Figure 4.2: The dynamical structure factor of Heisenberg-spin XY model at 1.386K
(0.9Tc), averaged over 200 initial conditions.
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4.4 Application









































Figure 4.3: Thermodynamic properties of NN antiferromagneic Heisenberg model on a
diamond-lattice.
In this section, I apply spin dynamics simulations to study the excitation spectrum of a
NN antiferromagnetic Heisenberg model on a diamond-lattice. The exchange constant is
set to 28.28K (0.65× 11.602× S(S + 1) with S = 3/2) to make comparison with the real
system of CoRh2O4 [118]. 1000 independent runs of Monte Carlo simulation (red points
in Figure 4.3) were performed from 50K to 1K with 0.9 cooling rate. 2000 separate runs
(blue points) were performed from 27K to 20K with 0.98 cooling rate. The thermalization
protocol is the same as before. The critical temperature is estimated to be 23.44K (the
peak of heat capacity), a bit off from experimentally value of 25.68K. The spin dynamicss
simulations were performed with δt = 0.02/J and 16000 time steps at 4K, 20K, 24K and
30K, Figure 4.4∼4.7. Since the system is Heisenberg, Sxx, Syy and Szz were symmetrized
and averaged together to improve the stats for each temperature. The white lines in all color
plots are from the linear spin-wave theory. There seems to some small side peaks as well,
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Figure 4.4: The dynamical structure factor of the diamond-lattice system at 4K.
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Figure 4.5: The dynamical structure factor of the diamond-lattice system at 20K.
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Figure 4.6: The dynamical structure factor of the diamond-lattice system at 24K.
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In this thesis, I present detailed single-crystal inelastic neutron-scattering studies of two
important materials, the canonical frustrated pyrochlore-lattice compound MgCr2O4 and
the triangular-lattice Ising magnet FeI2. In MgCr2O4, we understood the nature of the con-
tinuous excitations in the cooperative paramagnetic regime. The next topic that I hope to
study is the excitation in the low-temperature ordered state. Due to spin-lattice coupling,
MgCr2O4 undergoes a structural distortion around 12 K and one multi-k or multiple single-
k magnetic structures are selected from the degenerate manifold. The spectral weight is
lifted from zero to finite energy. Multiple overlapping spin-wave bands clump in a small
bandwidth, which leads people to consider a series of elaborate phenomenological spin-
cluster models [26]. I hope to improve our understanding of the complex spectra by build
a microscopic model. This will certainly be a very challenging task, since both the crystal
and magnetic structure in the ordered phase are not fully determined. However, with our
accurate paramagnetic model, we might be able to provide some unique insight into this
issue. In FeI2, we understood the nature of the “quadrupolar” excitation band. The next
topic that I plan to study is the effect of magnetic field. Our theory collaborators predict
based on our anisotropic exchange model that there will be new magnon decay channels
involving the single-ion magnon bound state, appearing at low field. Early neutron diffrac-
tion work reveals four distinct phases emerging under medium and high fields [77]. These
phases are result of delicate balance of exchange and applied field. We have planed two
neutron-scattering experiments to thoroughly investigate all of these aspects in the near
future.
The next new topic that I would like to study is excitations in honeycomb-lattice com-
pound NaMnCl3. The 2D honeycomb ferromagnets has attracted a lot of attention for
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Figure 5.1: (a) The crystal structure of NaMnCl3. (b) Honeycomb layer of Mn2+ (purple
spheres) mediated through chloride atoms (green spheres). (c) Temperature dependence of
heat capacity at selected fields. The dashed lines indicate possible scaling behaviors of the
heat capacity data.
its potential of realizing magnon bands with non-trivial topology [119]. A recent theory
work [120] shows spin-wave interactions give rise to a different renormalization behavior
to the bare magnon band near Dirac crossing comparing to the fermionic counterpart, qual-
itatively account for the anomalies in neutron scattering data of honeycomb ferromagnet
CrBr3 from 1970s [121]. Below 6.5 K, NaMnCl3 realizes a ferromagnetic ordering in the
honeycomb plane with moments lying in the plane and a k = (0, 0, 3/2) stacking pattern
along c-axis [122], in contrast to CrBr3, CrI3 [123] and CrSiTe3 [124] where a simple ferro-
magnetic ordering along c-axis occurs. The complex magnetic ordering of NaMnCl3 brings
interesting behavior of heat capacity after the transition as shown in Figure 5.1, where a 2D
ferromagnetic T-linear behavior [125] quickly supersedes 3D antiferro T-cubic scaling as
temperature is lowered. It is very interesting to ask what microscopic interactions create
the easy-plane anisotropy in the ordered phase and stabilize the complex 3D stacking.
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review letters 72, 3254 (1994).
120
[98] A. Keren, “Simulation of spin dynamics on kagomé and square lattices”, Journal of
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