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Abstract
We performed an ab initio and accurate exploration of complex electron dynamics
in multieclecton atoms and one electron molecule ion in presence of ultra short laser
pulse. Particularly, an ab initio 3D precision calculation and analysis of high-order
harmonic generation (HHG) of one electron molecule ion subject to intense ellipti-
cally polarized laser pulses is presented along with the time-dependent generalized
pseudospectral (TDGPS) method in two-center prolate spheroidal coordinates. The
calculations are implemented for the ground and first excited electronic states of the
interest molecule at the equilibrium internuclear separation as well as for the stretched
molecule case. Weak even harmonics were detected in the HHG spectra of stretched
molecules which were explained by the broken inversion symmetry due to dynamic lo-
calization of the electron density near one of the nuclei. A clear theoretical explanation
of the phenomenon is given within the Floquet formalism. The studies in presence of
laser field, proceed by investigation on anomalous dependence of near-threshold har-
monics on the ellipticity of the driving near-infrared laser field which originates from
the near-resonant excitation of π-symmetry molecular orbitals. In presence of linear
polarized field, we also studied the sub-cycle transient multiphoton ionization dynam-
ics of atomic and molecular systems subject to intense near-infrared laser fields on
the sub-femtosecond time scale. Multiple ionization bursts within a single optical cy-
cle are pronounced in the time-dependent ionization rates not only for some diatomic
molecular ions but also for hydrogen atoms. The analysis of the electron density in-
forms that several distinct density portions can be formed and separated from the target
within half cycle of the laser field.
iii
For the multi-electronic system, we present a comprehensive theoretical and com-
putational study on harmonic generation (HG) of Li atoms in one- and two-photon
Rabi-flopping regimes. Our all-electron approach is established on the time-dependent
density-functional theory and includes polarization of the core and dynamic response
of the electrons to the laser field. The results show that the population oscillations in
the time domain with the Rabi frequency are reflected in the fine structure of the HG
spectra and the finer structures of the harmonic peaks on the smaller frequency scale
arise from the pulse-shape-related interference effects. These features are clearly seen
in one-photon Rabi-flopping regime between some specific states however the pattern
is more complex in the two-photon Rabi-flopping regime. Our findings can be used
for developing coherent control methods for HG in the Rabi-flopping regime.
iv
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The study of atomic and molecular processes in intense ultrashort laser fields is of great current
interest in the forefront field of ultrafast science and technology. When the field strength is com-
parable to or exceeds to the Coulomb field experienced by outer-shell electrons in atoms, many of
nonlinear optical phenomena in the strong-field regime, such as multiphoton excitation (MPE), ion-
ization (MPI), and dissociation (MPD), above-threshold ionization (ATI) and dissociation (ATD),
multiple high-order harmonic generation (HHG), etc. play significant roles. Multiphoton and
above-threshold ionization of atoms and molecules in intense laser fields belongs to the most
fundamental as well as explored and understood strong-field phenomena (see the review papers
[79, 99]). Multiphoton ionization (MPI) is also an initial step in many other processes such as
high harmonic generation [26] and high-order above-threshold ionization [96]. Novel phenomena
including generation of attosecond pulses [46, 95], ultrafast molecular imaging [56, 76], attosec-
ond photoelectron holography [8], electron diffraction [82, 103], etc. (see review in Ref. [67]) are
also closely related to multiphoton ionization. Regarding the MPI measurements, since the first
experiments on above-threshold ionization (ATI) [3], the research has been focused on the prop-
erties of the emitted electrons in the energy domain (electron energy spectra, which manifest the
famous ATI peak structure). However, recent advances in laser technology opened a possibility
of “clocking” the electron dynamics on a attosecond scale in the time domain [44, 114], thus in-
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troducing a concept of attosecond metrology [67]. The time-domain analysis can uncover novel
new features in the well-researched phenomenon of multiphoton ionization. On the other hand, the
study of the high harmonic generation (HHG) dynamics and spectroscopy in intense laser fields is
one of the forefront topics in ultrafast science and technology [73, 15]. Most of the studies so far
have been focused on the use of linearly polarized (LP) laser fields, where the semiclassical 3-step
model[26, 69] can provide qualitative understanding of the underlying processes. The use of ellip-
tically polarized (EP) laser fields opens a new direction access to strong-field atomic, molecular,
and optical (AMO) and chemical processes that are either hindered or not present under the linear
polarization. Earlier study of HHG spectrum in EP fields showed that the HHG yield is decreased
with increasing ellipticity [9, 77]. There have been also extensive studies of the polarization prop-
erties of HHG generated in atomic gases [33, 34, 83]. For the last decade, HHG has become the
most important method for generating the extreme ultraviolet (XUV) attosecond pulses from in-
tense infrared lasers [15, 67]. Since the HHG yield is sensitive to driving laser ellipticity, it has
been found recently that the EP light can be used for the generation of isolated attosecond pulses
via polarization gating [88]. The study of HHG in EP laser pulses is thus of considerable current
interest both theoretically and experimentally [63, 39]. For the molecular systems, the extra in-
ternuclear degree of freedom and the ellipticity of the laser field provide extra control parameters
for laser-molecule inter-actions and introduce some novel features in strong-field HHG processes.
However, these extra degrees of freedom also pose considerable challenge for the accurate theo-
retical and computational study.
In strong field regime, all the above mentioned novel high-order processes cannot be treated by
the traditional perturbative techniques. From the theoretical aspect, it requires a non-perturbative
treatment to understand both the electronic structure and the multiphoton quantum dynamics. For
the fully ab initio treatment of strong-field processes, one needs to solve the 3n+ 1 dimensional
non-relativistic time-dependent Schrödinger equation (TDSE) including the light–matter interac-
tion term, where n is the number of electrons. This is a demanding task for n≥ 2.
In this dissertation, for one electronic atomic/molecular system, we present a time-dependent
2
generalized pseudospectral (TDGPS) approach in spherical/prolate spheroidal coordinates for fully
ab initio nonperturbative treatment of multiphoton dynamics in intense laser fields. As for the multi
electron systems like Li atoms interacting with strong laser fields, the system is described in the
framework of the self-interaction-free time-dependent density-functional theory, taking into ac-
count dynamic multielectron response to the external field. Using the time-dependent generalized
pseudospectral method with sufficient number of spatial grid points and time steps ensures the
accuracy and efficiency of the computational procedure.
We successfully did some original research mainly focused on theoretical exploration of the
strong-field multiphoton processes with novel theoretical and computational approaches in space
and time. Our studies are mostly focused on development and application of fully ab initio theoret-
ical formalisms and high-precision computational methods for the nonperturbative treatment of a
broad range of highly nonlinear atomic molecular optics(AMO) multiphoton phenomena. We have
uncovered the dynamical origins of several novel strong-field phenomena in ultrashort attosecond
laser pulses for the first time.
In chapter 2, we perform an ab initio and accurate exploration of the sub-cycle transient multi-
photon ionization dynamics of atomic and molecular systems subject to intense near-infrared laser
fields on the sub-femtosecond time scale. The analysis of the electron density reveals that several
distinct density portions can be shaped and detached from the target within half cycle of the laser
field.
In chapter 3 and 4, we studied the high-order harmonic generation (HHG) of the hydrogen
molecular ion subject to intense elliptically polarized laser pulses by means of the time-dependent
generalized pseudospectral (TDGPS) method in two-center prolate spheroidal coordinates. The
spectral and temporal structures of the HHG signal are explored by means of the wavelet time-
frequency analysis. Several novel ellipticity-dependent dynamical behaviors are uncovered. We
found that the production of above-threshold harmonics for non-zero ellipticity is generally re-
duced, as compared with linear polarized (LP) fields. However, below-threshold harmonics still
appear quite strong except when the polarization plane is perpendicular to the molecular axis.
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Weak even harmonics are detected in the HHG spectra of stretched molecules. This effect can be
explained by the broken inversion symmetry due to dynamic localization of the electron density
near one of the nuclei. An intuitive picture of the process is provided by the analysis of the time
evolution of the electron density and time-frequency spectra of the dipole acceleration. A clear
theoretical explanation of the phenomenon is given within the Floquet formalism.
In chapter 5, anomalous dependence of near-threshold harmonics in H+2 molecular ion on the
ellipticity of the driving near-infrared laser field is studied theoretically based on accurate solu-
tion of the time-dependent Schrödinger equation in prolate spheroidal coordinates with the help
of the generalized pseudospectral method. For these harmonics, the maximum radiation energy
corresponds to a non-zero ellipticity of the driving field. Our analysis reveals that the origin of the
phenomenon lies in the near-resonant excitation of π-symmetry molecular orbitals. The excited
states responsible for the anomalous ellipticity dependence of different near-threshold harmonics
are identified.
In chapter 6, we present a comprehensive theoretical and computational study on harmonic
generation (HG) of Li atoms in one- and two-photon Rabi-flopping regimes where the population
transfer from the ground 2s state to the excited 2p, 3s, and 3d states is substantial. Our all-
electron approach is based on the time-dependent density-functional theory and takes into account
polarization of the core and dynamic response of the electrons to the laser field. We show that
the population oscillations in the time domain with the Rabi frequency Ω are reflected in the fine
structure of the HG spectra in the frequency domain on the scale of 2Ω. Our results also manifest
that even finer structures of the harmonic peaks on the smaller frequency scale originate from
the pulse-shape-related interference effects. These features are clearly seen in one-photon Rabi-
flopping regime and the pattern in the HG spectra becomes more complex in the two-photon Rabi-




Theoretical methods in solving
time-dependent Schrödinger equation in
one electron molecule ions in presence of
ultra short laser pulse
2.1 Introduction
We shall present a time-dependent method for numerical integration of the Schrödinger equa-
tion which is computationally efficient and capable of providing more accurate wavefunctions for
reliable MPI and HHG calculations. The significant improvement of the time-dependent wave-
functions is obtained both by the use of a generalized pseudospectral method for a more optimal
discretization of the spatial coordinates and by a new time propagation method presented. The
method can be extended for the exploration of the dynamics and coherent control of HHG by




Ψ(r, t) = H(t)Ψ(r, t), (2.1)
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2 +U(r)+V (r, t). (2.2)
In Eq. (2.2), U(r) is the atomic (molecular) core potential and V (r, t) is the interaction with the
laser field. The latter is described within the electric dipole approximation:
V (r, t) = zF(t), (2.3)
where F(t) is the time-dependent field strength, and linear polarized case it is assumed along the z
axis. Eq. (2.1) is solved with the help of the time-dependent generalized pseudospectral (TDGPS)
method. First, the wave function and kinetic energy operator are discretized on a non-uniform and
optimal spatial grids, with denser mesh nearby each nucleus and sparser mesh at longer range,
leading to efficient and accurate solution with the use of only a modest number of spatial grid
points. Further improvement of the accuracy is achieved by solving the problem in the finite
volume which results in a denser grid for the same number of grid points. The boundary value
Rb for the linear dimension of the volume is chosen large enough for proper description of the
ionization dynamics. Details of the generalized pseudospectral (GPS) discretization scheme can
be found in the next sections and also Refs. [23, 123] for the case of prolate spheroidal coordinates
(diatomic molecular systems) and in Refs. [128, 125] for the case of spherical coordinates (atomic
systems).
2.2 Time-dependent Schrödinger equation for the molecule of
H+2 in the laser field
To calculate the ionization probability and HHG spectra, we solve the time-dependent Schrödinger
equation for the molecule H+2 in the laser field. The initial wave function is an unperturbed eigen-
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function of H+2 . For our calculations, we pick the ground (1σg) and two excited (1σu and 1πu)
electronic states. The nuclei are fixed at their positions, and the nuclear motion is not taken into
account. To describe the diatomic molecular ion H+2 , we make use of the prolate spheroidal coor-







z = aξ η ,(1≤ ξ < ∞,−1≤ η ≤ 1) (2.6)
Here, we assume that the molecular axis is directed along the z axis, and the nuclei are posi-
tioned on this axis at the positions -a and a, so the internuclear separation R = 2a.





2 +U(ξ ,η)]Ψ(ξ ,η ,ϕ) = EΨ(ξ ,η ,ϕ). (2.7)


























and the Coulomb interaction term with the nuclei is as follows (the charge of each center is
unity):
U(ξ ,η) = − 2ξ
a(ξ 2−η2)
. (2.9)
For the unperturbed molecule, the projection m of the angular momentum onto the molecular axis
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is conserved. Thus the wave function Ψ(ξ ,η ,ϕ) can be represented in a separable form:
Ψ(ξ ,η ,ϕ) = ψ(ξ ,η)exp(imϕ), (2.10)



























To solve eq. (2.11), we first convert it to equivalent variational forms, which is different for
even and odd m. This is done to provide accurate numerical solutions of the differential equations
for both even and odd projections of angular momentum (note that the exact eigenfunctions have
factors (ξ 2−1)|m|/2(1−η2)|m|/2 which are non-analytical at nuclei for odd |m|). The variational










































































































































2.3 Time-dependent pseudospectral discretization(TDGPS) method
For atomic structure calculations involving the Coulomb potential, one typical problem associated
with commonly used equal-spacing grid methods is the Coulomb singularity at r = 0 and the long
range nature of the potential. Generally one truncates the semi-infinite (0,∞) domain into finite
domain [rmin,rmax] to avoid the Coulomb singularity at the origin and the infinite domain. For this
purpose, rmin must be chosen sufficiently small and rmax sufficiently large. This results in the need
of a large number of grid points. Further, extreme care must be exercised to ensure the wavefunc-
tions obtained from such discretization is of sufficient accuracy for performing reliable high-order
harmonic generation calculations. For optimal discretization of the radial coordinates to overcome
some of the above mentioned problems, we take advantage of extended generalized pseudospec-
tral (GPS)approach in molecules. Then we apply pseudospectral discretization to Eqs.(2.12) and
















Here Rl and Rb are the parameters of the transformation (2.14). The parameter Rb is the maximum
value of the coordinate ξ ; it corresponds to x = 1. Making this parameter finite, we can solve the
problem in the finite volume around the nuclei that significantly improves the accuracy. The zero
boundary conditions are imposed on the wave function at ξ = Rb. In the time-independent calcu-
lations, Rb value is large enough to ensure high accuracy of sufficient number of both discrete and
continuous eigenstates. When solving the time-dependent equation in the laser field, some mea-
sures should be taken to prevent an unphysical reflection from the boundary. We use an absorbing
layer located before Rb which smoothly brings down the wave function and prevents the reflection.
9
The variable x is discretized using the Legendre–Gauss–Radau scheme (xi are the collocation
points and wi are the quadrature weights)[2]:







Here Nx is the number of collocation points used, PNx(x) is the Legendre polynomial; the colloca-
tion points are obtained as roots of the difference of two polynomials with orders Nx and Nx + 1,
respectively. The Gauss–Radau scheme allows easily implement boundary conditions at the end
of the interval since x = 1 is always a collocation point, irrespectively of Nx. The integration and















Dxii′ f (xi′) (2.17)




















The coordinate η does not need any additional mapping transformation since it originally spans
the interval [ −1,1]. However, in the most general case such a transformation can be applied,
so we will assume that η is mapped to the variable y within the interval [ −1,1] (in practical
calculations we used the identity transformation η = y). Unlike the variable x, we discretize y
using the Legendre–Gauss scheme for we don’t have to apply any boundary conditions at the points
y =±1. The collocation points for this scheme are defined as the roots of the Legendre polynomial
PNy , and the quadrature weights are expressed through the derivatives of this polynomial (Ny is the
number of collocation points used)[2]:








The integration and differentiation in the Legendre–Gauss scheme are performed as follows (g(y)
















Dyj j′g(y j′), D
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with the derivative matrix dyj j′ defined as
dyj j′ =
1
y j− y j′




Once the basic expressions of the pseudospectral discretization are established by Eqs.(2.15)–(2.23),
one can proceed to discretize the variational eigenvalue problems (2.12) and (2.13). The matrix
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T ei j;i′ j′+
( m2
2a2(ξ 2i −1)(1−η2j )
− 2ξi




φm;i′ j′ = Eφm;i′ j′ (2.24)




T oi j;i′ j′+
( m2−1
2a2(ξ 2i −1)(1−η2j )
+
1+ξ−2i
a(ξ 2i −η2j )
− 2ξi




φm;i′ j′ = Eφm;i′ j′ (2.25)















Ny(y) being the Legendre polynomial and its derivative, respectively. The kinetic
energy matrices T ei j;i′ j′ and T
o
i j;i′ j′ are calculated as follows:





























































































The discretized coordinates ξi and η j as well as the collocation points xi and y j are defined in the
Appendix. Note that the potential terms are diagonal in the pseudospectral method. They are rep-
resented by their values at the discretized coordinates, so no calculation of potential energy matrix
elements is required. The kinetic energy matrices are given by simple analytical expressions (2.27)
and (2.28)) which can be readily programmed into the computer code. Straightforward program-
ming implementation and high accuracy for moderate number of collocation points constitute the
most attractive features of the generalized pseudospectral method. Solving the eigenvalue prob-
lems (2.24) and (2.25), we obtain unperturbed energy values and eigenstates of H+2 which are used
as initial states for time propagation as well as for construction of propagation matrices.
2.4 Time evolution of wave function in the laser field
The time-dependent Schrödinge equation in the laser field is solved by means of the split-operator
method in the energy representation. We employ the following split-operator, second-order short-
time propagation formula:



















Here ∆t is the time propagation step, H0 is the unperturbed electronic Hamiltonian which includes
the kinetic energy and the interaction with the nuclei, V (ξ ,η , t) is the term due to the coupling to
the external field. If the laser field is linearly polarized, the dipole approximation is well justified.
Without loss of generality, we can also assume that the polarization vector of the field lies in the
plane x–z. Then using the length gauge, we can write the interaction potential V (ξ ,η , t) in the
following form:
V (ξ ,η ,ϕ, t) = r.F(t) = aξ ηFz. (2.30)
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The time-dependent function F(t) contains the carrier and envelope factors. In our calculations,
we use the sine-squared pulse shape, then the function F(t) can be written as follows:






Here F0 is the peak field amplitude, T = 2π/ω0 is the duration of one optical cycle, and N is
the number of optical cycles in the pulse. The time propagation process based on Eq.(2.29) can
be described as follows. Since the unperturbed Hamiltonian commutes with the projection of
























|m >< m| (2.32)
where H(|m|)0 are the unperturbed Hamiltonian corresponding to particular angular momentum pro-
jections m, as expressed by Eqs.(2.25) and (2.26), and |m >< m| are the projecting operators onto






are built of the unperturbed
eigenvectors ψ(|m|)k and eigenvalues E
(|m|)



















Working in the energy representation, we can control the contributions to the sum (2.33). For
example, removing the contributions with very high energies, we can get rid of spurious transitions
to irrelevant regions of the energy spectrum and improve the numerical stability of the propagation.
To apply the propagator in the form (2.32), we expand the total time-dependent wave function in
the Fourier series with respect to the angular coordinate ϕ:




ψm(ξ ,η , t)exp(imϕ) (2.34)
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Then each term in the series (2.34) is acted upon by only one term in the series (2.32), and the
result of the field-free propagation can be written as follows:
Ψ

















ψm(ξ ,η , t)
(2.35)
Using this procedure for the field-free propagation step, we can significantly reduce the dimensions
of the propagator matrices and speed up the computations. In practical calculations, the infinite
series (2.34) should be truncated. We found that for the calculations in linear polarized field,





is a multiplication in coordinate representation when using the length gauge, and
the next part of the short-time propagation is achieved straightforwardly:
Ψ
(2)(ξ ,η ,ϕ, t)≡ exp
[





(1)(ξ ,η ,ϕ, t) (2.36)
Then Ψ(2)(ξ ,η ,ϕ, t) is re-expanded in the Fourier series:
Ψ






m (ξ ,η , t)exp(imϕ) (2.37)
and the next unperturbed propagation is applied:
Ψ




















m (ξ ,η , t)
(2.38)
This completes the short-time propagation according to Eq.(2.29) since Ψ(3) is the wave function
Ψ at the time t +∆t: The procedure described above is to be applied sequentially starting at t = 0
and ending at t = T . As a result, the wave function Ψ(ξ ,η ,ϕ) is obtained on a uniform time grid
within the interval [0,T ].
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2.5 Calculation of HHG spectra in presence of laser field
Once the wave function is computed, we can proceed to calculate the spectra of the emitted high-
order harmonic radiation. To calculate the HHG spectra, we employ the widely-used semi-classical
approach, replacing the classical quantities with the corresponding quantum expectation values.























The time-dependent dipole moment and acceleration are evaluated as expectation values with the
time-dependent wave function Ψ(ξ ,η ,ϕ, t)





2.6 Wavelet time-frequency spectra
The dynamics of the HG process can be explored in more detail using the time-frequency analysis







dt ′W [ω(t ′− t)]A(t ′). (2.45)
For our purposes, the natural choice of the mother wavelet W (x) is the Morlet wavelet:







so Eq. (2.45) represents a type of short-time Fourier transform. For the window width parameter
τ , we use the value τ = 15, previously tested and adopted for the time-frequency analysis of
HG signals [23, 131]. The quantity Ãw(ω, t) provides the time profile of the harmonic with the
frequency ω and thus reveals what parts of the laser pulse on the time scale are mainly responsible
for generation of the harmonic signals with specific frequencies.
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Chapter 3




Multiphoton ionization (MPI) is an initial step in many processes such as high harmonic generation
[26] and high-order above-threshold ionization [96]. The time-domain analysis of MPI can uncover
novel new features in the well-researched phenomenon of multiphoton ionization. Recently, a
theoretical study on H+2 in an intense infrared laser field [118, 119] revealed multiple ionization
bursts within a half-cycle of the laser field oscillation. The phenomenon was explained by transient
electron localization near one of the nuclei on the attosecond time scale [118], which is in turn
related to existence of two electronic states with opposite parities strongly coupled by the field
(the charge resonance states [92]). Here, we show that multiple ionization bursts per half-cycle of
the laser field can exist not only in homonuclear molecules with odd number of electrons, which
possess the charge resonance states, but also in heteronuclear molecules, and even in atoms. To the
best of our knowledge, this is the first time sub-cycle transient structures in time-dependent MPI
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rates are reported for heteronuclear molecules and atoms.
3.2 Theoretical method to calculate the time-dependent MPI
rates
In this chapter, we analyze the time-dependent MPI rates of three one-electron systems, the hydro-
gen atom and molecular ions H+2 and HHe




Ψ(r, t) = H(t)Ψ(r, t), (3.1)
where H(t) is the full Hamiltonian, including the time-dependent interaction with the linear polar-
ized field along z axis.laser field: Eq. (3.1) is solved with the help of the time-dependent generalized
pseudospectral (TDGPS) method as we explained in details in chapter 2. To achieve high accuracy
in the present calculations, we use 160 grid points for the radial (pseudoradial) coordinate and 32
grid points for the angular (pseudoangular) coordinate.
Since the atomic and molecular systems subject to laser fields can be ionized, only outgoing
wave components (describing ionization) should be present in the wave function at large distances
from the core. Thus the correct boundary conditions for the wave function are the outgoing-wave
boundary conditions. In our present calculations, the boundary conditions are imposed by an
absorber placed at some distance from the core (in the layer between the length values Ra and
Rb). The absorber prevents the electron density from moving back to the core thus imposing the
outgoing-wave boundary conditions.
For the time evolution of the wave function, we employ the following split-operator, second-
order short-time propagation formula:





















Here ∆t is the time propagation step, H0 is the unperturbed electronic Hamiltonian which includes





















where ψn and En are the eigenvectors and eigenvalues, respectively, of the unperturbed Hamil-
tonian H0. In practical calculations, the summation in (3.3) includes all eigenvectors with the
energies En < Eb where the upper limit Eb should be large enough to describe all relevant physical
processes. With the control of high-energy contributions to the propagator matrix, we can avoid
population of physically irrelevant regions of the energy spectrum and improve numerical stability
of the computations. In the present work, we use Eb=10 a.u.; this is a reasonable value for the
carrier frequency and intensities of the laser field used in the present calculations. For the given




is time-independent and constructed only once before
the propagation process starts. The matrix exp
(
−i∆t V (r, t + 12∆t)
)
is time-dependent and must be
calculated at each time step. However, for the interaction with the laser field in the length gauge,
this matrix is diagonal in the GPS method, and its calculation is not time-consuming (all potential
terms are represented by their values on the coordinate grid and appear as diagonal matrices in the
GPS method; no calculation of potential energy matrix elements is required). In the present work,
we use 4096 time steps per optical cycle; this is enough to achieve convergence for the intensities
and wavelengths used in the calculations.
Because of the absorber, the normalization integral of the wave function Ψnσ (r, t) decreases in
time. The parts of the wave packet absorbed in the layer between the distance values Ra and Rb
describe unbound states populated during the ionization process.







Γ(t) = − d
dt
lnP(t). (3.5)
We have performed a series of calculations on H, H+2 , and HHe
2+ for the laser fields with
several intensities and wavelengths in the near-infrared range (780 nm to 1064 nm). The sub-
cycle structures appear a universal feature of multiphoton ionization and become well pronounced
for sufficiently strong laser fields. Here we report some representative results. For the diatomic
molecules H+2 and HHe
2+, we report the time-dependent MPI rates obtained from the Floquet
states in the monochromatic laser field. The scheme for the calculation of the Floquet states is
similar to that for the calculation of ordinary time-dependent wave functions but includes an ad-
ditional procedure for construction and diagonalization of the one-optical-cycle propagator (see
Ref. [121]).
3.2.1 Sub-cycle structures in time-dependent ionization rate of H+2
For H+2 , we choose a stretched configuration for the ground electronic 1σg state with the internu-
clear separation R = 3 a.u. This makes the ionization potential lower and allows to obtain notice-
able ionization rates for moderate laser intensities. In Fig. 3.1, we show the results for the field
with the wavelength 800 nm and intensity 1× 1014 W/cm2, with the molecular axis orientation
parallel to the laser field. In this calculation, we use Rb = 50 a.u. and Ra = 30 a.u. As expected,
the MPI rate has two main maxima per optical cycle, corresponding to the peak values of the laser
field. However, each maximum is split in two subpeaks with the local minimum between them.
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Figure 3.1: Time-dependent ionization rate of H+2 at the internuclear separation of 3 a.u. (Floquet
state originating from the unperturbed 1σg state) calculated as a logarithmic derivative of the pop-
ulation within the sphere with the radius 50 a.u. The wavelength of the laser field is 800 nm and
the intensity is 1×1014 W/cm2.
3.2.2 Sub-cycle structures in time-dependent ionization rate of of HHe2+
For HHe2+, the bonding orbital is not the ground electronic state but the first excited state 2σ .
We have performed the calculations for the internuclear separation of 4 a.u. which is close to the
equilibrium distance. The laser field has the wavelength 780 nm, intensity 5× 1013 W/cm2, and
is directed along the molecular axis. Here we use Rb = 40 a.u. and Ra = 20 a.u. The results for
the MPI rate are shown in Fig. 3.2. As for the H+2 molecule, we can see two main maxima per
optical cycle corresponding to the peak values of the laser field. However, unlike the H+2 case, the
MPI rates at these maxima are different: the positive and negative directions of the field are not
equivalent for HHe2+ because of its heteronuclear nature. Each main maximum is again split into
subpeaks. Since HHe2+ is a heteronuclear diatomic molecule with highly asymmetric electron
density distribution, we can conclude that the fine subpeak structure of the time-dependent MPI
rate is not related to the two-center nature of the molecule but shaped in the vicinity of one nucleus
only. This observation is confirmed by our calculations of the hydrogen atom in the laser field.
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Figure 3.2: Time-dependent ionization rate of HHe2+ at the equilibrium internuclear separation
of 4 a.u. (Floquet state originating from the unperturbed 2σ state) calculated as a logarithmic
derivative of the population within the sphere with the radius 40 a.u. The wavelength of the laser
field is 780 nm and the intensity is 5×1013 W/cm2.
3.2.3 Sub-cycle structures in time-dependent ionization rate of Hydrogen
atom
In Fig. 3.3, we show the time-dependent MPI rates for the hydrogen atom initially in the ground
state. The laser field has a carrier wavelength 800 nm and the peak intensity 5×1013 W/cm2. We
use the values Rb = 60 a.u. and Ra = 40 a.u. The field is switched on during the first 5 optical
cycles with the sin2 ramp until it reaches the peak intensity. Then the intensity is kept constant
for the next 15 optical cycles. Thus the total time for the propagation of the wave function is 20
optical cycles. We should note that the resulting wave function at the end of the propagation time
differs very little from the Floquet state in the monochromatic field with the same wavelength and
intensity. We perform the MPI rate analysis on the last optical cycle, approximately between the
time moments 50.7 fs and 53.4 fs. For better understanding of the electron dynamics during this
period of time, in Fig. 3.3a we show the force experienced by the electron from the laser field. For
the first half-cycle, the force is negative pushing the electron to the negative side of the z axis; for
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Figure 3.3: (a) Force acting on the electron from the laser field with the wavelength 800 nm and
intensity 5× 1013 W/cm2. Shown is the time interval between 50.7 fs and 53.4 fs corresponding
to one optical cycle. (b) Time-dependent ionization rate of the hydrogen atom calculated as a
logarithmic derivative of the population within the sphere with the radius 20 a.u. (full black curve)
and 40 a.u. (dashed red curve). The wavelength of the laser field is 800 nm, the peak intensity is
5×1013 W/cm2.
the second half-cycle, the picture is reversed. The MPI rate is defined by Eqs. (3.4) and (3.5) for
the whole spherical volume with the radius Rb where the time-dependent Schrödinger equation is
solved. However, we can also define the MPI rate on the boundary of a smaller spherical volume
with the radius R0 < Rb. Defined in this way, the quantity dP/dt represents the electron current
through the sphere of radius R0, that is the observable which can be measured experimentally if
the detector is placed at the distance R0 from the target. In Fig. 3.3b, the time-dependent MPI rates
of the hydrogen atom are shown for two different spherical volumes, with the radius R0 = 20 a.u.
and R0 = 40 a.u. As in the case of diatomic molecules, the maxima of the MPI rates exhibit a
fine subpeak structure. In Fig. 3.3b, one can see three distinct subpeaks corresponding to each
maximum. The shape of the subpeaks depends, however, on the radius R0 (that is the distance
from the nucleus) where the rate is measured. Their position on the time scale is shifted from that
of the field peak values and also depends on R0.
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3.3 Exploring MPI subcycle with electron density analysis
To get a better understanding of this phenomenon, it is instructive to study the electron density
evolution subject to the influence of both the nucleus and the laser field.
In Fig. 3.4, we show the electron density evolution within the 0.7 fs time interval corresponding
to multiple current density bursts on the spherical surface with the radius of 20 a.u. (see Fig. 3.3b).
The evolution of the density for the full optical cycle is presented as a motion picture in the sup-
plemental material [sup]. In both Fig. 3.4 and the movie [sup], one can clearly see formation of
distinct density portions and their motion in the negative z direction where the force from the laser
field is directed for this time interval. At the time 51.68 fs, the force is near the peak value, and
the first portion of the density is approaching but not yet crossing the spherical surface at 20 a.u.
The ionization rate has its minimum at this time moment. The next time moment, 51.83 fs, corre-
sponds to the maximum of the ionization rate. The first portion of the electron density is crossing
the boundary while the second one is clearly seen between the z values −15 a.u. and −10 a.u.
At the time 51.97 fs, the first portion has already moved beyond the boundary, the second portion
has approached the boundary but not crossed it; the third portion is shaped and clearly seen at
z =−10 a.u. This is again a minimum in the ionization rate. The force from the laser field is still
negative but close to zero. At the next time moment, 52.08 fs, the force is also weak but has already
changed the sign, now pointing at the positive z direction. Nevertheless, the second portion of the
electron density continues moving in the negative z direction and passes the boundary at 20 a.u. In
Fig. 3.3b, this time moment corresponds to the second maximum of the ionization rate. At the time
52.25 fs, the third portion of the electron density has approached but not yet crossed the boundary;
the ionization rate has its minimum. Finally, at 52.39 fs, the third portion of the density crosses into
the outer domain giving rise to the third maximum in the ionization rate. However, the force from
the laser field has already been positive for some time and become quite strong by this moment.
That is why the negative velocity of the third portion of the density has become small, and the the
third maximum in the ionization rate is quite weak.
As the analysis of the time evolution of the electron density reveals, several distinct density por-
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Figure 3.4: Electron density of the hydrogen atom subject to the laser field with the wavelength
800 nm and the peak intensity 5×1013 W/cm2. The color scale for the density is logarithmic.
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tions are shaped and detached from the target within half cycle of the laser field. These portions of
the electronic wave packet contain contributions with various energies, which move with different
velocities when leaving the core. Thus it is not surprising that the shape of the structures changes
as the ionized wave packet moves away from the nucleus. Therefore the transient structures in
time-dependent multiphoton ionization rates (including the number of subpeaks) depend on the
radius R0 of the sphere where the electron current is measured. Eventually, as R0 becomes very
large, one may expect a re-arrangement in the time-dependent rates according to the energies of the
outgoing electrons, with the fast electrons coming first to the detector, and slower electrons coming
later. The asymptotic (large R0) time-dependent rates should correspond to the well-known ATI
structures in the energy domain with the peaks separated by the photon energy. However, this large
R0 behavior of the ionization rates is beyond the scope of our study; we focus on the nanometer
length scale where the physical picture is quite different.
3.4 Sub-cycle Structures in time-dependent MPI rates for dif-
ferent laser wavelengths and intensities
The sub-cycle transient structures in the time-dependent MPI rates depend also on the wavelength
and intensity of the laser field. In Fig. 3.5, we show the MPI rates of H+2 and atomic hydrogen at
different wavelengths and intensities. The data are obtained from the Floquet state corresponding
to the ground electronic states of the target. For the box size and absorber position, we use the
values Rb = 60 a.u. and Ra = 40 a.u., respectively. For H+2 , the calculations are performed for the
equilibrium internuclear separation R = 2 a.u., laser wavelength 800 nm and two intensities, 3×
1014 W/cm2 and 5×1014 W/cm2. For the hydrogen atom, we fix the intensity at 5×1013 W/cm2
and perform the calculations for two different wavelengths, 780 nm and 1064 nm. As Fig. 3.5
shows, the sub-cycle structures change their form significantly when the wavelength or intensity of
the laser field is changed. However, we do not see any simple rule that can describe correspondence
between the sub-cycle pattern (including the number of subpeaks) and the laser field parameters.
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Figure 3.5: Sub-cycle structures in time-dependent MPI rates for different laser wavelengths and
intensities (Floquet states). (a) H+2 at the internuclear separation of 2 a.u., wavelength 800 nm,
and intensity 3×1014 W/cm2. (b) H+2 at the internuclear separation of 2 a.u., wavelength 800 nm,
and intensity 5× 1014 W/cm2. (c) Hydrogen atom at the wavelength 780 nm and intensity 5×
1013 W/cm2. (d) Hydrogen atom at the wavelength 1064 nm and intensity 5×1013 W/cm2.
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3.5 Conclusion
In summary, we have performed a computational study of multiphoton ionization dynamics on the
sub-femtosecond time scale for the hydrogen atom and two one-electron molecular systems, H+2
and HHe2+, subject to intense near-infrared laser fields. Our calculations show multiple peaks
structure of the time-dependent multiphoton ionization rate within a single optical cycle. The
nature of this phenomenon is revealed by the analysis of the time-dependent electron density, which
exhibits multiple portions of the density detached from the core at different times, not necessarily
when the external field reaches its maximum values. The oscillations of the electron density are
caused by transitions to excited bound and continuum states in the laser field. A large dynamic
polarizability of the initial state may play a role here. However, at this time we cannot suggest a
simple model explaining the phenomenon.
We note that the structures of the multiphoton ionization rates in the time domain discussed
in this study are not related to the above-threshold peak structures of the electron spectra in the
energy domain. When created under the influence of the external field, the portions of the outgoing
wave packet are localized in space and time but contain various energy contributions. That is
why the shape of the structure is changed as the outgoing wave packet moves away from the
core. The structures described above can be observed on the nanometer length scale. Certainly,
recording the time information close to the target is a very difficult experimental task. Possibly, it
can be done by the experimental methods mapping time into momentum such as streak camera, or
reconstruction of attosecond beating by two-photon interference (RABBITT). Measurements could
be more feasible at sufficiently large distances from the target. Of course, in the far asymptotic
region, the time-dependent signal would be reshaped according to the time of flight of the electrons
with different energies. In this case, a theoretical reconstruction procedure could help, which maps
the properties of the outgoing wave packet at large distances to earlier times and smaller distances.
Development of such a procedure can be a subject of a separate study.
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Chapter 4
Above- and Below- Threshold High-Order
Harmonic Generation of H+2 in Intense
Elliptically Polarized Laser Fields
4.1 Introduction
Most of the studies so far have been focused on the use of linearly polarized (LP) laser fields, where
the semiclassical 3-step model[26, 69] can provide qualitative understanding of the underlying pro-
cesses. Earlier study of HHG spectrum in EP fields showed that the HHG yield is decreased with
increasing ellipticity [9, 77]. There have been also extensive studies of the polarization properties
of HHG generated in atomic gases[33, 34, 83]. In this chapter, we perform for the first time a
fully ab initio 3D and accurate investigation of the effect of ellipticity on the HHG dynamics and
spectroscopy of H+2 molecules below- and above- the ionization threshold. We show that the gen-
eration mechanism of HHG in EP light is considerably different from that in the LP light. Further,
in the EP case, particular attention must be paid to follow closely the subtle electron dynamics on
the sub-femtosecond time scale and the delicate generation mechanism of HHG below- and above-
the ionization threshold. The novel features of HHG in EP light are presented and their quantum
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origins are explored in details.
4.2 Solving the TD- Schrödinger equation in elliptical polar-
ized laser field
The simplest diatomic molecule, hydrogen molecular ion H+2 , has been treated many times previ-
ously to study various multiphoton processes in strong laser fields but it still remains an important
proto-type system for the investigation of the novel elliptical field effects in HHG of diatomic
molecules. In order to get high precision electronic structure results with the use of only a mod-
est number of grid points, we apply the two-center time-dependent generalized pseudospectral
(TDGPS) scheme in prolate spheroidal coordinates for accurate and efficient treatment of the time-
dependent Schrödinger equation (TDSE) for diatomic molecular systems. The methodology for
the HHG calculation starts with solving TDSE in prolate spheroidal coordinates, which are con-
venient for describing two-center problems as we explained in details in Chapter 2. It should be
noted that here we have the elliptical polarzied field interacting with system and we assume that
the laser field is in the x–z plane:










Here ε the ellipticity parameter and ω0 the carrier frequency. Then using the dipole approx-
imation and the length gauge, we can write the interaction potential Vext(ξ ,η , t) in the following
form:










In our calculations, we use the sine-squared pulse shape, and the function can be written as follows:






Here f0 is the peak field amplitude, T = 2π/ω0 is the duration of one optical cycle, and N is the
number of optical cycles in the pulse.
4.3 Calculation of HHG spectra in elliptical polarized laser field
Once the wave function is computed, we can proceed to calculate the spectra of the emitted high-
order harmonic radiation. By adjusting the numerical parameters of the present calculations such
as the number of grid points, the box size, and absorber position, we reproduce the ground state
and low-lying excited states energies of H+2 with the machine accuracy. To achieve convergence of
the computed HHG spectra for the laser field parameters and internuclear separations used in the
calculations (see Sec.4.3.1 below), we set the number of grid points to 160 and 48 for the ξ and
η coordinates, respectively, and include the angular momentum projections −24 to 24. For the
time propagation, we use 4096 time steps per optical cycle (81920 steps for the whole pulse of 20
optical cycles). To accommodate all important physics in the laser field, the linear dimension of
the box is chosen at 60 a.u. In the layer between 40 a.u. and 60 a.u., we place an absorber which
prevents spurious reflections of the wave packet from the grid boundary. Our numerical scheme
and selection of the parameters secure the accuracy of the results obtained. In the calculations of
the HHG spectra, we use the length form (2.42); the acceleration form provides almost identical
results, indicating a good quality of our wave functions.
4.3.1 Computational set up for HHG calculation of H+2
We have performed the calculations of HHG spectra emitted by H+2 in 1σg and 1σu electronic
states in an intense EP laser field. In all cases we used a 20 optical cycles laser pulse with the sine-
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Figure 4.1: panel(a) shows the HHG spectrum S(ω) from 1σg state of H+2 at R = 2 a.u. in
the laser field with λ = 800 nm and peak intensity 2× 1014 W/cm2 for different ellipticity
parameters(ε = 0,0.5,1.0). Panel(b) demonstrates resonance structures for(ε = 0.5,1.0) near 7th
and 11th harmonics. Arrows mark the resonance peaks in the spectrum in CP field. Resonance A
corresponds to excitation of 1σu state, resonance B is due to coupling to 1πu state.
squared envelope, the carrier wavelength 800 nm (corresponding to the photon energy 1.55 eV),
and the peak intensity 2× 1014 W/cm2 . According to the well-known atomic recollision model
[26] , the HHG spectra should present a plateau region with a cutoff at the energy IP + 3.17UP
where IP is the ionization energy of the initial state and UP is the ponderomotive potential (for the
LP laser field, UP = I/4ω20 , I being the laser intensity). For diatomic molecules, the collision with
the parent core resembles the single atom case and leads to the same harmonic spectrum cutoff
position independent of the laser field intensity and internuclear separation. However, there is a
possibility of collision with the other nucleus. In the latter case, the field intensity and frequency
as well as the distance between the nuclei can affect the return kinetic energy of the electron [65].
The vertical ionization potential IP of H+2 is equal to 30 eV for the 1σg state and 18 eV for the
1σu state, at the equilibrium internuclear separation of 2 a.u. Then the cutoff corresponds to the
harmonic orders 43 and 36, respectively.
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4.3.2 HHG Spectra of H+2 in 1σg electronic state( R = 2 a.u.)
Fig.4.1(a) shows the HHG spectral density of H+2 for 1σg electronic state with different ellipticity
parameters. As one can see, the semiclassically predicted cutoff positions are in fair agreement
with our calculations in the LP filed. Generally, elliptical polarization (and circular polarization
to more extent) will reduce the probability of recollision and thus reduce the intensity of above-
threshold harmonics (that is harmonics with the photon energies above the ionization threshold).
The intensity of below-threshold harmonics (harmonics with the photon energies below the ioniza-
tion threshold) is also reduced because the dipole transitions are forbidden if the angular momen-
tum projection m is changed more than by unity (and each absorbed circularly polarized photon
increases m by 1). All this is true for atoms in laser fields. For molecules, the picture is different:
first, due to broken spherical symmetry and m selection rule; second, because the recollision can
take place not only on the parent nucleus but also on the other nucleus. Our results demonstrate spe-
cific difference between the atoms and molecules. As expected, the HHG cutoff position is shifted
to lower frequencies as the ellipticity parameter increases from 0 (linear polarization) to 1 (circular
polarization). Interestingly, just a few of the lower harmonics show up in the circularly polarized
(CP) filed. Comparing the intensity of the harmonics in different cases(ε = 0.0,0.5,1.0)presented
in Fig.4.1(a), we can see that the intensities of lower-order harmonics are comparable. However,
as we go to higher harmonics, their intensities in the EP and CP fields decrease by several orders
of magnitude with respect to the linear polarization case. Looking carefully at Fig.4.1(b), one can
notice the peaks at the harmonic orders 7.65 and 11.65 , which do not correspond to odd integer
numbers. Based on the unperturbed electronic energy values of H+2 , we attribute the first peak,
located near the 7th harmonic (harmonic order 7.65 ), to the resonance with the first excited (1σu
) state. Accordingly, the second peak, which appears close to the 11th harmonic (harmonic order
11.65 ), is attributed to the resonance with the second excited ( 1πu) state. We note that the first
resonance peak shows up in the HHG spectrum irrespectively of the ellipticity parameter, while
the second resonance is absent in the linear polarization case(ε = 0). This is well explained by the
dipole selection rules: transitions between σ and π states are forbidden when the external field is
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directed along the molecular axis.
To explore the detailed spectral and temporal structure of HHG and the underlying mechanisms
in different regimes, we perform the time-frequency analysis by means of the wavelet transform






with the wavelet kernelWt0,ω(t) =
√
ωW (ω(t− t0)) For the harmonic emission, a natural choice of












Here the wavelet window function varies with the frequency but the total number of oscillations
(proportional to τ ) within the window is fixed, however in the Gabor transform [24] the width of
the window function is held constant. For the calculations discussed below, we choose τ = 15 to
perform the wavelet transform.
In Figs.4.2(a, b), we show the absolute value of the time-frequency spectrum |dω(t)| for the
1σg state of H+2 at R = 2 a.u. in laser fields with peak intensity 2× 1014 W/cm2 and ellipticity
parameters (ε = 0.0)and (ε = 0.5). The 1σu resonance is clearly seen at the harmonic order 7.65 in
both LP and EP fields, while the 1πu resonance shows up at the harmonic order 11.65 in the case
of elliptical polarization only.
The cross section of the time-frequency profile corresponding to a specific harmonic order
yields a function of time which exhibits a different pattern depending on the harmonic order. For
the lowest few harmonics and all ellipticities that we study here, we obtain a smooth function,
which resembles the envelope of the driving laser pulse. This is a manifestation of the dominant
multiphoton mechanism in lower harmonic regime. In this regime, the probability of absorbing
of N photons is about IN (I is the laser intensity and proportional to f (t)2). In this part of the
HHG spectrum, the smooth time profile becomes narrower as the harmonic order is increased.
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Figure 4.2: Time-frequency spectra for 1σg state of H+2 at R = 2 a.u. in the laser field with
λ = 800 nm and peak intensity 2× 1014 W/cm2 for different ellipticity parameters ε = 0.0in
panel(a).and ε = 0.5 in Panel(b)The color scale is logarithmic.
In the frequency domain, the corresponding frequency profile becomes wider (see Fig.4.2). As
the harmonic order is further increased in the below-threshold region, the time profiles develop
spread fine structures, which resemble the pattern for the above-threshold harmonics and may be
attributed to the effect of the quasi-continuum formed by highly excited bound states.
For higher harmonics above the ionization threshold, the time profiles manifest multiple bursts,
with two bursts per optical cycle. Each burst is due to the recollision of the electronic wave packet
with the ionic core. Transformation of the time-frequency spectra with increasing harmonic order
is well illustrated by Fig.4.2.
One can see that the (multiphoton-dominant) low-order harmonics form continuous time pro-
files at a given frequency. However, for higher harmonic orders, the tunneling-recollision mecha-
nism becomes dominant, and the time-frequency profiles show a netlike structure. This structure is
more pronounced for the LP field (Fig.4.2(a)) than in the case of elliptical polarization (Fig.4.2(b)).
This is well understood since the recollision becomes increasingly suppressed when the ellipticity
parameter increases.
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Figure 4.3: HHG spectrum S(ω) from 1σg state of H+2 at R = 7 a.u. in the laser field with λ =
800 nm and peak intensity 2× 1014 W/cm2.(a) HHG spectra for different ellipticity parameters
(ε = 0.5,1.0). (b) Comparison of HHG spectra for the same laser field parameters for CP at
R = 2 a.u. and R = 7 a.u.
4.3.3 HHG Spectra of H+2 in 1σg electronic state( R = 7 a.u.)
We have also performed calculations on stretched H+2 molecules with the internuclear separation
R = 7 a.u. The HHG spectra S(ω) are shown in Fig.4.3(a-b). The two lowest electronic states,1σg
and 1σu, become nearly degenerate at larger (at R = 7 a.u., their vertical ionization potentials
are 17.6 eV and 17.4 eV, respectively). In the presence of the external fields, the electric dipole
coupling of 1σg and 1σu is proportional to R and becomes very significant. This phenomenon,
known as the "charge resonance" (CR) effect, takes place only in the odd-charged molecular-
ion systems. In LP fields, the combined effect of CR and the multiphoton transitions to excited
electronic states is the main mechanism responsible for the enhanced ionization phe-nomenon [22].
Compared with the case R = 2 a.u., the ionization probability of H+2 is greatly increased due to
reduced ionization potential in stretched molecules at R = 7 a.u.(the minimum number of photons
required for ionization of the 1σg state is equal to 11 compared to 20 at R = 2 a.u.). According to
the three-step model [65], it leads to enhancement in HHG, resulting in more intense signal and
appearance of more distinct harmonics in the high-energy region of the spec-trum (see Fig.4.3(b)).
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4.3.4 Interference and mutiple steps in HHG Spectra of H+2 at R = 7 a.u.
The HHG spectra in Fig.4.3(a) for LP and EP fields exhibit several maxima and minima that
can be related to the two-center nature of diatomic molecules [20] (see also discussion in Refs.
[122, 123]). Since the returning electron can experience a recollision at any nucleus, the contri-
butions to the recombination amplitude from both nuclei are added coherently, giving rise to the
interference structure in the HHG spectra. Using a simple recollision model, one can easily obtain






,n = 1,2,3, .. (4.6)
where Eke is the kinetic energy of the recolliding electron, α is the angle between the polarization
vector of the laser field and the molecular axis, and R is the distance between the two centers (that
is, internuclear distance for diatomic molecules).
Assuming all the kinetic energy of the electron is transformed into the harmonic radiation
energy during the recollision (Eke = Nhω0 , where Nh is the harmonic order), for the laser field
parallel to the molecular axis (cosα = 1), and for the given internuclear separation R and laser
frequency, one can obtain the harmonic order Nh where the minimum or maximum should be
located. For the 1σg state,n = 1,3,5, ... in Eq.4.6 correspond to a minimum, and n = 2,4,6, ...
correspond to a maximum. Thus a simple calculation can give us an estimate of the harmonic
order where the interference maxima or minima are expected in the HHG spectrum. For H+2 at the
internuclear separation R = 7 a.u. subject to the 800 nm LP laser field, only the first few minima
and maxima can be relevant for the two-center interference analysis of the HHG spectrum. For
n = 3 and n = 5 , the minima can be expected at the harmonic orders 16 and 44, respectively. The
maxima for n = 2,4,6. can be found around the harmonic orders 7, 28 and 63. These positions are
marked in Fig.4.3(a) with blue circles. Except the maximum at the harmonic order 28, the other
predictions are in fair agreement with our calculations. We should note that Eq.4.6 represents a
rough model and is derived in the case of linear polarization; for EP fields, the estimates based on
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this equation become even less accurate.
4.3.5 Even Harmonics in HHG Spectra of H+2 at R = 7 a.u.
At the internuclear separation R = 7 a.u., a comb of well-resolved odd- and even-order harmonics,
particularly in the lower energy part of the HHG spectra, is observed. The odd harmonics are at
least four orders of magnitude stronger than the even harmonics (see Fig.4.3(b) where the spectra at
R = 2 a.u. and R = 7 a.u. are compared in the case of CP field). By varying numerical simulation
parameters such as the number of grid points, the box size, and the absorber position, we have
confirmed that the results are converged and existence of even harmonics cannot be attributed to
numerical inaccuracy. This is surprising since one would not normally expect generation of even
harmonics from homonuclear diatomic molecules.
Generally, generation of even harmonics is forbidden by a fundamental symmetry, which com-
bines the inversion symmetry of the media and the half-wave symmetry of the driving field. Thus
in atoms, the presence of only odd harmonics are an indication of the spatial inversion symme-
try of the electron–atom interaction energy [84, 80]; the same is true for homonuclear diatomic
molecules. It is proven that if heteronuclear diatomic molecules in the gas are oriented [40] or
if the half-wave symmetry of the driving field is broken [66], then the HHG spectrum consists of
both odd and even harmonics. Strictly speaking, if the driving field represents a pulse but not a
continuous wave, the half-wave symmetry is broken, and generation of even harmonics is possible.
However, this effect is negligible for long enough pulses. Indeed, for the pulse duration of 20
optical cycles, we do not see even harmonics at the internuclear distance R = 2 a.u., but those har-
monics do appear at R = 7 a.u. We explain this phenomenon by the effect of a dynamical rupture
of symmetry (DRS) [14, 94]. The idea behind DRS is that the electron, initially symmetrically
distributed over the two nuclei, be-comes essentially localized over one of the nuclei, and periodi-
cally bounces back and forth from nucleus to nucleus. During the confinement time over one of the
two nuclei, the electron experiences a non-symmetric potential, which is the sum of the symmetric
atomic potential of the near nucleus plus the tail of the potential of the far nucleus; this DRS causes
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Figure 4.4: HHG spectrum S(ω) from 1σu state of H+2 at R = 2 a.u. in the laser field with λ =
800 nm and peak intensity 2×1014 W/cm2. (a) HHG spectra for the field polarized in x-z plane and
(ε = 0.0,0.5,1.0). (b) HHG spectra for with resonance structures near the 5th and 7th harmonics.
The arrows mark the resonance peaks in the spectrum. Resonance A corresponds to excitation of
2σg state, resonance B is due to coupling to 1σg, 3σg, and 1πg states. Also shown is the HHG
spectrum for the CP field in x-y plane.
the emission of even harmonics [14, 94]. For H+2 at the internuclear separation R = 7 a.u., the DRS
effect is enhanced by existence of the CR states. In the laser field with the intensity as high as
2×1014 W/cm2, a significant amount of the electron population is transferred from the initial 1σg
state to the 1σu state, resulting in a non-symmetric electron density distribution. We will discuss
this phenomena in details in Chapter.4.
4.3.6 HHG spectra of H+2 in 1σu electronic state( R = 2 a.u.)
We have also performed the calculations of the HHG spectra emitted by H+2 in the 1σu (first ex-
cited) electronic state. The parameters ε = 0.0,0.5,1.0 of the laser pulse are the same as in the
previous calculations at R = 2 a.u. Fig.4.4(a) displays the HHG spectra of H+2 for the 1σu elec-
tronic state with different ellipticity parameters . We can see that the HHG cutoffs are shifted to
lower energies as the ellipticity parameter increases from linear to circular polarization, in agree-
ment with general predictions for EP laser fields. It appears that the HHG signal for the initial
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1σu state is several orders of magnitude stronger than that for the 1σg state, with the same laser
pulse parameters, as one can see from Fig.4.4(a,b). This is well explained by much lower ioniza-
tion potential (and, hence, much higher ionization probability) of the 1σu state at the internuclear
separation R = 2 a.u. Analysis of below-threshold harmonics (the minimum number of photons
required for ionization is 12 while the cutoff is around harmonic order 36) in the cases ε = 0.5
and ε = 1.0 (Fig.4.4(b)) reveals resonance peaks in the vicinity of the 5th and 7th harmonics. The
unperturbed bound state energies of H+2 suggest that the first peak, which appears near the 5th
harmonic, corresponds to the resonance with the 2σg state. As to the second peak, located near
the 7th harmonic, it can be attributed to the resonances with the 1σg, 3σg, and 1πg states. These
resonances are not resolved into separate peaks since their transition energies are very close to each
other. Since the diatomic molecule H+2 does not possess the spherical symmetry, the effect of EP
laser field depends on the orientation of the molecular axis with respect to the polarization plane
of the field. Above we have studied one representative case, when the molecular axis lies in the
polarization plane and is directed along the major axis of the polarization ellipse. Now we consider
another important case, when the molecular axis is perpendicular to the polarization plane (that is,
the field is polarized in the x-y plane):

























Here we report the results regarding the circular polarization (ε = 1.0 ) only. For the polarization
in the x-y plane, the situation resembles the atomic case since the same selection rules apply
to the angular momentum projection onto the axis perpendicular to the polarization plane (that
is, the molecular axis). For the unperturbed molecule, the angular momentum projection m on
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the molecular (z) axis is conserved. In the CP field in the x-y plane, absorption of each photon
changes this projection by ∆m = −1 or ∆m = 1 for the right and left polarization, respectively.
Thus absorption of several photons from the field leads to population of the states with large m
values; dipole transitions from such states to the ground state with emission of a single photon
are forbidden by the selection rules. In Fig.4.4(b), we can see strong suppression of HHG for both
below-threshold and above-threshold harmonics. For the polarization in the x-z plane, the situation
is different: the HHG is suppressed but not that much as in the x-y polarization case. Moreover,
the below-threshold harmonics are quite strong, and this happens because there is no ∆m = ±1
selection rule (for each absorbed photon) with respect to the molecular axis.
4.3.7 Time-frequency spectrum analysis of H+2 in 1σu electronic state
To illustrate the mechanisms of HHG in the 1σu state of H+2 , we perform a time-frequency analysis
and plot the time-frequency spectrum |dω(t)|for the case of circular polarization in the x-z plane
(Fig.4.5). One can clearly see the resonances near the 5th and 7th harmonics; the resonance lines
remain quite strong even at the end of the pulse, when the external field vanishes. The HHG
mechanisms are revealed by the time profiles of the harmonics in different energy regions obtained
by performing the cross section of the time-frequency spectrum. For the lowest few harmonics,
the time profile (at a given frequency) shows a smooth function corresponding to the envelope
of the driving laser pulse. This behavior resembles what we obtain for the state and manifests
the dominant multiphoton mechanism in the low energy region. Development of extended fine
structures in the time profiles of the higher harmonic order can be attributed to the effect of excited
states and the onset of the continuum. In the intermediate energy regime, where both multiphoton
and tunneling mechanisms contribute, the time-frequency profiles show a net like structure, as seen
in Fig.4.5. Since the HHG spectrum in the circular polarization case is quite short, and there is no
clear plateau well above the ionization threshold, the fast burst time profiles corresponding to the
tunneling regime are developed by a few harmonic only.
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Figure 4.5: Time-frequency spectra for 1σu state of H+2 at R = 2 a.u. in the laser field with




In conclusion, we have presented ab initio high-precision study of high-order harmonic generation
of the hydrogen molecular ion in intense laser fields. It is found that the HHG yield is very sensitive
to the ellipticity of the driving laser field. The reduction in the production of above-threshold
harmonics for non-zero ellipticity, particularly for ε = 0.5 and ε = 1.0 is partially explained by the
third step of the recollision model: the transverse component of the laser field tilt the trajectory of
the electron and prevent it from recombining with the parent nucleus (it may recombine with the
other nucleus, however). If the polarization plane of the laser field contains the molecular axis,
the below-threshold harmonics still appear quite strong, even for circular polarization, in contrast
with the case when the polarization plane is perpendicular to the molecular axis. This happens
because the excited bound states with the angular momentum projections m = 0 and m = 1 onto
the molecular axis (that is, σ and π states) still can be populated by absorption of multiple photons
in the CP field, provided the molecular axis has a non-zero projection in the polarization plane.
These excited states then allow transitions to the ground state with emission of a single photon.
Such multiphoton excitations followed by transitions to the ground state with emission of a
single photon are not permitted for atoms since atomic states possess definite angular momentum,
which must increase by one after absorption of each CP photon. Thus the reduced symmetry of
diatomic molecules, as compared with atoms, leads to qualitative differences between the atomic
and molecular HHG spectra in EP laser fields, with higher HHG yield from molecules. Another
feature revealed by the present calculations is also related to the reduced symmetry. Weak even
harmonics observed in the HHG spectra of H+2 molecules stretched at the internuclear distance
R = 7 a.u. can be explained by dynamically broken inversion symmetry, when the electron density
is periodically localized near one of the two nuclei.
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Chapter 5
Generation of Below-threshold Even
Harmonics by Stretched H+2 Molecular Ion
in Intense Linearly and Circularly
Polarized Laser Fields
5.1 Introduction
Recently more attention has been paid to generation of the below-threshold harmonics (BTH) as
a potential approach to produce novel light sources in the vacuum-ultraviolet (VUV) band due to
the higher conversion efficiency [16]. Several theoretical and experimental studies [78, 45, 53],
particularly in elliptically polarized field [10], for BTH have been performed. For a certain order
of BTH, abnormal ellipticity dependence of the harmonic yield was observed [61]. However, the
mechanism of the BTH generation is still not understood very well and remains an open question.
Even though the traditional three-step model [26] of high harmonic generation cannot be applied
directly to this energy region, one can still use it as a qualitative tool to understand the harmonic
generation (HG) process in linearly polarized laser fields [136, 117, 53, 60]. According to the
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generalized semiclassical model [136], the atomic (molecular) core potential plays an important
role during the excursion of the electron in the laser field and makes it possible for the returning
electron to have the total energy less than zero thus leading to emission of below-threshold harmon-
ics. It was found that only the long trajectories in the tunneling ionization regime can contribute
to BTH through this mechanism. For elliptical and circular polarization of the driving field, the
recollision is not intuitive. The transverse component of the laser field tilts the trajectory of the
electron and prevents it from recombining with the parent nucleus. However, in two-center sys-
tems such as diatomic molecules, recombination can still occur on the other nucleus [65]. Another
contribution to generation of BTH comes from the multiphoton mechanism [136]. The phases of
these two contributions have different dependence on the intensity of the driving laser field; their
interference results in prominent steps in the intensity-dependent yield of these harmonics [136].
Recent calculations by Xiong et al. [135] reveal that, besides the quantum path interference mech-
anism, resonance effects have a crucial impact on the BTH generation. Thus it appears that several
mechanisms beyond the perturbation theory can be involved in the HG process below the ioniza-
tion threshold, and the HG spectra in this energy region cannot be fully explained using only one
mechanism.
In chapter 4, we reported an observation of weak yet well pronounced even harmonics in the
below-threshold region of the HG spectra in stretched H+2 molecules. To the best of our knowl-
edge, the mechanism of generation of even harmonics in this quantum system has not been fully
investigated. Because of the fundamental symmetry, which includes the inversion symmetry of the
media and the half-wave symmetry of the driving field, generation of even harmonics is forbidden.
In atoms, due to the spatial inversion symmetry of the electron-nucleus interaction, only odd har-
monics are present in the HG spectra [81]. Strictly speaking, if the driving field represents a pulse
and not a continuous wave, the half-wave symmetry is broken, and generation of even harmonics
is possible [66]. However, this effect is negligible for long enough pulses like those containing 20
optical cycles. The same argument is valid for homonuclear diatomic molecules. Only for the gas
of oriented heteronuclear diatomic molecules one can expect to see both odd and even harmonics
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in the HG spectra [40].
The HG spectra of the stretched (R = 7 a.u.) homonuclear diatomic molecular ion H+2 in circu-
larly polarized laser fields showed a comb of well-resolved odd and even harmonics, particularly
in below-threshold region of the spectra. We explained this unexpected pattern in the HG spectra
by the effect of a dynamical rupture of symmetry (DRS) [27]. In the unperturbed H+2 , the electron
density is symmetrically distributed over the two nuclei. Under the influence of the external field,
the electron density becomes sequentially localized over one of the nuclei, and repeatedly bounces
back and forth from one nucleus onto another. During the localization time over one of the nuclei,
the electron experiences a non-symmetric potential, which is the sum of the symmetric atomic po-
tential of the near nucleus plus the tail of the potential of the far nucleus; this dynamic breaking of
the inversion symmetry causes the emission of even harmonics. In the stretched configuration, the
two lowest electronic states of H+2 , 1σg and 1σu, become nearly degenerate as the internuclear sep-
aration R increases. The electric dipole coupling of these two states at large R grows linearly with
R and becomes very significant. This phenomenon takes place only in the odd-charged molecular-
ion systems and it is known as the “charge resonance” (CR) effect [92]. In H+2 subject to laser
fields, DRS is also enhanced by existence of the CR effect. In the present chapter, we elaborate on
the dynamically broken inversion symmetry in stretched H+2 molecules using various laser wave-
lengths and internuclear distances in the calculations. Although the phenomenon is not specific
for non-zero ellipticity only, it becomes more pronounced when the ellipticity parameter is large
enough, particularly in the case of the circular polarization of the driving field.
5.2 Solving TD- Schrödinger equation in presence of circular
polarized laser field
In this chapter we analyze the elliptical field and internuclear separation effects in harmonic gen-
eration of diatomic molecules, using the simplest diatomic molecule, hydrogen molecular ion H+2 .
Detailed numerical procedures can be found in chapter2. Adopting proper numerical parameters
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such as the number of grid points, the box size, and absorber position, we reproduce the ground
state of H+2 with the machine accuracy. To obtain the HG spectra for the laser field parameters and
internuclear separations used in the calculations, we set the grid size (for the ξ , η , and ϕ coordi-
nates, respectively) to 180×58×48 in the circularly polarized (CP) field and to 224×32×16 in
the linearly polarized (LP) field. We use 4096 time steps per optical cycle (81920 steps for the total
pulse of 20 optical cycles) in the time propagation process. All spatial and temporal parameters
have been varied to make sure all the harmonic spectra are fully converged. Choosing the linear
dimension of the box at 60 a.u., we guarantee the accurate description of all the important physics
for the laser field parameters used in the calculations. In order to prevent artificial reflections of
the wave packet from the grid boundary, we place an absorber in the layer between 40 and 60 a.u.
Once the time-dependent wave function is available, we can proceed to calculate the spectra of
the emitted harmonic radiation. The spectral density of the harmonic radiation energy is given by
either the length form or acceleration form which provide almost identical results for HG spectra,
indicating good quality of our wave functions.
5.3 Even harmonic generation in stretched molecule of H+2 at
different carrier wavelengths
We have performed the calculations of the HG spectra emitted by a stretched H+2 molecule initially
in the 1σg electronic state. We used both the LP and CP laser fields with three different carrier
wavelengths in the near-infrared range (640, 800, and 1064 nm). In all cases, the laser pulse has
a sine-squared envelope and total duration of 20 optical cycles. Since HG is a highly nonlinear
process, the key role is played not by the time average of the energy flux (intensity) but by the peak
value of the electric field strength. For the same peak value of the electric field F0, the intensity
of the LP field (I = cF20 /(8π), c being the speed of light) is twice as small as that of the CP field
(I = cF20 /(4π)). Thus it makes more sense to compare the HG spectra in the LP and CP laser
fields at different intensities, with the intensity of the CP field two times larger than that of the
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LP field. fig. 5.1 shows the HG spectra of the H+2 molecular ion initially in the 1σg state with the
internuclear separation R = 7 a.u. for both CP and LP fields and all three carrier wavelengths. The
peak intensity is 1×1014 W/cm2 for the LP field and 2×1014 W/cm2 for the CP field.
According to the well-known atomic recollision model [26], in the case of the LP field with the
intensity I, the cutoff in the HG spectrum is located around the energy IP+3.17UP where UP is the
ponderomotive potential (UP = I/4ω20 ) and IP is the ionization energy of the initial state. For H
+
2 in
the 1σg state at R = 7 a.u., the vertical ionization energy is 0.648 a.u. At I = 1×1014 W/cm2, the
harmonic orders corresponding to the cutoff are equal to 15, 23, and 43 for the wavelengths 640,
800, and 1064 nm, respectively. The below-threshold region in the HG spectrum is defined as that
with the photon energies less or equal to IP. Thus the below-threshold harmonics are those with
the orders less or equal to 9, 11, and 15 for the wavelengths 640, 800, and 1064 nm, respectively.
Normally one expects to see only odd harmonics in the HG spectra. However, the spectra in
fig. 5.1 also exhibit weak even harmonics in the below-threshold region. These even harmonic
peaks appear more distinct in the case of CP field and become larger as the carrier wavelength
increases. They become less pronounced in the above-threshold region.
5.4 Even harmonic generation in H+2 at different internuclear
separations
We have further studied generation of even harmonics at different internuclear separations. fig. 5.2
shows the HG spectra of the H+2 molecular ion under LP and CP fields with the carrier wavelength
1064 nm at the internuclear separations 3 to 6 a.u., for the initial 1σg state. The peak intensity in
this set of calculations is 1× 1014 W/cm2 for the LP field and 2× 1014 W/cm2 for the CP field.
When the internuclear distance R increases, the vertical ionization potential decreases, so does
the energy difference between the 1σg and 1σu states. At the smallest R = 3 a.u. used in the
calculations (figs. 5.2a and 5.2b), there are no visible even harmonics in the spectra; however, one
can notice the enhanced 5th harmonic and an extra peak at the harmonic order 5.28. The 3rd, 7th,
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Figure 5.1: HG spectra of H+2 molecular ion initially in 1σg state at internuclear separation R =
7 a.u. Shown are the results for LP field with the peak intensity of 1× 1014 W/cm2 (dashed blue
line) and CP field with the peak intensity of 2×1014 W/cm2 (solid red line): panel (a), the carrier
wavelength 640 nm; panel (b), the carrier wavelength 800 nm; panel (c), the carrier wavelength
1064 nm.
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and 9th harmonics are also split in two peaks each. We attribute this behavior of the HG spectra to
the 5-photon resonance between the ground 1σg state and the first excited state 1σu state. For larger
R, the HG spectra in the below-threshold region appear more complex. At R = 5 a.u. (figs. 5.2e
and 5.2f), the even harmonics are as strong as the odd harmonics and have a double-peak structure.
At R = 6 a.u. (figs. 5.2g and 5.2h), they still exhibit a double-peak structure but become weaker.
As we will discuss below, enhanced generation of even harmonics and their double-peak structure
are related to strong coupling between the 1σg and 1σu states, particularly in the vicinity of the
one-photon resonance at R = 5 a.u.
5.4.1 Time-frequency analysis of HG spectra in stretched molecule of H+2
To illustrate the dynamics of HG in both LP and CP fields, we have performed the time-frequency
analysis of the dipole acceleration according to Eq. (2.45). fig. 5.3 shows an absolute value of the
wavelet transform (2.45) for the z-projection of the dipole acceleration. The results are presented
for the carrier wavelength 1064 nm and internuclear distances R = 3 a.u. and R = 5 a.u. The peak
intensity of the laser pulse is 1× 1014 W/cm2 for LP field and 2× 1014 W/cm2 for CP field. As
one can see, for the same internuclear separation, the time-frequency spectra for the LP and CP
fields are very similar. As expected, the main contribution to the harmonic signal comes from the
central part of the laser pulse where the field is the strongest. At R = 3 a.u. one can see a strong
line close to the harmonic order 5, which does not vanish even at the end of the pulse. This line
is due to the 5-photon resonance between the ground 1σg and first excited 1σu states. Before the
laser pulse, the 1σu state is not populated. However, because of the resonance, it gains a significant
population when the laser field is switched on. This population remains in the 1σu state until the
end of the pulse giving rise to emission of radiation. While only odd harmonic lines are present in
the time-frequency spectra at R = 3 a.u., both odd and even lines show up at R = 5 a.u. Moreover,
the even 4th and 6th harmonics appear the most intense among all below-threshold harmonics.
Generation of even harmonics indicates that the half-wave symmetry may be broken in this
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Figure 5.2: HG spectra of H+2 molecular ion initially in 1σg state at different internuclear separa-
tions: R = 3 a.u. [panels (a) and (b)], R = 4 a.u. [panels (c) and (d)], R = 5 a.u. [panels (e) and (f)],
and R = 6 a.u. [panels (g) and (h)]. Left panels represent LP field with the peak intensity 1×1014
W/cm2, right panels – CP field with the peak intensity 2×1014 W/cm2. The carrier wavelength is
1064 nm.
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Figure 5.3: Wavelet time-frequency spectra (absolute value) of the dipole acceleration along the
molecular axis (z direction) in stretched H+2 molecules subject to laser pulses with the carrier
wavelength 1064 nm. Panel A: LP field at I = 1×1014 W/cm2 and R = 3 a.u. Panel B: CP field at
I = 2×1014 W/cm2 and R = 3 a.u. Panel C: LP field at I = 1×1014 W/cm2 and R = 5 a.u. Panel
D: CP field at I = 2×1014 W/cm2 and R = 5 a.u. The color scale is logarithmic.
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process. The half-wave symmetry of the time-periodic external field is expressed by the equation
Vext(−r, t +T/2) =Vext(r, t) (5.1)
where T is the period. It results in a similar relation for the electron density of the quantum system
in the field,
ρ(−r, t +T/2) = ρ(r, t), (5.2)
provided the initial field-free state possesses the inversion symmetry. Strictly speaking, Eq. (5.1)
holds only for the continuous-wave field and is not valid for the pulse with the time-dependent en-
velope. However, for a long enough laser pulse such as that containing 20 optical cycles, Eq. (5.2)
is generally satisfied with a high accuracy, and even harmonics do not show up in the HG spectra.
An exception is made by the case when the initial state does not possess the inversion symmetry
or may lose the symmetry under the influence of the external field when the latter is switched on.
5.4.2 Evidence on half-wave symmetry broken phenomena
To illustrate the possible half-wave symmetry breaking in the laser field, we have calculated the
time-dependent probability to find the electron in the left half-space (z < 0) and right half-space
(z > 0). The plane z = 0 is the symmetry plane for H+2 since the nuclei are located on the z-axis
at the points z =−R/2 and z = R/2. figure 5.4 shows the results for both LP and CP fields in the
two cases where the HG spectra differ qualitatively, R = 3 a.u. and R = 5 a.u. As one can see,
at R = 3 a.u. the probabilities to find the electron in the left half-space and the right half-space
(that is, in the vicinity of the first nucleus and the second nucleus) correspond to the half-wave
symmetry equation (5.2): the electron density oscillates between the two nuclei in phase with the
laser field. The picture is totally different at R = 5 a.u. Here the half-wave symmetry is broken in
the central part of the laser pulse where the field reaches its peak intensity. During this period of
time (optical cycles 9 to 11), the electron predominantly resides in the vicinity of only one nucleus.
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Figure 5.4: Probability to find the electron in the left half-space (z < 0) (dashed blue line) and right
half-space (z > 0) (solid red line) as a function of time in the central part of the laser pulse (8 to 12
optical cycles). Shown are the cases of LP field at I = 1×1014 W/cm2 [panels (a) and (c)] and CP
field at I = 2× 1014 W/cm2 [panels (b) and (d)]. The internuclear separation R is equal to 3 a.u.
[panels (a) and (b)] and 5 a.u. [panels (c) and (d)].
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5.4.3 Analysis of HG in quantum systems based on Floquet formalism
The observed features of the HG spectra can be explained with the help of the following approx-
imate theoretical description, based on the analysis of HG in quantum systems described within
the Floquet formalism [6, 4, 86]. In the central part of the laser pulse, where the pulse envelope
is close to its maximum, the laser field can be approximated as a monochromatic field with the
intensity equal to the peak intensity of the pulse. Then the wave function of the electron can be
represented as a Floquet wave function. However, strong coupling between the 1σg and 1σu states
due to the CR effect and possible tuning into a resonance at the particular carrier frequency and
internuclear separation make the picture more complicated. Namely, the electron wave function is
represented by a linear combination of two Floquet states, originating from the unperturbed 1σg
and 1σu states, respectively, and having opposite parities with respect to the half-wave inversion
(inversion of the coordinates and shift in time by a half optical cycle):





Here ε1, ψ1,n(r) and ε2, ψ2,n(r) are the quasienergies and Fourier components of the Floquet states
1 and 2, respectively. The weights a1 and a2 of these two Floquet states in the linear combination
can be comparable to each other, particularly under the resonance conditions.




d3r rρ(r, t) (5.4)
and can be expanded in a sum of three contributions:
D(t) = D11(t)+D22(t)+D12(t), (5.5)
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which result from the corresponding expansion of the electron density:
ρ(r, t) = ρ11(r, t)+ρ22(r, t)+ρ12(r, t), (5.6)

















The Floquet states 1 and 2 evolve from the symmetric (1σg) and antisymmetric (1σu) unper-
turbed states of H+2 , respectively, upon adiabatically slow switch on the laser field. That is why
their Fourier components satisfy the following symmetry with respect to the inversion of the coor-
dinates:
ψ1,n(−r) = (−1)nψ1,n(r), (5.10)
ψ2,n(−r) = (−1)n+1ψ2,n(r). (5.11)








) = ρ22(r, t). (5.13)
57








) = −D22(t). (5.15)
According to Eqs. (5.7) and (5.8), D11(t) and D22(t) can be expanded in the Fourier series con-
taining integer multiples of the fundamental frequency ω . Equations (5.14) and (5.15) mean that
only odd Fourier components are present in these series expansions, hence only odd harmonics
may result from D11(t) and D22(t) contributions to the total dipole moment. This is not the case
for D12(t). It follows from Eq. (5.9) that the Fourier series for D12(t) contains the frequencies















From the wave function symmetry properties (5.10) and (5.11) one can obtain that
dn′,n′±n = (−1)ndn′,n′±n. (5.18)
Then only even n numbers, n = 2N, contribute to the Fourier series of D12(t), and Eq. (5.16) is











Generally, the radiation emitted due to the D12(t) term is not restricted to integer multiples of the
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fundamental frequency ω and depends on the quasienergy difference ∆ε . This conclusion is in full
agreement with the general Floquet analysis of HG [6, 86] and previosuly established selection
rules [4]. We also note that the Floquet theory was successfully used in the past to treat atoms and
molecules in laser fields. A complex quasienergy approach in combination with complex scaling
of the electronic coordinates provides an accurate description of ionization and HG processes in
one-color [87, 121] and two-color [126, 36, 38] laser fields. The shape of the laser pulse can be
taken into account, too [120, 37]. More references on the Floquet method can be found in the
review paper [20].
For the system under consideration, two limiting cases deserve a special attention, however.
The first case is when the quasienergies ε1 and ε2 are very close to each other, that is the 1σg and
1σu states are almost degenerate. This happens at large internuclear separations. For example, at
R = 7 a.u. the unperturbed energies of the 1σg and 1σu states are equal to−0.648 and−0.639 a.u.,
respectively, and their difference is much smaller than the photon energy (the latter is equal to
0.0428 a.u. for the wavelength 1064 nm). In this case, one can neglect ∆ε in Eq. (5.19), and
the D12(t) contribution to the total dipole moment will produce even harmonics in the HG spectra.
This is what we see in figs. 5.1 and 5.2 at R= 6 a.u. and R= 7 a.u. If small ∆ε is taken into account,
then the even harmonics exhibit a double-peak structure. The system is far from the one-photon
resonance, and only the CR effect is responsible for the population of the second Floquet state. As
a result, the even harmonics are relatively weak, compared with the odd harmonics. In Ref. [86], a
1D model of H+2 was used, and even harmonics in the HG spectra were found when the initial state
was prepared as a superposition of the 1σg and 1σu states with the broken inversion symmetry.
We note that in our calculations the initial state is always 1σg, and the inversion symmetry is not
broken at the beginning of the laser pulse. The dynamic rupture of the symmetry is caused by the
laser field, which is actually not monochromatic, and the half-wave symmetry equation (5.1) does
not apply on the leading and trailing edges of the laser pulse.
The second case is when the quasienergy difference ∆ε is close to an odd integer multiple
of ω , and the system is in the vicinity of a resonance between 1σg and 1σu states. In this case,
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the second Floquet state is significantly populated, and the HG spectra exhibit very strong peaks
located outside traditional odd integer multiples of the fundamental frequency. It can be a double-
peak structure of odd harmonics, as seen in the case of the narrow five-photon resonance at R =
3 a.u. (see figs. 5.2a and 5.2b), or very strong peaks close to even harmonics in the case of a broader
one-photon resonance at R = 5 a.u. (figs. 5.2e and 5.2f). We note that the quasienergies, and hence
the detuning of the resonance, depend on the intensity of the field. That is why the pattern in the
HG spectra for the same laser wavelength and internuclear distance of H+2 may change with the
peak intensity of the laser pulse.
5.5 Conclusion
We have presented a fully ab-initio and accurate study of the electron dynamics during the gener-
ation of below-threshold harmonics in H+2 molecular ions subject to intense near-infrared linearly
and circularly polarized laser fields. The process has been analyzed at different laser wavelengths
and internuclear separations in stretched H+2 molecules. Strong even harmonics are detected in the
emitted radiation spectra. We have shown that this phenomenon has its origin in dynamic rupture of
symmetry, when the electron is localized around one nucleus only for a substantial period of time
exceeding half optical cycle. The symmetry in the distribution of the electron density is broken
under the influence of the laser field when the electronic states with opposite inversion symmetry
are both significantly populated. We emphasize the dynamic nature of this phenomenon: it takes
place in the laser field despite the initial state (1σg) does have a definite parity, because the laser
pulse itself does not satisfy the half-wave symmetry. In H+2 , this situation is favored by the charge
resonance effect, where the 1σg and 1σu states are almost degenerate and have a strong dipole
coupling at large internuclear separations. At smaller internuclear distances, possible one-photon
resonance between these two states can also lead to generation of intense lines in the radiation
spectra at the positions different from the normally expected odd integer multiples of the carrier
frequency. We have performed a Floquet theoretical analysis based on the two-state approxima-
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tion, which confirms the qualitative considerations given above. Possible experimental observation
of even below-threshold harmonics can be done on H+2 prepared in excited vibrational states where
the molecule spends a substantial amount of time in the stretched configuration or may be subject
to dissociation under the influence of the laser field. We expect that even (as well as odd) below-
threshold harmonic peaks in the HG spectra are not washed out by the molecular vibration since
their positions in the spectra do not depend on R at large internuclear separations.
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Chapter 6
Exploration of the Origin of Anomalous
Dependence for Near-threshold Harmonics
in H+2 on the Ellipticity of Driving Laser
Fields
6.1 Introduction
High-order harmonic generation (HHG) originating from the interaction of strong laser fields with
atoms, ions or molecules, is a unique source of coherent radiation. For the harmonics with en-
ergies higher than the ionization threshold, the phenomenon has been extensively studied. Using
the conventional three-step model [26], different aspects of HHG process have been accessed both
qualitatively and quantitatively by the strong-field approximation (SFA) [74]. Non-vanishing ellip-
ticity of the laser field is an additional resource to control the strong-field phenomena that has been
used in production of isolated attosecond pulses [112] and attosecond atomic and molecular imag-
ing [115]. Several theories proved that high harmonics with the photon energies higher than the
ionization potential are very sensitive to the driving laser ellipticity [29, 10, 88]. Some well-known
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results, such as conditions for two-center interference in molecular HHG spectra, are modified
in presence of elliptically-polarized fields [28]. Generally, HHG yield of atoms and molecules in
presence of elliptically polarized laser fields drops dramatically with increasing the ellipticity since
possible recollisions of the electron with the parent ion are not intuitive. The transverse compo-
nent of the laser field tilts the trajectory of the electron and prevents it from recombining with the
parent nucleus. However, in two-center systems such as diatomic molecules, recombination can
still occur on the other nucleus [65].
Near-threshold harmonic spectroscopy is an excellent source of information to explore the
specific structures such as resonances. Recently more attention has been paid to the investigation
of the near- and below-threshold regime [16, 75, 135, 136, 100]. The harmonic generation (HG)
process can be varied by either changing the structure of the bound state or tuning the electron
dynamics via controlling the laser ellipticity. In fact, the expansion of high-harmonic spectroscopy
to the threshold region still desires a comprehensive knowledge of the underlying HG mechanisms
in this specific region.
Traditional semiclassical theories that are based on the three-step model and neglect the influ-
ence of the atomic (molecular) core potential on the motion of the detached electron cannot be
applied to the generation of harmonics with the photon energies less than the ionization potential.
However, extensions of such theories are available, taking into account the electron-ion interaction.
It was shown [136] that the atomic (molecular) core potential plays an important role during the
excursion of the electron in the laser field. Because of the electron-ion interaction, the returning
electron may have the total energy less than zero thus giving rise to generation of below-threshold
harmonics. Below-threshold harmonics originate from the long electronic trajectories in the tun-
neling ionization regime [136]. On the other hand, the contribution of the multiphoton mechanism
in generation of below-threshold harmonics cannot be ignored either. The phases of these two con-
tributions have different dependence on the intensity of the driving laser field; their interference
results in prominent steps in the intensity-dependent yield of these harmonics [136]. In addition
to the quantum path interference mechanism, the electronic structure and resonance effects may
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also have a crucial impact on the generation of below-threshold harmonics [135]. Thus several
mechanisms beyond the perturbation theory can be involved in the HG process below the ioniza-
tion threshold, and the HG spectra in this energy region cannot be fully explained using only one
mechanism.
So far the anomalous ellipticity dependence of near-threshold harmonics has been reported in
several atomic and molecular systems [10, 117, 85, 57, 61]. According to the observations, as
the ellipticity grows, the intensity of some of the near-threshold harmonics shows an anomalous
maximum at a non-zero ellipticity. A few theoretical explanations have been proposed for this
phenomenon. In Ref. [10], it was suggested that free-free transitions subsequent to tunnel ioniza-
tion could be a candidate mechanism. In Ref. [57], implementing the Coulomb corrections to the
SFA model, the authors were able to obtain numerical results in agreement with the experimental
data. Another approach [61] attributes the anomalous ellipticity dependence to a near-resonant
multiwave-mixing process involving an even number of linearly-polarized photons and a single
circularly-polarized photon.
In this chapter, we present fully ab initio and high-precision calculations of the HG spectra
in the hydrogen molecular ion H+2 , based on accurate solution of the time-dependent Schrödinger
equation in three dimensions. We explore the mechanism of the anomalous ellipticity dependence
of some near-threshold harmonics and show unambiguously that this phenomenon is related to the
near-resonant excitation of the π-type molecular orbitals. We identify these orbitals responsible
for the anomalous ellipticity dependence of different near-threshold harmonics.
6.1.1 Numerical method in calculating the radiation energy emitted in an
individual harmonic





Ψ(r, t) = H(t)Ψ(r, t) (6.1)
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To discretize the wave function in coordinate space and propagate it in time, we apply the time-
dependent generalized pseudospectral method (TDGPS) [122, 128]. The short-time propagation is
performed by the second-order split-operator formula in the energy representation:







































where ψn and En are the eigenvectors and eigenvalues, respectively, of the unperturbed Hamil-
tonian H0. In practical calculations, the summation in (6.3) includes all eigenvectors with the
energies En < Eb where the upper limit Eb should be large enough to describe all relevant physical
processes. With the control of high-energy contributions to the propagator matrix, we can avoid
population of physically irrelevant regions of the energy spectrum and improve numerical stability
of the computations. In the present work, we use Eb=10 a.u.; this is a reasonable value for the
carrier frequency and intensities of the laser field used in the present calculations. We obtain the
ground state of H+2 with the machine accuracy, utilizing the proper numerical parameters such as
the number of grid points, the box size, and absorber position. To obtain converged HG spectra for
the laser field parameters and internuclear separations used in the calculations, we set the grid size
(for the ξ , η , and ϕ coordinates, respectively) to 160×48×48 and use 4096 time steps per optical
cycle (81920 steps total for the pulse of 20 optical cycles) in the time propagation process. All
spatial and temporal parameters have been varied to make sure all the results are fully converged.
Choosing the linear dimension of the box where Eq. (6.1) is solved at 60 a.u., we guarantee accu-
rate description of all important physics for the laser field parameters used in the calculations. In
order to prevent artificial reflections of the wave packet from the grid boundary, we place an ab-
sorber in the layer between 40 and 60 a.u. Further details of the numerical procedures can be found
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in Refs. [122]. Once the time-dependent wave function is obtained, we can calculate the harmonic
radiation spectra. Employing the general semiclassical approach, we can substitute the classical
quantities with the corresponding quantum expectation values and calculate the emitted radiation











Here Dω and Aω are the Fourier transforms of the time-dependent dipole moment and dipole
acceleration, respectively. The length and acceleration forms provide almost identical results for
HG spectra, indicating good quality of our wave functions. The radiation energy emitted in an
individual harmonic of the order Nh (Nh is an odd integer number) can be defined as an integral of





6.2 Harmonic radiation versus ellipticity of the field in H+2
We have performed calculations of the HG spectra emitted by the H+2 molecular ion initially in
the ground (1σg) electronic state. Elliptically-polarized laser pulses have a carrier wavelength of
780 nm, sine-squared envelope, and total duration of 20 optical cycles (52 fs). The harmonic yield
was calculated for the ellipticity parameter ε within the range 0 to 0.6 (ε = 0 corresponds to the
linear polarization along the molecular axis). In Fig. 6.1(a), we show the harmonic yield versus
the ellipticity parameter ε for the equilibrium internuclear distance R = 2 a.u. The peak intensity
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Figure 6.1: Normalized yield of some below-threshold and above-threshold harmonics for H+2
molecule initially in the 1σg electronic state: (a) internuclear distance R = 2 a.u. and peak intensity
3×1014 W/cm2, (b) internuclear distance R = 3 a.u. and peak intensity 2×1014 W/cm2. The sine-
squared laser pulse has duration of 20 optical cycles and carrier wavelength of 780 nm.
of the laser pulse is 3× 1014 W/cm2. The harmonic signal is normalized to unity at the linear
polarization, ε = 0. At R = 2 a.u., the vertical ionization potential of H+2 is equal to 1.1026 a.u.,
thus the below-threshold harmonics span the range of orders 3 to 17. As one can see, both below-
threshold harmonics of the orders 3 to 9 (H3 to H9) and above-threshold harmonics H19 and H21
exhibit a monotonously decreasing radiation energy with increasing ellipticity, in agreement with
the previous observations[29, 10].
A similar pattern is observed at larger internuclear separations, which can be reached in the
course of nuclear vibration. In Fig. 6.1b, the results are presented for R = 3 a.u. and peak intensity
2×1014 W/cm2 (other laser pulse parameters are the same as in Fig. 6.1a). In this case, the vertical
ionization potential of the ground electronic state is equal to 0.9109 a.u., and below-threshold
harmonics are those with the orders 3 to 15. As one can see, both the harmonics well below the
threshold (H3 to H7) and those in the vicinity of the threshold and above (H15 to H19) exhibit
monotonously decreasing radiation energy with increasing ellipticity. This decrease is more rapid
for the above-threshold harmonics, and the distribution becomes narrower for higher harmonic
orders.
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Figure 6.2: Normalized yield of near-threshold harmonics with anomalous ellipticity dependence
for H+2 molecule initially in the 1σg electronic state. Upper panel: internuclear distance R =
2 a.u. and peak intensity 3× 1014 W/cm2. Lower panel: internuclear distance R = 3 a.u. and
peak intensity 2× 1014 W/cm2. Black line with circles – full propagator used to obtain the wave
function, red line with squares – 1πu state removed from the propagator, blue line with triangles –
1πu and 2πu states removed from the propagator (see text for details). The sine-squared laser pulse
has duration of 20 optical cycles and carrier wavelength of 780 nm.
6.3 Anomalous behavior of near-threshold harmonics in H+2
The ellipticity dependence is quite different for the below- and near-threshold harmonics (H11–
H17 for R = 2 a.u. and H9–H13 for R = 3 a.u.). As one can see in Fig. 6.2, it becomes non-
monotonous, and first the radiation energy grows when the ellipticity parameter is increased start-
ing at ε = 0. The maximum radiation energy is reached somewhere between ε = 0.2 and ε = 0.3,
depending on the internuclear distance and harmonic order. Then the harmonic signal starts de-
creasing if the ellipticity is further increased. The radiation energy at the maximum can be 1-2
orders of magnitude higher than at ε = 0.
The anomalous ellipticity dependence of below-threshold harmonics was observed experimen-
tally in atoms (Ne, Ar, Kr) [10, 85, 61] and diatomic molecules (O2) [117]. It was suggested
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[85, 61] that the effect is due to multiwave-mixing of an even number of linearly-polarized pho-
tons with a single circularly-polarized photon. When even number of linearly-polarized photons
is in resonance with the excited states of atoms, the sum and/or difference multiwave-mixing can
efficiently produce a single circularly-polarized harmonic of a specific order. The role of reso-
nances was also emphasized in the molecular case [117]. Unlike atoms, diatomic molecules do not
possess spherical symmetry, and excited electronic states with different projections of the angular
momentum onto the molecular axis have different energies. Because of the dipole selection rules,
absorption of an even number of linearly-polarized photons by a homonuclear diatomic molecule
aligned parallel to the laser field and initially in a σg state could result in a resonant excitation
of another σg state only. Then the harmonic radiation is produced after absorption or emission
of an additional circularly-polarized photon, to satisfy the dipole selection rules in the single-
photon emission process. If this scheme, suggested previosuly for atoms [85, 61], is also valid for
homonuclear diatomic molecules, the resonantly excited σg states would play a crucial role in the
anomalous ellipticity dependence of the below-threshold harmonics. However, we will show that
it is not the case, at least in our study of the H+2 molecule, and the major role is played by the
excited states of π symmetry.
6.4 Induced dipole contributions to the HG signal
In Figs. 6.3a and 6.3b, we plot the contributions to the HG signal from the projections of the in-
duced dipole acceleration onto the z- and x-axis, for the internuclear distances R = 2 a.u. and
R = 3 a.u. Shown are the HG spectra for the ellipticity parameters ε = 0.2 and ε = 0.3, respec-
tively, where the radiation energy of the near-threshold harmonics reaches its maximum. As one
can see in Fig. 6.3a, the HG signal of all the harmonics, except H11–H17, is dominated by the
z-projection of the dipole acceleration (parallel to the molecular axis). Consequently, the harmonic
radiation is linearly polarized in the z-direction, that is along the major axis of the polarization
ellipse of the driving laser field. Harmonics H11 to H17 have the dominant contribution from the
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Figure 6.3: Contributions from different polarizations to harmonic spectrum of H+2 molecule ini-
tially in 1σg electronic state: solid red line, polarization along the major axis of the ellipse; dashed
blue line, polarization along the minor axis of the ellipse (see text for details). Upper panel (a):
R = 2 a.u., ε = 0.2. Lower panel (b): R = 3 a.u., ε = 0.3. The sine-squared laser pulse has duration
of 20 optical cycles and carrier wavelength of 780 nm.
x-projection of the dipole acceleration and are linearly polarized along the minor axis of the driv-
ing field polarization ellipse. A similar picture is seen in the case of R = 3 a.u., Fig. 6.3b. Here
the dominant contribution for all the harmonics except H9–H13 comes from the z-projection of the
dipole acceleration. Harmonics H9 and H11, which exhibit anomalous ellipticity dependence, have
dominant contributions from the x-projection of the dipole acceleration and are polarized along the
minor axis of the polarization ellipse of the driving laser field. Finally, the harmonic H13 has com-
parable contributions from both projections of the dipole acceleration and may exhibit elliptical
polarization. Note that the contributions from the x-projection of the dipole acceleration dominate
the harmonics with anomalous ellipticity dependence in spite of the driving field still having the
largest projection in the z-direction. This observation suggests that a resonance mechanism may be
involved in the phenomenon of anomalous ellipticity dependence. The resonance emission must
occur from the state with the angular momentum projection onto the molecular axis equal to one,
otherwise the radiation cannot be polarized in the x-direction. In Table 6.1, we list several first
excited states of H+2 at R = 2 a.u. and R = 3 a.u. with their excitation energies. As one can see, 1πu
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Table 6.1: Vertical excitation energies ∆En = En−E0 of H+2 in atomic units and units of ω0 at
internuclear separations 2 and 3 a.u. The ground state energy E0 =−1.1026 a.u. at R = 2 a.u. and
E0 =−0.9109 a.u. at R = 3 a.u.
R = 2 a.u. R = 3 a.u.
State ∆En (a.u.) ∆En/ω0 State ∆En (a.u.) ∆En/ω0
1σu 0.43510 7.45 1σu 0.20948 3.59
1πu 0.67386 11.54 1πu 0.52445 8.98
2σg 0.74177 12.70 2σg 0.59201 10.13
2σu 0.84722 14.50 3σg 0.65392 11.19
3σg 0.86686 14.84 2σu 0.65772 11.26
1πg 0.87593 15.00 1πg 0.68121 11.66
1δg 0.88990 15.23 1δg 0.70701 12.10
2πu 0.90177 15.44 2πu 0.72344 12.38
4σg 0.92495 15.83 4σg 0.74830 12.81
3σu 0.96532 16.53 5σg 0.77134 13.21
5σg 0.97184 16.64 3σu 0.77553 13.28
2πg 0.97592 16.71 4σu 0.78201 13.39
4σu 0.97599 16.71 3πu 0.78319 13.41
3πu 0.97644 16.72 2πg 0.78342 13.41
1δu 0.97767 16.74 1δu 0.78607 13.46
1φu 0.97951 16.77 1φu 0.78986 13.52
2δg 0.98161 16.80 2δg 0.79359 13.59
4πu 0.98672 16.89 4πu 0.80083 13.71
state may be responsible for the anomalous ellipticity dependence of H11 at R = 2 a.u. and H9 at
R = 3 a.u. since its excitation energy is close to the harmonic photon energy. For other harmonics
with anomalous ellipticity dependence, 2πu and higher-lying excited states with the πu symmetry
may have significant contributions, too.
6.4.1 Resonance analysis in H+2
To prove this assumption, we have performed other sets of the calculations. Within our approach,
it is possible to remove individual excited states from the propagator in Eq. (6.3) and thus check
their importance for the anomalous ellipticity dependence of the harmonics. In Fig. 6.2, besides
the results obtained with the help of the full propagator (6.3), we show also the results for the
reduced propagators. One set is obtained with the 1πu state removed from the propagator, another
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set contains the results for both 1πu and 2πu removed. At R = 2 a.u., the harmonics H11 and H13
do not manifest anomalous ellipticity dependence if the 1πu state is removed from the time propa-
gation process. Further removal of the 2πu state does not change their behavior qualitatively. Thus
a conclusion can be made that the anomalous ellipticity dependence of H11 and H13 is mainly due
to the resonance excitation of the 1πu state. For H15, the situation is more complicated. It seems
that excitation of both 1πu and 2πu states affects the harmonic signal. A significant contribution
from the 2πu state could be expected since its excitation energy is close to the photon energy of
H15 (see Table 6.1). If only the 1πu state is removed from the propagator, the maximum in the
ellipticity dependence of H15 does not disappear but becomes higher. It requires removal of both
the 1πu and 2πu states for the anomalous ellipticity dependence to disappear. That means, both 1πu
and 2πu states are very important for shaping the anomalous ellipticity dependence of H15. The
contributions from these two states to the H15 signal interfere destructively because removing only
one of them from the time propagation makes the HG signal not weaker but stronger comapared
with the original full propagator result. At the internuclear distance R = 3 a.u., the picture appears
very clear for H9. This harmonic does not exhibit any anomalous ellipticity dependence when its
signal is calculated with the 1πu state removed from the propagator. Additional removal of the 2πu
state does not change the pattern. We may conclude that the anomalous ellipticity dependence of
H9 at R = 3 a.u. is exclusively due to the resonance excitation of the 1πu state, whose excitation
energy is indeed very close to that of 9 photons of the fundamental frequency ω0 (see Table 6.1).
For H11 and H13, the maximum in the ellipticity dependence disappears only when both 1πu and
2πu states are removed. This result resembles that for H15 at R = 2 a.u. Excitations of both 1πu
and 2πu states are important in formation of the anomalous ellipticity dependence of H11 and H13;
their contributions to the HG signal interfere destructively, and only simultaneous removal of these
two states from the propagator destroys the anomalous ellipticity dependence.
The driving laser field with elliptical polarization in the x− z plane can be decomposed into
a linearly-polarized components along the z-axis and x-axis. When the ellipticity parameter ε in-
creases, the linearly-polarized component of the field along the z-axis becomes weaker, and that
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along the x-axis becomes stronger. Excitation of a molecular orbital with the π symmetry may re-
quire absorption of several photons polarized along the z (molecular) axis and at least one photon
polarized along the x-axis. Thus the resonant enhancement of the harmonic emission through the
π states is not favored by either weak z or x components of the driving field. Then the interplay
between the decreasing z and increasing x field components as ε increases yields the anomalous
dependence of the affected harmonics with the maximum at a non-zero value of the ellipticity pa-
rameter [117]. The position of the maximum depends on the harmonic order (that is, the degree of
non-linearity of the HG process) and internuclear separation, which affects the electronic structure
and possible tuning into the resonance. Generally one may expect that the maximum is shifted to
smaller ellipticities as the harmonic order increases. Emission of higher harmonics requires ab-
sorption of a larger number of photons polarized in the z direction. Then, because of the higher
degree of non-linearity, the HG signal would drop more rapidly as the z component of the driving
field decreases. This expectation is in a fair agreement with the results presented in Fig. 6.2.
6.5 Conclusion
In this work, we have studied the mechanism of anomalous ellipticity dependence of near-threshold
harmonics in H+2 subject to strong near-infrared laser pulses with the carrier wavelength 780 nm.
Our numerical results and analysis reveal that the origin of this phenomenon is mainly in the
near-resonant excitation of πu molecular orbitals in H+2 . For the lowest affected harmonic (H11
at the intrenuclear distance R = 2 a.u. and H9 at R = 3 a.u.), the maximum in the ellipticity
dependence of the radiation energy is exclusively due to excitation of the 1πu state. For higher near-
threshold harmonics, higher-lying excited πu states are important, too. The closer the harmonic
to the threshold, the larger number of excited states make significant contributions. All these
contributions interfere, resulting in the anomalous ellipticity dependence with a maximum at some
non-zero value of the ellipticity parameter. In the vicinity of this value, the harmonics with the
anomalous dependence are linearly polarized along the minor axis of the polarization ellipse of the
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driving field and may show strong elliptical polarization as well. We note here that the resonances
with the πu states have their signatures in other strong-field processes, such as HHG of oriented
molecules [122] and multiphoton ionization [58].
We performed the calculations for the fixed nuclei at two different internuclear separations,
R = 2 a.u. and R = 3 a.u. The group of near-threshold harmonics, which exhibit anomalous
ellipticity behavior, only slightly depends on the internuclear separation (H11 to H17 at R = 2 a.u.
and H9 to H13 at R = 3 a.u.). For H+2 on the lowest vibrational energy level, the nuclear wave
packet does not spread beyond R = 3 a.u. Thus we may expect that the near-threshold harmonics
will exhibit anomalous ellipticity dependence in vibrating molecules as well.
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Chapter 7
Harmonic Generation of Li Atoms in One-
and Two-photon Rabi-flopping Regimes
7.1 Introduction
High-order-harmonic generation (HHG) is a fundamental atomic and molecular process in strong
laser fields that continues attracting much interest in recent years both experimentally and theo-
retically [67]. With tunable long-wavelength lasers available, sufficiently high intensities without
saturation of ionization can be used for probing both valence and core electrons. HHG processes
have a capability of imaging of atomic and molecular structures with high resolution in spatial and
temporal domains [56, 116]. The multielectron structural information can be retrieved by means
of the HHG interferometry which is established as an effective approach to resolving multielec-
tron dynamics. With laser pulses as short as a few femtoseconds, HHG spectroscopy can also
become a possible tool for probing chemical reactions on a femtosecond time scale. Recently the
emphasis is more and more shifted from observation of atoms and molecules interacting with laser
fields towards their control. Coherent control of photon emission [16] and transient absorption [17]
are promising directions in further advancements of ultrafast laser spectroscopy and other related
applications.
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7.1.1 Rabi oscillations and the population transfer
Since the pioneering work of Rabi [101], coherent population transfer among different energy
states has been a powerful technique in controlling quantum systems [18, 7]. In a two-level
atomic system interacting with a resonant radiation field, the dynamics of the electronic population
presents well-known periodic Rabi oscillations. The phase of Rabi oscillations is associated with
the so-called “pulse area”. When the latter reaches the value of π (π pulse), the population transfer
between the two quantum states is complete. Rabi oscillations play an important role in measuring
the pulse area and excited-state population. This is directly incorporated with the pulse duration,
intensity, detuning from resonance, and the transition dipole moment. Robust coherent control
methods based on the concept of Rabi oscillations are utilized in various recent applications such
as ultrafast manipulation of Rydberg states [43, 54, 12], quantum information processing [110],
ensembles of cold atoms [104, 59, 31] etc.
Rabi flopping in multiphoton regime also became feasible with advancements in laser technol-
ogy and pulse shaping techniques [64, 105, 71]. However, this regime requires stronger radiation
fields resulting in sloppy population transfer to the target state. The process may become out of
control when large a.c. Stark shifts detune the system from the resonance [132]. It should be noted
that the origin and dynamics of the population transfer and oscillations are qualitatively different
for weak and strong radiation fields [32, 89]. In the one-photon transition, the underlying mecha-
nism of population oscillations is different from that in the two-photon transition since in the latter
case the resonant intermediate states are affected. For the same pulse area, complications get more
serious as the length of the pulse decreases and the peak intensity becomes higher.
Alkali atoms are of particular interest in both experimental and theoretical studies of light-
matter interaction. For the theoretical description, it is important that alkali atoms have a single
electron outside the closed shell and can be quite accurately represented by single-active-electron
(SAE) models [90, 25]. A recent theoretical work [25] revealed signatures of the carrier-wave Rabi
flopping (CWRF) in the harmonic generation spectra of potassium atoms. The CWRF regime [55]
is reached when the Rabi frequency becomes comparable with the carrier frequency and charac-
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terized by breakdown of the pulse area theorem. In Ref. [25], it was found that the third harmonic
in the harmonic generation spectra of K atoms exhibits a complex structure in the CWRF regime.
Previously, a similar pattern was reported for the third harmonic generated in narrow-band semi-
conductors [91].
7.1.2 The self-interaction free time-dependent density-functional theory (TDDFT)
in coherent population transfer in Li atoms
In the present work, we study the influence of the coherent population transfer in Li atoms on the
harmonic generation (HG) spectra in the one- and two-photon Rabi-flopping regimes. Lithium is
the lightest alkali atom and has a single s valence electron. On the other hand, it is the simplest
atom that exhibits inter-shell electron correlation which can provide a richer testing ground for
the theoretical investigation of the interaction of the atom with intense laser fields. While SAE
models with the state-of-the-art effective potentials and pseudopotentials may appear very accurate
in description of alkali atoms (see, for example, the review article [113] and references therein),
they still lack the dynamic multielectron response of the atomic core to the laser fields, which
may be significant and affect the outer electron even when the inner electrons are tightly bound.
Our theoretical approach goes beyond the SAE approximation and is based on the self-interaction-
free time-dependent density-functional theory (TDDFT), which takes into account the electron
exchange and correlation through the exchange-correlation functional. Here we use it specifically
to study HG of Li atoms driven by strong near-resonant laser fields with realistic parameters such
as carrier frequency, peak intensity, and pulse duration that can be used to control the shape and
structure of the harmonic peaks. It should be noted that recent TDDFT studies [107, 42, 41]
revealed failures to describe the Rabi dynamics in two-electron model systems initially in the
ground singlet states. Such systems, when treated by TDDFT with adiabatic exchange-correlation
functionals (where the potential at any time is a functional of the density at that time), featured
incomplete population transfer to the excited states and detuned Rabi oscillations [42]. The system
is driven out of resonance when the density changes significantly due to the population transfer to
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the excited states thus causing a change in the adiabatic Kohn-Sham potential. A conclusion was
made [42, 41] that non-adiabaticity of the exchange-correlation functional is crucial to properly
capture the physics of Rabi oscillations, and adiabatic functionals would fail to do so. However, as
our calculations show, this problem is not severe for the Li atom, which has only one 2s electron
outside the closed 1s shell. The transitions of the valence electron do not affect too much the
tightly bound core electrons. That is why the Kohn-Sham mean field experienced by the valence
electron does not manifest dramatic changes when the population transfer occurs between the 2s
and excited states, and the system does not go off the resonance.
For the one-photon Rabi-flopping case, we choose the carrier frequency tuned into the res-
onance with the transition between the ground 2s and the first excited 2p states (D-line in the
radiation spectrum of Li; the experimental wavelength is 671 nm). The two-photon Rabi-flopping
regime can be reached when the carrier frequency of the laser pulse is tuned into the two-photon
resonance between the ground 2s state and excited 3s or 3d states. In the HG spectra, we observe
characteristic oscillatory structures and explain their relations to the Rabi flopping and pulse-shape-
induced interferences. We also discuss systematic shifts of the harmonic peaks when the carrier
frequency has a small detuning from the resonance. Our findings can be used for the purpose of
coherent control of HG in the Rabi-flopping regime.
7.2 Mathematical details on employing self-interaction free TDDFT
in Li atoms
We use TDDFT to study harmonic generation of Li atoms driven by strong near-resonant laser
fields. The single-particle potential is constructed by means of the Krieger-Li-Iafrate (KLI) pro-
cedure [68] with self-interaction correction (SIC) extended to the time-dependent (TD) problems
[130]. For the TD-KLI-SIC procedure [130] adopted here, we extend Perdew and Zunger’s SIC
form [97] to the time domain. It has been shown [130] that the TDKLI procedure [133] can be
simplified considerably without the need of using the nonlocal Hartree-Fock energy functional, in
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the construction of the time-dependent optimized effective potential. Thus the TD-KLI-SIC pro-
cedure [130] is computationally more efficient and yet maintains high accuracy in the calculation
of the ground state energies, ionization potentials, excited autoionizing resonances [129], as well
as multiphoton ionization dynamics [130, 19]. Within the adiabatic approximation, well justified
in the case of low-frequency laser fields [127], the TD-KLI-SIC single-particle potential can be
expressed as follows:




ρ jσ (r, t)
ρσ (r, t)
[
v jσ (r, t)+V̄ sσ j− v̄ jσ
]
. (7.1)
Here indices j and σ enumerate spin-orbitals (σ corresponds to the spin projection, Nσ is the
total number of electrons with the spin σ ); ρ jσ and ρσ are the spin-orbital density and the total
spin-density, respectively:
ρ jσ (r, t) = |ψ jσ (r, t)|2,




ρ jσ (r, t) (7.2)
(ψ jσ (r, t) is the Kohn-Sham spin-orbital). The orbital-dependent potential v jσ (r, t) includes the
Hartree and exchange-correlation parts as well as self-interaction corrections. The mean values
V̄ s
σ j, v̄ jσ are calculated with the spin-densities ρ jσ (r, t):
V̄ sσ j =
ˆ
d3rρ jσ (r, t)V sσ (r, t),
v̄ jσ =
ˆ
d3rρ jσ (r, t)v jσ (r, t). (7.3)
Eq. (7.1) defines the potential V sσ (r, t) up to an arbitrary constant. However, since the exchange-
correlation potential vanishes at infinity in the space domain, its expectation value with the highest-
occupied spin-orbital ψmσ (r, t) must be equal to that of the orbital-dependent potential vmσ (r, t)
[68]:
V̄ sσm = v̄mσ . (7.4)
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The constraint (7.4) makes the potential (7.1) unique, and all unknown constants V̄ s
σ j ( j < m) can
be obtained solving a set of linear equations [68].
For Li atoms, the procedure is particularly straightforward since Nσ does not exceed 2. For the
open-shell Li atom (the electronic structure 1s22s), the TD-KLI-SIC potential is spin-dependent
and can be explicitly written as follows, for the spin up (↑) and spin down (↓), respectively [124]:





















V s↓ (r, t) = v1↓(r, t). (7.5)
For the orbital-dependent potentials v jσ (r, t), we use the exchange-only approximation in the local
spin-density (LSD) form, and include Perdew-Zunger [97] self-interaction corrections:
v jσ (r, t) = vH[ρ↑+ρ↓](r, t)+ vLSDx [ρσ ](r, t)− vH[ρ jσ ](r, t)− vLSDx [ρ jσ ](r, t) (7.6)














The spin-orbital energies computed by the time-independent DFT using these potentials are listed
in Table 7.1. The highest-occupied orbital energy is in a good agreement with the experimental
data for the ionization potential [5]. In Table 7.2, we list the one-electron excitation energies
(2s→ nl) calculated as differences of the corresponding eigenvalues of the time-independent DFT
Hamiltonian. For comparison, experimental excitation energies are also shown. As one can see, the
agreement is fairly good (within 2%). Of course, the differences of the Kohn-Sham orbital energies
are only a zero-order approximation to the actual excitation energies of the multielectron atom. A
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Table 7.1: Absolute values of spin-orbital energies of Li. (A) Present calculations (a.u.). (B)




2s ↑ 0.196 0.198
better approximation, including the dynamical exchange-correlation effects, can be obtained in the
framework of the linear-response TDDFT [13, 98]. For the Li atom, however, the Kohn-Sham
level of accuracy is quite good and sufficient to determine the laser frequencies for near-resonant
excitations. The same is true for the transition dipole matrix elements calculated between the
one-electron Kohn-Sham states with the principal quantum numbers n = 2 and n = 3 and listed in
Table 7.3. Accuracy of these matrix elements is important for correct description of the excitation
dynamics in near-resonant laser fields. As one can see, the quality of the calculated transition
dipoles is rather good even on the one-electron Kohn-Sham level; they agree well with the matrix
elements obtained by the precision linearized coupled-cluster method [111].
7.2.1 Time-dependent electron densities and calculating the harmonic spec-
tra in Li atoms
To obtain the time-dependent electron densities and calculate the harmonic spectra, one has to











+V sσ (r, t)+ vext(r, t)
]
ψ jσ (r, t), j = 1, ...,Nσ . (7.8)
Besides the discussed single-particle potential V sσ , the right-hand side of Eq. (7.8) contains the
Coulomb interaction with the nucleus (Z is the nucleus charge) and interaction with the external
laser field vext(r, t). In our calculations we use a linearly polarized laser pulse; the envelope has a
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sine-squared shape and contains 20 optical cycles (o.c.):
vext(r, t) = (F (t) · r), (7.9)







To solve the set (7.8), we apply the time-dependent generalized pseudospectral (TDGPS)
method which proved accurate and efficient in our previous atomic TDDFT calculations (see, e. g.,
Refs. [124, 48, 125, 49]). For the TDGPS discretization in the present calculations, we use 80
radial and 32 angular grid points, and 4096 time steps per optical cycle. The equations (7.8) are
solved in space within a sphere with the radius 60 a.u.; between 40 a.u. and 60 a.u. we place an
absorber. Absorbed parts of the wave packet localized beyond 40 a.u. describe unbound states
populated during the ionization process. We note that the absorber is located far enough from the
nucleus, so its influence on the excitation and ionization dynamics is negligible. Because of the
absorber, the normalization integrals of the spin-orbital densities ρ jσ (r, t) decrease in time. The




d3rρ jσ (r,T ). (7.11)
We note that for the moderate peak intensities used in the calculations (up to 2×1012 W/cm2) only
the highest-occupied 2s orbital of Li contributes to ionization while the tightly bound inner shell
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Table 7.3: Transition dipole matrix elements 〈n′l′0|z|nl0〉 of Li. (A) Present calculations (a.u.).
(B) Ref. [111] (a.u.).
Transition A B
2s→ 2p 2.38 2.35
2s→ 3p 0.113 0.129
2p→ 3s 1.77 1.72
2p→ 3d 2.33 2.27
1s electrons do not leave the core. Then the ionization probability of Li P reads as
P = P2↑. (7.12)
To calculate the HG spectra, we use a semiclassical approach, where the basic expressions
come from the classical electrodynamics but the classical quantities such as dipole moment and its
acceleration are replaced with the corresponding quantum expectation values. The spectral density
of radiation energy can be expressed through the Fourier transforms of the dipole acceleration a(t)






















d3r r [ρ↑(r, t)+ρ↓(r, t)]; (7.16)
a(t) =−
ˆ
d3r [ρ↑(r, t)+ρ↓(r, t)]×∇[−
Z
r
+ vext(r, t)]. (7.17)
They satisfy the same relation as the corresponding classical quantities:
d2
dt2
d(t) = a(t). (7.18)
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Table 7.4: Ionization probabilities (P), Rabi frequencies (Ω), and pulse areas (Θ) for the resonant
20 o.c. sin2 laser pulses with the carrier wavelength 676 nm.
Peak intensity (W/cm2) P Ω (a.u.) Θ/π
2.0×1011 0.019 0.00568 1.69
2.8×1011 0.031 0.00672 2.00
3.0×1011 0.035 0.00696 2.07
3.2×1011 0.038 0.00719 2.13
5.0×1011 0.069 0.00899 2.67
1.0×1012 0.135 0.01271 3.77
1.3×1012 0.170 0.01449 4.30
2.0×1012 0.268 0.01797 5.33
The expression for a(t) can be derived from that for d(t) with the help of the Ehrenfest theorem.
We note that only the nuclear and external field potentials are present in Eq. (7.17). When mul-
tielectron targets are treated exactly, the electron-electron interaction does not contribute to the
expectation value of the dipole acceleration due to Newton’s third law since the electrons are iden-
tical and have the same masses and charges. In TDDFT, that means the exact exchange-correlation
potential (as well as the Hartree potential) does not contribute to the expectation value of accel-
eration (the zero-force theorem [134]). For approximate exchange-correlation potentials, this is
not always true. Consequently, the length and acceleration forms of the HG spectra (7.13) with the
expectation values defined in Eqs. (7.16) and (7.17) are not necessarily identical in TDDFT. This is
specifically the case for the TD-KLI-SIC approximation, which is known to violate the zero-force
theorem [93]. In this study, we adopt the length form of the HG spectra as defined by equations
(7.13), (7.15), and (7.16).
7.2.2 One-photon Rabi flopping regime
In order to have an efficient control over the coherent population transfer in the one-photon Rabi-
flopping regime, we set the carrier wavelength to 676 nm (ω0 = 0.0674 a.u.) corresponding to a
resonance one-photon transition between the ground 2s and the first excited 2p states (D line in
the radiation spectrum of Li; the experimental wavelength is 671 nm). Several peak intensities
in the range 2× 1011 to 2× 1012 W/cm2 have been used in the calculations. Since the excitation
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dynamics in the resonant field is closely related to the Rabi oscillations and Rabi flopping, let us
introduce the Rabi frequency and pulse area. The Rabi frequency Ω is defined as a product of the
peak value of the laser electric field F0 and transition dipole D between the resonant atomic states:
Ω = F0D. (7.19)
Then the pulse area Θ is a product of the Rabi frequency Ω and the full width at the half maximum
(FWHM) of the laser pulse τ [for the sin2 pulse, the latter is just one half of the total pulse duration
T , see Eq. (7.10)]:
Θ = Ωτ. (7.20)
In the Rabi-flopping regime, the population inversion after the pulse occurs if the pulse area is
equal to an odd integer in units of π . For the simplified two-level system, it corresponds to the
total depletion of the initial ground state and full population of the excited state. For more realistic
multilevel system, this is not the case because a part of the initial population of the ground state
may go to other (non-resonant) excited states. Still, the population of the resonant excited state at
the end of the pulse can be very significant. If the pulse area is equal to an even integer in units of
π , then the most of the population returns to the initial ground state after the pulse.
In Table 7.4, we present ionization probabilities, Rabi frequencies, and pulse areas for different
peak intensities used in the calculations (our laser pulse always has a sin2 envelope and duration
of 20 o.c.). Note that the Rabi frequency is much less than the laser carrier frequency for all
intensities in the range. As one can see, at the highest intensity 2.0×1012 W/cm2 ionization of the
Li atom is substantial. Using even higher intensities may result in full ionization on the leading
edge of the laser pulse and suppression of harmonic generation. Based on the pulse area calculated
according to Eq. (7.20), one may expect the largest ground state population after the 2π-pulse
with the peak intensity 2.8× 1011 W/cm2. However, the pulse area analysis is an approximate
tool coming from the adiabatic two-level system theory. Our numerical calculations show that
the largest ground state population after the pulse actually corresponds to the peak intensity 3.2×
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Figure 7.1: Time-dependent populations of the ground and several excited states of Li. The laser
pulse has a sin2 shape, duration of 20 o.c., and peak intensity is 3.2× 1011 W/cm2. The carrier
wavelength 676 nm corresponds to a one-photon resonance between 2s and 2p states.
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1011 W/cm2 and pulse area 2.13π . In Fig. 7.1, the time-dependent populations of the ground
(2s) and several excited Kohn-Sham states are shown. Similar to the above discussion of the
excitation energies and transition dipoles, we should note here that for the Li atom the Kohn-
Sham populations are a good approximation for the populations of the ground and singly-excited
multielectron states. Besides the resonant 2p state, significant populations in the central part of
the laser pulse are acquired by the 3s and 3d states; this happens because these two states are
strongly coupled to the 2p state (see transition dipoles in Table 7.3), and their excitation energies
(Table 7.2) are not far away from the two-photon resonance with the ground state. On the contrary,
the population of the 3p state is very low (does not exceed 0.005) because this state is not accessible
from the 2p state through a one-photon process, and transitions from either 2s, 3s, and 3d states
are far from resonance.
The time-dependent dipole moment for the same laser pulse with the peak intensity 3.2×
1011 W/cm2 is shown in Fig. 7.2. The induced dipole moment features a deep low-frequency
modulation with the minimum of the envelope at the center of the laser pulse. The modulation
frequency is just the Rabi frequency; for this particular laser pulse it is approximately equal to one
tenth of the carrier frequency: Ω ≈ 0.1ω0. The minimum in the induced dipole corresponds to
almost full population transfer from the 2s state to the 2p state at half pulse duration. Note that the
dipole moment does not vanish at the end of the laser pulse. It happens because some population
still remains in the excited 2p state. The frequency of the dipole oscillations at the end of the pulse
is not actually the carrier frequency ω0 of the laser field but the excitation energy of the 2p state;
the latter, however, is equal to ω0 in the resonant field.
To calculate the spectrum of radiation emitted during the interaction with the laser field, one
has to perform the Fourier transform of the induced dipole moment [see Eqs. (7.13) and (7.15)].
Since we do not propagate the Kohn-Sham orbitals beyond the end of the laser pulse, the temporal
integration in Eq. (7.15) is restricted to the interval from 0 to T , that is the pulse duration. This
approach assumes that the dipole moment smoothly goes to zero at both beginning and end of the
pulse, otherwise the Fourier transform may contain spurious contributions and noise because of
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Figure 7.2: Time-dependent induced dipole moment in the resonant field. The laser pulse has a
sin2 shape, duration of 20 o.c., and peak intensity is 3.2× 1011 W/cm2. The carrier wavelength
676 nm corresponds to a one-photon resonance between 2s and 2p states.
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abrupt change of the integrand in Eq. (7.15). As one can see in Fig. 7.2, in the case of the resonant
(or near-resonant) field, at the end of the pulse the dipole moment still oscillates with a quite large
magnitude and does not vanish. To avoid any unwanted effects in the Fourier transform, before
taking the integral in Eq. (7.15), we multiply the dipole moment by the window function, which
is equal to unity in the central part of the laser pulse and smoothly goes to zero at both t = 0 and






















, T − 4π
ω0
≤ t ≤ T.
(7.21)
Defined in this way, the function W (t) gradually raises from 0 to 1 during the first two optical
cycles, remain equal to unity for the next 16 optical cycles, and gradually decreases to zero during
the last two optical cycles.
In Fig. 7.3, we show the HG spectrum obtained by the Fourier transform with the window
function (7.21) for the same laser pulse with the carrier wavelength 676 nm and peak intensity
3.2× 1011 W/cm2. The spectrum consists of distinct odd harmonic peaks manifesting fine oscil-
latory structures. We note that at the laser wavelength 676 nm the third harmonic already corre-
sponds to the photon energy slightly above the ionization threshold, so all generated harmonics
are above-threshold, and their frequency profiles are rather broad. The most prominent feature
of the spectrum is an oscillatory structure superimposed onto the conventional harmonic peaks.
The spacing between the adjacent maxima of this structure is about 0.2ω0, that is twice the Rabi
frequency. The origin of these fine oscillations in the frequency domain can be understood from
the analysis of the properties of the induced dipole moment in the time domain, which is strongly
affected by the population transfer in the resonant field. In the two-level system, the dipole mo-
ment vanishes when does so the population of any of the two states strongly coupled by the field.
Although this example is oversimplified, it catches the physics of the process; we can see a deep
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minimum of the dipole moment induced by the field in the Li atom (Fig. 7.2) when the 2s state
is almost depleted. The pattern in Fig. 7.2 exhibits two well-separated portions shifted from each
other by 5 o.c. or half the Rabi period, π/Ω. Then we can represent the whole function d(t) as a
sum of left and right contributions:
d(t) = dL(t)+dR(t) (7.22)
and approximate the right contribution as the left one shifted by π/Ω:
dR(t) = dL(t−π/Ω). (7.23)













The spectral density of emitted radiation energy will manifest an oscillatory structure with the










Although the above analysis is approximate, it reveals the origin of the oscillatory structure in
the HG spectrum. This structure appears due to low-frequency modulation of the time-dependent
dipole moment. The modulation, in turn, has its origin in the population oscillations with the Rabi
frequency. We should note that the modulation affects not only the visible time evolution of the
dipole moment (with the carrier frequency ω0) shown in Fig. 7.2. Higher harmonics also exhibit
such a modulation. We can extract time profiles for higher harmonics performing inverse Fourier
transforms on the limited frequency range, corresponding to the specific harmonic. For example,
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Figure 7.3: HG spectrum of Li. The laser pulse has a sin2 shape, duration of 20 o.c., and peak
intensity is 3.2×1011 W/cm2. The carrier wavelength 676 nm corresponds to a one-photon reso-
nance between 2s and 2p states. The inset shows enlarged structure of the 5th harmonic with the
spacing between two adjacent subpeaks equal to 2Ω.
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Figure 7.4: Time profiles of the 3rd, 5th, and 7th harmonics. The laser pulse has a sin2 shape,
duration of 20 o.c., and peak intensity is 3.2× 1011 W/cm2. The carrier wavelength 676 nm
corresponds to a one-photon resonance between 2s and 2p states.
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taking the inverse Fourier transform of d̃(ω) restricted to the frequency range [2.5ω0,3.5ω0], we
obtain the time profile for the third harmonic, and similar for other harmonics. In Fig. 7.4, the
time profiles for the harmonic orders 3, 5, and 7 are shown. As one can see, the 5th and 7th
harmonics exhibit a well-pronounced low-frequency modulation similar to that seen in Fig. 7.2.
The time profile for the third harmonic is somewhat different; although the modulation is present,
its frequency cannot be easily extracted from the time profile since there is only one dominant
contribution from the time interval 13 to 15 o.c. Nonetheless, the third harmonic also exhibits a
subpeak structure in the frequency domain (see Fig. 7.3) with the spacing between the subpeaks
approximately equal to 2Ω.
7.2.3 Effect of the pulse shape: interference oscillatory structures in HG
spectra
At higher peak intensities of the laser pulse, fine oscillatory structures with the subpeak spacing
less than 2Ω can be noticed in the harmonic peaks. In Fig. 7.5, such structures contained within
2Ω frequency intervals are clearly seen in the 5th and 7th harmonics at the peak intensity 1×
1012 W/cm2. This phenomenon can be explained by interference of the contributions to the HG
spectrum coming from the leading and trailing edges of the laser pulse. As early as in 1984, it was
discovered [108] that the spectrum of resonance fluorescence of a two-level system has a multipeak
structure. Similar structures were found in the spectra of resonance ionization [106], resonance
autoionization [109, 62] and multiphoton above-threshold detachment [120]. In Refs. [62, 120],
a concept of adiabatic Floquet states [51, 35] was used to explain the multipeak structures in the
spectra. The same approach is applicable for description of the HG spectra.
For the sake of simplicity, let us consider the case when the carrier frequency is tuned into the
exact resonance with the transition between the 2s and 2p states. In this case, the time-dependent
wave function can be represented by an equally weighted linear combination of two adiabatic
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Figure 7.5: Fine structures of the 5th and 7th harmonics. The subpeak spacing is less than 2Ω. The
laser pulse has a sin2 shape, duration of 20 o.c., and peak intensity is 1×1012 W/cm2. The carrier

































The quasienergies εa, εb and Fourier components ψa,n, ψb,n depend on time adiabatically through
the pulse envelope function. In the weak laser field limit, the adiabatic quasienergies εa and εb
















where ψ2s and ψ2p denote unperturbed time-independent 2s and 2p wave functions, respectively.
Then only the 2s state is populated at the beginning of the laser pulse (t = 0).


























Note that in the resonance field the difference of adiabatic quasienergies is equal to the adiabatic
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Figure 7.6: Adiabatic quasienergies in the resonance field. The time moments t1 and t2 denote the
saddle points, and the shaded areas represent the phase difference responsible for the interference
oscillations.
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Rabi frequency defined for the the electric field peak value at time t:
εb(t)− εa(t) = Ω(t). (7.32)















































Due to parity restrictions, daan , d
aa
n , and d
ab
n are non-zero for odd n only.
For the laser field parameters used in the present calculations, the adiabatic Rabi frequency is
much less than the carrier frequency at any time: Ω(t) ω0. Then the interference oscillatory
structure is well localized within a single harmonic frequency profile. For the harmonic order






























The Fourier transform of Eq. (7.37) gives the frequency profile of the (2n+ 1)th harmonic. An
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oscillatory pattern in this profile appears due to the contributions of the last two terms in the right-
hand side of Eq. (7.37). To evaluate these two contributions to the Fourier integral, we apply the
saddle-point method. The equations for the saddle points are as follows (ω being the frequency
value where the HG spectrum is calculated):
ω = (2n+1)ω0 +[εb− εa](t), (7.38)
ω = (2n+1)ω0− [εb− εa](t). (7.39)
Obviously, real-valued t solutions of Eq. (7.38) exist only if the frequency ω falls into the interval
between (2n+1)ω0 and (2n+1)ω0+Ω. Similarly, real solutions of Eq. (7.39) exist if the ω value
is between (2n+ 1)ω0−Ω and (2n+ 1)ω0. Since the function [εb− εa](t) is even for symmetric
laser pulses, Eqs. (7.38) and (7.39) each produce two saddle points, t1 and t2 = −t1, as shown in
Fig. 7.6. The contributions from t1 (leading edge of the laser pulse) and t2 (trailing edge of the









where t2 is determined by ω according to the equation













where t2 is determined by the equation
ω = (2n+1)ω0− [εb− εa](t2). (7.43)
Eqs. (7.40) and (7.42) describe oscillations in the frequency profile of the harmonic on the right
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Figure 7.7: HG spectra of Li for the driving field wavelength 650 nm (dashed red line) and 700 nm
(solid blue line). The laser pulse has a sin2 shape, duration of 20 o.c., and peak intensity is 3×
1011 W/cm2. The 650 nm and 700 nm spectra are red- and blue-shifted, respectively, from the
conventional harmonic positions corresponding to odd integer numbers.
and left of the central line (2n+ 1)ω0, respectively. The phase difference Θ(t2) is given by the




dt[εb− εa](t)− (t2− t1)[εb− εa](t2). (7.44)
The multipeak structure due to interference of the contributions from the leading and trailing
edges of the laser pulse is contained within the interval of the width 2Ω and appears on both
sides of the central line (2n+ 1)ω0. The highest subpeaks of this structure are shifted from the
central line by the Rabi frequency Ω corresponding to the peak intensity of the laser pulse. The
spectral density of the harmonic may exhibit a multipeak structure due to interference as described
above if the peak intensity of the pulse is sufficiently high. For the first interference minimum in
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the harmonic frequency profile to show up, the pulse area must be greater or equal to π . Since
only the central part of the laser pulse (where the field is strong enough) contributes to production
of high harmonics, in reality the pulse area should be substantially larger than π to observe this
multipeak structure. We should also note that the theoretical description given above is accurate
for a two-level system but can be only approximate for real Li atoms. Even in the close vicinity
of the 2s− 2p resonance, population of the other excited states may be significant, especially at
high intensities of the laser field, and the resonance approximation involving two adiabatic Floquet
states may become invalid.
7.2.4 Blue and red shifts of HG spectra near the resonance
In the vicinity of the resonance, the spectrum of emitted radiation is enhanced and dominated by
the transition frequency between the 2s and 2p states, and its harmonics. When the carrier of the
driving laser field has a small detuning from the resonance, the spectrum is still dominated by
the harmonics of the transition frequency, and not the carrier frequency. Plotted on the scale of
the carrier frequency, the harmonic peaks in the spectrum manifest a blue or red shift from odd
integers, depending on the sign of the detuning. In Fig. 7.7, we show the HG spectra for sin2 laser
pulses with the carrier wavelengths 650 nm and 700 nm. For 650 nm, detuning from the resonance
(676 nm) is positive (in terms of the frequency), and for 700 nm, detuning is negative. As one
can see, the 650 nm and 700 nm spectra have pronounced red and blue shifts, respectively. The
shifts of the harmonic peaks are linearly increasing with the harmonic order. This pattern is well
explained if it is understood that the positions of the peaks are determined by odd integers of the
transition frequency. Then the very first peak is shifted by the negative value of the resonance
detuning δ . For the harmonic of the order 2n+ 1, the shift is equal to −(2n+ 1)δ . We note that
the systematic red and blue shifts of the harmonics can only be detected in the close vicinity of
the resonance. Far from the resonance, the role of the transition frequency in the radiation spectra
is not so important, and the harmonic peaks return to their conventional positions at odd integer
multiples of the driving field frequency.
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Figure 7.8: Time-dependent populations of the ground and several excited states of Li. The laser
pulse has a sin2 shape, duration of 20 o.c., and peak intensity is 5× 1011 W/cm2. The carrier
wavelength is 730 nm (upper panel) and 640 nm (lower panel).
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Figure 7.9: Time profiles of the 3rd, 5th, and 7th harmonics. The laser pulse has a sin2 shape, dura-
tion of 20 o.c., and peak intensity is 5×1011 W/cm2. The carrier wavelength 730 nm corresponds
to a two-photon Rabi-flopping regime between 2s and 3s states.
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Figure 7.10: Time profiles of the 3rd, 5th, and 7th harmonics. The laser pulse has a sin2 shape, du-
ration of 20 o.c., and peak intensity is 5×1011 W/cm2. The carrier wavelength 640 nm corresponds
to a two-photon Rabi-flopping regime between 2s and 3d states.
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Figure 7.11: HG spectra of Li for the driving field wavelengths 730 nm (upper panel) and 640 nm
(lower panel), corresponding to two-photon Rabi flopping. The laser pulse has a sin2 shape, dura-
tion of 20 o.c., and peak intensity is 5×1011 W/cm2.
7.2.5 Two-photon Rabi flopping regime
The two-photon Rabi-flopping regime can be reached when the carrier frequency of the laser pulse
is tuned into the two-photon resonance between the ground 2s state and excited 3s or 3d states.
According to the data in Table 7.2, the corresponding wavelengths must be 748 and 650 nm.
However, we have found that larger population transfers to the 3s and 3d states occur at slightly
different carrier wavelengths, 730 and 640 nm, respectively. This may happen due to the interplay
between the one-photon 2s−2p and two-photon resonance transitions, as well as because of slight
difference between the one-electron Kohn-Sham and TDDFT excitation energies. In Fig. 7.8, we
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show the time-dependent populations for the peak intensity of the laser pulse 5×1011 W/cm2 and
carrier wavelengths 730 and 640 nm. At the end of the laser pulse, the population inversion is
observed, with the largest population in the 3s state (730 nm) and 3d state (640 nm). In the central
part of the pulse, one can see a complex pattern with comparable populations of 2s, 2p, and 3s
states at 730 nm and 2s, 2p, and 3d states at 640 nm. This population behavior is reflected in a
more complex modulation of the dipole moments (see harmonic time profiles in Figs. 7.9 and 7.10)
and additional fine structure of the harmonics in the frequency domain (Fig. 7.11) not seen in the
case of one-photon Rabi flopping at the same peak intensity. At the carrier wavelength 730 nm, the
time profile of the 3rd harmonic has a dominant maximum in the center of the laser pulse, while
the time profiles of the 5th and 7th harmonics exhibit several maxima and modulations with the
frequency higher than the Rabi frequency for the 2s− 2p transition (see Fig. 7.9). Accordingly,
in the HG spectrum (Fig. 7.11, upper panel) the 5th and 7th harmonics have complex multipeak
structures while the 3rd harmonic is dominated by a single peak. At the wavelength 640 nm, the
pattern is somewhat different. Here the time profile of the 3rd harmonic displays a deep low-
frequency modulation with four distinct maxima (Fig. 7.10). This modulation is reflected in a
clear multipeak structure of the 3rd harmonic in the frequency domain (Fig. 7.11, lower panel).
The 5th harmonic in the time domain has two main maxima, corresponding to the modulation
with the Rabi frequency (similar to that in the one-photon Rabi-flopping regime, see Fig. 7.4). In
the frequency domain, this harmonic exhibits two distinct peaks separated by 2Ω, although a fine
higher-frequency oscillatory structure is also present. Similar structures in the time and frequency
domains are also observed in the 7th harmonic.
7.3 Conclusion
In this chapter, we have studied harmonic generation of the lithium atoms in one- and two-photon
Rabi-flopping regimes where the population transfer from the ground 2s state to the excited 2p,
3s, and 3d states is substantial. The Li atoms interacting with strong laser fields are described
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in the framework of the self-interaction-free time-dependent density-functional theory, taking into
account dynamic multielectron response to the external field. Using the time-dependent general-
ized pseudospectral method with sufficient number of spatial grid points and time steps ensures the
accuracy and efficiency of the computational procedure.
In the one-photon Rabi-flopping regime, when the carrier frequency of the driving field is tuned
in the resonance between 2s and 2p states, the spectrum of emitted harmonic radiation exhibits
a fine oscillatory structure, with the spacing between the adjacent subpeaks equal to twice the
Rabi frequency. We have shown that this structure results from the low-frequency modulation of
the time-dependent dipole moment. This modulation affects not only the fundamental frequency
component of the dipole moment but also the higher frequency Fourier components. The low-
frequency modulation of the dipole moment has its origin in the Rabi oscillations of the electronic
population between the 2s and 2p states. Minima in the envelope function of the dipole moment
are observed when the 2s or 2p population becomes extremely small. The number of the minima
and their position on the time scale depend on the laser pulse area, that is the peak intensity and
pulse duration.
When the peak intensity is increased, the pattern in the harmonic generation spectra becomes
more complicated. First, since we study not a two-level system but a realistic multilevel atomic
system, population transfer to other excited states becomes more significant with increasing inten-
sity thus disrupting pure two-state Rabi oscillations. Second, the pulse-shape-induced interference
effects also become more important at higher intensities. Using the concept of adiabatic Floquet
states, we have shown that interference of the contributions to the harmonic generation spectra
from the leading and trailing edges of the laser pulse also leads to oscillatory structures of the
harmonic peaks but on a smaller frequency scale, well within the double Rabi frequency interval.
Increasing the peak intensity and changing the carrier frequency of the laser field, we can reach
the two-photon Rabi-flopping regime. With the electronic structure of Li atoms, detuning the
frequency by ±10% off the 2s− 2p resonance, we can tune into 2s− 3s or 2s− 3d two-photon
resonances. In this regime, depending on the frequency selected, the population transfer to the 3s
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or 3d states may be substantial. In the two-photon 2s− 3s and 2s− 3d transitions, the 2p energy
level plays a role of an intermediate state. Since the detuning from the 2s− 2p resonance is not
very large, population of the 2p state may be significant, too. Then in the central part of the laser
pulse the population is transferred among three different states (2s, 2p, 3s or 2s, 2p, 3d), and all
these states may have comparable populations. Such a behavior of the electronic population is
reflected in complex modulation patterns of the dipole moment and complex oscillatory structures




8.1 HHG in multielectron diatomic
We have presented ab ab initio high-precision study of high-order harmonic generation of the
hydrogen molecular ion in intense elliptical polarized laser fields. The method discussed in the
present work for the one-electron molecular ion, H+2 can be generalized for multielectron diatomic
molecules with the help of the self-interaction-free time-dependent density functional theory [123,
23, 47]. For multielectron molecules, commonly used restriction to the highest-occupied molecular
orbital may appear insufficient. Correct description of the HHG spectra in this case may require
taking into account the inner-shell orbitals as well. Extension of the TDDFT for the study of HHG
from multielectron diatomic molecules in EP laser fields is in progress.
We expect that even (as well as odd) below-threshold harmonic peaks in the HG spectra is not
specific for H+2 only. The charge resonance effect, which favors generation of even harmonics,
may take place in any odd-charged homonuclear molecular ions. For the multielectron targets,
our theoretical and computational approach can be extended with the help of the self-interaction
free time-dependent density functional theory[123, 47]. We should also note that the multipeak
oscillatory pattern emerging in the harmonic generation spectra in the Rabi-flopping regime is not
specific to the lithium atoms only. With appropriate adjustment of the laser pulse parameters, it
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can also show up in other atomic and molecular targets with a similar structure of electronic energy
levels.
8.2 Generalized Floquet formalism and the applications
For atoms and molecules in the presence of weak field, perturbative and diagrammatic methods are
often used for non-resonant phenomena, whereas the rotating-wave approximation (RWA) is most
commonly adopted for near-resonant processes. However, at intense field domain, this approach
cannot be applied due to the existence of the anti-rotating terms and a.c. Stark shifts. The descrip-
tion of the response of atoms and molecules to monochromatic laser fields can be greatly facilitated
by the use of the Floquet theorem. Many-mode Floquet theory (MMFT) approach [21] allows the
transformation of the polychromatic time-dependent problem into an equivalent time-independent
infinite-dimensional eigenvalue problem. Particularly detailed information on multiphoton tran-
sition probabilities, resonance shifts and widths, and line-shape characteristics can be obtained
well beyond the RWA. Employing Floquet-Liouville supermatrix (FLSM) approach [21, 50, 52]
allows us for a rigorous non-perturbative treatment of the time-dependent Liouville equation (quan-
tum master equation) for the density-matrix operator of atoms and molecules, undergoing radiative
and/or collisional relaxations polychromatic fields. By means of the MMFT [21], the TD-Liouville
equation can be transformed into an equivalent time-independent FLSM eigenvalue problem [21].
This yields a powerful theoretical approach for the unified treatment of non-resonant and resonant,
one- and multiple- photon, steady-state and transient phenomena in time-dependent high-order
nonlinear optical processes, farther the RWA and traditional perturbative methods. The FLSM
approach provides a valuable resource to study the multiphoton resonance fluorescence spectrum
; the time averaged power spectrum and the time-dependent physical spectrum in details for the
density matrix of quantum systems undergoing relaxations (due to radiative decays and collisional
damping, etc.), and exhibits novel new features in intense fields.
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8.2.1 Floquet formalism in multiphoton process in solid state in presence of
strong-field laser
My experience in atomic and molecular optics in subfemtosecond time scale metrology constitutes
a powerful tool for exploring the dynamical evolution of not only gas-phase isolated atomic/molec-
ular systems, but also fundamental electronic processes occurring on the attosecond timescale in
the condensed matter systems. This is an emerging field with the potential to address fundamental
problems of interest in atomic, molecular, and condensed matter physics. Excitation of solids in
presence of strong laser field can lead to extremely nonlinear electronic and optical behavior. For
instance, it has shown that HHG in solids and in dilute atomic gases take place essentially differ-
ently. But the underlying microscopic mechanisms in the solid and the difference from gas is still
an open discussion. High density, periodicity and bonding and how they relate to atomic HHG,
mechanism of tunneling across the direct band gap, roles of inter- and intraband dynamics is not
clear yet. Since the theoretical results of multiphoton process is sensitive to details of the band
structure through the interactions beyond nearest neighbors, choosing the right theoretical method
to produce the correct results are significantly important. By extending our rigorous DFT method,
we can calculate the band structure information and dipole transition elements and use them with
the Floquet Hamiltonian technique to study the multiphoton excitation of solid. Considering
lowest strongly coupled bands, as number of transition level of our system, the time-dependent
Schrödinger equation transform into an equivalent infinite dimensional time-independent Floquet
matrix eigenvalue problem. Then the transitions between the instantaneous, field-dressed, eigen-
states of the system and dynamics of the electron in the system can be explained clearly. Equipped
with these tools we can explore the electron dynamics in condensed matter in strong field.
8.2.2 Time-resolved four-wave Mixing(FWM) spectroscopy
Probing faster dynamics such as electronic motions requires shorter EUV pulses with a few fem-
tosecond or even subfemtosecond duration. This can be accomplished using high order harmon-
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ics (HH), which have have two distinctive properties: a broad spectral range spanning from the
vacuum-ultraviolet (VUV) to the soft x-ray and regular spectral phase that supports extremely
short light burst generation. Therefore, HH serve as an excellent FWM source with both wide
wavelength tunability and unprecedented time resolution for triggering ultrafast dynamics [11, 30].
By extending the generalized Floquet theorem and the time-independent Floquet Hamiltonian,
we can study the "nonlinear optical susceptibility in Four-wave mixing(XUV+NIR) in Argon/-
Neon". Using Floquet-Liouville supermatrix (FLSM) approach, more detailed information about
the density matrix of this quantum system undergoing relaxations due to radiative decays and also
on the intensity-dependent nonlinear optical susceptibilities at the probe frequency are obtained.
This nonlinear response is the essence of all nonlinear spectroscopies and the basis for developing
new frequency light sources through nonlinear optical methods including frequency doubling and
tripling, four-wave mixing (FWM), and high-order harmonic generation. The nonlinear response
also underlies time-resolved studies of ultrafast dynamics in atoms, molecules, and solids.
8.2.3 Floquet formalism in dynamical decoupling or decoherence
Dynamical decoupling or decoherence is a main hindrance to the realization of any applications
of quantum coherence, e.g., quantum information processing, quantum metrology, and quantum
simulation. In fact, decoherence of dissipative systems couples tightly with the energy spectrum
characters of the total system consisting of the system and its environment. In practical solid state
systems, one generally addresses that it is hard to manipulate the spectral density via changing
the spatial confinement once the material of system is fabricated. Thus a more efficient way in
engineering the bound state than changing the spectral density is desired. Utilizing FLSM theory,
and having information on the time averaged power spectrum and the time-dependent physical
spectrum, we can find the control parameter to the decoherence suppression in the periodic driving
external filed. In real open system the phenomena may take place in a chain of multilevel coupled
system undergoing relaxation which can be resolved by adding the interaction coupling term with
neighbors in the Floquet Hamiltonian as well.
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8.2.4 Floquet formalism in dynamical localization
In all experimental systems with long-range interactions: trapped ions, polar molecules, Rydberg
atoms, nitrogen-vacancy (NV) centers, and cavity QED, Floquet is a powerful approach to uncover
the ongoing mechanism in the phenomenon of “dynamical localization,” connected with the spec-
trum of the transition rate matrix. In these type of systems, Floquet states are greatly approved for a
non-perturbative understanding of the processes induced by external field. Detailed information on
multiphoton transition probabilities, resonance shifts and widths, and line-shape characteristics can
be obtained much beyond the RWA. In cavity optomechanical system, FLSM can be extensively
employed to solve the quantum master equations for the numerical simulations and exploring the
electrodynamics. Taking advantage of FLSM, the characteristic power spectrum and the time evo-
lution of physical spectrum for the density matrix of relaxing quantum systems can be explored in
details.
8.2.5 Floquet formalism in topology (condensed matter)
Topology is one of the major considerations in modern condensed matter physics. It was believed
that “topology is robust against perturbation”, but later it was shown that if the electrons become
photo-dressed then the Berry curvature, Chern number and the chiral edge state in almost ANY two
dimensional multi-band systems can be disciplined or promoted by external time periodic fields
such as laser. Employing Floquet theorem, we can show that the topology of the quasi-energy
bands can be changed as a function of the laser intensity, polarization and frequency. From then
we can control various phenomena connected to quantum localization, by tuning the amplitude or
the frequency of the external drive. The idea of using Floquet formulation is not restricted to an
electron-laser system, but can be universally applied to several physical systems, such as electron-
coherent phonon, photon-optical wave guide, cold atom-optical lattice etc. In fact, this formulation
bridge the topological insulators, laser physics and nonequilibrium statistical mechanics and push
them in forefront research.
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