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DIAGONAL ELEMENTS IN THE NONNEGATIVE INVERSE
EIGENVALUE PROBLEM
RICHARD ELLARD AND HELENA SˇMIGOC
Abstract. We say that a list of complex numbers is realisable if it is the
spectrum of some (entrywise) nonnegative matrix. The Nonnegative Inverse
Eigenvalue Problem (NIEP) is the problem of characterising all realisable lists.
Although the NIEP remains unsolved, it has been solved in the case where
every entry in the list (apart from the Perron eigenvalue) has nonpositive real
part. For a given spectrum of this type, we show that a list of nonnegative
numbers may arise as the diagonal elements of the realising matrix if and
only if these numbers satisfy a remarkably simple inequality. Furthermore, we
show that realisation can be achieved by the sum of a companion matrix and
a diagonal matrix.
1. Introduction
The Nonnegative Inverse Eigenvalue Problem (NIEP) is the problem of finding
necessary and sufficient conditions which determine whether a given list of n com-
plex numbers can arise as the spectrum of some n × n (entrywise) nonnegative
matrix. We say a list σ := (λ1, λ2, . . . , λn) is realisable if there exists a nonnegative
matrix A with spectrum σ.
Below, we state some well-known conditions which are necessary for a list to be
realisable. Such conditions generally involve the power sums
sk(σ) :=
n∑
i=1
λki .
Theorem 1.1 (Necessary conditions in the NIEP). Suppose σ := (λ1, λ2, . . . ,
λn) is the spectrum of a nonnegative matrix A. Then
(i) σ is self-conjugate, i.e. σ :=
(
λ1, λ2, . . . , λn
)
= σ;
(ii) maxi |λi| ∈ σ;
(iii) sk(σ) ≥ 0 for every positive integer k;
(iv) sk(σ)
m ≤ nm−1skm(σ) for all positive integers k and m.
1
For n > 4, the NIEP remains unsolved; however, numerous authors have made
significant progress by restricting their attention to lists (or to matrices) of a certain
type. In 1949, Suleˇimanova [9] showed that if σ is a real list, with one positive every
and n− 1 negative entries, then s1(σ) ≥ 0 is both necessary and sufficient for the
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1These are known as the JLL Conditions (see [8, 6]).
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existence of a nonnegative matrix with spectrum σ. This result was later generalised
to complex lists by Laffey and Sˇmigoc:
Theorem 1.2. [7] Let σ := (ρ, λ2, λ3, . . . , λn) be a list of self-conjugate complex
numbers with ρ ≥ 0 and Reλi ≤ 0: i = 2, 3, . . . , n. Then σ is the spectrum of a
nonnegative matrix if and only if
(1.1) s1(σ) ≥ 0
and
(1.2) s1(σ)
2 ≤ ns2(σ).
Furthermore, when the above conditions are satisified, σ may be realised by a matrix
of the form C + αIn, where C is a nonnegative companion matrix with trace zero
and α is a nonnegative scalar.
If a realising matrix is known to exist for a given spectrum, one can consider the
properties such a matrix might possess. In particular, in this paper, we consider
the possible diagonal elements of such a matrix. Specifically, we show that if σ
contains one positive element and n− 1 elements with negative real part, then σ is
realisable by a nonnegative matrix with diagonal elements ∆ := (a1, a2, . . . , an) if
and only if
s1(∆) = s1(σ)
and
s2(∆) ≤ s2(σ).
Our work is motivated by some earlier constructive methods in the NIEP which
rely heavily on diagonal elements (see [10, 11]). To see how our results may be
applied, consider, for example, the following theorem of Sˇmigoc:
Theorem 1.3. [10] Let (ρ, λ2, λ3, . . . , λm) be realisable, where ρ is the Perron eigen-
value, and let (µ1, µ2, . . . , µn) be the spectrum of a nonnegative matrix with a diag-
onal element greater than or equal to ρ. Then
(µ1, µ2, . . . , µn, λ2, λ3, . . . , λm)
is realisable.
2. Statement of main result
Below, we state the main result of this paper:
Theorem 2.1. Let ∆ := (a1, a2, . . . , an), where a1 ≥ a2 ≥ · · · ≥ an ≥ 0, let ρ ≥ 0
and let (λ2, λ3, . . . , λn) be a self-conjugate list of complex numbers with nonpositive
real parts. Then the list σ := (ρ, λ2, λ3, . . . , λn) is the spectrum of a nonnegative
matrix with diagonal elements ∆ if and only if
(2.1) s1(∆) = s1(σ)
and
(2.2) s2(∆) ≤ s2(σ).
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Furthermore, if (2.1) and (2.2) are satisfied, then σ may be realised by a non-
negative matrix of the form
(2.3) A :=


a1 1
a2 1
. . .
. . .
an−1 1
bn bn−1 · · · b2 an

 .
Observe that, by the Cauchy-Schwarz inequality, if a list ∆ satisfying (2.1) and
(2.2) exists, then (1.1) and (1.2) must hold. Furthermore, note that if a1 = a2 =
· · · = an = s1(σ)/n in Theorem 2.1, then (2.2) becomes the JLL condition (1.2)
and the matrix A takes the form A = C + s1(σ)n In, where C is a companion matrix
with trace zero. Hence Theorem 2.1 may be seen as a generalisation of Theorem
1.2.
Note that the matrix A, given in (2.3) is the sum of a companion matrix and a
diagonal matrix. Let us begin by making some general observations about matrices
of this form. First, we compute the characteristic polynomial of A:
Lemma 2.2. Let A be defined as in (2.3). Then the characteristic polynomial of
A is given by
(2.4) f(x) :=
n∏
i=1
(x− ai)− b2
n−2∏
i=1
(x− ai)− b3
n−3∏
i=1
(x − ai)− · · · − bn.
Proof. The fact that (2.4) is the characteristic polynomial of A can be easily verified
by computing the determinant of xIn − A by Laplace expansion along the first
column and then using induction on n. 
The entry b2 has a special significance: if A has spectrum σ, then, applying
Newton’s identities to the coefficient of xn−2 in (2.4), we see that
b2 =
1
2
(
s1(∆)
2 − s2(∆)
)
−
1
2
(
s1(σ)
2 − s2(σ)
)
=
1
2
(s2(σ)− s2(∆)) .(2.5)
Hence, condition (2.2) is directly related to the nonnegativity of b2.
In general, it is easy to see that conditions (2.1) and (2.2) are necessary for the
existence of a nonnegative matrix with spectrum σ and diagonal elements ∆:
Observation 2.3. Let σ := (λ1, λ2, . . . , λn) be a list of complex numbers and let
∆ := (a1, a2, . . . , an) be a list of nonnegative numbers. If σ is the spectrum of a
nonnegative matrix with diagonal elements ∆, then
s1(∆) = s1(σ)
and
sm(∆) ≤ sm(σ) : m = 2, 3, . . .
Observation 2.3 follows from the simple fact that (Am)ii ≥ a
m
i for each i. Note
that, assuming s1(∆) = s1(σ), we have
n∑
i=1
(
ai −
s1(σ)
n
)2
= s2(∆)−
s1(σ)
2
n
.
4 RICHARD ELLARD AND HELENA SˇMIGOC
In this case, (2.2) is equivalent to
(2.6)
n∑
i=1
(
ai −
s1(σ)
n
)2
≤ s2(σ) −
s1(σ)
2
n
,
i.e. condition (2.2) says that (a1, a2, . . . , an) must be sufficiently close to (s1(σ)/n,
s1(σ)/n, . . . , s1(σ)/n) with respect to the ℓ
2 norm.
3. Small n
Suppose λ1 ≥ λ2 and a1 ≥ a2. The general 2× 2 matrix[
a1 a12
a21 a2
]
has spectrum (a1 + t, a2 − t) if and only if
a12a21 = t(a1 − a2 + t).
Since we require a12 and a21 to be nonnegative, it is not difficult to see that (λ1, λ2)
is the spectrum of a nonnegative matrix with diagonal elements (a1, a2) if and only
if a1 ≤ λ1 and a1+a2 = λ1+λ2. If these conditions are satisfied, then, for example,
choosing a12 = 1 yields a matrix of the form (2.3).
For n = 3, it is also relatively easy to show that (2.1) and (2.2) are essentially
the required conditions, and some equivalent conditions for this case have recently
been given by Hwang and Kim [5]. For completeness, we will show that, under the
appropriate conditions, the given spectrum can be realised by a nonnegative matrix
of the form (2.3).
It is useful to distinguish the real and complex cases. Let us first consider the
case when λ1, λ2 and λ3 are real.
Proposition 3.1. If λ1 ≥ λ2 ≥ λ3 and a1 ≥ a2 ≥ a3 ≥ 0, then the list σ :=
(λ1, λ2, λ3) is the spectrum of a nonnegative matrix with diagonal elements ∆ :=
(a1, a2, a3) if and only if the following conditions hold:
(i) λ2 ≤ a1 ≤ λ1;
(ii) s1(∆) = s1(σ);
(iii) s2(∆) ≤ s2(σ).
Furthermore, if (i)–(iii) are satisfied, then (λ1, λ2, λ3) may be realised by a non-
negative matrix of the form (2.3).
Proof. The necessity of (ii) and (iii) was shown in Observation 2.3. Now suppose
the matrix
A :=

 a1 a12 a13a21 a2 a23
a31 a32 a3


has spectrum (λ1, λ2, λ3). The characteristic polynomial of A is
(x− λ1)(x− λ2)(x− λ3) = (x− a1) (x− a2) (x− a3)(3.1)
− a23a32 (x− a1)− a13a31 (x− a2)
− a12a21 (x− a3)− a12a23a31 − a21a32a13.
Letting x = a1 in (3.1) gives
(a1 − λ1)(a1 − λ2)(a1 − λ3) =− a13a31 (a1 − a2)− a12a21 (a1 − a3)
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− a12a23a31 − a21a32a13
≤ 0.
Therefore, either a1 ≤ λ3 or λ2 ≤ a1 ≤ λ1. Since a1 + a2 + a3 = λ1 + λ2 + λ3, the
former case would imply a1 = a2 = a3 = λ1 = λ2 = λ3. Hence (i) holds.
Now suppose (i)–(iii) hold and the matrix
(3.2) A :=

 a1 1 00 a2 1
b3 b2 a3


has spectrum (λ1, λ2, λ3). By (2.5), b2 ≥ 0. According to Lemma 2.2, the charac-
teristic polynomial of A is
(3.3) (x− λ1)(x − λ2)(x − λ3) = (x− a1) (x− a2) (x− a3)− b2(x − a1)− b3.
Hence, letting x = a1 in (3.3), we see that
b3 = −(a1 − λ1)(a1 − λ2)(a1 − λ3),
which, by (i), is nonnegative. 
Note that if we require the realising matrix to be symmetric, then the conditions
on (a1, a2, a3) are more restrictive (see [4]). For a survey and comparison of numer-
ous results on the Symmetric Nonnegative Inverse Eigenvalue Problem, the reader
may be interested in [2]
Example 3.2. The matrix 
 6 1 00 4 1
20 1 0


has spectrum (λ1, λ2, λ3) = (7, 2, 1) and diagonal elements (a1, a2, a3) = (6, 4, 0);
however, since a3 < λ3, no symmetric nonnegative matrix exists with this spectrum
and these diagonal elements (see [4, Theorem 4.8]).
Let us now consider the case when λ2 and λ3 are complex.
Proposition 3.3. Let σ := (ρ, α+ iβ, α− iβ), where ρ, β ≥ 0 and α is real, and let
∆ := (a1, a2, a3), where a1 ≥ a2 ≥ a3 ≥ 0. Then σ is the spectrum of a nonnegative
matrix with diagonal elements ∆ if and only if the following conditions hold:
(i) a1 ≤ ρ;
(ii) s1(∆) = s1(σ);
(iii) s2(∆) ≤ s2(σ).
Furthermore, if (i)–(iii) are satisfied, then σ may be realised by a nonnegative
matrix of the form (2.3).
Proof. Suppose there exists a nonnegative matrix A with spectrum σ and diagonal
elements ∆. It is well known that the Perron eigenvalue of a nonnegative matrix
must be at least as large as each of its entries. Hence (i) holds. The necessity of
(ii) and (iii) was shown in Observation 2.3.
Now suppose (i)–(iii) hold and the matrix A given in (3.2) has spectrum σ. As
in the proof of Proposition 3.1, we note that b2 ≥ 0 by (2.5) and
b3 = −(a1 − ρ)
(
(a1 − α)
2 + β2
)
≥ 0. 
For larger n, we will require a systematic way to compute the bi. This, we
address in the following section.
6 RICHARD ELLARD AND HELENA SˇMIGOC
4. Computing the bi
The observations in this section will apply to general (not necessarily nonnega-
tive) matrices of the form (2.3).
Given a1, a2, . . . , an and an arbitrary polynomial
(4.1) p(x) := xn − s1(∆)x
n−1 + q2x
n−2 + q3x
n−3 + · · ·+ qn,
whose roots sum to s1(∆), there exists a unique solution (b2, b3, . . . , bn) such that
the polynomials (2.4) and (4.1) coincide. The aim of this section is to find this
solution in closed form.
The k-th elementary symmetric function of the variables x1, x2, . . . , xn is defined
by
e0(x1, x2, . . . , xn) := 1,
ek(x1, x2, . . . , xn) :=
∑
1≤i1<i2<···<ik≤n
xi1xi2 · · ·xik : k = 1, 2, . . . , n
and it will also be convenient to define ek(x1, x2, . . . , xn) = 0 if k < 0 or k > n.
Let us compare the coefficients of (2.4) and (4.1). Both polynomials are monic
and the coefficient of xn−1 in both polynomials is −s1(∆). Comparing the coeffi-
cients of xn−2 yields
b2 = −q2 + e2(a1, a2, . . . , an).
Comparing the coefficients of xn−3 gives
b3 = −q3 − e3(a1, a2, . . . , an) + e1(a1, a2, . . . , an−2)b2.
In general, to compute the coefficient of xn−k in (2.4), we notice that the coefficient
of xn−k in
∏n
i=1(x − ai) is (−1)
kek(∆), and, for j = 2, 3, . . . , k − 1, the coefficient
of xn−k in bj
∏n−j
i=1 (x− ai) is given by
(−1)k−jek−j(∆
(j))bj ,
where
∆(j) := (a1, a2, . . . , aj) : j = 1, 2, . . . , n.
Hence, equating the coefficients of xn−k in (2.4) and (4.1) gives
(4.2) bk = −qk + (−1)
kek(∆)−
k−1∑
j=2
(−1)k−jek−j(∆
(n−j))bj .
Using (4.2), it is possible to calculate the bi (recursively) by considering the ele-
mentary symmetric functions of the truncated lists ∆(j).
For example, suppose we wish the matrix A, given in (2.3), to have spectrum
σ := (3, 2i,−2i,−1). Clearly, we must choose (a1, a2, a3, a4) such that a1 + a2 +
a3 + a4 = 2. By equating the polynomials
f(x) = (x − a1)(x− a2)(x − a3)(x − a4)− b2(x− a1)(x− a2)− b3(x− a1)− b4
and
p(x) = (x− 3)(x2 + 4)(x+ 1)
and solving the recurrence relation (4.2), we see that we must set
b2 = −1 + e2(a1, a2, a3, a4)
= −1 + a1a2 + a1a3 + a2a3 + a1a4 + a2a4 + a3a4,
b3 = 8− e3(a1, a2, a3, a4) + e1(a1, a2)b2
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= 8− a1 − a2 + a
2
1a2 + a1a
2
2 + a
2
1a3 + a1a2a3 + a
2
2a3 + a
2
1a4 + a1a2a4 + a
2
2a4,
b4 = 12 + e4(a1, a2, a3, a4)− e2(a1, a2)b2 + e1(a1)b3
= 12 + 8a1 − a
2
1 + a
3
1a2 + a
3
1a3 + a
3
1a4.
As before, we note that (under the assumption a1+a2+a3+a4 = 2) the condition
b2 ≥ 0 is equivalent to a
2
1+a
2
2+a
2
3+a
2
4 ≤ s2(σ) = 2. Hence, if Theorem 2.1 is to be
believed, any choice of (a1, a2, a3, a4) satisfying b2 ≥ 0 must also satisfy b3, b4 ≥ 0.
This example illustrates the difficulty in proving Theorem 2.1.
To find a closed-form solution to (4.2), we will need to consider the k-th complete
homogeneous symmetric functions
h0(x1, x2, . . . , xn) := 1,
hk(x1, x2, . . . , xn) :=
∑
1≤i1≤···≤ik≤n
xi1xi2 · · ·xik : k = 1, 2, . . .
Again, it is convenient to define hk(x1, x2, . . . , xn) = 0 if k < 0.
The following relation between the elementary symmetric functions and the com-
plete homogeneous ones is well known:
Lemma 4.1. For all m > 0,
(4.3)
m∑
i=0
(−1)iei(x1, x2, . . . , xn)hm−i(x1, x2, . . . , xn) = 0.
We will need a generalisation of Lemma 4.1 to truncated lists. Given a1, a2, . . . , an,
let us formally define
∆(j) :=


(a1, a2, . . . , aj) : j = 1, 2, . . . , n,
(a1, a2, . . . , an, 0, 0, . . . , 0︸ ︷︷ ︸
j−n zeros
) : j = n+ 1, n+ 2, . . .
To avoid unnecessarily long expressions, for j = 1, 2, . . ., let us denote
ǫ
(j)
i := ei
(
∆(j)
)
,
η
(j)
i := hi
(
∆(j)
)
and let
ǫ
(0)
i = η
(0)
i =
{
1 : i = 0,
0 : i 6= 0.
It will also be convenient to define
ǫ′i
(j)
:= ei(aj+1, aj+2, . . . , an) : i = 0, . . . , n− j; j = 0, . . . , n− 1.
Observation 4.2.
(1) If j ≥ n, then ǫ
(j)
i = ǫ
(n)
i and η
(j)
i = η
(n)
i .
(2) For all j, k ∈ N,
ǫ
(k)
j = ǫ
(k−1)
j + akǫ
(k−1)
j−1
and
η
(k)
j =
j∑
r=0
arkη
(k−1)
j−r .
With the above notation, we give a generalisation of Lemma 4.1, featuring trun-
cated lists:
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Lemma 4.3. If k ≥ 0 and m > 0, then
(4.4)
m∑
i=0
(−1)iǫ
(k+i)
i η
(k+i+1)
m−i = 0.
Proof. We first note that (4.4) is independent of ak+m+2, ak+m+3, . . ., and hence,
we need only consider n ≤ k +m+ 1. The proof is by induction on n.
As a base of induction, we note that if n ≤ k + 1, then, by Observation 4.2, the
left-hand side of (4.4) reduces to
m∑
i=0
(−1)iǫ
(n)
i η
(n)
i ,
which, by Lemma 4.1, equals zero.
Now suppose n = k + l, where 2 ≤ l ≤ m and assume the statement holds for
lists of length n − 1. Note that, by the inductive hypothesis and Observation 4.2,
Item 1,
(4.5)
l−2∑
i=0
(−1)iǫ
(n−l+i)
i η
(n−l+i+1)
m−i +
m∑
i=l−1
(−1)iǫ
(n−1)
i η
(n−1)
m−i = 0.
The left-hand side of (4.4) may be written as
l−2∑
i=0
(−1)iǫ
(n−l+i)
i η
(n−l+i+1)
m−i
+ (−1)l−1ǫ
(n−1)
l−1 η
(n)
m−l+1 +
m∑
i=l
(−1)iǫ
(n)
i η
(n)
m−i,
which, by Observation 4.2, Item 2, may be written in the form
(4.6)
l−2∑
i=0
(−1)iǫ
(n−l+i)
i η
(n−l+i+1)
m−i + (−1)
l−1ǫ
(n−1)
l−1
m−l+1∑
r=0
arnη
(n−1)
m−l−r+1
+
m∑
i=l
(−1)i
(
ǫ
(n−1)
i + anǫ
(n−1)
i−1
)m−i∑
r=0
arnη
(n−1)
m−i−r.
Let us now consider (4.6) as a polynomial in an. The constant term is equal to
(4.5), which, as previously noted, equals zero, and for s = 1, 2, . . ., the coefficient
of asn is given by
m∑
i=l−1
(−1)iǫ
(n−1)
i η
(n−1)
m−i−s +
m∑
i=l
(−1)iǫ
(n−1)
i−1 η
(n−1)
m−i−s+1
=
m∑
i=l−1
(−1)iǫ
(n−1)
i η
(n−1)
m−i−s −
m−1∑
i=l−1
(−1)iǫ
(n−1)
i η
(n−1)
m−i−s
= (−1)mǫ(n−1)m η
(n−1)
−s
= 0.
Hence (4.6) equals zero, as required.
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Finally, if n = k +m+ 1, then the left-hand side of (4.4) may be written as
(4.7)
m−1∑
i=0
(−1)iǫ
(n−m+i−1)
i η
(n−m+i)
m−i + (−1)
mǫ(n−1)m .
Since (4.7) is independent of an, it must vanish by the inductive hypothesis. 
Remark. Clearly, Lemma 4.3 holds for arbitrary (not necessarily real) variables
a1, a2, . . . , an.
We are now able to give a closed form solution for each bi:
Lemma 4.4. Let
g(x) := xn−1 + c1x
n−2 + c2x
n−3 + · · ·+ cn−1
be an arbitrary polynomial and let
(4.8) ρ := c1 + ǫ
(n)
1 .
Then the matrix A given in (2.3) has characteristic polynomial (x − ρ)g(x) if and
only if
(4.9) bj =
j∑
i=0
Ki,j : j = 2, 3, . . . , n,
where
(4.10) Ki,j := η
(n−j+1)
i (c1cj−i−1 − cj−i) + ǫ
(n)
1 η
(n−j+1)
i−1 cj−i.
Proof. Equating the coefficients of xn−j in (x− ρ)g(x) and (2.4) gives
(4.11) cj − ρcj−1 = −
j∑
r=0
(−1)rǫ(n−j+r)r bj−r.
Hence, in order for the polynomial in (2.4) to be equal to (x−ρ)g(x), (b2, b3, . . . , bn)
must be the unique solution to the recurrence relation (4.11) with initial condition
b0 = −1. Therefore, we must show that the solution (4.9) satisfies (4.11). For bj
given as in (4.9),
(4.12)
j∑
r=0
(−1)rǫ(n−j+r)r bj−r =
j∑
r=0
(−1)rǫ(n−j+r)r
j−r∑
i=0
Ki,j−r
and hence, after substituting i = j − s− r in (4.12), we see that
j∑
r=0
(−1)rǫ(n−j+r)r bj−r =
j∑
r=0
j−r∑
s=0
(−1)rǫ(n−j+r)r Kj−s−r,j−r
=
j∑
s=0
j−s∑
r=0
(−1)rǫ(n−j+r)r Kj−s−r,j−r .
From (4.8) and the definition (4.10) of Ki,j , we have
cj − ρcj−1 +
j∑
r=0
(−1)rǫ(n−j+r)r bj−r
= − (c1cj−1 − cj)− ǫ
(n)
1 cj−1
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+
j∑
s=0
(c1cs−1 − cs)
j−s∑
r=0
(−1)rǫ(n−j+r)r η
(n−j+r+1)
j−s−r
+ ǫ
(n)
1
j∑
s=0
cs
j−s∑
r=0
(−1)rǫ(n−j+r)r η
(n−j+r+1)
j−s−r−1 ;
however, we note that
(4.13)
j∑
s=0
cs
j−s∑
r=0
(−1)rǫ(n−j+r)r η
(n−j+r+1)
j−s−r−1 =
j−1∑
s=0
cs
j−s−1∑
r=0
(−1)rǫ(n−j+r)r η
(n−j+r+1)
j−s−r−1 ,
since the additional terms on the left-hand side of (4.13) vanish. Therefore
cj − ρcj−1 +
j∑
r=0
(−1)rǫ(n−j+r)r bj−r
= − (c1cj−1 − cj)− ǫ
(n)
1 cj−1
+
j∑
s=0
(c1cs−1 − cs)
j−s∑
r=0
(−1)rǫ(n−j+r)r η
(n−j+r+1)
j−s−r
+ ǫ
(n)
1
j−1∑
s=0
cs
j−s−1∑
r=0
(−1)rǫ(n−j+r)r η
(n−j+r+1)
j−s−r−1
=
j−1∑
s=0
(c1cs−1 − cs)
j−s∑
r=0
(−1)rǫ(n−j+r)r η
(n−j+r+1)
j−s−r
+ ǫ
(n)
1
j−2∑
s=0
cs
j−s−1∑
r=0
(−1)rǫ(n−j+r)r η
(n−j+r+1)
j−s−r−1
= 0,
where the final equality follows from Lemma 4.3. 
Remark. Note that, if the solution (4.9) for bj is considered as a multivariable
polynomial in a1, a2, . . . , an, then Ki,j is the sum of all terms of degree i. For
all j = 2, 3, . . . , n and m = 2, 3, . . . , j, the sum of all terms of degree m on the
right-hand side of (4.11) is equal to
−
m∑
r=0
(−1)rǫ(n−j+r)r Km−r,j−r,
and hence, (4.11) implies
(4.14)
m∑
r=0
(−1)rǫ(n−j+r)r Km−r,j−r = 0
for all j = 2, 3, . . . , n and m = 2, 3, . . . , j.
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5. Proof of main result
In the previous section, we considered the elementary symmetric functions of the
real numbers a1, a2, . . . , an, but we have yet to examine the elementary symmetric
functions of the complex numbers ρ, λ2, λ3, . . . , λn. Since λ2, λ3, . . . , λn shall have
negative real parts, the signs of these elementary symmetric functions may be either
positive or negative. It turns out that there is some regularity in the pattern of
these signs, as was shown in [1]:
Theorem 5.1. [1] Let
f(x) := (x− ρ)
n∏
i=2
(x − λi) = x
n + c1x
n−1 + c2x
n−2 + · · ·+ cn
be a real polynomial, where ρ is real and λ2, λ3, . . . , λn are complex numbers with
nonpositive real parts. Then for each k ∈ {1, 2, . . . , n−2}, ck ≤ 0 implies ck+2 ≤ 0.
In order to show that the bi are nonnegative under the hypotheses of Theorem
2.1, we will require some inequalities involving elementary symmetric functions of
complex variables. The required inequalities (which take a similar form to Newton’s
Inequalities) are given in [3].
Theorem 5.2. [3] Let X := (x1, x2, . . . , xn) be a list of self-conjugate variables
with nonnegative real parts. If k and l have different parity, 1 ≤ k < l ≤ n − 1,
then
ek(X )el(X ) ≥ ek−1(X )el+1(X ).
Since the real parts of the numbers ρ, λ2, λ3, . . . , λn do not all share the same
sign, Theorem 5.2 alone will not suffice.
Let X := (x1, x2, . . . , xn) be a list of self-conjugate complex numbers with non-
negative real parts and let r be real. Define
Q2k(r;X ) :=
e2k(X )− re2k−1(X )(
⌈n/2⌉
k
) : k = 0, 1, . . . , ⌈n/2⌉,(5.1)
Q2k+1(r;X ) :=
e2k+1(X )− re2k(X )(
⌊n/2⌋
k
) : k = 0, 1, . . . , ⌊n/2⌋
and observe that for even n (say n = 2m), if
(5.2) g(x) := x2m + e1(X )x
2m−1 + e2(X )x
2m−2 + · · ·+ e2m(X ),
then the polynomial
(x− r)g(x) = x2m+1 +Q1(r;X )x
2m
+
(
m
1
)
Q2(r;X )x
2m−1 +
(
m
1
)
Q3(r;X )x
2m−2 + · · ·
+
(
m
m
)
Q2m(r;X )x +
(
m
m
)
Q2m+1(r;X )(5.3)
has roots r,−x1,−x2, . . . ,−xn.
Lemma 5.3. Let X := (x1, x2, . . . , xn) be a self-conjugate list of complex numbers
with nonnegative real parts and let r ∈ R. If Q2s(r;X ) > 0, then Q2i(r;X ) > 0 :
i = 0, 1, . . . , s and
(5.4) Q2k(r;X )Q2l(r;X ) ≥ Q2k−2(r;X )Q2l+2(r;X ) : 1 ≤ k ≤ l ≤ s− 1.
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Similarly, if Q2t+1(r;X ) > 0, then Q2i+1(r;X ) > 0 : i = 0, 1, . . . , t and
(5.5) Q2k+1(r;X )Q2l+1(r;X ) ≥ Q2k−1(r;X )Q2l+3(r;X ) :
1 ≤ k ≤ l ≤ t− 1.
Proof. Let Q2s(r;X ) and Q2t+1(r;X ) be positive. First suppose n is even and
write n = 2m. Defining g as in (5.2), recall that the polynomial (5.3) has roots
r,−x1,−x2, . . . ,−xn, and therefore, by Theorem 5.1, Q2i(r;X ) > 0 for each i =
0, 1, . . . , s and Q2i+1(r;X ) > 0 for each i = 0, 1, . . . , t.
From this point onward, the proof is essentially the same as the proof of [3,
Theorem 2.3]. For this reason, we omit the details of the proof and instead refer
the reader to [3]. As in the cited proof, one can show that the polynomials
f0(w) := w
m −
(
m
1
)
Q2(r;X )w
m−1 + · · ·+ (−1)m
(
m
m
)
Q2m(r;X )
and
f1(w) := w
m −
(
m
1
)
Q3(r;X )
Q1(r;X )
wm−1 + · · ·+ (−1)m
(
m
m
)
Q2m+1(r;X )
Q1(r;X )
have real roots. Hence, we may apply Newton’s Inequalities to the coefficients of
f0 and f1, giving (5.4) and (5.5), respectively. 
We are now ready to prove the main result of this paper:
Proof of Theorem 2.1. Necessity was established in Observation 2.3, so now sup-
pose (2.1) and (2.2) hold. We will show that σ is the spectrum of a nonnegative
matrix A of the form (2.3).
Let
ci := ei(−λ2,−λ3, . . . ,−λn) : i ∈ Z
and let
g(x) :=
n∏
i=2
(x− λi) = x
n−1 + c1x
n−2 + c2x
n−3 + · · ·+ cn−1.
Since Re(λi) ≤ 0: i = 2, 3, . . . , n, it follows that ci ≥ 0 for all i. In addition,
since s1(∆) = s1(σ) = ρ− c1, we must have ρ = c1 + s1(∆), or, in other notation,
ρ = c1 + ǫ
(n)
1 .
Therefore, by Lemma 4.4, it sufices to show that the quantities b2, b3, . . . , bn
given in (4.9) are nonnegative. Firstly, we note that (4.10) can be rearranged to
give
Ki,j := η
(n−j+1)
i c1cj−i−1 +
(
ǫ
(n)
1 η
(n−j+1)
i−1 − η
(n−j+1)
i
)
cj−i.
If i > 0, then
η
(n−j+1)
i =
n−j+1∑
r=1
arη
(r)
i−1 ≤
n∑
r=1
arη
(n−j+1)
i−1 = ǫ
(n)
1 η
(n−j+1)
i−1 .
Hence
Ki,j ≥ 0 : i = 1, 2, . . . , j; j = 2, 3, . . . , n.
Note also that
K0,j = c1cj−1 − cj : j = 2, 3, . . . , n.
By Theorem 5.2, K0,j > 0 whenever j is odd. Hence bj > 0 for each odd index j.
DIAGONAL ELEMENTS IN THE NONNEGATIVE INVERSE EIGENVALUE PROBLEM 13
Let us now consider bj for even indices j. By (2.5), b2 ≥ 0. Now fix k ∈
{2, 3, . . . , ⌊n/2⌋}. We will show that b2k ≥ 0. If K0,2k ≥ 0, we are done, so from
now on, assume K0,2k < 0. Now consider the polynomial
q(x) := (x− c1)g(x) = x
n −K0,2x
n−2 −K0,3x
n−3 − · · · − K0,n.
By considering the even terms in q(x), we see that Theorem 5.1 implies K0,2j < 0 :
j = 1, 2, . . . k.
At this point, it is helpful to consider the quantities
W1 := K0,2kK1,2 −K0,2K1,2k,
W2 := K0,2kK2,2 −K0,2K2,2k.
We will show that W1,W2 ≥ 0.
Let us first examine W1. Note that the expression for K1,2 simplifies to
K1,2 = ǫ
(n)
1 c1.
In addition, notice that K1,2k may be written in the form
(5.6) K1,2k = ǫ
(n−2k+1)
1 c1c2k−2 + ǫ
′
1
(n−2k+1)
c2k−1.
Since c1c2k−2 ≥ c2k−1 by Theorem 5.2, it follows that
K1,2k ≥ ǫ
(n)
1 c2k−1.
Therefore
W1 ≥ ǫ
(n)
1 (K0,2kc1 −K0,2c2k−1)
= ǫ
(n)
1 (c2c2k−1 − c1c2k)
≥ 0,
where the final inequality is due to Theorem 5.2.
Next we examine W2. Similarly to (5.6), we note that
K1,2k−1 = ǫ
(n−2k+2)
1 c1c2k−3 + ǫ
′
1
(n−2k+2)
c2k−2.
Hence
K1,2k−1 + ǫ
′
1
(n−2k+2)
K0,2k−2 = ǫ
(n)
1 c1c2k−3 ≥ 0,
i.e.
(5.7) K1,2k−1 ≥ −ǫ
′
1
(n−2k+2)
K0,2k−2.
Letting m = 2 and j = 2k in (4.14), we see that
(5.8) K2,2k = ǫ
(n−2k+1)
1 K1,2k−1 − ǫ
(n−2k+2)
2 K0,2k−2
and combining (5.8) with (5.7) gives
(5.9) K2,2k ≥ −
(
ǫ
(n−2k+1)
1 ǫ
′
1
(n−2k+2)
+ ǫ
(n−2k+2)
2
)
K0,2k−2.
Next, we note that
ǫ
(n)
2 = ǫ
(n−2k+1)
2 + ǫ
′
2
(n−2k+1)
+ ǫ
(n−2k+1)
1 ǫ
′
1
(n−2k+1)
=
(
ǫ
(n−2k+2)
2 − an−2k+2ǫ
(n−2k+1)
1
)
+ ǫ′2
(n−2k+1)
+ǫ
(n−2k+1)
1
(
an−2k+2 + ǫ
′
1
(n−2k+2)
)
= ǫ
(n−2k+2)
2 + ǫ
′
2
(n−2k+1)
+ ǫ
(n−2k+1)
1 ǫ
′
1
(n−2k+2)
,
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that is to say,
ǫ
(n−2k+1)
1 ǫ
′
1
(n−2k+2)
+ ǫ
(n−2k+2)
2 = ǫ
(n)
2 − ǫ
′
2
(n−2k+1)
.
Hence (5.9) is equivalent to
K2,2k ≥ −
(
ǫ
(n)
2 − ǫ
′
2
(n−2k+1)
)
K0,2k−2.
We also observe that, since a1 ≥ a2 ≥ · · · ≥ an,(
n
2
)−1
ǫ
(n)
2 ≥
(
2k − 1
2
)−1
ǫ′2
(n−2k+1)
.
Therefore
ǫ′2
(n−2k+1)
≤
(
2k−1
2
)(
n
2
) ǫ(n)2 ≤
(
2k−1
2
)(
2k
2
) ǫ(n)2 =
(
1−
1
k
)
ǫ
(n)
2
and hence
(5.10) K2,2k ≥ −
1
k
ǫ
(n)
2 K0,2k−2.
Now note that
K2,2 = ǫ
(n)
1 ǫ
(n−1)
1 − η
(n−1)
2 =
n−1∑
r=1
arǫ
(n)
1 −
n−1∑
r=1
arǫ
(r)
1
=
n−1∑
r=1
arǫ
′
1
(r)
= ǫ
(n)
2 .(5.11)
By (5.10) and (5.11), it follows that
W2 ≥
(
K0,2k +
1
k
K0,2K0,2k−2
)
ǫ
(n)
2 ;
however, using the notation defined in (5.1), we have
−K0,2i =
(
⌊n/2⌋
i
)
Q2i(c1;−λ2,−λ3, . . . ,−λn) : i = 1, 2, . . . , ⌊n/2⌋
and hence, Lemma 5.3 implies
K0,2K0,2k−2
−K0,2k
≥
(
⌊n/2⌋
1
)(
⌊n/2⌋
k−1
)
(
⌊n/2⌋
k
) = k ⌊n/2⌋
⌊n/2⌋ − k + 1
> k.
Hence W2 ≥ 0, as claimed.
All that remains is to notice that
K0,2kb2 −K0,2 (K0,2k + K1,2k + K2,2k) = W1 +W2 ≥ 0
and hence
b2k ≥ K0,2k + K1,2k + K2,2k ≥
K0,2k
K0,2
b2 ≥ 0. 
If σ := (ρ, λ2, λ3, . . . , λn), where ρ ≥ 0 and Re(λi) ≤ 0: i = 2, 3, . . . , n, then we
can use Theorem 2.1 to calculate the maximum possible diagonal element and the
minimal possible diagonal element of a nonnegative matrix with spectrum σ:
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Corollary 5.4. Let σ := (ρ, λ2, λ3, . . . , λn) be realisable, where ρ ≥ 0 and Re(λi) ≤
0: i = 2, 3, . . . , n. Then σ is the spectrum of a nonnegative matrix with a diagonal
element a if and only if
(5.12) 0 ≤ a ≤ s1(σ)
and
(5.13)
(
a−
s1(σ)
n
)2
≤
(n− 1)(ns2(σ)− s1(σ)
2)
n2
.
Proof. Let us write
δ :=
√
(n− 1)(ns2(σ) − s1(σ)2).
We note that since σ is realisable, it must satisfy (1.2) and hence δ is real.
The necessity of (5.12) is obvious. To see that (5.13) is necessary, suppose σ is
the spectrum of a nonnegative matrix with diagonal elements (a1, a2, . . . , an) and
define
(5.14) ti := ai −
s1(σ)
n
: i = 1, 2, . . . , n.
In order to show that (5.13) is necessary, we need to show that
t2i ≤
δ2
n2
: i = 1, 2, . . . , n.
In fact, since the ai are labelled arbitrarily, it suffices to show that t
2
1 ≤ δ
2/n2.
Since
∑n
i=1 ai = s1(σ), it follows that
∑n
i=1 ti = 0. Hence, by the Cauchy-
Schwarz inequality,
(5.15)
n∑
i=1
t2i = t
2
1 +
n∑
i=2
t2i =
(
n∑
i=2
ti
)2
+
n∑
i=2
t2i ≥
n
n− 1
(
n∑
i=2
ti
)2
=
nt21
n− 1
.
Combining (5.15) with (2.6) then gives
nt21
n− 1
≤ s2(σ)−
s1(σ)
2
n
,
or, equivalently, t21 ≤ δ
2/n2, as required.
Now suppose (5.12) and (5.13) hold and consider the list ∆ = (a1, a2, . . . , an),
where
a1 = a,
ai =
s1(σ) − a
n− 1
: i = 2, 3, . . . , n.
Define ti as before.
By (5.12), ai ≥ 0 for all i = 1, 2, . . . , n and it is clear that s1(∆) = s1(σ).
Furthermore, we note that, since a2 = a3 = · · · = an, we must have equality in
(5.15). Combine this with the fact that (5.13) implies t21 ≤ δ
2/n2 and we see that
n∑
i=1
(
ai −
s1(σ)
n
)2
=
n∑
i=1
t2i =
nt21
n− 1
≤
δ2
n(n− 1)
= s2(σ)−
s1(σ)
2
n
,
which, as noted in Section 4, is equivalent to s2(∆) ≤ s2(σ). Therefore, by Theorem
2.1, σ is the spectrum of a nonnegative matrix with diagonal elements ∆. 
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Remark. If there is equality in the JLL condition (1.2), then it follows from Corol-
lary 5.4 that σ can only be realised by a matrix with constant diagonal.
We conclude this paper by giving an example which shows that (for the fixed
structure given in (2.3)) the ordering of the diagonal elements cannot be arbitrary.
Example 5.5. Let σ := (4, i,−i, i,−i) and ∆ := (2, 2, 0, 0, 0). We have s1(∆) =
s1(σ) = 4 and s2(∆) = 8 < 12 = s2(σ). Therefore, by Theorem 2.1, σ is the
spectrum of a nonnegative matrix of the form (2.3), with the diagonal elements
appearing in descending order. Computing the matrix entries b2, b3, b4, b5 from
(4.9) (or otherwise), we see that σ is realised by the matrix
A =


2 1 0 0 0
0 2 1 0 0
0 0 0 1 0
0 0 0 0 1
50 55 16 2 0

 .
On the other hand, if we wish the diagonal elements to appear in ascending
order, we are forced to choose
A =


0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 2 1
4 −1 8 2 2

 ,
which is not nonnegative. Hence the requirement that a1 ≥ a2 ≥ · · · ≥ an in
Theorem 2.1 cannot be omitted.
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