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ABSTRACT 
We construct a certain iterative scheme for solving large scale consistent systems 
of linear equations 
Ar=b, (*) 
where A is a complex m X n matrix of rank r, m >n, and where A is assumed 
reasonably well conditioned. The iterative method is obtained through a careful 
exploitation of an LU-decomposition of A, and, disregarding roundoff errors, it 
converges to a solution to (*), though not necessarily the minimal &-norm one, from 
any starting vector in r iterations. Moreover, once the LU-decomposition of A is 
complete, only about r3/2 arithmetic operations (multiplications and divisions) are 
needed to execute the r iterations. 
1. INTRODUCTION AND NOTATION 
Consider the problem of obtaining a solution to the possibly large scale 
consistent system of linear equations 
Ax= b, (1-l) 
where x is a complex n-vector, b is a complex m-vector with m dn, and 
A E C7?‘, the set of all complex m X n matrices of rank T. 
In the course of our discussion here we shall adopt the following 
notation. Cm,” denotes the set of all complex m X n matrices. For F E C”,“, 
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the symbols R(F), N(F), F*, F* and F + denote, respectively, the range, the 
null-space, the transpose, the conjugate transpose and the Moore-Penrose 
generalized inverse of F. For FE C”,“, the symbols F#, a(F) and p(F) 
denote, respectively, the group generalized inverse (when it exists), the 
spectrum and the spectral radius of F, and it will be convenient to adopt the 
following notation: 
y(F):=max{]h]:XEa(F)\{1}}. 
Evidently, y(F) = p(F) w h enever 1 @ a(F). Finally, for any positive integer k, 
Ik denotes the identity matrix of order k. For background material concem- 
ing general inverses of matrices see the book by Ben-Israel and Greville [l]. 
In [24] an iterative scheme for obtaining a solution to (1.1) is given, 
which we now proceed to describe. However, let us comment at once that 
the purpose of this paper is to suggest a possible efficient way for implement- 
ing this scheme. For the iterative scheme itself, we split A [in (l.l)] into 
A=M-Q (1.2) 
and form the scheme 
;ri= M+Qxi_l+ M’b, i=l,2,... . (1.3) 
If the splitting (1.2) is subproper, i.e. 
R(A)cR(M) and N(M)cN(A), (1.4 
then (it is shown in [24] that) the sequence of iterates {xi} generated by (1.3) 
converges to a solution to (l.l), from any x,,, if and only if the iteration 
matrix M ‘Q has the following properties: (1) P(M ‘Q) < 1, and if P(M ‘Q) = 1, 
then (2) y( M ‘Q) < 1 and (3) all the Jordan blocks of M ‘Q associated with the 
eigenvalue 1 are 1 x 1, or equivalently (I-M ‘Q)” exists (e.g. [l, Chp. 41). 
We mention that it is well known that for these (three) properties of M ‘Q to 
hold it is necessary and sufficient for the limit 
p% (M+Q)’ (1.5) 
to exist, a result originally due to Hensel [16] (see also Oldenburger [25]). We 
shall refer here to an iteration matrix for which the limit (1.5) exists as being 
convergent. (It is, perhaps, worth mentioning that the results in [24] do not 
specifically require that m > n.) 
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Clearly, any efficient implementation of (1.3) would have to take into 
account the following considerations: 
(1) The ease with which a subproper splitting (1.2) can be obtained from 
the matrix A in (1.1). Moreover, the iteration matrix M’Q induced by the 
splitting (1.2) must be convergent. 
(2) The numerical effort which is required for the computation of the 
quantities M ‘Q and M ‘b in (1.3). One might remark here that one reason for 
preferring an iterative approach to a direct one for obtaining a solution to 
(1.1) is that a matrix M can sometimes be found such that the computation of 
M-Q and M-b is easier than the computation of A -b, where A - and M - 
are some generalized inverses of A and M, respectively, which satisfy at least 
the relationships AA -A = A and MM -M = M. (See [2] and [22] for iterative 
methods involving generalized inverses which are not necessarily the 
Moore-Penrose inverses.) 
(3) The scheme (1.3) should have a good convergence rate. As a measure 
of the convergence rate, we shall adopt here the asymptotic convergence rate 
of the scheme (1.3), which is defined as the quantity R,( M’Q) given by 
R,(M’Q)= -Iny(M’Q), 
with the best possible asymptotic convergence rate occurring when 
R,(M+Q)=co. 
In [I41 a method is given for constructing a subproper splitting (1.2) for 
A E C,!!*n. This method extends an earlier method for the construction of a 
proper splitting (i.e. a splitting (1.2), first introduced in [4], for which 
equalities in (1.4) hold) d eveloped in [3]. However, a close inspection of the 
results in [14] reveals that the method suggested there can become cumber- 
some to implement from the computational point of view. 
In this paper we show that for consistent systems (l.l), possibly of large 
scale, the difficulties discussed above can be overcome by a careful exploita- 
tion of the LU-decomposition of A due to Peters and Wilkinson [26]. In fact, 
the implementation suggested here terminates after a finite number of 
iterations, and the third order term in the count of the number of arithmetic 
operations (a.o.)-multiplications and divisions-which are needed to com- 
pute a solution to (l.l), once the decomposition is complete, is r3/3. Thus 
the computational attractiveness of the algorithm presented here grows in 
accordance with a growth in the rank deficiency of the matrix A in (1.1). The 
iteration scheme and the aforementioned results are present in Sec. 3. 
In Sec. 2, certain properties which are pertinent to an LU-decomposition 
of A, when the system (1.1) is consistent, are discussed. The author has not 
seen the observations in Sec. 2, presented as they are, in the literature. Some 
closing remarks are given in Sec. 4. One of these remarks refers to some 
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further applications, not necessarily connected with the problem of solving 
linear systems, of the particular LU-decomposition [viz. (2.5)] of A E C”‘,” 
discussed here. 
2. THE LU DECOMPOSITION FOR CONSISTENT SYSTEMS 
Throughout this section and the next one we shall adopt the assumptions 
that A is reasonably well conditioned and that the complete pivotal strategy 
is used in the course of the LU-decomposition of A E Cl?‘*“. Armed with 
these assumptions, we shall suppose that the computation of the LU-decom- 
position, in which a decision on the rank of A is taken, is exact. In reality, of 
course, A may not be well conditioned, thus making the decomposition 
unsafe. We shall remark on this situation in Sec. 4. 
Let A E C,“‘,“. In [26] Peters and Wilkinson show that in r major steps A 
can be decomposed into the following form: 
1 0 
1 s,i 1 
1 3,s 
A=P, z,.i k.2 
1 r+l,l 1 r+l,Z 
1 r+2,1 1 r-+2,2 
X 
. . . . . . 
* . 
- . 
. . . L-1 1 
. . . 1 r+l,r 1 
. . . 1 r+2, r 0 
. . . I’ 0’ m,r 
Ul,r 
. . . 
%,I3 
u . . . r,r u 7.n 
0 . . . 0 
. . 
. . 0' 
0 
. . . 0 
1 
*. 
. . . 
0 
. . 0 
0 1 
P,:=P,LUP,, (2.1) 
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where L E C:“‘, U E Cm,“, and P, and Pz are permutation matrices of orders 
m and rr, respectively. Moreover, each nonzero entry in L has modulus less 
than or equal to unity, each uii; i = 1,. . . , r, is nonzero, and 
for i=i+l,..., n. As usual, to save storage space, one allows a process of 
overwriting to take place after each major step in the decomposition of A. 
(For a detailed account of this overwriting process we refer again to [26].) It 
is known that the process of the LU-decomposition of A requires 
2 
nm_!Lz++ 
2 2 3 
multiplication operations and 
division operations. 
r2 nn--_I 
2 2 
(2.4 
Assume now that m > n, let i denote the m X n matrix formed from the 
first n columns of L, and let fi be the n X n matrix formed from the first n 
rows of U. From the composition of L and U in (2.1) we further have that 
A = P,i%P2. (2.5) 
Notice that i is a matrix of full column rank and so l?L”= I,,. 
LEMMA 1. Suppose that the system (1.1) is consistent, where A E CT” 
with m >n. Then the vector 2 given by 
i = P,‘e ‘L’P,% (2.6) 
is the minimum 12-rwrm solution to the system (1.1). Thut is, in this case 
Z=A’b. 
Proof, By Ben-Israel and Greville [l], it is sufficient to show that the 
matrix 
y: =p,T~+~+pT 1 (2.7) 
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satisfies the relations 
A=AYA and (YA)*=YA. 
But that these relations hold for Y in (2.7) follows from (2.5) and from the 
properties enjoyed by the Moore-Penrose generalized inverse of a matrix. n 
REMARKS. 
(1) Although th e matrix Y of (2.7) also satisfies the relation YAY = Y, we 
do not necessarily have (AY)* =AY, so that in general Y#A ‘. 
(2) Besides (2.5) th ere are other decompositions of A which can be 
obtained from (2.1). For example, one possibility, which is studied in [26], is 
a full rank decomposition of A. This decomposition can, in turn be used to 
obtain A’b when the system (1.1) is not necessarily solvable. We shall not 
concern ourselves here with these other decompositions. 
We now consider the problem of computing the solution vector 2 in (2.6). 
This computation can be done in two stages: 
Stage I. Compute the minimal &-norm solution to the system 
iy=P;b. (2.8) 
That is, obtain the vector 
tj=i+PTb. (2.9) 
Stage ZZ. Compute the minimal Za-norm solution to the system 
&=tj, (2.10) 
and if i= fi ‘$, then i in (2.6) is given by ?= PzTZ. 
The following proposition and a subsequent observation show that the 
implementation of Stage I is simple. 
PROPOSITION 1. Under the conditions of Lemmu 1 on the system (l.l), 
the vector j (in (2.9)) can be obtained from the relationship 
( 1 q =L-‘P,%. 0 (2.11) 
Here 0 denotes the zero vector of order m - n. 
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Proof, LA fi’ : = i?Pz. Then (2.5) implies that 
_Gi~ =PTaj, (2.12) 
where iii and a, denote, respectively, the ith column vectors of fi’ and A, 
i=l ,.. .n. Applying L”’ to both sides of (2.12), one obtains 
~!=~+tp’a. i=l ,.*a, n. (2.13) t 8) 
Now since b E R(A), 
b= 5 cjai 
i=l 
for some scalars cr, . . . , c,; upon letting U: denote the ith column vector of 
UP,, i=l,..., n, we obtain from (2.13), (2.5) and (2.1) that 
= :lci( 5)= 2 ciu~=L-lP~~lciaj 
i=l 
= L-‘P,%. n (2.14) 
Equations (2.14), (2.13), (2.5) and (2.1) show that the last n--r entries of 
the vector itPTb and the last m-r entries of the vector L-‘PTb are all zero, 
respectively. Thus if we let tj’ and (PTb)’ denote the r-vectors formed from 
the first r entries of the vectors zj and PTb, respectively, then from the form 
of L in (2.1) and from Eq. (2.11) we see that tj’ is the (unique) solution to the 
following nonsingular system of linear equations: 
Lll y’ = (ply’, (2.15) 
where L,, denotes the principal submatrix of L obtained by deleting the last 
m - r rows and the last m - T columns of L. Since L,, is a lower triangular 
matrix of order r with unit diagonal entries only, the system (2.15) can be 
solved for 9’ by forward substitution, a process which requires 
r-1 ci=f-i . 
i-1 
(2.16) 
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a.o. (multiplications and divisions). Hence (2.16) is the number of a.o. which 
are needed to compute g and so implement Stage I. 
Before we consider the implementation of Stage II for the general case 
where A E C,?” with m > n and 0 G T <n, let us consider the implementation 
of Stage II in the special case where r = n, that is, when A E C:T~. In this 
case the (consistent) system (1.1) has a unique solution, and the decomposi- 
tion (2.5) is a full rank decomposition where 6 now is an upper triangular 
matrix. Then the system (2.10) can be solved by back substitution, a process 
which requires n(n + 1)/2 a.o. It is customary to compare algorithms for 
solving linear systems by focusing only on the third order terms in the count 
of the number of a.o. which are necessary to implement each algorithm. 
From the various figures already obtained in this section, i.e., from (2.3), (2.4) 
and (2.16), we see that about 
2(:-f) (2.17) 
a.o. are needed to obtain the unique solution to the consistent system (1.1) 
when A E CJ,“* “. This figure compares favorably with the number of a.o. 
which are required to solve the consistent fd column rank case of (1.1) by 
the methods of solution developed in [5], [6], [Q] and [27], or by applying the 
Cholskey factorization to solve the normal system of equation arising from 
(1.1). [It should be stressed, however, that while the five methods just 
mentioned can be used to determine A’b even when the system (1.1) is 
inconsistent, the figure given in (2.17) is only valid for consistent systems.] 
We now consider the problem of implementing Stage II when A E CJ”* n 
with 0 < r < n < m, where m can be assumed to be large [so that (1.1) forms a 
large scalp linear system]. Let V denote the matrix formed from the first r 
rows of U, and note that 
u+= ( 1 v += 0 ( v’ OL 
where the first and the second zero are the zero matrices in C”-‘y” and 
C”’ n-‘, respectively. It is not difficult to verify that solving (2.10) for Z= I? ‘g 
amounts to solving the (consistent) system 
vz= lj’ (2.19) 
for the minimum &-norm solution (where to remind ourselves, iJ denotes the 
vector formed from the first r entries of the vector $ which was computed in 
Stage I). Evidently, by (2.1) and (2.5), V is an r X n upper trapezoidal matrix 
of full row rank. 
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In an interesting paper [lo], Cline and Plemmons suggest three ap 
proaches for obtaining the minimum Is-norm solution to systems of the form 
of (2.19) (i.e. to systems where the coefficient matrix involved is a full row 
rank matrix), and a table [lo, Table l] is given there comparing the 
efficiency (mainly in terms of the third order terms in the count of the 
number of multiplications and divisions) of the methods which are developed 
therein with other known methods. The methods developed in [lo] may be 
described as direct ones. More recently Elfving [12] has studied the problem 
of solving a full row rank systems, such as (2.19), for the minimum Is-norm 
solution through block partitioning of the matrix W* (which, in turn, is 
obtained by partitioning V into rows or groups of rows). The group Jacobi 
and/or the group S.O.R. iterative methods (see [28, Chapter 141) are then 
used to obtain the aforementioned solution. 
The iterative approach to the problem of obtaining a solution to (l.l), 
which is the subject of the nex_t section, uses the vector g computed in Stage 
I and it utilizes the matrix U produced through the decomposition (2.1). 
However, our approach avoids the implementation of Stage II by the 
methods developed [lo] or [12]. In so doing, our algorithm loses the property 
that it necessarily converges to the minimum &-norm solution to (1.1) given 
by (2.6). Using recent results of Meyers and Plemmons (see [23]), we are 
able, though, to determine the precise solution to (1.1) to which OUT 
algorithm converges from each starting vector x,,. 
3. THE ITERATIVE ALGORITHM 
Let A E CrTn with m > n, and suppose that the system (1.1) is consistent. 
By (2.5) the system (1.1) can be written as 
P,%P2r = b. (3.1) 
As in Stages I and II, it will be convenient to solve the system 
(3.2) 
for some i, and then a solution to (3.1) is given by 
3i= Pz’; (3.3) 
Note that the consistency of the system (3.1) implies the consistency of the 
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system (3.2). Let D E C”*” be the diagonal matrix given by 
D=diag(u,‘,..., uG’,l,..., l), 
where u rl, . . . , u,,, are the first T nonzero diagonal entries of fi in (2.5). Then 
from (3.2) we have that 
A^=P,LD-‘U,, (3.4) 
where V, : = Dt? is an upper triangular matrix with its first r diagonal entries 
equal to unity and with its last 12 - T diagonal entries equal to zero. Moreover, 
by (2.2) it follows that the modulus of every entry in U, above the main 
diagonal is less than or equal to unity. From the structure of t? it follows that 
to form U, requires (at most) 
(3.5) 
a.o. (We stress again that by arithmetic operations we refer only to muhi- 
plications and divisions.) 
We are now ready to construct our iterative scheme. Let 
M:=P,iD-? (3.6) 
,. 
Then, by (3.4), A = MU,, so that R(A) CR(M). Furthermore, since z is of full 
column rank and since PI and D - ’ are nonsingular matrices of orders m and 
71, respectively, it fovows that M is an m X n matrix of full column rank, and 
so N(M)= (0) ciV(A). Thus, letting 
Q=M-/i (3.7) 
we see that the splitting 
A=M-Q 
is a subproper splitting for A E C,?“. We now consider the iterative scheme 
xi=M+Qx_,+M+b, i=1,2 )... . (3.3) 
Since M’ = DL”+PT, it follows that 
M+b= Dtj, 
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where J is the vector given in (2.9). Recall from Sec. 2 that g has its last n - r 
entries equal to zero and hence the formation of the vector M ‘b= Dg 
requires only 
r (3.9) 
a.o. in addition to the number of a.o., given by (2.16), which are required to 
compute rj. Notice that the vector M ‘b itself has its last n - T entries equal to 
zero. 
Next, we consider the iteration matrix M’Q of (3.8). By (3.4), (3.6) and 
(3.7) we have that 
M+Q=DE+P,T(P,LD-‘-P,iD-‘U,)=Z,-U,, (3.10) 
But then, since U, is an upper triangular matrix with its first T diagonal 
entries equal to unity and with its remaining diagonal entries equal to zero, it 
follows from (3.10) that M ‘Q has the following form: 
M+Q= :, I”_ I 1 , n r (3.11) 
where J is an T x T strictly upper triangular matrix and 0 is the zero matrix in 
CT”-‘*‘. The following proposition is obvious and the proof is omitted. 
PROPOSITION 2. The iteration matrix M’Q (for the iterative process 
(3.8)) given by (3.11) has the following properties: 
(i) y(M’Q)=O, and hence R,(M’Q)= co. 
(ii) For any integer 1 > 0, 
(M+Q)‘+‘=(M+Q)‘. 
Whence M’Q is convergent. 
Proposition 2, Theorem 1 in [24] and the error analysis for an iterative 
process of the form of (1.3) given by Eq. (2.5) in [24] show that the iteration 
scheme (3.8), with the iteration matrix (3.11), converges to a solution to the 
consistent system (3.2) from any starting vector after r iterations. From the 
results of Meyer and Plemmons in [23], we conclude that the particular 
solution to (3.2) to which the scheme (3.8) will converge from an arbitrary, 
but fixed, starting vector x0 is given by 
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where M ‘b = Dtj as described previously. Thus, by (3.3), the solution to (1.1) 
which our algorithm will produce from an arbitrary, but fixed, starting vector 
x0 is given by 
2(x0) = P$(x(J. (3.12) 
Before proceeding, we note that the particular exploitation of the LU-de- 
composition of A suggested here yields a satisfactory answer to the three 
problems raised in Sec. 1. Firstly, we have shown how a subproper splitting 
of A can be obtained without recourse to the method suggested in [14]. 
Moreover, this splitting induces a convergent iteration matrix. Secondly, the 
explicit computation of M ‘Q and M’b were not necessary. Thirdly, the 
resulting iterative process has been shown to possess the best possible 
asymptotic convergence rate. 
Let us now consider the number of a.o. which are needed to compute 
one solution i(x,J to (3.2) by the iterative scheme (3.8) with the iteration 
matrix (3.11). Recall that the vector M’b has only zeros in its last n-r 
entries, and denote by ,$ the vector formed from the first r entries of M’b. 
Also, let Z@ and #) denote the vectors formed from the first r and the last 
n - r entries, respectively, of the initial vector x,,, and let x(l) and xi2) denote 
the vectors formed from the first r and the last n - T entkies, respectively, 
vector X, = .?(~a) generated from ~a by (3.8). Then from the form of M ‘Q in 
(3.11) we easily see that 
r-1 
i( x()0) =
xp 
( )I = Jr@+ x Ji(K4j2’+5) xi2’ i=O Lx&“’ i 
r-l 
= 2 J’(Kx52’+5‘) 
i=O 
L 
XL"' I 
(since J is a strictly upper triangular matrix of order T). Thus to compute 2(x,,) 
it is sufficient to compute the vector 
r-1 
xp= x JyKx&2’+q. 
i=O 
This computation can be achieved as follows. Let 
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and for i=2 , . . . , r compute 
&=1&-i+&. 
Then x(l) = &, and we see that the computation of x,!‘) requires r(n - r) a.o. to 
compuie [i, and r(r - 1)‘/2 a.o. to compute Es,. . . ,& using the fact that J is 
strictly upper triangular of order r. Hence the number of a.o. which are 
required to compute i(xa) [and hence, by (3.3), a solution to (l.l)] by the 
iterative scheme (3.8), once M’b = Dg has been determined through Stage I 
and the formation of the vector DJ, is just 
r3 
-ii- 
+r(n-2r)+i. (3.13) 
REMARK. Note that each entry in J is bounded in modules by 1, since it 
is an entry of - U,. This and the method we have chosen to compute x!‘) 
show that we may expect to compute x,? to a reasonable degree of accuracy, 
especially if r is not too large. 
It is of some interest to compare the third order term in (3.13) with the 
figures in Table 1 in [lo]. Recall f rom Sec. 2 that these figures give us the 
third order terms in the count of the number of a.o. which are needed to 
implement Stage II, by the various approaches discussed in [lo], and so to 
obtain the particular solution of minimum Is-norm to (1.1). [This comparison 
is done with full knowledge that, unless x0 =0 and Vi” ( = (I- M’Q)#) = Vi+, 
the algorithm developed here will not usually converge to the minimum 
Is-norm solution to (l.l).] Of the seven entries in that table, all of which are 
functions of r and n and not of r alone, all are larger than the third order 
term in (3.13) with the exception of the seventh entry (which corresponds to 
the third approach developed in [lo], which in turn is smaller than the third 
order term in (3.13)) when 
r> Gn, 
that is, when the system (1.1) is almost of full column rank. 
The third order term in the count of the total number of a.o. which are 
needed to compute a solution to a consistent system (l.l), where A E C,W” 
with m > n, can now be obtained from (2.3) and (3.13) only, since (2.4), 
(2.16), (3.5) and (3.9) do not involve third order terms. The figure which we 
obtain is 
nr mr 5 
nm----+-2 
2 2 6 
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Thus, if all that is needed is a solution to (l.l), then provided the assump- 
tions made at the beginning of Sec. 2 hold, the above figure compares very 
favorably with the figures given by Chan [8, Table 4.11 for the efficient 
computation of the singular value decomposition (SVD) for the purpose of 
solving least squares problems. 
4. CLOSING REMARKS 
(1) Let us assume now that m > n and that A in (1.1) is sufficiently ill 
conditioned to make the decomposition (2.1) unsafe, but that A is (still) 
sufficiently well conditioned to allow the more numerically stable House- 
holder transformation to be used to decompose A into 
A = HRP,, (4.1) 
where H is an mth order unitary matrjx, R E CrYn is a matrix whose 
structure is exactly the same as that of U in (2.1), and P3 is an nth order 
permutation matrix (see [15] and [26]). By letting l? denote the matrix 
formed from the first n columns of Hand R denote the matrix formed from 
the first n rows of R, we further have 
A = iil?‘p,. (4.2) 
It is easily seen that an algorithm for solving (l.l), analogous to the algorithm 
developed in this paper, can be constructed from the decomposition (4.2). 
This algorithm will also require about r3/2 a.o. (divisions and multiplication) 
to find a solution to (1.1) once the decomposition (4.1) has been computed. 
However, as pointed out in [26, Sec. 61, to compute the decomposition (4.1) 
requires about twice the number of a.o. which are needed to compute the 
decomposition (2.1), a figure which may make the use of such an algorithm 
prohibitive for a large scale problem. Nevertheless it should be pointed out 
that because I?’ = H*, an algorithm based on the factorization (4.2) can be 
used to obtain least squares solutions to the system (1.1) when it is not 
consistent. 
(2) If, however, A is very ill conditioned, then whether or not A is of 
large scale, the SVD algorithm or some variant of this algorithm, e.g. [8], may 
have to be used to compute a reasonably accurate solution to (1.1). 
(3) We have not attempted here to discuss the fill in L and U which 
might occur in the course of an LU-decomposition of a matrix A E C,?“. 
Such a discussion can be found in Duff and Reid [ll] (and in George [ 131, for 
the nonsingular case of A in (1.1)). Based on experimental evidence, Duff 
and Reid strongly recommend the use of the LU-decomposition (due to 
Peters and Wilkinson) as a means for solving (l.l), given that such algorithms 
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as the Markovitz one for preserving sparsity in the course of the decomposi- 
tion are at the users’ disposal. 
(4) It is envisaged that the methods developed in this paper will be of 
use in the solution of large scale nonsingular linear systems of the form 
(4.3) 
where B is a matrix of full column rank, and C is a singular matrix of 
considerable rank deficiency. Systems of the form (4.3) arise in finite 
differences and finite element models of partial differential equations; see 
Kron [21] and Bykat [7]. Here considerable computational advantage could 
be gained if (4.3) could be solved via a reduction to the coupled system of 
equations 
cx= -By+c, 
B=X=d. 
(5) A-close examin_ation of the factorization (2.5) shows that upon setting 
L’:=P,L and U’:= UP,, the factorization (2.5), which now has the form 
A=L’U’, 
defines, in the language of Joshi [17], a covariant splitting for A. As shown in 
[17], this factorization can be used to study the spectral properties of A and 
A k, k > 0, when these concepts (i.e. the spectrum and the power) are defined 
in an appropriate way for rectangular matrices (see also Joshi [18, 191). 
The author is grateful to Dr. Bykat of North London Polytechnic for many 
helpful discussions. Furthermore, the author is indebted to Professor Robert _T. 
Plemmons, of the University of Tennessee at Knoxville, for his numerous 
suggestions leading to an improvement both in content and form of the 
original version of this paper. 
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