We i n troduce an output least-squares method for impedance tomography problems that have regions of high conductivity surrounded by regions of lower conductivity. The high conductivity is modeled on network approximation results from an asymptotic analysis and its recovery is based on this model. The smoothly varying part of the conductivity is recovered by a linearization process as is usual. We present the results of several numerical experiments that illustrate the performance of the method.
Introduction
Let be a bounded two-dimensional region with conductivity x; y and resistance or impedance x; y = 1 x;y . The recovery of from measurements of the potential at the boundary @ is the impedance tomography problem. The potential is the solution of the boundary value problem r r = 0 in 1.1 @ @n = I on @ ; where the imposed surface current density I satis es R @ IdS= 0 and the potential is unique up to a constant. When the conductivity is su ciently smooth and the full Neumann to Dirichlet map is known, that is, measurements of are given on @ for all possible current source distributions I, then it is known that the conductivity can be recovered in principle 29, 43, 44 . An extensive review of the uniqueness and stability of the impedance tomography problem is given in 24 . There is also an extensive literature on recovery algorithms, based mostly on linear output least-squares methods, that work well for low contrast or linearized conductivity problems 1, 7, 17, 25, 3 7 , 40, 42, 4 6 . Electromagnetic impedance tomography, in which in 1.1 is complex valued, is also of interest in geophysical applications 3, 4 but there is relatively little theoretical development for it at present. In this paper we consider the impedance tomography problem with static d.c. boundary excitation and real valued conductivity. A possible con guration of current sources and points where the potential is measured, on part of the boundary of a square region, is shown in Fig. 1.1 . We consider the recovery of the conductivity from boundary measurements when there are regions of high contrast so that linearization methods the Born approximation do not work. The analysis of current o w in regions with high conductivity, the direct problem, has been carried out in 30, 1 3 . This analysis motivates our approach to the high contrast inverse problem: we model the unknown conductivity in a special way, suggested by the analysis of the direct problem, and then estimate the parameters of the model conductivity b y an output least-squares process.
In the next section we give a brief review of the analysis of high contrast conductivity problems. In section 3 we describe the inversion algorithm that we use for estimating high contrast conductivities and in section 4 we present results from numerical computations based on this algorithm. In section 5 we explain brie y why the approach w e follow w orks. In section 6 we provide a short summary and conclusions.
2 The High Contrast Model

Description of the Model
There are many w ays in which high contrast conductivity m a y arise in practice. We can have, for example, a uniform background conductivity with highly conducting or insulating inclusions. Since in most potential applications we do not know the shape of the inclusions, it is convenient to assume that the high contrast of the conductivity arises in a general way from a continuum model of the form x = 0 e ,Sx= :
2.1
Here 0 is a constant reference conductivity, Sx is a smooth function and is a small parameter. Variations of the function Sx, the scaled logarithm of the conductivity, are ampli ed by the parameter , producing the high contrast of the conductivity. Media with discontinuous conductivities, like ones with inclusions of nite size, can then be viewed as particular cases of the generic model 2.1.
Review of the Asymptotic Theory
In this section we review some of the results obtained in 30, 13 for transport in media with high contrast conductivity given by 2.1. Even though the analysis is done in the context of homogenization 8, 2 6 the conclusions are equally valid for more general circumstances.
We consider the ow problem r r = 0 2.2 in a periodic unit cell , where is the electric potential and x is the conductivity. The ow i s driven by the condition r = e; 2.3 where stands for the normalized average over and e is a unit vector. The mean potential gradient can be speci ed, for example, by prescribing two di erent constant potentials at opposite sides of the domain.
By using Ohm's law j = r , where j is the electric current, we can also consider the dual problem r j = 0 r j = 0 2.4 j = e; where x = x ,1 is the resistance. It is shown in 30, 13 that when the conductivity has logarithmic high contrast in the form 2.1 there is strong channeling of the ow at the saddle points of . Moreover, by using the variational formulation of the e ective conductivity and resistance 13 it is shown that, in the asymptotic limit of high contrast, the leading order term in the e ective parameters and is obtained by considering the ow only in the neighborhoods of the saddle points of .
To explain this ow behavior in the vicinity of the saddles, let us assume that the conductivity has a single saddle point x S 2 , which is oriented in the driving direction, say e = e 1 = 1 ; 0. In a small neighborhood of x S , the conductivity has the form x x S exp kx , x S 2 2 , py , y S 2 2 ; 2.6 where k and p are the curvatures of S at the saddle point. In general, the saddle point can be oriented in any direction but equation 2.6 still holds if, at x S , w e i n troduce a local system of coordinates x; y such that the x direction coincides with the direction of the saddle. We take a s the small region around x S the square j x , x S j ; j y , y S j where the parameter ! 0 i n such a w ay that ! 1 as ! 0. 2.8 correct up to an additive constant which is set to zero here. The analytical basis for 2.8 is matched asymptotic expansions. The local analysis gives the leading term 2.8 of the inner expansion valid near the saddle point. The outer expansion deals with the di use ow in the rest of the domain.
The potential x therefore has the character of an inner layer in the direction of the saddle, the x direction in this case. We see from these expressions that when the contrast of is high is small both the current and the potential gradient are narrow Gaussians centered at x S , which means that there is strong ow channeling around the saddle point of the conductivity. The results 2.9 and 2.10 imply that the overall, or e ective, conductivity and resistance 2. Thus, the ow through a medium with high contrast conductivity can be approximated by the ow through a resistor having resistance , given by 2.11. In more general situations, where there are more saddle points of in the region that are oriented in di erent directions, the ow still concentrates at the saddles but it follows a more complicated pattern, which i s a n e t work of channels. Locally, around each saddle point of the conductivity, the ow is approximated by the current through resistors given by 2.11. These resistors are connected in a network that is identi ed as follows: the nodes of the network are the maxima of x and the branches are paths connecting two adjacent maxima over a saddle point. A detailed analysis is given in 13 .
Inversion Algorithm
The asymptotic network theory described in x2 suggests that if we h a ve o w c hanneling in the medium that we are trying to image, there is signi cant information in the data about the resistor network that describes the ow in the high contrast regions of the conductivity. T h us, in the rst step of the inversion algorithm, we should attempt to identify the resistor network channels of ow. The ow through this network is also the leading order term of the ow in the high contrast regions of . W e can then use the conductivity estimate from the rst stage of the inversion algorithm as a starting point for the second stage, in which w e try to recover other features that were not captured by the network. In this step of the inversion we can linearize about the conductivity of the resistor network. Linearization works well at this stage because the main part of the ow through the high contrast regions of is already estimated, and small changes of the conductivity about it produce only small changes in the potential gradients.
Identi cation of the Asymptotic Resistor Network
In order to identify the resistor network that describes the ow through the high contrast regions, we model the unknown conductivity by where the index of summation k runs through the data points on the boundary and i labels the pair of electrodes at which the current is injected into the domain. The potential measured on the boundary is i k , while i k is the potential on the boundary calculated by solving the partial di erential equation 1.1 with the current best estimate of a conductivity of the form 3.1. This is an output least-squares estimation method, parametrized with high contrast conductivities of the form 3.1.
Introducing a model of the form 3.1 for the conductivity is a form of regularization 45, 3 4 , 35, 3 2 for the output least squares problem 3.2. It is particularly well suited to high contrast problems, as we know from the analysis of the direct problem summarized in section 2.2.
To describe the minimization algorithm that we use, we assume for simplicity that we h a ve only one high contrast module m = 1 in 3.1. When the vector of parameters s 2 I R p changes by s, the mean-square error 3.2 changes by
3.3
where we use the fact that, when the change in s is small, we h a ve However, since small changes in the components of s lead to an updated potential of the form 3.4, we need not solve 3.12 for each iteration but only once every p iterations.
In the Gauss-Newton method used here we approximate the Hessian of the mean square error 3.1 by the rst derivatives of the estimated potential 3.4. We omit the second derivatives which are di cult to calculate. The success of the method depends on the negligibility of second derivatives 18, 2 0 , 2 1 and to insure that they are negligible, we scale the update in the parameters 3.10 by a factor c 0. The algorithm then called damped Gauss-Newton methods 18, 2 1 i s globally convergent for many nonlinear least-squares problems, including large residual problems 18, 21 . In our computations we c hoose the scaling parameter c so that the change in s j is smaller than 15.
Identi cation of Features of the Conductivity that are Neglected by the Asymptotic Theory
The resistor network identi ed by the algorithm described in x3:1 is in general only a rough estimate of the conductivity x. In order to improve its resolution we m ust also identify low contrast features of x that are not captured by the asymptotic resistor network theory. This is done by linearizing about the network conductivity estimated by the algorithm described in the previous section. In this section we de ne the linearized problem and explain why i t w orks at this stage of the inversion algorithm. For a reference medium with conductivity r x of form 3.1, we h a ve r r xr r x = 0 in 3.14 r @ r @n = I on @ ;
where r x is the reference potential. Suppose that x = r x + x; where j x j j r x j : 
Numerical Results
The PLTMG Solver
We review a few facts about the software package PLTMG 5 that we use for solving the elliptic problems 3.12 and 3.13 during the iterative process described in x3. PLTMG is an elliptic partial di erential equation solver in two dimensions. It uses an adaptive m ultigrid approach and a nite element discretization based on continuous piecewise linear triangular elements.
We extensively tested the performance of PLTMG for problems of form 3.12 with high contrast conductivity i n 1 4 . We found that for contrasts no higher than O10 2 , the numerical solution given by P L TMG is accurate, within a few percent. When the contrast is higher, the solution produced by P L TMG can be quite inaccurate in the vicinity of the saddle points of where strong ow c hanneling occurs, but overall remains satisfactory away from the channels. Since in our computations we use only the boundary values of the potential and we assume that all the channels are in the interior of , we m a y use PLTMG for computing the potential x; s and the sensitivity coe cients @ @s i x; s, i = 1 ; : : : p , on the boundary.
One Channel Model
In this section we present n umerical results obtained with the inversion algorithm described in x3 for conductivities that have only one saddle point in the domain. An example of such a conductivity is x = b + x; sfx; s; 4.1 where b is a uniform background f is a high contrast module that has a saddle point surrounded by t wo maxima and two minima and is a cuto function that localizes f. We model the The data that we use in the numerical experiments are generated numerically with a synthetic model of the form 4.1 and PLTMG. An example of a conductivity used to generate data is shown in Fig. 4.1 . In a uniform background, b = 2 , w e h a ve e m bedded a high contrast module max = min = 369 that has a saddle at x s ; y s = 0 :3; 0:4 which is oriented at an angle =4 from the axes.
As a starting point in the iterative process of reconstructing the model shown in Fig. 4 .1, we consider the conductivity shown in Fig. 4 In the reconstruction process, the data consists of the value of the potential at points placed a distance h = 1 =32 apart along the sides x = 0 and x = 1 and the surface boundary y = 1.
Current is injected with two di erent pairs of electrodes located at 0,0.5, 1,0.5 and 0,0.3, 0.5,1, respectively. The evolution of the mean-square data error during the iteration process is shown in Fig. 4 .4. The algorithm reduces this error monotonically. H o wever, it does not guarantee reduction of the error in the conductivity and as shown in Fig. 4 .5. At some stage of the iteration process the error in the model actually increases. This behavior is due to the strong nonlinearity of the problem and is more subdued in experiments with contrast of order ten. After 250 iterations, the relative error in the conductivity i n t h e L 2 norm is reduced by t wo orders of magnitude. The nal relative error in the model in the L 1 norm see Fig. 4 .6 is only a few percent so the model conductivity is recovered quite well.
During the reconstruction process, some of the components of the vector of parameters s describing the model conductivity are recovered more quickly than others. For example, the position of the saddle point is expected to be easily recovered in experiments with high contrast. For low contrasts, ow c hanneling is weak so the position of the saddle is harder to recover. In Fig. 4.7 and 4.8, we show the evolution of the relative error in three parameters , b , and x s obtained from two n umerical experiments that assume contrasts 10 4 and 14, respectively. As expected, when the contrast is high, the position of the saddle and the uniform background are recovered more quickly than the parameter that controls the contrast. However, when the contrast is lowered to 14 the position of the saddle is the last parameter to be recovered. The numerical experiment for reconstructing the model conductivity shown in Fig. 4 .1 was repeated with data to which 5 noise has been added. The noise is simulated with independent, identically distributed Gaussian random variables. The starting point in the iteration is as before see Fig. 4 .10, tells us that, even with very noisy data, the algorithm recovers very well the background conductivity, the position and orientation of the channel and the support of the high contrast region. The error is high 30 only around the maxima of the conductivity where the potential gradient is nearly zero and so the inverse problem is ill-posed in this region. The quality of the results improves when the noise level is reduced. For example, with 1 noise the relative model error is smaller than 10.
Since data are given only at a discrete numb e r o f p o i n ts on the boundary, the resolution of the estimates is limited. To illustrate this point. we present the results of a numerical experiment with model conductivity in a tight, high contrast con guration. If the domain is discretized with a uniform mesh corresponding to the number of data points on the boundary, the distance between the two maxima of the high contrast conductivity is just six grid spacings. The contrast is 300 and the iteration starts, as before, with an initial guess that is far from the model parameters. The relative error in the conductivity at the end of the iteration process is shown in Fig. 4.11 . Thus, the algorithm is successful in recovering the uniform background, the position and orientation of the channel, and the support of the high contrast region, but it does not give a v ery accurate conductivity around the position of the maxima.
Nonuniform Background
The numerical experiments presented so far show that the inversion algorithm described in x3:1 is successful in imaging the conductivity when the model belongs to the same class of functions 4.1 within which w e are searching. We n o w consider a more realistic experiment in which w e try to recover the model conductivity shown in Fig. 4 .12, which consists of a high contrast module embedded in a variable background see Fig. 4 .13. The local variation in magnitude of the conductivity around the high contrast region is about 100, but only about 7 elsewhere in the domain. The data at the boundary are given at 32 uniformly distributed points along each side of the boundary and are generated numerically with the model conductivity shown in Fig. 4.12 . In the rst step of the inversion process, we l o o k ed for a conductivity of the form 4.1 that ts the data best. In the computations we consider data generated with only two pairs of electrodes at 0:; 0:5; 1:; 0:5 and 0:5; 0:; 0:5; 1: respectively. The result is shown in Fig. 4 .14 and the error in the conductivity i s s h o wn in Fig. 4.15 and 4.16 . Thus, the inversion algorithm recovered the position and orientation of the channel as well as the support of the high contrast region. The error is large around the two peaks of the conductivity and for the background in which w e e m bedded the high contrast module. We m a y view the results of this rst step as a low resolution image of the conductivity, that gives only features that control the leading order term of the ow. Other details, like the variable background conductivity, are completely ignored.
In the second step of the inversion process, we improve the quality of the image by linearizing about the conductivity given in the rst step. In the numerical computations, we use the same data points as before and many more pairs of electrodes for current injection. It is natural that in the rst step of the inversion it is su cient to consider data from only a few two current sourcesink pairs while in the next step the linearization process we need data from many more current Figure 4 .14: Conductivity after the rst step of inversion source-sink pairs. This simpli cation follows because the rst inversion step looks only for the single channel of strong ow and, therefore, has only a few paramters to determine, while ignoring all other details of the conductivity. Thus, in order to get the single resistor in the asymptotic network, along with its position and orientation, we only need two current source-sink pairs into the domain, chosen so that ow will cross it.
The relative error of the nal conductivity Fig. 4 .17 shows clearly that the quality of the image has improved in the background, by almost 150. It remains constant around the peaks in the high contrast region of . The parameters identi ed in the rst step of the inversion do not deteriorate during the linearization step.
Multiple Channels
All the numerical examples presented so far have a single channel of ow concentration in the medium. In general, there can be an arbitrary number of unknown channels. Identi cation of the resistor network in these cases can be done with the algorithm described in advance x3:1, where the model conductivity will have many high contrast modules. Another approach is to identify a single channel at a time. We use this approach in imaging the conductivity of media with two and The amount of data needed for inversion is larger than for media with a single channel of ow concentration, where data from two source-sink pairs are su cient. For instance, in a numerical experiment with two c hannels we can recover the resistor network with six source-sink pairs. The error in the boundary data is shown with the dotted line in Fig. 4.18 . The full line represents the error in an experiment with the same conductivity minus the interior channel and the same amount of data. We see that the error for the experiment with a single channel drops to 10 ,5 , while the error in the experiment with two c hannels has a more complex behavior. Initially, it decreases but then it stabilizes to a plateau at about 10 ,1 . This indicates that the algorithm has found the rst channel and it cannot make a n y further reduction to the error unless a second high contrast module is introduced. The insertion of the second module is identi ed by the slight peak observed in the error around iteration 25. After this introduction, the error drops rapidly and then stabilizes at about 10 ,3 , which indicates that the second channel has been identi ed. The error is worse than for the one channel experiment but it can be reduced by using more data.
The numerical experiments of this section show that when the medium consists of well separated channels of ow concentration, they can be identi ed one by one in a manner very similar to the method of matching pursuit 36 . However, when the channels are close together the algorithm breaks down because it tries to t a high contrast module in between the channels. Such cases require special attention and will be considered in future research.
Physical Interpretation of Single Channel Inversion
In this section we explain why the inversion method of x3 is successful in nding the channels of ow inside the medium. We do this by identifying features in the boundary data that have c hannel information. We assume that the medium has a single channel and a conductivity that belongs to the class described by 4.1. The channel is oriented in the vertical direction and is located at 0:7; 0:6 see Fig. 5 .1. The asymptotic theory see x2:2 shows that the ow is concentrated around the channel and is di use elsewhere in the ow regime. Thus, when the boundary excitation is such that ow m ust pass through the channel, the potential gradient near it is a Gaussian centered at the saddle point and oriented in the vertical direction. The ow concentration in the interior of the medium is visible at those parts of the boundary that are relatively close to the channel.
For a current source located at 0:5; 0: and a sink at 0:5; 1:, we plot in Fig. 5 .2 the vertical potential gradient at the left and right boundaries of . At the right boundary, which is closer to the saddle point, there is a maximum of the vertical potential gradient r e 2 a t y = 0 :6. However, at the left boundary, which is farther away from the channel, ow concentration is not visible. When we drive the ow along the horizontal direction source and sink are located at 0:; 0:5 and 1:; 0:5, respectively, the channel rejects the ow. Thus, the horizontal potential gradient has a minimum near the saddle point, which can be seen at the top boundary around x = 0 :7 see In general, the conductivity of the unknown medium has a complicated structure and nding its main features in the interior of by inspection of the boundary data would be nearly impossible. Regions of weak ow concentration could give misleading information and channels can be hidden from the boundary. Consequently, the heuristic method for identifying channels in the medium described in this section is, in general, ine cient and inaccurate for complex situations. The simple examples presented here give, howeve r , a p h ysical explanation for the success of the inversion algorithm of x4 in localizing the channels in the medium.
Summary
We h a ve i n troduced an inversion algorithm for tomographic imaging of media with large variations in the conductivity. The algorithm is based on the results of an asymptotic analysis of the forward problem in media with high contrast. This analysis shows that when the contrast of the conductivity is high, the ow can be roughly approximated by that of a resistor network. The network accounts for the main part of the ow and neglects the residual low contrast features of the conductivity. We i n troduce a new parametrization of the conductivity based on the resistor network theory and use an output least-squares approach for identifying the network. We h a ve shown that this parametrization acts as a regularization for the inverse problem. The conductivity estimated in this rst stage of the algorithm is used as a reference conductivity in a second stage, where we identify low contrast features that are not captured by the network.
We h a ve assessed the performance of the algorithm with several numerical experiments and have shown that it is stable and successful in imaging high contrast conductivities in many situations. At present, the inversion algorithm uses high contrast modules that are somewhat rigid see 4.1-4.5 , in the sense that they require the peaks of the conductivity surrounding the channel to have the same height. We are currently exploring less rigid models in order to eliminate this de ciency. Media with multiple channels of ow need to be explored further.
