The brain contains multiple yet distinct systems involved in reward prediction. To understand the nature of these processes, we recorded single-unit activity from the lateral prefrontal cortex (LPFC) and the striatum in monkeys performing a reward inference task using an asymmetric reward schedule. We found that neurons both in the LPFC and in the striatum predicted reward values for stimuli that had been previously well experienced with set reward quantities in the asymmetric reward task. Importantly, these LPFC neurons could predict the reward value of a stimulus using transitive inference even when the monkeys had not yet learned the stimulus-reward association directly; whereas these striatal neurons did not show such an ability. Nevertheless, because there were two set amounts of reward (large and small), the selected striatal neurons were able to exclusively infer the reward value (e.g., large) of one novel stimulus from a pair after directly experiencing the alternative stimulus with the other reward value (e.g., small). Our results suggest that although neurons that predict reward value for old stimuli in the LPFC could also do so for new stimuli via transitive inference, those in the striatum could only predict reward for new stimuli via exclusive inference. Moreover, the striatum showed more complex functions than was surmised previously for model-free learning.
Introduction
A fundamental question in animal cognition is how animals deal with inconsistent and incomplete information that they often encounter in their ever-changing environments. One theory is that animals learn every piece of information they encounter, but this would not be very efficient. Alternatively, animals might be able to use inferential reasoning when dealing with fragmentary information to associate a visible stimulus with a future event, without learning their interrelationships directly. Behavioral studies have already demonstrated various types of inference in nonhuman animals, such as transitive inference (Bunsey and Eichenbaum, 1996; McGonigle and Chalmers, 1977) , causal reasoning (Blaisdell et al., 2006; Hauser and Spaulding, 2006) , and exclusive inference (Call, 2006) .
In transitive inference tasks, animals show the ability to make relational links between individual memory traces that share common elements. Animals learn two prerequisites: A3 B and B3 C, and are able to conclude that A3 C. In exclusive inference tasks, animals can select the correct alternative by excluding other potential alternatives. A widely adopted task for studying exclusive inference is the two-cup task (Call, 2006) . In this task, apes are presented with two cups. A food reward is surreptitiously hidden inside one of the cups. When the empty cup is shaken and makes no sound, the animals reliably select the alternative cup, providing evidence of exclusive inference. We were interested in the neuronal correlates of these inference processes and whether different brain regions might be involved.
It is known that the prefrontal cortex (PFC) and the striatum are involved in reward prediction processes (Watanabe, 1996; Hollerman et al., 1998; O'Doherty et al., 2003a; Roesch and Olson, 2003; Samejima et al., 2005) . Anatomically, the PFC and striatum are tightly connected (Alexander et al., 1986; Yin and Knowlton, 2006) . In addition, the lateral PFC (LPFC) has two types of connections with the striatum: a focal projection and a diffuse projection (Ferry et al., 2000; Haber et al., 2006) . In the focal projection, LPFC projects primarily to the head of the caudate and part of the rostral putamen. In the diffuse projection, clusters of terminal fibers from the LPFC are distributed widely throughout the striatum. The anatomical data suggest that there are dense convergent and divergent connections from the LPFC to the striatum (Alexander et al., 1986; Haber et al., 2006; Yin and Knowlton, 2006) .
Functionally, the striatum is thought to learn action values directly by trial and error without building explicit models of the environment and task (i.e., "model-free learning"; Daw et al., 2005; Ito and Doya, 2011) . For example, the striatum uses temporal-difference learning (a type of model-free learning) to guide behavior to maximize future reward by simply reinforcing successful actions (Niv and Schoenbaum, 2008) . In contrast, the PFC has been shown to play an important role in model-based learning (Daw et al., 2005; Yamamoto et al., 2011; Pan and Sakagami, 2012) , such as in the encoding of abstract rules (White and Wise, 1999; Wallis et al., 2001; Genovesio et al., 2005) , in planning behaviors Rushworth and Behrens, 2008) , and in dynamic decision making (O'Doherty et al., 2003b; Barraclough et al., 2004) .
On the basis of these observations, we hypothesized that LPFC neurons were involved in a reward inference process that predicted reward value based on knowledge of the causal structure of the task, whereas striatal neurons predicted reward value through direct learning. To test this hypothesis, we recorded single-unit activity from the LPFC and striatum of monkeys performing a sequential paired-association task under an asymmetric reward schedule (Pan et al., 2008) . We found that the LPFC neurons we recorded were able to predict the reward value of a stimulus by transitive inference even when the monkeys had not yet directly learned the stimulus-reward contingency, whereas the striatal neurons we recorded were not able to do so. Instead, because paired stimuli always had different reward values (one large and one small), using exclusive inference, these striatal neurons were able to infer the reward value of a stimulus in a given pair after experiencing the alternative stimulus with the alternative reward value directly. These results indicate that the recorded neurons in the LPFC and striatum were involved in different inference processes.
Materials and Methods
Subjects. Three male Japanese monkeys (Macaca fuscata) served as subjects in this study (Hop, 7.5 kg, Tap, 6.5 kg, and Tom, 8.9 kg) . We implanted a head holder and 2 recording chambers (1 in each hemisphere) for each monkey under aseptic techniques with ketamine (4.6 -6.0 mg kg Ϫ1 by intramuscular injection) and sodium pentobarbital (Nembutal, 4.5-6.0 mg kg Ϫ1 by intravenous injection) anesthesia. The size of the chamber was 40 mm (length, anterior-posterior) ϫ 30 mm (width, lateral-medial) and each was implanted with its center located near the end of the principal sulcus, which allowed us to record neural activity in the LPFC and striatum simultaneously from the same chamber. All surgical and experimental protocols were approved by the Animal Care and Use Committees at Tamagawa University and were in accordance with the National Institutes of Health's Guide for the Care and Use of Laboratory Animals.
Behavioral task. The monkeys were seated in a primate chair (with their heads fixed) inside a completely enclosed, sound-attenuated and electrically shielded room. A 21-inch CRT display (FE220; NEC) with 60 Hz refresh rate was set at a distance 60.0 cm in front of the monkey for the presentation of visual stimuli. Eye movements were monitored by the Eyelink2 system (SR Research) with 500 Hz sample rate. All stimulus presentation and behavioral procedures were controlled by the TEMPO system (Reflective Computing).
Sequential paired-association task. In this study, the three monkeys were required to learn two associative sequences (Fig. 1A) in a sequential paired-association task (Fig. 1B) . Six discriminable icons were used as visual cues counterbalanced across three subjects (a blue question mark and a line drawing of a tower were denoted as A1 and A2; red and green patches as B1 and B2; a white cross and a white circle as C1 and C2). The two correct sequential associations were as follows: A13 B13 C1 and A23 B23 C2. Each sequential paired-association trial (SPAT; Fig. 1B ) started with the onset of a white fixation spot (0.21°of visual angle) presented at the center of the monitor. The monkey had to fixate on the spot for a random duration (800 -1200 ms) within a virtual fixation window (3°ϫ 3°). Subsequently, the first stimulus cue (e.g., A1) was presented for 400 ms at the center of the display. After a variable delay period (700 -1200 ms), the fixation spot disappeared and at the same time the second cues, B1 and B2, were presented pseudorandomly (using a modified Gellerman sequence) at the left and right positions on the CRT (6°of visual angle from center). If the subject made a saccade to the target cue (e.g., B1), this was denoted as the first correct choice. Immediately after the correct first choice, the distracter (e.g., B2) was removed from the display and the monkey continued fixating on the target cue (B1) for another 600 ms. After the disappearance of the target cue (B1), the third cues, C1 and C2, were simultaneously displayed pseudorandomly to the left and right of where the target cue (B1) had appeared (5°o f visual angle from the central position of B1). This instructed the monkey to make a further saccadic eye movement to the correct target cue (e.g., C1) in the second choice. After two correct choices, the monkey received a drop of water as a reward and an auditory tone of 1 kHZ at the end of the trial.
The saccade was judged to be correct if the eye position stayed at least 200 ms within a virtual window (3°ϫ 3°of visual angle) centered on the position of the target stimulus. The monkey had to keep its fixation inside the virtual fixation window during the fixation, cue presentation, and delay periods. If it moved its fixation out of this window, the trial was rejected as a fixation break. When the monkey made a fixation break or an erroneous choice, the trial was aborted and a high tone of 4 kHz indicated an error. In these cases, after a longer intertrial interval (ITI; 6 s-the normal ITI after a correct trial was 3 s), the same trial was repeated until the monkey was able to complete it correctly. The repeated trials after error were referred to as correction trials. Through the SPAT training, the three monkeys learned the two correct associative sequences, A13 B13 C1 and A23 B23 C2. The three monkeys also learned another two sequences, the BCA sequence (B13 C13 A1 and B23 C23 A2) and the CAB sequence (C13 A13 B1 and C23 A23 B2); however, these two sequences were not used in the present study.
Reward instruction trials. After the learning of the two sequential associations was completed, we introduced an asymmetric reward schedule using reward instruction trials. During reward instruction trials, the monkey was instructed as to which stimulus (C1 or C2) was paired with a large reward (Fig. 1D ). This was done by a visually guided saccade task in which, after fixation, C1 or C2 was presented (skipping the A1, A2, and B1, B2 steps) and the monkeys had to saccade to whichever appeared. The different visual stimuli (C1 and C2) were paired with different amounts of water. In one case, C1 was followed with a large reward (0.4 ml) and C2 was paired with a small reward (0.1 ml); in the other case, C1 was followed by a small reward and C2 by a large reward.
Reward-instructed sequential paired-association task with old stimuli. After having fully acquired how to do both the reward instruction and the sequential paired-association tasks, the three monkeys were required to perform a combination of the two trial types in one block. At the beginning of each block, three or four reward instruction trials were presented for the monkeys to indicate which target (C1 or C2) was paired with the large reward and which was paired with the small reward. Reward instruction trials were then followed by SPATs (8 -15 trials). The procedure of SPATs was the same as described above, except that the amount of reward was asymmetric. The asymmetric reward rule was consistent between the two types of trials within one block. For example, in a given block, if C1 was paired with the large reward and C2 with the small reward in reward instruction trials, then the A13 B13 C1 sequence was followed by the large reward and the A23 B23 C2 sequence was paired with the small reward in SPATs. The asymmetric reward schedule was pseudorandomly assigned between blocks.
Training of new stimuli pairings. The monkeys were trained to learn new stimulus associations in a delayed matching-to-sample task with a symmetric reward schedule. The new stimulus was learned to be associated with one of the two color patches, B1 or B2. In this task, the color patches were always presented on the same side of the screen (e.g., B1 on left, B2 on right) to speed learning. We downloaded 400 icons from the Internet, classified them into 200 new pairs randomly, and examined each pair visually to prevent similar new stimuli from being paired to-gether. These newly learned stimuli will hereafter be referred to as "new stimuli," whereas the stimuli A1, B1, C1, A2, B2 and C2 will hereafter be referred to as "old stimuli."
After learning one pair of new stimuli, the monkey moved on to learn another pair of new stimuli, and so on. For this training, we assigned 1 daily session each week to train the monkeys to learn 4 -5 pairs of associations between the new stimuli and B1 and B2 without recording. The newly learned stimuli were classified into two groups according to the old stimuli with which they were associated. The new stimuli associated with B1 were classified into the A1 group and the new stimuli associated with B2 were classified into the A2 group. Up to this point, the monkeys had received no direct associations between new stimuli and C1 or C2 and no information about the asymmetric reward schedule with respect to the new stimuli. Figure 1 . Sequential paired-association task with an asymmetric reward schedule. A, Two associative sequences (A13 B13 C1 and A23 B23 C2) learned by the monkeys. These six icons were termed "old stimuli." B, Time events in the sequential paired-association trial. The monkeys made a choice by a saccadic eye movement, as indicated by small yellow arrows. C, Examples of new stimuli associated with two color patches (B1 and B2). The monkeys learned each pair of new stimuli (i.e., NS1 and NS2) with B1 or B2 in a delayed matching-to-sample task with a symmetric reward schedule. D, An asymmetric reward schedule was used in each block. There were two types of trials in one block: reward instruction trials and SPATs. In the SPATs, the new stimulus was presented as the first cue. The yellow arrows indicate saccadic eye movement and are not actually shown for in the experiment.
Reward-instructed sequential paired-association task with new stimuli.
After having fully acquired the new associations, the monkeys performed the reward-instructed sequential paired-association task with new stimuli (Fig. 1D ). This was identical to the reward-instructed SPATs with old stimuli except that, in these SPATs, a newly learned stimulus was presented as the first cue instead of the old stimulus (A1 or A2) and the second cues, B1 and B2 (the two color patches), were always shown in the same fixed positions as during training.
Data acquisition. Action potentials of single neurons were recorded extracellularly with tungsten electrodes (0.8 -1.5 M⍀; FHC) from the LPFCs of the three monkeys (Fig. 3) and the caudate and putamen of the two monkeys (Tap and Tom; Fig. 4) . Usually, two microelectrodes, one into the LPFC and the other into the striatum, were used to record single-unit activity. Each electrode was inserted via a guide tube through a grid system (holes: 0.6 mm wide and 1.0 mm apart from center to center; Nakazawa) into the cortical surface, and then each electrode was advanced into the target position independently by means of the electrode drive (NAN Instruments). A Plexon system was used to amplify neuronal action potentials and to discriminate individual spike waveforms online.
The system then saved the spike timing and selected waveforms (in an 800 s window) on the Plexon PC together with the timing of task events. The eye movement data and spiking time were also saved on the behavioral control PC (TEMPO client PC). In the caudate and putamen, we recorded the spike activity of presumed projection neurons that showed phasic response to task events and had low spontaneous activity (Hikosaka et al., 1989) , but not those of presumed interneurons that showed irregular tonic discharge (Aosaki et al., 1994) .
During recording sessions, once a neuron was isolated, its properties were tested in the reward-instructed SPAT with the old stimuli (and here, the positions of the second cues B1 and B2 were pseudorandomized). The first cue was A1 or A2. If the neuron's activity was found to be modulated by the amount of reward, then we continued recording the activity of that neuron while the monkey performed the rewardinstructed SPAT with the new stimuli (the positions of the second cues B1 and B2 being fixed). Each pair of new stimuli was tested with only one neuron. A pair of new stimuli was tested repeatedly for at least two blocks for each neuron recorded.
The advantage of the recording method used is that it reduced the number of new stimuli associations that monkeys had to learn in total (they found it quite hard to learn these, so the less they had to learn, the less time and effort required). The disadvantage was that we might have neglected neurons that show reward-modulated activity to the new stimuli, but not to the old stimuli. However, in this study, we were interested in studying neurons related to value coding. These value-coding neurons inherently must respond to the value of both old and new stimuli. The type of neurons that we potentially neglected to record could not be called "value-coding neurons" per se, because they would respond to only the value of the new stimuli, but not the value of the old stimuli. This type of neuron, if it exists, may be more related to "value learning," a concept we did not aim to address in the current experiment.
Recording maps in the LPFC and striatum. Figures 3 and 4 show the recorded tracks and distributions of reward neurons in the LPFC (both hemispheres for Tap, the left hemisphere for Hop, and the right hemisphere for Tom) and in the striatum (two hemispheres for Tap and the right hemisphere for Tom), respectively. Confirmation of recording locations was based on magnetic resonance imaging (MRI, 3-T Trio A Tim MRI scanner; Siemens). To reconstruct the recording sites based on MR images, we took MR images of the monkeys' brains with inserted markers. These markers were 21 small silica tubes that had been filled with a special liquid (a phantom solution) and then inserted into the recording grid. These tubes mimicked the recording electrodes and showed higher contrast in MR images (as indicated by the three short gray lines in Fig.  4 A, D). The three long white lines in Figure 4 , A and D, were extensions of these tube lines. On the basis of the position of the first recorded neuron in the cortex and the position of the first neuron recorded in the striatum, we were able to map neurons in the striatum.
In the prefrontal cortex, we mainly recorded single units from the ventrolateral area (VLPFC, below the principle sulcus). Reward neurons tended to be dispersed widely in the VLPFC, so there was no distinct spatial distribution. In the striatum, we predominately recorded neural activity from the anterior part, anterior to the anterior commissure, including the caudate nucleus and the putamen. This area usually is referred to as the association striatum. Several studies involving monkeys have reported that neurons in this association striatum are related to learning Miyachi et al., 2002; Williams and Eskandar, 2006) .
Data analysis. Off-line analysis was performed using custom-made MATLAB (The MathWorks) programs on a PC. To calculate the behavioral performance (correct rate) of the first choice as a function of SPAT order in blocks after reward instruction, the data were averaged across all blocks performed by the monkeys. Using the correction method, we excluded the data in repeated trials (the trials directly after error trials) to calculate the correct rate. We also calculated the behavioral performance in response to new stimuli presented for the first time in SPAT blocks immediately after reward instruction trials. Trials in each of the first SPAT blocks were classified into two sequences: the first trial sequence and the second trial sequence, which are described below. These sequences will hereafter be referred to as N 1 and N 2 for the first trial sequence and the second trial sequence, respectively. In addition, when we refer to particular trials within a trial sequence, we will put the trial number on the end; for example N 1,1 stands for trial 1 in the first trial sequence, N 1,2 for trial 2 in the first trial sequence, N 2,1 for trial 1 in the second trial sequence, etc.
Each first trial sequence consisted of the very first SPAT within the block (N 1,1 ) and subsequent trials within this block in which the same new stimulus was presented (N 1,2 , N 1,3 , etc.; please note that these are not necessarily the second and third trials in the block, but rather the second and third trials in which this stimulus was presented within the block). The second trial sequence included trials in which the alternative new stimulus (N 2,1 , N 2,2 N 2,3 , etc.; see schematic block in the bottom panel in Fig. 2 ) was presented as the first cue.
Overall, for each pair of new stimuli, there was one first trial sequence and one second trial sequence. To calculate the behavioral performance in response to the new stimuli in the first trial sequence, we first determined the accuracy in each trial in each first trial sequence. We then averaged the correct rates across all first trial sequences separately for the large reward condition and the small reward condition (Fig. 2) . The behavioral performance in response to the new stimuli in the second trial sequences was calculated in the same way.
For the analysis of neuronal data, we used only correct trials. In this study, we concentrated on neuronal activity in two time epochs: the first cue period and the early delay period. The first cue period occurred from 100 ms to 500 ms after the first cue onset, and the early delay period occurred from 500 ms to 900 ms after the first cue onset.
The activity of each neuron was analyzed by a two-way ANOVA, with old stimuli (A1 vs A2) and reward (large vs small) as the main factors in the first cue period and in the early delay period, respectively. Depending on the results of the ANOVA ( p Ͻ 0.01), neurons were classified into three types: stimulus neurons, reward neurons and stimulus-reward neurons. Stimulus neurons showed a significant main effect of stimuli ( p Ͻ 0.01), but no a main effect of reward and no interaction between the two factors. Therefore, stimulus neurons only discriminated the visual properties of stimuli, regardless of reward conditions. Neurons which only showed a significant main effect of reward ( p Ͻ 0.01) were classified into reward type. This type of neurons predicted whether the amount of reward associated with a stimulus would be large or small, regardless of which stimulus was presented. Stimulus-reward neurons showed a significant interaction between stimuli and reward and/or significant main effects of both stimulus and reward. In this study, we focused on reward neurons. Some neurons showed reward-modulated activity in both the first cue and early delay periods. If a neuron was identified as reward type in the first cue period, it was excluded from the population in the early delay period so that the population neurons in the two periods would not overlap.
Next the activity of the neurons recorded with new stimuli was further analyzed by two-way ANOVAs (new stimulus ϫ reward) in the first cue and early delay periods. Our aim was to examine whether or not reward neurons defined by old stimuli would keep the same response properties for new stimuli. To examine the interaction between stimulus familiarity and reward, we performed a two-way ANOVA using the activity of each neuron that had been recorded for both old and new stimuli. The two main factors were stimulus familiarity (old vs new) and reward amount (large vs small).
The spike density function of single neurons was generated by averaging activities in every 1 ms-bin across trials, and then smoothed by a Gaussian envelope with ϭ 30 ms. To generate the population histogram, we first calculated the firing rate of each trial in every 1 ms bin. We then subtracted from this, the mean firing rate from the fixation period (500 ms epoch before the first cue onset). Finally, we averaged the normalized firing rate in every bin across all trials for each neuron and across population neurons, and finally smoothed these data using a Gaussian envelope with ϭ 30 ms.
For each reward neuron whose activity was recorded using the new stimuli, we first determined its activity responding to the new stimuli in each trial in the first and second trial sequences. We then normalized the activities by the maximal and minimal responses to the new stimuli in all trials. The normalized activity in each trial was averaged across the first trial sequences (or across the second trial sequences) separately for the preferred reward condition and the nonpreferred reward conditions.
To evaluate the strength of reward modulation of reward neurons, we calculated a normalized reward index for each neuron using the following equation:
where R pref indicates the activity in the preferred reward condition and R non-pref the activity in the nonpreferred reward condition. For each neuron, this reward index was calculated for old and new stimuli, respectively. All trials across blocks were included to calculate the reward index for the old stimuli in the LPFC and striatum. To compute the reward index for the new stimuli, we again included all trials across blocks in the LPFC; however, we excluded the first trials in which the new stimuli were presented for the first time as the first cue in SPATs (i.e., N 1,1 and N 2,1 ) in the caudate and putamen.
To calculate the reward discrimination latency of each reward neuron, we performed a sliding receiver operating characteristic (ROC) analysis. For each neuron, we calculated the latency for old stimuli and new stimuli, respectively. The ROC analysis measures the degree of overlap for two distributions of neuronal activity. The advantage of this method is that it is independent of the baseline firing rate and dynamic ranges; it also does not require a normal distribution. To examine the time course of a neuron's reward discrimination ability, we calculated the ROC value (the area under the ROC curve) for the activity in trials with large reward versus trials with small reward over a 100 ms epoch. The window onset was the fixation period of the trial (800 ms fixation period before the presentation of the first cue), and this then stepped forward with every 10 ms interval until the end of the delay. We computed the mean and SD of the sliding ROC values during the fixation period for each neuron and set the threshold at the mean of the ROC values plus 3 SDs. The rewarddiscrimination latency was defined as the time at which the threshold was exceeded for three consecutive time steps. If a neuron was not able to reach this criterion, it was excluded from the latency count. We also tried setting the number of consecutive time bins as 2 and setting the shifted time window as 50 ms and got consistent results using these different parameters.
Results
Three Japanese monkeys (Hop, Tap, and Tom) were required to perform the reward-instructed sequential paired-association task with old stimuli (the first cue stimuli: A1 and A2. see Materials and Methods). In this task, the monkeys extensively experienced the stimulus-reward reversals block-by-block. Subsequently, the monkeys were required to perform the task but with the new stimulus pairs that had not been presented previously with an asymmetrical reward schedule. In total, we tested 112 pairs of the new stimuli for Hop, 214 for Tap, and 136 for Tom. This allowed us to analyze the behavior and neuronal activity in the SPATs in which a new stimulus was presented for the very first time.
Behavioral results
We found that the behavior of the three monkeys was influenced systematically by the amount of reward. The monkeys showed significantly higher correct rates on the first choice in the larger reward trials for both the old and new stimuli (Mann-Whitney U test, p Ͻ 0.01).
We further examined the correct choice rates in response to the initial presentation of the new stimuli in SPATs after reward instruction of C1 and C2 (Fig. 2) . The SPATs in each of these blocks were separated into the first and second trial sequences (see Materials and Methods).
We focused our analysis on the first choice performance in the first SPATs in the first and second trial sequences (i.e., the first choices in N 1,1 and N 2,1 ). In these specific trials, the new stimuli were presented for the first time, so the monkeys had therefore had no previous opportunity to pair the new stimuli directly with a particular (large or small) amount of reward. Nevertheless, the monkeys showed significantly higher correct rates in the larger reward condition from the first trials in the both trial sequences (Mann-Whitney U test, **p Ͻ 0.01, *p Ͻ 0.05; Fig. 2 ), suggesting the possibility that the monkeys could infer the reward correctly. Behaviorally, however, we could not yet easily determine whether the monkeys actually predicted the amount of reward based on the first cues (the new stimuli) or if they were simply relying on associations with the second cues (B1 and B2; old stimuli) to predict the reward.
Evidence for reward inference should ideally be sought in the neuronal data at the time of the first cue presentation; that is, before the monkeys could rely on a second cue so as to recall an already-established reward association (e.g., B13 C13 Reward).
Neural database
Accordingly, we recorded the activity of 546 neurons from the LPFCs of the three monkeys (Hop: 152; Tap: 217; Tom: 177; Fig.  3) , and the activity of 366 neurons from the caudate and putamen of two of the monkeys (Tap: caudate: 95, putamen: 160; Tom: caudate: 73, putamen: 38; Fig. 4 ) while they performed the reward-instructed sequential paired-association task with the old stimuli (the first cues: A1 and A2). The activity of each neuron was analyzed using a two-way ANOVA as follows: stimulus (A1 or A2) ϫ reward (large or small), p Ͻ 0.01 in the first cue and early delay periods that were before the second cues. Depending on the ANOVA results, the neurons were classified into three types: stimulus neurons, reward neurons, and stimulus-reward neurons. Tables 1, 2 , and 3 show the number of each type of neurons in the LPFC, the caudate, and the putamen, respectively.
In this study, we focused on the reward neurons in the LPFC and striatum to investigate how these neurons processed reward information for the new stimuli.
In the LPFC, we found 92 reward neurons in the first cue period and 63 reward neurons in the early delay period. There were 61 caudate and 52 putamen reward neurons in the first cue period and 16 caudate and 28 putamen reward neurons in the early delay period. The proportion of reward neurons in the LPFC was significantly lower than those in the caudate and putamen (28.4% [155/546] For the reward neurons in both the LPFC and striatum, we refer to the reward condition that produced higher activity as the "preferred reward condition" and the other reward condition as the "nonpreferred reward condition."
Next we investigated how many neurons showed significant reward effects in both the first cue and early delay periods. Of the 92 LPFC neurons that showed rewardmodulated activities to the old stimuli in the first cue period, 42 (45.7%) of them also showed reward-modulated activities in the early delay period. Of the 61 caudate neurons that showed reward-modulated activity to the old stimuli in the first cue period, 39 (63.9%) of them also showed reward-modulated activities in the early delay period. In addition, of the 52 putamen neurons that showed reward-modulated activity to the old stimuli in the first cue period, 27 (51.9%) of them also showed reward-modulated activities in the early delay period.
In this study, we also recorded the neural activity of these reward neurons with the new stimuli in the LPFC, the caudate and putamen. In the LPFC, 106 out of 155 reward neurons were recorded for both the old and new stimuli (Table 1 ). In the striatum, 100 (50 neurons from the caudate and 50 neurons from the putamen) of 157 reward neurons were tested with the new stimuli (Tables 2, 3) . Each of them was tested with at least one pair of the new stimuli (median number of pairs: 2; range: 1-6).
To determine how familiarity of stimuli affected reward information encoded by these reward neurons, the activity of each of them was analyzed using a two-way ANOAV with two factors, stimulus familiarity (old vs new) and reward (large vs small). Of the 106 LPFC reward neurons, 38 (35.8%) showed only a significant main effect of reward ( p Ͻ 0.01) and neither significant main effect of familiarity nor any interaction between the two factors ( p Ͼ 0.01), indicating that these neurons encoded reward information regardless of stimulus familiarity. Approximately 38.7% (41/106) of LPFC reward neurons had significant main effects of reward and stimulus familiarity ( p Ͻ 0.01), but no significant interaction between them, indicating that these neurons represented the familiarity information and the reward information of stimuli independently. We found that 19 (17.9%) LPFC neurons showed a significant interaction between the two factors of reward and stimulus familiarity ( p Ͻ 0.01). In addition, four neurons proved only selective to old versus new stimuli and another four had no effects of reward or stimulus familiarity and showed no interaction.
Of the 50 caudate reward neurons, 16 (32%) showed a significant main effect of reward, with no significant main effect of stimulus familiarity and no interaction between the two factors. Seventeen (34%) neurons had significant main effects of reward and familiarity, but displayed no interaction between them. Seventeen (34%) neurons showed a significant interaction between the two factors.
Of the 50 putamen reward neurons, 27 (54%) showed a significant main effect of reward, with no significant main effect of stimulus familiarity and no interaction between the two factors. Twelve (24%) neurons had significant main effects of reward and familiarity, but displayed no interaction between them. Ten (20%) neurons showed a significant interaction between the two factors. One neuron proved only selective to the old versus new stimulus. We found that the fractions of reward neurons with activity that was modulated by the new stimuli did not differ significantly in the first cue and early delay periods in the LPFC (in the first cue period: 40/63 or 63.5%, in the early delay period: 25/43 or 58.1%; 2 test, p ϭ 0.5785), in the caudate (in the first cue period: 28/41 or 68.3%; in the early delay period: 6/9 or 
66.7%,
2 test, p ϭ 0.9246), or in the putamen (in the first cue period: 19/37 or 51.4%; in the early delay period:3/13 or 23.1%, 2 test, p ϭ 0.0773). When the ratios within the three areas were compared, the putamen showed a smaller proportion of reward neurons with activity that was sensitive to stimulus familiarity than did the LPFC or the caudate (putamen: 22/50 or 44%, caudate: 34/50 or 68%, LPFC: 65/106 or 61.3%; 2 test, p ϭ 0.0421). The proportions in the LPFC and caudate did not differ significantly ( 2 test, p ϭ 0.4188). In the later analysis, we focused on the reward neurons that were recorded for both the old and new stimuli. We collapsed the reward neurons across the two time epochs and across the monkeys because neither the temporal nor the betweensubjects factor had a bearing on the results.
Reward neurons in the LPFC and striatum
A typical reward neuron in the LPFC (Fig. 5A) showed significantly higher activity in large than in small reward trials (twotailed t test, p Ͻ 0.01) and no differential activity between the two old stimuli (A1 versus A2) in the first cue period. This neuron showed a similar reward-modulated activity when the new stimuli were presented as the first cue (Fig. 5B) . Therefore, it appears that the reward neurons encoded rewardrelated information associated with the stimuli regardless of their visual properties and regardless of the group to which the stimulus belonged, a type of neural activity that has been observed in previous reports (Watanabe, 1996; Leon and Shadlen, 1999; Kobayashi et al., 2006) .
We found that the majority of the 106 reward neurons in the LPFC (93/106, 87.7%) showed reward-type activity to the new stimuli in the first cue and/or in the early delay periods (two-way ANOVA, stimulus vs reward, p Ͻ 0.05). The remaining 13 neurons showed no rewardmodulated activity to the new stimuli tested. The population histogram of reward neurons in the LPFC shows that they distinguished the preferred from the nonpreferred reward condition not only for the old stimuli, but also for the new stimuli in both the first cue period (Fig. 5C,D) and in the early delay period (Fig. 5 E, F ).
An example reward neuron in the caudate showed reward-modulated activity to both the old and new stimuli independent of their visual properties (Fig. 6 A, B) . All 50 caudate and 90% (45/50) of putamen reward neurons showed rewardmodulated activity to the new stimuli in the first cue and/or in the early delay period (two-way ANOVA, stimulus vs reward, p Ͻ 0.05). The remaining five putamen neurons showed no rewardmodulated activity to the new stimuli tested. The population histogram shows that the caudate and putamen reward neurons discriminated between the two reward conditions on the basis of both the old and new stimuli in the first cue period (Fig. 6C,E ) and in the early delay period (Fig. 6 D, F ) .
We were interested in whether the reward neurons in these areas could predict the reward value of the first cue stimulus (particularly for the new stimuli) in SPATs after only experiencing reward instruction with C1 and C2. We focused on the neural activity in the first SPAT block in which the new stimuli or the old stimuli were presented for the first time to each recorded neuron (Figs. 7, 8) . Notably, in these very first SPATs, the new stimuli were for the first time presented as the first stimulus cues. Therefore, before the end of these specific trials, the monkeys (as well as the neurons) had had no opportunity to associate the new stimulus directly with a particular amount of reward. They also had never experienced any direct pairing between the new stimuli and C1 and C2. As a reference activity, we also calculated the activity of each reward neuron to the old stimuli in the first SPAT block after reward instruction. In these trials, the monkeys and neurons were already well experienced with the old stimuli in the SPATs with asymmetric reward schedules.
We found that when an old stimulus was presented as the first cue, reward neurons in the LPFC, caudate, and putamen discriminated the two reward conditions (large and small reward) right from the first SPAT in both the first trial sequence (N 1,1 ; Figs. 7A,  8 A, E) and the second trial sequence (N 2,1 ; Figs. 7B, 8 B, F ) . The results of two-way ANOVA (reward vs trial order) showed that the neural activity to the old stimuli had a significant main effect of reward ( p Ͻ 0.001), but no significant effect of trial order ( p Ͼ 0.3) and no significant interaction between the two factors ( p Ͼ 0.3). Further post hoc tests with Bonferroni correction revealed that the reward neurons in the three areas showed significantly higher activity in the preferred reward condition than in the nonpreferred reward condition ( p Ͻ 0.01). However, regional differences in response activity were found when the new stimuli were presented as the first cue. LPFC reward neurons were able to predict the reward values of the new stimuli from the first SPAT after reward instruction in the both first and second trial sequences (i.e., in both N 1,1 and N 2,1 ; Fig. 7C,D) despite the fact that monkeys had never learned the new stimulus-reward contingency directly. The two-way ANOVA (reward vs trial order) demonstrated that the neural activity seen in Figure 7 , C and D, had a significant main effect of reward ( p Ͻ 0.001), but showed neither effect of trial order ( p Ͼ 0.5) nor interaction ( p Ͼ 0.4). Post hoc tests with Bonferroni correction indicated that LPFC reward neurons had significantly higher activity in the preferred reward condition compared with the nonpreferred reward condition from the first SPAT ( p Ͻ 0.01).
In contrast to LPFC reward neurons, during the first trial sequence, the reward neurons in the areas of caudate and putamen did not distinguish the preferred from nonpreferred reward conditions in the first SPAT (i.e., in N 1,1 trials; Fig. 8C,G) . Using the two-way ANOVA, we were able to show that caudate neural activity (as seen in Fig. 8C ), had a significant main effect of reward ( p Ͻ 0.001) and a significant interaction between reward and trial order ( p ϭ 0.0022), but no significant effect of trial order ( p Ͼ 0.9). Post hoc tests with Bonferroni correction revealed that caudate neurons had no reward-modulated activity in the first trials ( p Ͼ 0.05), but did show significantly differential activity between the two reward conditions from the second trial in the first-trial sequence (i.e., from N 1,2 trials, p Ͻ 0.01). The activity of the putamen neurons in Figure 8G showed a significant main effect of reward ( p Ͻ 0.001) and an interaction of reward and trial order ( p ϭ 0.0143), but, again, no significant effect of trial order ( p Ͼ 0.3). A post hoc test with Bonferroni correction revealed that the putamen neurons showed no reward-modulated activity in the first two trials (i.e., in N 1,1 and N 1,2 trials; p Ͼ 0.05), but that the differential activity between the two reward conditions gradually increased from the third trial onward and reached a significant level in the fourth trial ( p Ͻ 0.01).
The same populations of neurons in the caudate and putamen predicted reward information for the new stimuli from the first SPATs in the second trial sequence (i.e., in N 2,1 trials; Fig. 8 D, H ), although the monkeys had never learned the new stimulus-reward contingency directly. The results of a two-way ANOVA showed that neural activity (Fig. 8 D, H ) showed significant main effects of reward ( p Ͻ 0.01), but no effect of trial order ( p Ͼ 0.3) and no interaction ( p Ͼ 0.7) in the second trial sequence. A post hoc test with Bonferroni correction additionally showed that both caudate and putamen neurons had significantly higher activity in the preferred reward condition as opposed to the nonpreferred reward condition from the first trial in the second-trial sequence. These results suggest that the striatal reward neurons used the new stimulus-reward contingency presented in the first trial sequence to then be able to predict the reward information for the other stimulus from each pair shown in the second trial sequence. To determine the consistency of neural response patterns among the three monkeys, we calculated the response patterns of the LPFC and striatal reward neurons in the first and second trial sequences separately for each of the animals. The results from individual monkeys were consistent with the population data from the three monkeys in the LPFC and the two monkeys in the caudate and putamen.
These results demonstrated that both LPFC and striatal neurons could transfer reward information paired with C1 and C2 to well experienced stimuli (A1 and A2) in SPATs. More importantly, the LPFC neurons that responded to reward value for the old stimuli were also able to infer the reward value of the new (63) 63 (43) 64 (46) 10 (1) 29 (9) 9 (1) Numbers between parentheses indicate the number of neurons tested with new stimuli. Each neuron is assigned to one of the two time periods to avoid double counting (see Materials and Methods). (17) 9 (7) 4 (2) 0 (0) 1 (0) 0 (0) Total 168 61 (41) 16 (9) 18 (8) 3 (2) 2 (0) 1 (0) Numbers between parentheses indicate the number of neurons tested with new stimuli. Each neuron is assigned to one of the two time periods to avoid double counting (see Materials and Methods). (27) 24 (9) 6 (5) 4 (1) 198 52 (37) 28 (13) 6 (5) 4 (1) 6 (1) 1 (1) Numbers between parentheses indicate the number of neurons tested with new stimuli. Each neuron is assigned to one of the two time periods to avoid double counting (see Materials and Methods). Response of a LPFC reward neuron to old stimuli (A) or new stimuli (B). All trials were sorted into four conditions based on the first cue stimulus (A1 group vs A2 group) and on the two reward conditions (large vs small reward) and then aligned with the first cue onset. Red lines in the rastergrams mark the onset and offset of the first cue. The orange curves in the histograms represent data from large reward trials and the blue curves represent data from small reward trials. The gray areas indicate the first cue period for analysis of neuronal activity. Three pairs of new stimuli were tested for this neuron (indicated by the three different colors in B). C, D, Population histograms of LPFC reward neurons that showed significant reward modulation for old stimuli in the first cue period (C) and for new stimuli in the first cue period (D). The gray areas denote the first cue period. E, F, Population histograms of LPFC reward neurons that showed significant reward modulation in the early delay period (the gray area), but not in the first cue period for old stimuli (E) and for new stimuli (F). To make the histograms, trials for each cell were sorted by the preferred reward condition (orange curve) and the nonpreferred reward condition (blue curve). In addition, the activity in each trial was normalized by the firing rate during the 500 ms fixation epoch before the first cue onset (indicated by the thick black line).
stimuli on the basis of reward information associated with C1 and C2. They did not require direct experience of the new stimulusold stimulus (C1 or C2) associations or of the new stimulusreward contingency to do so. Striatal neurons that responded to reward value for the old stimuli (both in caudate and putamen), however, appeared unable to transfer reward information associated with C1 and C2 to the new stimulus. Nevertheless, these striatal neurons did prove able to use the reward information associated with one stimulus in a pair to infer that for the alternative.
Reward-modulated effects for old stimuli and new stimuli in the LPFC and striatum
To compare reward-modulated neuronal activity to the old stimuli with reward-modulated neuronal activity to the new stimuli, we calculated a normalized reward index for each reward neuron (see Materials and Methods). Figure 9A shows the distribution of reward index values of 106 LPFC reward neurons. It was found that the reward index values were significantly larger for the old than for the new stimuli (Mann-Whitney U test, p Ͻ 10 Ϫ9 ), indicating that reward neurons showed greater activity difference Figure 5 . A, B, Single-unit activity of a caudate reward neuron to old stimuli (A) or new stimuli (B) presented as the first cue in SPATs. This neuron was identifiedasrewardtypeforbotholdandnewstimuli.C,Populationhistogramsofcaudaterewardneuronsthatshowedsignificantreward-modulatedactivitytooldstimuliinthefirstcueperiod.Theleftcolumn represents the population histograms for old stimuli and the right column indicates the population histograms for new stimuli. D, Population histograms of caudate reward neurons that showed significant reward-modulatedactivitytooldstimuliintheearlydelayperiod(thegrayarea),butnotinthefirstcueperiod.Theleftcolumnrepresentsthepopulationhistogramforoldstimuliandtherightcolumnindicates the population histograms for new stimuli. E, Population histograms of putamen reward neurons that showed significant reward-modulated activity to old stimuli in the first cue period. The left column represents the population histograms for old stimuli and the right column indicates the population histograms for new stimuli. F, Population histograms of putamen reward neurons that showed significant reward-modulatedactivitytooldstimuliintheearlydelayperiod,butnotinthefirstcueperiod.Theleftcolumnrepresentsthepopulationhistogramforoldstimuliandtherightcolumnindicatesthepopulation histograms for new stimuli.
between the preferred and nonpreferred reward conditions to the old than to the new stimuli. Even excluding the 13 neurons that showed no reward-modulated activity to the new stimuli, the remaining 93 neurons still had stronger reward effects for the old stimuli relative to the new stimuli (Mann-Whitney U test, p Ͻ 10 Ϫ7 ). We found similar reward-modulated effects in the caudate and putamen. Caudate reward neurons showed significantly greater reward index values for the old stimuli than for the new stimuli (Mann-Whitney U test, p Ͻ 0.01; Fig. 9B ). This was also true for putamen reward neurons (Mann-Whitney U test, p Ͻ 10 Ϫ7 ; Fig. 9C ). Excluding the five neurons with activity that was not modulated by reward amount for the new stimuli, the remaining 45 putamen neurons still showed larger reward indexes for the old stimuli than for the new stimuli (Mann-Whitney U test, p Ͻ 10 Ϫ5 ). We compared further the reward index values in the three brain regions separately for the old and new stimulus conditions. A nonparametric ANOVA test (Kruskal-Wallis test) showed that the reward index values (for both the old and new stimuli) were significantly dependent on the factor of brain area ( p Ͻ 0.001). A post hoc test with Bonferroni correction revealed that the reward index values in the LPFC were significantly smaller than those in the caudate and putamen ( p Ͻ 0.01), but that the reward index values in the caudate and putamen did not differ significantly from each other ( p Ͼ 0.05). These results indicate that, compared with LPFC neurons, striatal reward neurons can better discriminate between the preferred and nonpreferred reward conditions for the old and the new stimuli.
Reward discrimination latency in the LPFC and striatum
To investigate the time course of reward processing in the LPFC and striatum, we calculated the reward discrimination latency to the old and new stimuli for each neuron using the shifted ROC method (Green and Swets, 1988; Freedman et al., 2003 ; also see Materials and Methods). The shifted time window was set as 100 ms and stepped forward every 10 ms. The mean and SD of the sliding ROC values during the fixation period were calculated for each neuron and the threshold was set at the level of the mean of the ROC values plus 3 SDs. The reward-discrimination latency was defined as the duration from the first stimulus cue onset to the time at which the threshold was exceeded for three consecutive time steps. In the LPFC, of 106 reward neurons, 77 reached the criterion required to calculate the latency for both the old and new stimuli (Fig. 10 A, B ; Materials and Methods). We found that the reward discrimination latencies to the new stimuli were significantly longer than those to the old stimuli (median latency: 240 ms for the old stimuli and 380 ms for the new stimuli, MannWhitney U test, p Ͻ 0.001). In the caudate, 43 of 50 reward neurons reached the criterion required to calculate the latency for both the old and new stimuli (Fig. 10 D, E) . The reward discrimination latencies also differed significantly between the old and new stimuli (Mann-Whitney U test, p Ͻ 0.01, median latency: 230 ms for the old stimuli; 290 ms for the new stimuli; Fig. 10F ). Finally, 38 putamen reward neurons reached the required threshold to calculate the latency for both the old and new stimuli (Fig.  10G,H ) . The latencies for the old stimuli were significantly shorter than those for the new stimuli (Mann-Whitney U test, p Ͻ 0.01, median latency: 220 ms for old stimuli and 320 ms for new stimuli; Fig. 10I ). These results demonstrate that reward neurons in the LPFC, caudate, and putamen discriminated between the two reward conditions earlier in the old stimulus condition than in the new stimulus condition.
Next, we investigated whether the reward discrimination latencies in the three brain regions showed significant differences within old and new stimulus conditions. Using the nonparametric Kruskal-Wallis test with a factor of area (LPFC, caudate, putamen), we found that reward discrimination latencies did not differ significantly in the three areas either in the old stimulus condition (p Ͼ 0.6) or in the new stimulus condition (p Ͼ 0.14). To take into account transient reward neurons, we also calculated the reward discrimination latency for each reward neuron using the ROC method with different parameters. In one case, we set the number of consecutive time steps as two bins. In another case, we set the shifted time window at 50 ms. We obtained similar reward discrimination latencies in the LPFC, caudate, and putamen even when using these different parameters.
Discussion
We observed reward neurons in the LPFC, caudate, and putamen. Reward neurons in these three areas encoded rewardrelated information that was independent of the visual properties and the group membership of stimuli, a type of neural activity that has been reported previously (Kawagoe et al., 1998; Samejima et al., 2005; Kobayashi et al., 2006) . However, we also found that the LPFC reward neurons (defined by reward modulated responses to old stimuli) were able to infer reward values for new stimuli that were presented in the very first SPATs for both first and second trial sequences. In contrast, the observed striatal reward neurons (again, defined by reward-modulated responses to old stimuli) could not predict reward values for new stimuli in the very first SPATs in the first trial sequences, whereas in second trial sequences, they could. These results suggest that the recorded neurons in the LPFC and striatum have different reward prediction mechanisms.
Throughout reward-instructed SPATs with old stimuli (A1 and A2 as the first cues), the monkeys extensively experienced the stimulus-reward reversals block by block. For example, in one block, the A1 group was associated with the large reward and the A2 group with the smaller reward, but in other blocks, this schedule was sometimes reversed. In this paradigm, it was possible for the monkeys to apply a conditional discrimination strategy to predict the reward amount for old stimuli. For example, the monkeys might learn conditional stimulus-reward associations: if C13 LR (large reward), then A13 LR, A23 SR (small reward) and so on, and then memorize all of the conditional associations in a virtual look-up table. By searching such a table, it would be easy for the monkeys to determine which stimulus (A1 or A2) would be paired with a large reward after reward instruction with C1 or C2.
The key advantage of the current task design was the introduction of new stimuli, which prevented any conditional discrimination strategy. The monkeys learned associations between new stimuli and B1 or B2 in a symmetric reward paradigm and, during training, the new stimuli were not paired directly with either an asymmetric amount of reward or with the third cues (C1 and C2). Therefore, when the new stimuli were presented for the first time in SPATs as first cues, the monkeys could not retrieve the new stimuli-reward associations from a virtual look-up table. Therefore, the task with new stimuli ruled out the possibility that the monkeys simply relied on rote memory to predict the amount of reward. Effectively, the monkeys had to integrate several independently acquired associations to infer the reward value of new stimuli. The task with new stimuli also demonstrated that, although recorded LPFC and striatal neurons showed similar response patterns to the well experienced old stimuli, they could be differentiated by their response patterns to the new stimuli.
Some neurophysiological studies in monkeys have reported that, in stimulus-response association learning tasks, striatal neurons acquire the stimulus-response association faster than LPFC neurons. Therefore, the signal from the striatum is suggested to engender learning in the PFC (Pasupathy and Miller, 2005) . However, in our observations, the recorded LPFC neurons showed reward-predictive activity one trial earlier (in N 1,1 ) than did the recorded caudate and putamen neurons (which only showed this from N 1,2 and N 2,1 ; Figs. 7C, 8 E, G) . These LPFC neurons seemed to infer the reward value of new stimuli based on already-acquired stimulus-stimulus pairings (e.g., new stimulus3B, B3 C) and stimulus-reward associations (e.g., C3reward), rather than by new learning. The recorded LPFC neurons, therefore, appeared to integrate these associations and transfer the reward information to the new stimuli in the first trial sequence, suggesting the involvement of transitive reward inference. Conversely, the recorded striatal neurons did not show any transitive inference ability.
The striatal neurons recorded in the current task did not discriminate the two reward conditions in the very first SPATs in the first trial sequence. Unlike the recorded LPFC neurons, these striatal neurons could not transfer reward information associated with C1 and C2 to the new stimuli by integrating the stimulusstimulus and stimulus-reward associations. However, after experiencing the new stimulus-reward contingency (in N 1,1 ) directly, the recorded striatal neurons appeared to be able to make predictions for the subsequently presented new stimuli. Therefore, the recorded striatal neurons appeared to able to learn, but not to transitively infer, the relation between a given new stimulus and its reward value, something that is consistent with former studies (Tremblay et al., 1998; Nakamura and Hikosaka, 2006) .
More interestingly, these striatal neurons were able to infer reward information for the new stimuli presented in the first SPATs in the second trial sequence (i.e., in N 2,1 trials; Fig. 8D,H) . In these SPATs, the monkeys had not experienced the contingency between the new stimulus and reward directly, but they had experienced the alternative stimulus from the pair directly with reward (in N 1,1 trials). These results suggested that these striatal neurons could use reward information associated with the alternative stimulus to infer that associated with the new stimulus (e.g., if the one stimulus from a pair was associated with large reward, then these striatal neurons could infer that the other stimulus from the pair must be associated with small reward). Our results, therefore, demonstrate the involvement of the recorded striatal neurons in exclusive reward inference, but not in transitive reward inference. Similar studies have also reported that dopaminergic and habenula neurons are able to make similar inferences: when one saccadic direction is rewarded, they learn that the opposite direction is not rewarded in a two-forced saccadic choice task (Bromberg-Martin et al., 2010) .
We found an effect of stimulus familiarity (old vs new) in the LPFC, caudate, and putamen. More than 60% of LPFC and caudate reward neurons and ϳ45% of putamen reward neurons showed stimulusfamiliarity-dependent activity in the first cue period or in the early delay period. The reward index values of the old stimuli were greater than those of the new stimuli in each of the three regions. In addition, their reward discrimination latencies were longer for the new stimuli than for the old stimuli. These results suggested that extensive training of the stimulus and the contingency between the stimulus and reward could modulate rewardrelated activity in the LPFC, caudate, and putamen.
In this experiment, we selected a neuron for further recording using the new stimuli when its activity was modulated by reward amount using the old stimuli. This recording strategy might have neglected neurons in the LPFC and striatum that showed reward-modulated activity to the new stimuli, but not to old stimuli. Theoretically, the potentially neglected neurons may have two types of activity patterns to the new stimuli, which may affect current conclusions. One is reward-value learning-related neurons and the other is new stimulus specific inference neurons. If the former type exists in the LPFC, we cannot conclude that all of the LPFC neurons that respond to the reward value of new stimulus can do so via transitive inference. This is likely. If the latter type exists in the striatum, we cannot conclu- sively say that neurons in the striatum are not capable of transitive inference. Intuitively, if neurons can be capable of the transitive inference, the function is likely to work for both old and new stimulus, which is the case in recorded reward neurons in the LPFC, although we cannot deny the possibility of transitive inference neuron in the striatum. In the future, it would be interesting to investigate further how neurons that show no reward-modulated activity with old stimulus respond to the new stimulus.
Several single-unit studies in monkeys have demonstrated that LPFC and striatal neurons encode reward information related to reward type (Watanabe, 1996) , amount (Leon and Shadlen, 1999; Roesch and Olson, 2003) , and probability (Kawagoe et al., 2998; Samejima et al., 2005) as indicated by conditioned visual stimuli. In the current task design, we could not dissociate whether the neural activity in the LPFC and striatum encoded reward magnitude or reward probability. Although we used 100% reward probability in correct trials, the monkey performed better in large-reward trials than in small-reward trials, indicating that the stimuli presented in large-reward trials also had higher reward probability. Nevertheless, regardless of whether their activity reflects reward magnitude or reward probability, the recorded LPFC neurons encoded reward information of new stimuli in a manner that discriminated the two reward conditions from the first SPATs, whereas the recorded striatal neurons did not.
We also observed that putamen reward neurons needed one more trial to learn the new stimulus-reward contingency in the firsttrial sequence than did the caudate reward neurons, suggesting that caudate neurons learned the stimulus-reward association more rap- Fig. 10A is the same neuron as the 10th neuron in Fig. 10B , etc. Short black lines mark the reward discrimination latency for new stimuli from the first cue onset. C, The distribution of reward discrimination latencies of LPFC neurons for the old stimuli (x-axis) and the new stimuli ( y-axis). D, E, Time course of ROC value of caudate reward neurons for the old stimuli (D) and for the new stimuli (E), respectively. F, Distribution of reward discrimination latencies of caudate neurons for the old (x-axis) and the new stimuli ( y-axis). G, H, Time course of ROC value of putamen reward neurons for the old stimuli (G) and for the new stimuli (H), respectively. I, Distribution of reward discrimination latencies of putamen neurons for the old stimuli (x-axis) and the new stimuli ( y-axis).
idly. Reward discrimination latencies did not show a significant difference in the three areas either for the old stimuli or for the new stimuli. These results suggest that the reward information is not processed first in one of these areas and then passed onto the others. Therefore, perhaps the LPFC, putamen, and caudate process this information independently. Further investigation of the interactive functions among the three areas will help to classify these issues.
