Accurate integral methods are applied to a one dimensional moving boundary problem describing the diffusion of oxygen in absorbing tissue. These methods have been well studied for classic Stefan problems but this situation is unusual because there is no condition which contains the velocity of the moving boundary explicitly. This paper begins by giving a short time solution and then discusses some of the previous integral methods found in the literature. The main drawbacks of these solutions are that they cannot be solved from t ¼ 0 and also cannot determine the end behaviour. This is due to the nonuniform initial profile which integral methods typically fail to capture. The use of a novel transformation removes this non-uniformity and, on applying optimal integral methods to the resulting system, leads to simple and yet very accurate approximate solutions that overcome the deficiencies of previous methods.
Introduction
This paper investigates the one-dimensional problem of oxygen diffusion in a medium which simultaneously absorbs the oxygen, as originally posed by Crank and Gupta [1] , and often called the Crank and Gupta problem in the literature. It is an unusual moving boundary problem because the conditions which determine the movement of the boundary are different to classic Stefan problems. The situation considered here has no Stefan condition which explicitly contains the velocity of the moving boundary; instead zero concentration and zero flux are prescribed there. This is an example of a non-linear parabolic moving boundary problem, without an exact solution, and so approximate or numerical solutions must be sought. By now there is an extensive literature on numerical solutions to the problem, see for example [2] [3] [4] [5] [6] [7] [8] [9] and references therein. Mitchell and Vynnycky [9] have recently developed a numerical method which is formally second order accurate for all variables and considers in detail the actual value of the time, t e , at which the oxygen is depleted. These issues had either not previously been resolved conclusively, or not considered at all. The method applies the Keller box finite difference scheme [10] [11] [12] to the boundary immobilised system and is the numerical solution used here to compare with the integral solutions.
Goodman [13] [14] [15] originally proposed using an integral method for solving thermal and Stefan problems, which was an adaptation of the Karman-Pohlhausen integral method [16] for analysing boundary layers; see [17] for a translated account of this work. In the context of heat conduction problems, it is known as the heat balance integral method (HBIM) and since exact solutions have been found for many problems in heat transfer, the HBIM has made its greatest impact on Stefan problems, where very few exact solutions exist. Despite the fact that HBIMs are not always as accurate as numerical solutions,
Mathematical formulation
In non-dimensional form the system to describe the oxygen diffusion problem is given by @u @t ¼ @ 2 u @x 2 À 1; 0 < x < sðtÞ; ð1Þ
u ¼ 1 2 ð1 À xÞ 2 ; 0 6 x 6 1; at t ¼ 0; ð4Þ with sð0Þ ¼ 1.
We can obtain an expression for the location of the moving boundary, sðtÞ, by deriving some extra conditions there. Differentiating uðsðtÞ; tÞ ¼ 0 with respect to t gives
Using (1) and (3) this reduces to
Also, differentiating u x ðsðtÞ; tÞ ¼ 0 with respect to t gives
Now, from (1) we have
and so substituting (6) and (8) into (7) gives
as developed by Crank and Gupta [1] . Conditions (6) and (9) are often used in addition to, or instead of, the other conditions at the moving boundary.
Short time solution
As discussed in Crank and Gupta [1] , the initial condition (4) shows that in the steady-state a negative unit gradient of concentration exists at the surface. When the surface is sealed a zero surface gradient is instantaneously imposed in accordance with (2) . There will be an interval of time, however, before the disturbance at the surface has an effect on the solution in the neighbourhood of x ¼ 1. Thus an analytical solution can be obtained for small times, by assuming that the boundary s ¼ 1 does not initially move.
The short time problem is therefore
which can be solved exactly using Laplace transforms or separation of variables. The former gives uðx; tÞ
whilst the latter leads to uðx; tÞ
where
This solution requires seven terms in the sum in order to obtain a solution that does not vary to within 16 decimal places. However, the Laplace transform solution only requires two terms and, in fact, the first term in (14) is a very good approximation. Setting n ¼ 0 gives
In Fig. 1 we plot the approximation (17) and the numerical solution of (1)-(4) for various small times. We see that the convergence of the infinite series in (14) is very rapid and so terms corresponding to n ¼ 0 are sufficient over a small time interval.
Integral methods applied to the original system

The Crank and Gupta method
Crank and Gupta [1] apply an integral method to the system (1)-(4). They claim that integral methods are not very amenable in cases of non-uniform initial distributions and that the discontinuity in the surface gradient is an additional difficulty. In order to apply an integral method they first determine an expression for the surface concentration and use it as an additional boundary condition. From their numerical solution they deduce that the surface concentration can be approximated by the small time solution (17) . In fact, they simplify this further and use uð0; tÞ
To satisfy the boundary conditions at x ¼ s they choose a quartic profile centred at x ¼ s, i.e.,
which automatically satisfies the conditions in (3). The coefficients a i are then obtained using the boundary conditions (2), (6) and (18) . On writing u 0 ðtÞ for uð0; tÞ the polynomial (19) becomes
The integral method then integrates (1) from
using the fact that u x ð0; tÞ ¼ uðs; tÞ ¼ u x ðs; tÞ ¼ 0. Substituting the profile (19) gives an ODE to solve for s, namely
Since ds=dt 6 0 it follows that 20 þ 8u 0 0 ðtÞ P 0. If u 0 ðtÞ satisfies (18) then this reduces to
Hence this method can only start at t ¼ t Ã , with t Ã ¼ 4=½25p and sðt Ã Þ ¼ 1.
The Gupta and Banik method
In 1989 Gupta and Banik [28] wrote a technical note describing an alteration to Crank and Gupta's approach. Their method does not rely on imposing a surface concentration in advance, unlike Crank and Gupta who made use of (18). Gupta and Banik specify a quartic polynomial, centred at x ¼ 0, which satisfies boundary conditions (2), (3) and (6) . It is given by uðx; tÞ
where again u 0 ¼ uð0; tÞ. Here u 0 and s are determined from combining the integral (21), which they call the zeroth moment, with the first moment. This is derived from multiplying the PDE by x before integrating from x ¼ 0 to x ¼ s. After applying integration by parts and using the boundary conditions the integral becomes d dt
This is similar to a recent formulation, known as the refined integral method [22, 29] where the PDE is integrated twice over the spatial domain. The resulting integral is (1)- (4) and the dashed line shows the first term in the series solution, (17) .
which does differ from (25), but both expressions are the identical if we eliminate the first integral in (26) using (21) . Obviously, when solving both these integrals it does not make any difference whether we solve (21) and (25) or (21) and (26) . This method is related to the combined integral method (CIM), which has been successfully employed by Mitchell and Myers for thermal and Stefan problems [23, 26] . The difference there is that a combination of the zeroth and first moments are used to determine a possibly time dependent unknown exponent along with the moving boundary position. This is discussed in more detail in Section 5.
The resulting ODEs are given by
From the physics of the problem it is clear that ds=dt 6 0, and so from the second equation we see that this method requires s 2 À 4u 0 P 0. Since sð0Þ ¼ 1 it follows that u 0 ð0Þ 6 0:25. This is incompatible with the initial condition at t ¼ 0 and so, similar to Crank and Gupta, this method can also only start at time t ¼ t Ã > 0, with the assumption that sðt Ã Þ ¼ 1. One way to determine t Ã here is to use (18) : solving u 0 6 0:25 gives t P p=64 % 0:0490874. However, for comparison purposes we use the same value as Crank and Gupta, namely t Ã ¼ 4=½25p % 0:050930, and substituting this into (18) Since it is hard to distinguish the different solutions for u, we also present errors in u in Table 1 , compared to the numerical solution [9] using the infinity norm. These are analysed further in Section 5.2,, to enable comparisons with the other approximate integral solutions described below.
Applying an integral method to a transformed problem
Although both the Crank and Gupta and Gupta and Banik profiles are reasonably accurate, they are both very restrictive because they cannot be solved from t ¼ 0. More importantly, they require use of the small time solution to either determine uð0; tÞ or a starting value u 0 ðt Ã Þ. The moving position s does not vary in this interval but the solution for the concentration does (with the position of the left boundary changing from 0.5 at t ¼ 0 to %0.25 at t ¼ t Ã for both methods, see Fig. 1 ). We now develop a method that can be started from t ¼ 0, without any need to combine with the short time solution, and which is more accurate than either of the methods described above.
The methods described above do not make use of the initial condition in (10) , and as we have already mentioned, integral methods do not work well when the initial profile is non-uniform. An obvious starting point is therefore to subtract off the initial condition, i.e., by setting vðx; tÞ ¼ uðx; tÞ À
which means that v satisfies 
For convenience we write (31) and (32) as
where f ðsÞ ¼ Àð1 À sÞ 2 =2 and gðsÞ ¼ 1 À s. Since the flux condition at x ¼ s is now non-zero we can use a profile of the form
This form was first used by Myers and Mitchell [25, 26] for classic Stefan problems. After satisfying the boundary conditions it becomes
Here the integral can be written as d dt
and substituting the profile v in (36), along with the expressions for fand g, leads to the solution
Note that this requires the restriction Fig. 2 it is clear that s is still close to 1 at t ¼ 0:125. Hence this profile leads to very inaccurate solutions.
Further transformations
Analysis of the small time fixed boundary problem
The above analysis shows that it is not enough to simply subtract off the initial condition. Therefore, we now re-examine the small time problem given by (10)- (13) 
where the first limit is determined using the exact solution (14) , and so u is consistent at ðx; tÞ ¼ ð0; 0Þ. The initial condition (13) gives u x ðx; 0Þ ¼ Àð1 À xÞ which shows lim t!0 u x ð0; tÞ ¼ 0; lim
Hence u x is inconsistent at ð0; 0Þ.
Let us subtract off the initial condition, as done in Section 4.3, by re-writing the system in terms of v (defined in (28)). The problem for v here is then 
and so this does not remove the inconsistency in the derivative. Suppose we consider the identical problem to (42)-(45) but on a semi-infinite domain i.e.,
This has exact solution vðx; tÞ ¼ x erfc
We now return to the system (42)-(45) and subtractv from v by setting wðx; tÞ ¼ vðx; tÞ À x erfc
Then (42)-(45) transform to
; at x ¼ 1; ð56Þ The transformation therefore leads to consistency in both w and w x at ð0; 0Þ.
The moving boundary problem
Following this approach we re-formulate the moving boundary problem (29)-(33) by applying the transformation in (53). Then the problem for w becomes
; at x ¼ s; ð60Þ 
The reason for the inclusion of s in the left hand side of (63)(b) is to give a neater form for the coefficients in the profiles discussed below. Note that the extra condition (6) ; ð66Þ at x ¼ s, where again the addition of s 2 turns out to be more convenient. We begin by defining a cubic polynomial profile of the form wðx; tÞ
After satisfying the conditions in (59) and (63), and re-writing a 2 as a, we have
Here a is an unknown coefficient which must be determined along with s. This is similar to u 0 in the Gupta and Banik profile (24) but here a is not the surface concentration. Since w ¼ 0 at t ¼ 0, in addition to f ¼ g ¼ 0, it follows that að0Þ ¼ 0.
We use the same idea as Gupta and Banik and define the zeroth and first moments. To determine the integral for the zeroth moment we integrate (58) with respect to x over the interval ½0; s. 
Substituting the profile (68) into both of these expressions gives d dt
d dt
Noting that
which are all known, Eqs. (71) and (72) can be written as a pair of first order ODEs to solve for a and s. Following Gupta and Banik, we could use a quartic profile with the extra condition (66). After satisfying (59), (63) and (66) we have
Again it turns out that bð0Þ ¼ 0 and substituting this profile into (69) and (70) gives similar ODEs to (71) and (72). Alternatively, we can consider a profile with an unspecified exponent, similar to (35). The profile is given by
where n P 1, and which satisfies the conditions in (59) and (63). Substituting this expression into the integral (69) leads to
In this case there is only one ODE to solve for s, once a value for n has been specified (without randomly assigning it apriori). One such approach to determine the exponent would be to use the combined integral method (CIM) [23, 26] . In a similar manner to that described above, this method combines the zeroth and first moments and so n nðtÞ would be solved for, along with s, in the resulting pair of ODEs. However, it is not always easy to calculate nð0Þ, and quite often n is very close to constant for a large range of t.
In Fig. 4 we plot the solution for s and u for three values of n (¼ 1:25; 1:5; 2). It is interesting to note that the accuracy of the solution varies dramatically with n, with the natural choice n ¼ 2 being the worst of the three results shown. It seems that the most accurate solution occurs when n % 1:25. An alternative way to find n is to use the Myers method [24, 25] which chooses the value of n to minimise the Langford [30] error
The resulting expression is time dependent since it involves s; f ; g and their derivatives. It addition, E n has a singularity at n ¼ 1:5. For more standard Stefan problems n is typically in the range ½1:7; 3 and so this singularity is not a problem. We actually only require n > 1 and it seems from Fig. 4 that choosing n < 1:5 gives a more accurate solution. In Fig. 5(a) we plot E n against n at t ¼ 0. There is only one local minimum at n % 2:7318 but this value leads to highly inaccurate results. From examining the plot in Fig. 5 , E n ¼ 0 at n % 1:2733, which agrees with our earlier prediction that n is close to 1.25. It should be noted that Myers use the value of n which minimises the expression for E n at t ¼ 0, since typically this is where the largest error occurred. For this problem the error E n defined in (77) increases with time and so it might not seem sensible to follow the same approach. However, for larger times E n is negative for all n < 1:5, and so using the error expression at t ¼ 0 does seem preferable. Indeed, this is further supported by the plot in Fig. 5(b) . It shows the infinity error norm in s (between the approximation found from solving (76) and the numerical solution) for the range t 2 ½0; 0:18 as a function of n. We see that the error is minimised for approximately the same value of n.
Finally, note that for all three profiles for w considered in this Section, i.e. (68), (74) and (75), the corresponding profile for u is given by uðx; tÞ
Figs. 6 and 7 present results of the three profiles along with the numerical solution [9] . In Fig. 6 we show u against x for various times, and the left plot can be directly compared to Fig. 2 . All these profiles are more accurate than either the Crank and Gupta or Gupta and Banik profiles, and this is confirmed in the comparison of the infinity norms for the errors in u which are shown in Table 2 (as compared with Table 1 ). In the right plot in Fig. 6 we show results for u against x for t < 4=½25p, to highlight the fact that all the profiles (68), (74) and (75) can be solved from t ¼ 0 (computationally when solving the ODEs in Matlab we had to set the minimum time to be Oð10 À9 Þ), unlike the Crank and Gupta or Gupta and Banik profiles. These are all extremely accurate, with no visible distinction from the numerical solution.
In Fig. 7 we plot s against t and the absolute error in s when compared to the numerical solution. On comparison with these and Figs. 2 and 3 it is clear that all the profiles from this Section are more accurate for s than the Crank and Gupta and Gupta and Banik profiles, with the only exception being the limit t ! t À e whereby sðt e Þ ! 0. We discuss this situation in more detail below. On comparing the three profiles (68), (74) and (75) it is difficult to judge which one is preferable. It is clear that there is very little benefit in adding an extra term to give the quartic profile since the results shown in Table 2 are very similar. The non-polynomial profile (75) requires solving only one ODE, rather than the two ODEs (68), (74), but then it does require calculating n using the E n measure. What is significant is that applying integral methods to the transformed equations leads to much more accurate solutions than previous integral solutions, and allows the process to be started at t ¼ 0. Let us now examine the limit t ! t À e . The numerical solution from [9] predicts t e ¼ 0:19743241. To determine approximate values using the five profiles considered here we solve the ODEs on the interval ½0; t Ã and check the sign of sand ds=dt. Provided both s > 0 and ds=dt < 0 are satisfied, the value of t Ã is updated to t Ã ¼ t Ã þ 10 À8 and the process repeated until either of the criteria fails. Results are shown in Table 3 . It is important to give the values of s at t e , denoted s e , as well as the errors in t e when compared with the numerical value of t e . Whilst profiles (20) and (74) both have the smallest errors, Oð10 À5 ), the value of s e is large. This is because the ODEs have failed due to ds=dt becoming positive. Profiles (68) and (75) are therefore far more acceptable because the ODEs allow s to become much closer to zero whilst also predicting a very accurate value of t e . It should be noted that Crank and Gupta approximate t e by setting the surface concentration approximation (18 The left plot shows s against t where the solid line is the numerical solution, the dashed line is the cubic profile (68), the dot-dashed line is the quartic profile (74) and the dotted line is the profile (75). The right plot shows the absolute error in s for these same profiles.
Table 2
Comparison of the infinity norms of u at various times. À3 . In Fig. 8 we present results comparing uð0; tÞ against t for the various profiles. The left plot shows the same profiles as discussed in Figs. 6 and 7 and the right plot shows the Crank and Gupta and Gupta and Banik profiles. All methods are good at predicting the evolution of the fixed boundary; the Crank and Gupta profile. appears to be slightly more accurate but this is misleading since it uses the extra boundary condition (18) which is derived from the short time solution.
Conclusions
In this study we have considered a variety of integral methods applied to the classic moving boundary problem that arises from the diffusion of oxygen in absorbing tissue. We began by giving the short time solution and then described the Crank and Gupta [1] and Gupta and Banik [28] profiles which made use of this solution since their approach could not be solved from t ¼ 0. An analysis of the short time problem at ðx; tÞ ¼ ð0; 0Þ led to a transformation which removed any inconsistencies and this was then applied to the original problem. Two polynomial profiles were considered for this transformed system which were analogous to the cubic and quartic profiles favoured by Crank and Gupta and Gupta and Banik that were discussed in Section 4. In addition, we also described an optimal profile which incorporated an unknown exponent to be determined as part of the solution process. The results for these three profiles were very similar, but all more accurate than those described in Section 4. Crucially, they could all be solved from t ¼ 0 and the ODEs gave a better prediction of the time to depletion which also enabled s to become closer to zero.
It is interesting that both the quartic profiles (24) and (74) were overall the least accurate overall. It might be expected that using an extra term in the polynomial would lead to more accurate results, as has been seen in the classic Stefan problem [22] , but this was not the case here. These higher order polynomials came from using the boundary conditions (6) and (9) , which involve higher order derivatives in x, and so we conclude that these extra conditions not beneficial for oxygen diffusion problems. Indeed, the profile (75) gave more accurate results and only involves three terms, with the value of n close to 1. It is hard to argue whether profile (68) or (75) is more preferable, but the latter does have marginally smaller errors when examining Table 2 , and also requires solving only one ODE to determine s.
Whilst one could argue that the oxygen diffusion problem is rather limited in scope, it has been extensively studied in the literature in the past forty years. Despite this, we have demonstrated that up until now there are still unresolved issues related to the integral solutions, and we have addressed these in this paper. An interesting future direction would be to investigate applying these types of transformations to other moving boundary problems with non-uniform initial distributions to develop accurate integral solutions for more general situations. 
