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Hacemos un estudio del anillo de las series de potencias formales, para luego definir las curva 
algebroide plana, Demostramos el teorema de Newton-Puiseux que da como resultados la 
parametrizacion de una curva plana. 
 
Finalmente estudiamos la resolución de singularidades de una curva plana, usando las 
transformaciones cuadraticas u explosiones.     
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We study  formality power series ring, after that we are defining plane algebroid curves. We 
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INTRODUCCI ´ON
El objetivo de este trabajo es exponer algunos resultados ba´sicos sobre la teo-
ria de las curvas planas irreducibles que posteriormente sirvan para desarrollar
investigacio´n sobre la teorı´a de de singularidades de curvas algebroides planas ya
sea representadas en forma de Weierstrass o en su forma parametrizada.
Nuestro interes por el tema tuvo sus inicios en un minicurso dado en julio del
2000 por el profesor Abramo Hefez, donde se abordaron muchos de los puntos
tratados en esta tesis.
En el primer capı´tulo desarrollamos el anillo de las series de potencias for-
males, estudiamos los homomorfismmos y damos las condiciones para tener un
automorfismo. Luego terminamos demostrando un teorema cla´sico conocido co-
mo el lema de Hensel.
El en capı´tulo dos demostramos un resultado probado por Stickelbergel en
1887 que nos servira para demostrar el teorema preparacio´n de Weierstrass.
En el capı´tulo tres estudiamos las curvas algebroides planas y demostramos un
teorema cla´sico, el teorema de Newton-Puiseux, cuya consecuencia nos permite
escribir una curva algebroide plana en su forma parame´trica.Finalizamos este ca-
pitulo probando el lema de la unitangente, que es un resultado cla´sico en la teoria
de las curvas planas.
En el capı´tulo cuatro estudiamos algunos resultados del a´lgebra lineal que
servira´n para darle un caracter formal a la definicio´n de el ı´ndice de interseccio´n
de curvas planas, luego damos algunos resultados que nos permiten hallar numeri-
camente el ı´ndice de interseccio´n.
En el capı´tulo cinco exponemos las transformaciones cuadra´ticas o explo-
siones que sirven para desingularizar una curva algebroide planas.
Capı´tulo 1
SERIES DE POTENCIAS
En este capı´tulo introducimos los anillos de series de potencias y estudiaremos
algunas de sus propiedades ba´sicas.
1.1. Anillo de Series de Potencias
Sea K un cuerpo y X1,X2,. . ., Xr indeterminadas sobre K. Denotamos
por
S = K[[X1, X2, . . . , Xr]],
el conjunto de las sumas formales de tipo,
f =
∞∑
i=0
Pi = P0 + P1 + P2 · · · ,
donde cada Pi es un polinomio homogeneo de grado i, en las indeterminadas
X1,X2,. . ., Xr con coeficientes en K.
Sean f = P0 + P1 + P2 + · · · y g = Q0 +Q1 +Q2 + · · · elementos de S,
tenemos por definicio´n
f = g ⇐⇒ Pi = Qi, ∀i = 1, 2 . . . .
Se define en S las siguientes operaciones :
f + g =
∞∑
i=0
(
Pi +Qi)
y
fg =
∞∑
i=0
i∑
j=0
PjQi−j.
2
Definicio´n 1.1 El conjunto S con las operacio´n de adicio´n y de producto sera
llamado el anillo de las series de potencias formales en r indeterminadas y con
coeficientes en K.
Se observa que este anillo es conmutativo y tiene elemento unidad, ademas
este anillo posee al cuerpo K y a los anillos de polino´mios K[X1, . . . Xr], como
su´banillos.
Los elementos de S, pueden ser tambie´n representados de la forma
f =
∞∑
i=0
∑
i1+i2+···+ir=i
ai1,i2,...,irX
i1
1 X
i2
2 · · ·xirr ,
con ai1,i2,...,ir ∈ K
Si K es el cuerpo R de los nu´meros reales o el cuerpo C de lo nu´meros
complejos, podemos considerar el su´banillo A = K{X1, . . . , Xr} de S, formado
por las series absolutamente convergentes en una vecindad del punto (0, . . . , 0).
En otras palabras, A es formados por las series
f =
∞∑
i=0
∑
i1+i2+···+ir=i
ai1,i2,...,irX
i1
1 X
i2
2 · · ·xirr ,
tal que existe un nu´mero positivo ρ, para la cual es convergente la serie
f =
∞∑
i=0
∑
i1+i2+···+ir=i
|ai1,i2,...,ir |ρi1+i2+···+ir .
Veremos en la pro´xima proposicio´n, como determinar los elementos inverti-
bles de S.
PROPOSICI ´ON 1.2 El elemento f = P0+P1+ · · · en S es invertible, si solo
si, P0 6= 0.
Demostracio´n. Supongamos que f sea invertible y sea f−1 = Q0 + Q1 + · · · ,
el inverso de f en S. Entonces
1 = ff−1 = P0Q0 + (P1Q0 + P0Q1) + · · · , (1.1)
luego P0Q0 = 1 y por tanto P0 6= 0.
Recı´procamente, si P0 6= 0, sigue que el inverso f−1 = Q0 + Q1 + · · · ,
de f , satisface la ecuacio´n 1.1 y puedes ser efectı´vamente determinada por las
relaciones:
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P0Q0 = 1,
P1Q0 + P0Q1 = 0,
.
.
.
PnQ0 + Pn−1Q1 + · · ·+ P1Qn−1 + P0Qn = 0,
que tambien nos da las fo´rmulas recurrentes abajo, para calcular losQn y por tanto
f−1
Q0 = P
−1
0 ,
Q1 = −P1P−10 Q0,
.
.
.
Qn = −P−10 (PnQ0 + Pn−1Q1 + · · ·+ P1Qn−1).
2
Definicio´n 1.3 Sea f = Pn + Pn+1 + · · · ∈ S \ {0}, donde cada Pj , es un
polinomio homogeneo de grado j y Pn 6= 0. El polinomio homogeneo Pn es
llamado la forma inicial de f . Al nu´mero entero n es llamamado la directo de
f , y denotado por n = dir(f). Si f = 0, ponemos dir(f) =∞.
De acuerdo con la proposicio´n 1.2, se tiene que f ∈ S es invertible si e sola-
mente si, dir(f) = 0.
La directo de las series de potencias, mantienen las siguientes propiedades:
PROPOSICI ´ON 1.4 Sean f, g ∈ S. Se tiene que:
1. dir(fg) = dir(f) + dir(g).
2. dir(f ± g) ≥ mı´n{dir(f), dir(g)}, con igualdad ocurriendo siempre que
dir(f) 6= dir(g).
Demostracio´n. Sea f = Pm + Pm+1 + · · · y g = Qn + Qn+1 + · · · con
dir(f) = m y dir(g) = n.
1. Tenemos que fg = PmQn+Pm+1Qn+ · · · , donde grd(PmQn) = m+n,
sigue por definicio´n de la directo que
dir(fg) = m+ n = dir(f) + dir(g).
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2. Tenemos que
f ± g = (Pm + Pm+1 + · · · )± (Qn +Qn+1 + · · · ).
Si m = n, entonces dir(f ± g) ≥ mı´n{m,n}.
Si m 6= n, entonces dir(f ± g) = mı´n{m,n}.
2
La nocio´n de la directo de f para las series de potencias desenpen˜a un papel
semejante a la nocio´n del grado de un polinomio.
PROPOSICI ´ON 1.5 El anillo S es un dominio de integridad.
Demostracio´n. Si f, g ∈ S \ {0} entonces por proposicio´n 1.4 tenemos que
dir(fg) = dir(f) + dir(g) <∞
y por tanto fg 6= 0.
2
Denotamos porMS = 〈X1, X2, . . . , Xr〉 el ideal generado porX1, X2, . . . , Xr
PROPOSICI ´ON 1.6 El ideal MS es el u´nico ideal ma´ximal de S y es tal que⋂
i∈N
MiS = (0)
Demostracio´n. Sea U un ideal de S, tal que
MS ( U ⊂ S.
Entonces existe f ∈ U , tal que f /∈ MS . Sigue que f es invertible, luego
ff−1 = 1 ∈ U, concluyendo que U = S. Consecuentemente la primera afirma-
cio´n es verdadera.
Para terminar la prueba, observe que si
f ∈
⋂
i∈N
MiS,
entonces f ∈MiS para cada i ∈ N, luego si
f = P0 + P1 + · · ·+ Pi + · · · ,
donde los Pi, i ∈ N es un polinomio homogeneo de grado i, sigue que
P0 + P1 + · · · ∈ MjS ⇐⇒ P0 = P1 = . . . = Pj−1 = 0
lo que termina el resultado.
2
5
1.2. Sustituciones en Series de Potencias
Denotaremos por S al anillo K[[X1, . . . , Xr]] y por R al anillo K[[Y1, . . . , Ys]].
Sus respectivos ideales maximales seran denotados por MS y MR.
Sea Φ: R → S un homeomorfismos de K-a´lgebras. Luego la restriccio´n
de Φ al anillo de polinomios K[Y1, . . . , Ys] es tambien un homeomorfismos de
K-a´lgebras y por tanto es totalmente determinado por los valores
gi = Φ(Yi), i = 1, . . . , s,
de modo que si P (Y1, . . . , Ys) ∈ K[Y1, . . . , Ys], entonces
Φ(P (Y1, . . . , Ys)) = P (g1, . . . , gs).
Para estudiar los homeomorfismos de R en S somos entonces llevados a
estudiar el problema de sustituir en una serie arbitraria f ∈ R, las indeterminadas
Y1, . . . , Ys por series de potencias g1, . . . , gs ∈ S. En particular, es siempre
posible subtituir algunos de los Y1, . . . , Ys por 0. Ma´s en general no siempre es
posible efectuar esta subtitucio´n, pues el resultado no siempre puede estar definido
en S. Por ejemplo, si
f(X) = 1 +X +X2 + · · · ∈ K[[X]],
¿Quien seria f(1) ?.
Mas generalmente, dados g1, . . . gs ∈ S, tal que
gi(0) = c ∈ K \ {0}
para algun i. Entonces tomando
f(Y1, . . . , Ys) = 1 + c
−1Yi + c−2Y 2i + · · · ,
sigue que f(g1, . . . , gs) no esta definido como elemento de S, pues caso con-
trario,
f(g1, . . . , gs)(0, . . . , 0) = 1 + 1 + · · · ∈ S,
lo que es una contradiccio´n.
Entretanto veremos en adelante que es siempre posible sustituir las indetermi-
nadas Y1, . . . , Ys por series de potencias g1, . . . , gs ∈MS , en cualquier f ∈ R,
obteniendo una serie de potencias
f(g1 . . . gs) ∈ S
Para formalizar este tipo de operacio´n, vamos a desenvolver algunos requisitos.
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Definicio´n 1.7 Sea i un nu´mero natural dado y f, h ∈ R, se define
f ∼= hmodMiR ⇐⇒ f − h ∈MiR,
y se lee f es congruente a h mo´dulo MiR.
Una formulacio´n equivalente a la de arriba es la siguiente:
f ∼= hmodMiR ⇐⇒ dir(f − h) ≥ i.
Se verifica fa´cilmente que acabamos de definir una relacio´n de equivalencia
en R, cuyas propiedades relacionamos en el resultado que sigue.
PROPOSICI ´ON 1.8 Sean f, h, h1, h2, f1, f2, f3, . . ., elementos deR y sea g1, . . . , gs
elementos de MS
1. Si f1 ∼= f2modMiR y h1 ∼= h2modMiR, entonces
f1 ± h1 ∼= f2 ± h2modMiR, y f1h1 ∼= f2h2modMiR.
2. Si, ∀N ≥ 0, ∃i ≥ N tal que f ∼= hmodMiR, entonces f = h.
3. Si f1 y f2 son polinomios, entonces
f1 ∼= f2modMiR =⇒ f1(g1, . . . , gs) ∼= f2(g1, . . . , gs)modMiS.
4. Se para todo i ∈ N, se tiene que fi+1 ∼= fimodMiR, entonces existe un
u´nico f ∈ R tal que
f ∼= fimodMiR, ∀i = 1, 2, . . .
Demostracio´n. Supongamos que f, h, h1, h2, f1, f2, f3, . . ., elementos de R y
sea g1, . . . , gs elementos de MS .
1. Si f1 ∼= f2modMiR y h1 ∼= h2modMiR, entonces f1 − f2 ∈ MiR y
h1 − h2 ∈MiR, luego (f1 ± h1)− (f2 ± h2) ∈MiR, por tanto
f1 ± h1 ∼= f2 ± h2modMiR.
Por otro lado h1(f1−f2) ∈MiR y f2(h1−h2) ∈MiR sigue f1h1−f2h2 ∈
MiR, consecuentemente
f1h1 ∼= f2h2modMiR.
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2. Sea f ≡ hmodMiR para todo i ≥ 0, sigue f − h ∈ MiR, ∀i, luego
f −h ∈ ⋂i∈NMiR. Por la proposicio´n 1.6 f −h = 0 y consecuentemente
f = h.
3. Si f es un polinomio y g1, . . . gs ∈ MS , es claro que f(g1, . . . , gs) ∈ S.
La condicio´n f1 ∼= f2modMiR significa que
f1 − f2 = Pi + · · ·+ Pd,
donde cada Pj es un polinomio de grado j. Sigue entonces que
f1(g1, . . . , gs)− f2(g1, . . . , gs) = Pi(g1, . . . , gs) + · · ·+ Pd(g1, . . . , gs).
Como la dir(g1) ≥ 1,. . ., dir(gs) ≥ 1, sigue que
dir(Pj(g1, . . . , gs)) ≥ j ≥ i,
y por tanto por la proposicio´n 1.4
dir(f1(g1, . . . , gs)− f2(g1, . . . , gs)) ≥ i,
probando asi el resultado.
4. Para cada i = 1, 2, . . . escribimos fi = Pi,0 + Pi,1 + · · · donde cada Pi,j
es un polinomio homogeneo de grado j.
Como para todo i se tiene que
fi+1 ∼= fimodMiR,
sigue que
Pi,j = Pi+1,j,∀j, 0 ≤ j ≤ i− 1.
Definiendo
f = P1,0 + P2,1 + · · ·+ Pi+1,i + · · · ,
sigue que
f ∼= fimodMiR,∀i = 1, 2, . . .
Verificaremos que f es u´nico.Suponga que g ∈ R sea tal que
g ∼= fimodMiR,∀i = 1, 2, . . .
Luego g ∼= fi ∼= fmodMiR, para todo i = 1, 2, . . . que por el item 2
termina que g = f .
2
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PROPOSICI ´ON 1.9 Sean f, h ∈ S, la funcio´n
d(f, h) = ρ−dir(f−h),
donde ρ es un nu´mero real mayor que 1, es una me´trica en S.
Demostracio´n. Sean f, h, g ∈ S, verificaremos los tres itenes de la definicio´n
1. d(f, h) ≥ 0 y d(f, h) = 0, si solo si, f = h.
En efecto, si ρ > 1, entonces 0 < (1
ρ
) < 1, luego
d(f, h) = ρ−dir(f−h) = (1
ρ
)dir(f−h) ≥ 0.
Por otro lado
d(f, h) = 0⇔ (1
ρ
)dir(f−h) = 0⇔ dir(f − h) =∞⇔ f − h = 0.
2. d(f, g) = d(g, f).
En efecto, sabemos que
dir(f − h) = dir(−(f − h)) = dir(h− f),
sigue que
(
1
ρ
)dir(f−h) = (1
ρ
)dir(h−f).
Esto es
d(f, h) = d(h, f)
3. d(f, h) ≤ d(f, g) + d(g, h).
En efecto, por la proposicio´n 1.4 item 2. tenemos que
dir((f − g) + (g − h)) ≥ mı´n{dir(f − g), dir(g − h)},
y supongamos que
mı´n{dir(f − g), dir(g − h)} = dir(f − g).
Luego
d(f, h) = (
1
ρ
)dir(f−h) = (1
ρ
)dir((f−g)+(g−h)) ≤ (1
ρ
)dir(f−g) = d(f, g),
y por tanto
d(f, h) ≤ d(f, g) + d(g, h).
9
Luego la proposicio´n esta demostrada.
2
Definicio´n 1.10 Para cada f ∈ S, se definen los conjuntos
Vi(f) = B(f, ρ
−i) = {h ∈ S/d(h, f) < ρ−i} = {f +MiS}, i ∈ N
llamados el sistema fundamental de vecindades de f .
Observe que, estas vecindades definen una topologı´a para S
PROPOSICI ´ON 1.11 El espacio me´trico S es completo.
Demostracio´n. Verificaremos que toda sucesio´n {fi} de Cauchy es convergente.
Sea MiS una vecindad del origen en S. Como {fi} es de cauchy, existe
N > 0, tal que para i > N , se tiene que fi+1 − fi ∈ MiS luego fi+1 ∼=
fimodMiS , sigue que por la proposicio´n 1.8 item 4 existe f ∈ S tal que
f ≡ fimodMiS, ∀i ≥ N.
Luego f − fi ∈MiS que para i > N , y
l´ım
i→∞
fi = f.
2
Definicio´n 1.12 Diremos que A ⊂ S es un conjunto denso si
∀f ∈ S, {f +MiS} ∩ A 6= ∅
para todo i ∈ N
La proposicio´n 1.8 nos permite definir la operacio´n composicio´n o subtitucio´n
de series de potencias. Veremos a seguir como proceder.
PROPOSICI ´ON 1.13 Dados g1, . . . , gs ∈ MS, y dado f cualquiera en R,
es siempre posible subtituir Y1, . . . , Ys por g1, . . . gs en f .
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Demostracio´n. Sea fi un polinomio cualquiera en R tal que
f ∼= fimodMiR,
por ejemplo, el truncamiento de f hasta el grado i − 1 cumple la condicio´n
arriba.
Como
fi+1 ∼= fmodMi+1R
y ademas
Mi+1R ⊂MiR, (1.2)
sigue que
fi+1 ∼= fimodMiR,
luego por la proposicio´n 1.8 item 3,
fi+1(g1, . . . , gs) ∼= fi(g1, . . . , gs)modMiS.
Poniendo
hi = fi(g1, . . . , gs) ∈ S,
tenemos que
hi+1 ∼= himodMiS,
e por tanto por la proposicio´n 1.8 item 4, existe un u´nico h ∈ S tal que
h ∼= himodMiS.
Vamos ahora provar que h independe de la eleccio´n de los polinomios fi.
Sean f ′i otros polinomios tal que
f ∼= f ′imodMiR
y sea h′ la serie construida de modo ana´logo a h, es decir h′i = f ′i(g1, . . . , gs).
Entonces
fi ∼= f ′imodMiR,
y por tanto por la proposicio´n 1.8 item 3
hi = fi(g1, . . . , gs) ∼= f ′i(g1, . . . , gs)modMiS
Por tanto para todo i
h ∼= hi ∼= h′i ∼= h′modMiS,
y consecuentemente, por la proposicio´n 1.8 item 2, sigue que h = h′.
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2La serie de potencias de h cuya existencia y unicidad acabamos de pro-
bar sera´ denotada por f(g1, . . . , gs) y sera´ llamado la compuesta de f con
(g1, . . . , gs).
A partir de las consideraciones arriba, tenemos el siguiente resultado:
PROPOSICI ´ON 1.14 Dados g1, . . . , gs ∈MS la aplicacio´n
Sg1,...,gs : K[[Y1, . . . , Ys]] −→ K[[X1, . . . , Xs]]
f → Sg1,...,gs(f) = f(g1, · · · , gs)
es un homeomorfismo de K-a´lgebras de R en S. Recı´procamente, todo homeo-
morfismo de K-a´lgebras de R en S es de este tipo.
Mostraremos el lema y la proposicio´n siguiente, que nos servira´n en la sigui-
ente seccio´n
LEMA 1.15 Si f ∈ R y g1, . . . , gs ∈MS , entonces
dir(Sg1,...,gs(f)) = dir(f(g1, . . . , gs)) ≥ dir(f)mı´n
i
{dir(gi)}
Demostracio´n. Sea f ∈ R con dir(f) = m, y sea gk ∈MS tal que
1 ≤ dir(gk) = n = mı´n
i
{dir(gi)}.
Entonces la forma inicial de f es
f(X1, . . . , Xr) = Fm(X1, . . . , Xr)+polinomios homogeneos de grado mayor que m,
donde
Fm(X1, . . . , Xr) =
∑
i1+···+ir=m
ai1,...,irX
i1
1 . . . X
ir
r .
Sigue que dir(Sg1,...,gs(f)) = dir(f(g1, . . . , gs)) = dir(Fm(g1, . . . , gs))
= dir(
∑
i1+···+ir=m
ai1,...,irg
i1
1 . . . g
ir
r ) ≥ mı´n{dir(gi11 . . . girr )/i1 + · · ·+ ir = m}
= mı´n{i1dir(g1) + · · ·+ irdir(gr)/i1 + · · ·+ ir = m} ≥ mmı´n
i
{dir(gi)}
lo que prueba el resultado.
2
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PROPOSICI ´ON 1.16 El homeomorfismo Sg1,...,gr es continuo.
Demostracio´n. De hecho, para Vj(Sg1,...,gr(f)), una vecindad de Sg1,...,gr(f)
existe una vecindad Vj(f) tal que, si h ∈ Vj(f), sigue h ∈ f +MjR, entonces
h ∼= fmodMjR,
luego por la proposicio´n 1.13 y el lema 1.15 se tiene
h(g1, . . . , gr) ∼= f(g1, . . . , gr)modMjS,
por tanto
h(g1, . . . , gr) ∈ f(g1, . . . , gr) +MjS.
Consecuentemente h(g1, . . . , gr) ∈ Vj(Sg1,...,gr(f)) y Sg1,...,gr es continuo.
2
1.3. Automorfismos
En la seccio´n anterior , precisamente en la proposicio´n 1.14, vimos que dado
un endomorfismo Φ de S, existen g1, . . . , gr tal que Φ = Sg1,...,gr . Veremos
ahora que condiciones debemos imponer a los g1, . . . , gr para que Φ seja un
K-automorfismo.
Primero, observe que todo K-automorfismo de S debe preservar la directo.
De hecho por el lema 1.15 sigue que para f ∈ S, que
dir(f) ≤ dir(Φ(f)) ≤ dir(Φ−1(Φ(f))) = dir(f), (1.3)
lo que prueba nuestra afirmacio´n.
Como Φ(Xi) = gi, para i = 1, . . . , r, sigue entonces que dir(gi) = 1,
para todo i = 1, . . . , r. Sean L1, . . . , Lr respectivamente las formas iniciales de
g1, . . . , gr, que son los polinomios homogeneos de grado 1 en X1, . . . , Xr.
Supongamos que exista una relacio´n de dependencia lineal sobre K no trivial,
a1L1 + · · ·+ arLr = 0.
Luego tomando
f = a1X1 + · · ·+ arXr,
seguirı´a que
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dir(Sg1,...,gs(f)) > dir(f) = 1,
lo que termina que Sg1,...,gs no es un K-automorfismo de S.
Consecuentemente, una condicio´n necesaria para que Sg1,...,gs sea un K-
automorfismo de S es que las formas iniciales de los gi sean formas lineales
linealmente independiente sobre K.
A fin de mostrar que las condiciones arriba son tambien suficientes, necesita-
mos del lema que sigue.
LEMA 1.17 Un subanillo A de S es denso en S, si y solamente si, para todo
polinomio homogeneo P ∈ K[X1, . . . , Xr], existe un elemento en A cuya forma
inicial es P .
Demostracio´n. Suponga que A es denso en S, y sea P ∈ K[X1, . . . , Xr] ⊂ S,
un polinomio de grado d. Luego ∀ n > d tal que
{P +MnS} ∩ A− {P} 6= ∅.
Por tanto existe f ∈ A y f − P ∈ MnS , sigue dir(f − P ) ≥ n > d.
Consecuentemente P es la forma inicial de f .
Recı´procamente, sea f = Fm + Fm+1 + · · · ∈ S, con Fm polinomio
homogeneo de grado m, sigue que
∃ g = Fm +Gm+1 + · · · ∈ A, (1.4)
luego dir(g − f) ≥ m+ 1 sigue que g − f ∈Mm+1S , consecuentemente
g ∈ f +Mn+1S , (1.5)
por tanto de 1.4 y de 1.5 A es denso en S.
2
Si L1, . . . , Lr son formas lineales en S, linealmente independientes sobre
K, entonces T = SL1,...,Lr es un K-automorfismo de S.
De hecho, si
Li = ai,1X1 + · · ·+ ai,rXr i = 1, . . . , r
Y si A es una matriz (ai,j), entonces T−1 = SM1,...,Mr , donde
Mi = bi,1X1 + · · ·+ bi,rXr i = 1, . . . , r.
y (bi,j) es la matriz inversa de (ai,j).
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PROPOSICI ´ON 1.18 Sean g1, . . . , gr ∈ S con formas lineales L1, . . . , Lr y
linealmente independiente sobre K. Entonces Sg1,...,gr es un K-automorfimo de
S.
Demostracio´n. Vamos inicialmente probar que Sg1,...,gr es inyectora. Sea
0 6= f = Pn + Pn+1 + · · · ,
con Pi polinomios homogeneos de grado i y Pn 6= 0, entonces el te´rmino
inicial de Sg1,...,gr(f) es SL1,...,Lr(Pn). De hecho basta observar que este u´ltimo
elemento es no nulo, pues
0 6= Pn = S−1L1,...,Lr(SL1,...,Lr(Pn)).
De esto sigue inmediatamente de 1.3 que
dir(Sg1,...,gr(f)) = dir(SL1,...,Lr(Pn)) = dir(Pn) = dir(f), (1.6)
provando la inyectividad de Sg1,...,gr .
Vamos ahora probar que Sg1,...,gr es sobreyectora. Para esto basta probar que
su imagen A = K[[g1, . . . , gr]] es cerrada y densa en S.
Sea P ∈ K[X1, . . . , Xr] un polinomio homogeneo cualquiera. Considere
Q = S−1L1,...,Lr(P ) ∈ S,
luego P = SL1,...,Lr(Q) es la forma inicial de Sg1,...,gr(Q) ∈ A, lo que en vista
del lema 1.17 implica que A es denso en S.
Probaremos que A es cerrado en S. Sea h ∈ S tal que
h = l´ım fi(g1, . . . , gr),
donde fi ∈ S debemos probar que h ∈ A.
Por 1.6 y por el hecho de que Sg1,...,gr es un homeomorfismo, tenemos que
dir(fi − fj) = dir(Sg1,...,gr(fi)− Sg1,...,gr(fj)),
luego (fi) es una sucesio´n de Cauchy en S y por tanto existe f ∈ S tal que
f = l´ım
i→∞
fi.
Por la proposicio´n 1.16 sigue que
h = l´ım fi(g1, . . . , gr) = Sg1,...,gr(l´ım fi) = Sg1,...,gr(f) ∈ A.
2
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1.4. Lema de Hensel
En esta seccio´n establecemos un importante criterio de reducibilidad en K[[X]][Y ],
donde K es un cuerpo y X , Y son indeterminadas.
LEMA 1.19 Sean p y q polinomios no constantes relativamente primos en
K[Y ] de grados respectivamente r y s. Dado un polinomio F en K[Y ],
de grado menor que r + s, existen dos u´nicos polinomios g, h ∈ K[Y ] con
grd(h) < r y grd(g) < s, tal que
F = gp+ hq.
Demostracio´n. Como p y q son relativamente primos en K[Y ], existen poli-
nomios φ, ψ ∈ K[Y ], tal que 1 = φp+ ψq, luego
F = Fφp+ Fψq. (1.7)
Para Fψ y p, por el algoritmo de la divisio´n, existen ρ, h ∈ K[Y ] talque,
Fψ = pρ+ h, (1.8)
con grd(h) < grd(p) = r.
Subtituyendo 1.8 en 1.7, tenemos que
F = (Fφ+ ρq)p+ hq = gp+ hq,
donde
g = Fφ+ ρq.
y grd(g) < s, pues grd(p) = r y
grd(g) + grd(p) = grd(gp) = grd(F − hq) ≤ ma´x{grd(F ), grd(hq)} < r + s.
Unicidad: Suponga que
gp+ hq = g′p+ h′q,
con grd(h), grd(h′) < r y grd(g), grd(g′) < s. Luego
(g − g′)p = (h′ − h)q.
Como p y q son relativamente primos, entonces p divide h′−h, por razones
de grado, esto implica que h′ − h = 0, que por su vez implica que g − g′ = 0.
2
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TEOREMA 1.20 (LEMA DE HENSEL) Sea f un polinomio en K[[X]][Y ]
mo´nico, tal que f(0, Y ) = p(Y )q(Y ), donde p(Y ) y q(Y ) son coprimos y
no constantes en K[Y ] de grado respectı´vamente r y s. Entonces existen dos
u´nicos polinomios g, h ∈ K[[X]][Y ] de grados respectı´vamente r y s, tal que
f = gh, con g(0, Y ) = p(Y ) y h(0, Y ) = q(Y ).
Demostracio´n. Sea f es mo´nico en K[[X]][Y ], si n = grdY (f), entonces
n = grd(f(0, Y )) = r + s.
Escribimos
f = f0(Y ) +Xf1(Y ) +X
2f2(Y ) + · · · ,
donde f0(Y ) = f(0, Y ) tiene grado n y cada fi(Y ), i ≥ 1, es un polinomio en
K[Y ] de grado menor que n. Queremos determinar
g(X, Y ) = p(Y ) +Xg1(Y ) +X
2g2(Y ) + · · · ,
y
h(X, Y ) = q(Y ) +Xh1(Y ) +X
2h2(Y ) + · · · ,
donde los gi(Y )′s, i ≥ 1, tiene sus grados menores que r y los hi(Y )′s, i ≥ 1,
tienen sus grados menores que s, tal que
f = gh. (1.9)
De 1.9 sigue, para i ≥ 1, que
fi(Y ) = p(Y )hi(Y ) + g1(Y )hi−1(Y ) + · · ·+ gi(Y )q(Y ). (1.10)
Podemos ahora resolver la ecuacio´n 1.10 en gi(Y ) y hi(Y ) recursivamente.
De hecho, supongamos que tengamos determinamos gj(Y ) y hj(Y ) de grados
respectı´vamente menores que s y r, para todo j ≤ i − 1, entonces de 1.10,
obtenemos
p(Y )hi(Y ) + q(y)gj(Y ) = fi(Y )− g1(Y )hi−1(Y )− · · · − gi−1(Y )h1(Y ),
lo que en virtud del lema 1.19 puede ser resolvido de modo u´nico en gi(Y ) y
hi(Y ) de grados respectı´vamente menores que s y r.
2
De modo mas general mente, estableciendo una ordenacio´n para los monomios
de S = K[[X1, . . . , Xr]], se puede demostrar el lema de Hensel para polinomios
en S[Y ].
La demostracio´n que dimos arriba es constructiva pues es posible construir las
series g y h paso a paso.
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COROLARIO 1.21 Sea K un cuerpo algebraicamente cerrado y u = u(X)
una unidad en K[[X]]. Si n es un entero positivo que no es mu´ltiplo de la
caracterı´stica de K, entonces existe un elemento invertible v de K[[X]] tal que
u = vn
Demostracio´n. Como u es invertible tenemos que u(0) 6= 0. Definiendo
f(X, Y ) = Y n − u(X) ∈ K[[X]][Y ],
tenemos que
f(0, Y ) = Y n − u(0) =
n∏
i=1
(Y − ai),
donde los ai, i = 1, . . . , n son las raices n-esimas de u(0) (todas distintas
por la hipo´tesis sobre la caracteristica de K ). Por el lema de Hensel, existen
g1, . . . , gn ∈ K[[X]][Y ] tal que gi(Y, 0) = Y − ai y f = g1 . . . gn.
Como el grado de f como polinomio en Y es n, sigue que el grado de
cada gi en Y es 1, y por tanto gi = Y − ai(X), donde ai(0) = ai 6= 0. Como
g1(X, a1(X)) = 0, sigue que f(X, a1(X)) = 0 y asi
u = (a1(X))
n.
El resultado sigue tomando v = a1(X).
2
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Capı´tulo 2
TEOREMA DE PREPARACI ´ON
En este capı´tulo continuaremos estudiando las propiedades algebraicas de los
anillos de series de potencias. El objetivo central de este capı´tulo es apresentar
el teorema de preparacio´n de Weierstrass, que consiste en preparar una serie de
potencias
f(X, Y ) = Fn(X, Y ) + Fn+1(X, Y ) + · · ·Fj(X, Y ) + · · · ∈ K[[X,Y ]],
con directo n y Fj(X, Y ) polinomios homogeneos de grado j; en una serie
polinomial de la forma
f(X, Y ) = Y n + a1(X)Y
n−1 + · · ·+ aj(X)Y n−j + · · ·+ an(X),
donde los aj(x) ∈ K[[X]].
Y muchas de sus aplicaciones las encontraremos en los capı´tulos subsigui-
entes.
2.1. Teorema de la Divisio´n
En lo que sigue continuaremos a denotar el anillo K[[X1, . . . , Xr]] por S.
Definicio´n 2.1 Diremos que f ∈ S es regular de orden m, con respecto a la
indeterminada Xj , si f(0, . . . , Xj, . . . , 0) es exactamente divisible por Xmj . En
otras palabras, f es regular de orden m, con respecto a Xj , si escribiendo
f = Pn + Pn+1 + · · ·+ Pm + · · · ,
se tenga para algun c ∈ K∗,
Pn + · · ·+ Pm = cXmj + terminos de grado menor en Xj.
Diremos que f es regular en Xj cuando f es regular con relacio´n a Xj
de orden n = dir(f). En este caso: dir(f) = dir(f(0, . . . , Xj, . . . , 0)).
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El resultado siguiente es consecuencia directa de las definiciones.
LEMA 2.2 Dados f, g ∈ S, entonces fg es regular con relacio´n a Xj de
una cierta orden, si solamente si, f y g son regulares con relacio´n a Xj , de
determinadas ordenes.
Demostracio´n. Sea fg regular con relacio´n a Xj de orden m, sigue por defini-
cio´n que
Xmj u(Xj) = fg(0, . . . , Xj, . . . , 0) = f(0, . . . , Xj, . . . , 0)g(0, . . . , Xj, . . . , 0),
donde u(Xj) es una unidad. Sea
l = dir(f(0, . . . , Xj, . . . , 0)) y s = dir(g(0, . . . , Xj, . . . , 0))
, sigue que
f(0, . . . , Xj, . . . , 0) = X
l
juf (Xj),
donde uf (Xj) es una unidad y
g(0, . . . , Xj, . . . , 0) = X
s
jug(Xj),
con ug(Xj) unidad. Por tanto f y g son regulares con relacio´n a Xj de o´rdenes
l y s respectivamente.
Recı´procamente, supongamos que f y g sean regulares con relacio´n a Xj
de o`rdenes l y s respectı´vamente, sigue por definicio´n que
X ljuf = f(0, . . . , Xj, . . . , 0),
donde uf unidad y
Xsjug = g(0, . . . , Xj, . . . , 0),
con ug unidad. Sigue que
X l+sj ufug = fg(0, . . . , Xj, . . . , 0),
por tanto fg es regular con relacio´n a Xj de orden l + s.
2
El teorema que sigue, probado por Stickelbergel en 1887, desempen˜a un papel
fundamental en la teorı´a de singularidades. Este teorema, inspirado en el Teorema
de Preparacio´n de Weierstrass de 1860, tiene como corolario el pro´pio teorema de
preparacio´n.
Denotamos a seguir por S ′ el anillo K[[X1, . . . , Xr−1]].
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TEOREMA 2.3 (TEOREMA DE LA DIVISI ´ON) Sea F ∈ MS ⊂ S, regu-
lar de orden m con respecto a Xr. Dado cualquier G ∈ S, existen Q ∈ S y
R ∈ S ′[Xr] con grdXr(R) < m, unı´vocamente determinados por F y G, tal
que
G = FQ+R.
Demostracio´n. Escriba G =
∑∞
i=0AiX
i
r como elemento de S ′[[Xr]], y sea
R−1 =
m−1∑
i=0
AiX
i
r.
Escriba F en su descomposicio´n en componentes homogeneas:
F = Fn + · · ·Fm + Fm+1 + · · ·
Seja
P = Fn + · · ·+ Fm = cXmr + terminos en Xr de grado < m, (2.1)
donde c ∈ K∗. Tenemos entonces necesariamente,
1 ≤ n ≤ dir(P ) ≤ m.
Escriba H = G−R−1 en su descomposicio´n en componentes homogeneas:
G−R−1 = H = Hm +Hm+1 + · · ·
Vamos a construir recursivamente polinomios q0, q1, · · · , y R0, R1, · · · en
K[X1, . . . , Xr], no necesariamente homogeneos, con
grdXrRi < m,
y tal que dir(qi) ≤ i y dir(Ri) ≥ 1 + i, de tal modo que
G = FQ+R,
donde Q = q0 + q1 + · · · , y R = R−1 + R0 + R1 + · · · . Estos polinomios
seran univocamente determinados por F y G, lo que probara´ el teorema.
Para Hm ∈ S ′[[Xr]] y P ∈ S ′[[Xr]] que tiene la forma 2.1 , con c ∈ K∗,
sigue por el algoritmo de la divisio´n que existe un u´nico q0 = q0(X1, . . . , Xr−1) ∈
S ′ y R0 tal que
Hm = Pq0 +R0
y
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grdXrR0 = grdXr(Hm − q0P ) < m.
Note para referencia futura que
q0(0, . . . , 0) =
{
= 0, siHm(0, . . . , 0, Xr) = 0
6= 0, siHm(0, . . . , 0, Xr) 6= 0 (2.2)
Es claro que dir(q0) ≥ 0 y que dir(R0) ≥ 1
Siendo el coeficiente lider c de P en Xr invertible, y viendo a P como
polinomio en K[X1, . . . , Xr−1][Xr]. Para Hm+1−q0Fm+1 y P por el algoritmo
de la divisio´n, existe un u´nico polinomio q1 ∈ K[X1, . . . , Xr−1][Xr] y R1, tal que
Hm+1 − q0Fm+1 = q1P +R1
y
grdXrR1 = grdXr(Hm+1 − q0Fm+1 − q1P ) < m.
Es claro que dir(q1) ≥ 1, pues caso contrario, la desigualdad arriba seria falsa. De
alli se tiene que dir(R1) ≥ 2.
Por el mismo argumento usado anteriormente, para Hm+2−q0Fm+2−q1Fm+1
y P existe un u´nico polinomio q2 ∈ K[X1, . . . , Xr−1][Xr] y R2, tal que
Hm+2 − q0Fm+2 − q1Fm+1 = Pq2 +R2
y
grdXrR2 = grdXr(Hm+2 − q0Fm+2 − q1Fm+1 − q2P ) < m.
Es claro que dir(q2) ≥ 2, pues caso contrario la desigualdad arriba seria falsa.
De alli tenemos que dir(R2) ≥ 3. Asi, construimos las sucesiones q0, q1, . . . y
R0, R1, . . ., de modo que
H − F (q0 + q1 + · · · ) = R0 +R1 + · · · ,
y por tanto
G = F (q0 + q1 + · · · ) +R−1 +R0 +R1 + · · · ,
y el resultado sigue poniendo Q = q0 + q1 + · · · y R = R−1 +R0 +R1 + · · · .
2
Note que la demostracio´n que dimos al teorema de la divisio´n es constructiva,
permitiendo construir las series Q y R hasta una orden deseada.
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TEOREMA 2.4 (TEOREMA DE PREPARACION DE WEIERSTRASS) Sea
dada una serie F ∈ S, regular con relacio´n a Xr de orden m. Entonces exis-
ten U ∈ S invertible y A1, . . . , Am, con dir(Ai) ≥ 1, para i = 1, . . . ,m,
univocamente determinados por S, tal que
FU = Xmr + A1X
m−1
r + A2X
m−2
r + · · ·+ Am.
Ademas, si F es regular en Xr, es decir , m = dir(F ), entonces dir(Ai) ≥ i,
para i = 1, . . . ,m.
Demostracio´n. La demostracio´n de la existencia sigue del teorema de la divisio´n,
tomando G = Xmr , U = Q y A1Xm−1r +A2Xm−2r + · · ·+Am = −R. El hecho
de ser U invertible sigue de 2.2 pues en este caso q0 6= 0. Como Xmr divide
F (0, . . . , 0, Xr), debemos tener A(0, . . . , 0) = · · · = Am(0, . . . , 0) = 0.
Finalmente, si F es regular en Xr, entonces
dir(Xmr + A1Xm−1r + A2Xm−2r + · · ·+ Am) = dir(F.U) = dir(F ) = m,
sigue que dir(Ai) ≥ i, para todo i = 1, . . . ,m.
La unicidade sigue inmediatamente de la unicidad del teorema de la divisio´n.
2
COROLARIO 2.5 (TEOREMA DE LA FUNCI ´ON IMPLICITA) Sea F un
elemento de S tal que F (0, . . . , 0) = 0 y ∂F
∂Xr
(0, . . . , 0) 6= 0. Entonces existe
φ(X1, . . . , Xr−1) ∈ S ′, φ(0, . . . , 0) = 0,
tal que
F (X1, . . . , Xr−1, φ(X1, . . . , Xr−1)) = 0
como elemento de S ′.
Demostracio´n. La condicio´n
∂F
∂Xr
(0, . . . , 0) 6= 0,
equivale afirmar que F es regular en Xr y de directo 1, luego por el teorema de
preparacio´n de Weierstrass, existe una unidad U ∈ S tal que
FU = Xr + A1,
con A1 ∈ S ′ y A1(0, . . . , 0) = 0. El resultado sigue ahora tomando φ(X1, . . . , Xr−1) =
−A1 y observando que U(0, . . . , 0) 6= 0.
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2La condicio´n de F ser regular no es tan restrictiva como parece a primera
vista. A continuacio´n mostraremos, admitiendo K infinito, que con un cam-
bio lineal de coordenadas, podemos transformar una coleccio´n finita de series de
potencias en S en series regulares en una de las indeterminadas, escojida arbitrari-
amente. Caso K sea finito, no se puede garantizar la existencia del cambio lineal
de coordenadas, mas es siempre posible encontrar un K-automorfismo de S que
transforma una coleccio´n finita de series de potencias en S en series regulares en
una de las indeterminadas.
LEMA 2.6 Sea K un cuerpo infinito. Dada una familia finita F de polinomios
homogeneos no nulos, K[Y1, . . . , Yr], existe una transformacio´n lineal (Y1, . . . , Yr) =
T (X1, . . . , Xr), definida por
Y1
Y2
.
.
.
Yr
 =

1 0 . . . 0 α1
0 1 . . . 0 α1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0 αr


X1
X2
.
.
.
Xr
 (2.3)
Con los αi ∈ K y αr 6= 0, tal que para toda F ∈ F , de grado n, existe
cF ∈ K∗ tal que
F (T (X1, . . . , Xr)) = cFX
n
r + terminos de grado menor enXr.
Demostracio´n. Como F es finito y K es infinito, existe (α1, . . . , αr) ∈ Kr tal
que
F (α1, . . . , αr) 6= 0,∀F ∈ F .
usando la transformacio´n indicada en 2.3, para los valores arriba de αi, i =
1, . . . , r, tenemos que
Y m11 · · ·Y mrr = (X1 + α1Xr)m1 · · · (Xr−1 + αr−1Xr)mr−1(αrXr)mr
= αm11 · · ·αmrr Xm1+···+mrr + terminos de grado menor en Xr.
Luego para cada F ∈ F , se tiene que
F (T (X1, . . . , Xr)) = F (α1, . . . , αr)X
n
r + terminos de grado menor enXr.
2
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Obtenemos inmediatamente de esto el siguiente corola´rio:
COROLARIO 2.7 Sea K un cuerpo infinito. Dada una familia finita F de
elementos no nulos, en S = K[[X1, . . . , Xr]], existe un cambio lineal de coorde-
nadas en S de modo que todos los elementos de F , en estas nuevas coordenadas,
sean regulares en la u´ltima indeterminada.
Con el auxilio del corolario arriba, obtenemos el siguiente corolario del teore-
ma de preparacio´n de Weierstrass.
COROLARIO 2.8 Sea F ∈ S \ {0} de directo n. Existen un K-automorfismo
T de S, una unidad U ∈ S y A1, . . . , An ∈ S ′ tal que dir(Ai) ≥ i, para
i = 1, . . . , n y
T (F ).U = Xnr + A1X
n−1
r + · · ·+ An.
El polinomio Xnr + A1Xn−1r + A2Xn−2r · · · + An asociado a F , obtenido
despues de un cambio lineal eventual de coordenadas en F , sera´ considerada una
preparacio´n para el estudio de F , pues estudiar un polinomio es bien mas simple
que una serie. Mas generalmente, dado un nu´mero finito de series no invertibles
en S, vimos arriba que existe un cambio de coordenadas que permite preparar
simultaneamente estas series.
2.2. Factorizacio´n de Series de Potencias
En esta seccio´n estudiaremos las propiedades de factorizacio´n en el anillo S.
Definicio´n 2.9 Un pseudo polinomio en Xr, es una serie de potencias en S de
la forma
P (X1, . . . , Xr) = X
n
r + A1X
n−1
r + · · ·+ An ∈ S ′[Xr]
tal que n ≥ 1 y dir(Ai) ≥ 1, para i = 1, . . . , n.
Un polinomio de Weierstrass en Xr, es una serie de potencias en S de la
forma
P (X1, . . . , Xr) = X
n
r + A1X
n−1
r + · · ·+ An ∈ S ′[Xr]
tal que n ≥ 1 y dir(Ai) ≥ i, para i = 1, . . . , n.
LEMA 2.10 Sean F1, . . . , Fs polinomios mo´nicos en S ′[Xr]. Entonces F1 . . . Fs
es un pseudo polinomio (resp. polinomio de Weierstrass), si solamente si, cada Fi
i = 1, . . . , s, es un pseudo polinomio (resp. polinomio de Weierstrass).
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Demostracio´n. Basta probar el resultado para s = 2. Sean F1 = Xmr +
A1X
m−1
r + · · ·Am y F2 = Xnr +B1Xn−1r + · · ·+Bn, luego
F1F2 = X
m+n
r +(A1+B1)X
m+n−1
r +· · ·+(Ai+Ai−1Bi+· · ·+A1Bi−1+Bi)Xm+n−ir +· · ·
Si F1 y F2 son pseudo polinomio (resp. de Weierstrass), entonces
dir(Ai + Ai−1B1 + · · ·+ A1Bi−1 +Bi) ≥ 1(resp. ≥ i),
lo que prueba que F1F2 es un pseudo polinomio(resp. polinomio de Weierstrass).
Reciprocamente, suponga que F1F2 sea un pseudo polinomio(resp. de Weiers-
trass ).Luego
F1F2 = X
m+n
r + C1X
m+n−1
r + · · ·+ Cm+n,
con dir(Ci) ≥ 1 sigue
Xm+nr = (X
m
r +A1(0)X
m−1
r + · · ·+Am(0))(Xnr +B1(0)Xn−1r + · · ·+Bn(0)),
(2.4)
lo que claramente solo es posible si Ai(0) = Bj(0) = 0, ∀i, j y por tanto F1
y F2 son pseudo polinomios.
Si ademas F1F2 es de Weierstrass, tenemos de 2.4 que
dir(F1) + dir(F2) = dir(F1F2) = dir((F1F2)(0, . . . , 0, Xr)) = m+ n.
Como dir(F1) ≤ m, dir(F2) ≤ n, sigue de la igualdad arriba que dir(F1) = m
y dir(F2) = n. Esto en particular, termina que F1 y F2 son de Weierstrass pues
caso contrario, dir(F1) < m o dir(F2) < n.
2
LEMA 2.11 Sea F ∈ S ′[Xr] un pseudo polinomio. Entonces F es reducible
en S, si solamente si, F es reducible en S ′[Xr]
Demostracio´n. Supongamos F reducible en S, luego existen F1, F2 en S, no
unidad tal que
F = F1F2.
Como F1F2 es un pseudo polinomio, el es regular en una cierta orden con res-
pecto a Xr, luego por e lema 2.2, tenemos que F1 y F2 son regulares de
determinadas o´rdenes mayores o iguales a 1.
Por el teorema de preparacio´n de Weierstrass, existen unidades U1, U2 ∈ S
tal que H1 = F1U1 e H2 = U2F2 son pseudo polinomios de grado mayores o
iguales a 1. Poniendo U = U1U2, tenemos que U es invertible y
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FU = (F1U1)(F2U2) = H1H2.
Como H1 y H2 son pseu polinomios, se tienen por el lema 2.10 que FU es
un pseudo polinomio. Como tambien tenemos 1.F = F , donde F es pseudo
polinomio, por la unicidad del teorema de preparacio´n de Weierstrass sigue que
F = H1H2, esto es F es reducible en S ′[Xr].
Recı´procamente, supongamos que F ∈ S ′[Xr] sea un pseudo polinomio
reducible en este anillo y de grado d. Luego existen H1 y H2, mo´nicos de
grados respectivamente m y n, en S ′[Xr] tal que
F = H1H2.
con m,n ≥ 1 y m+ n = d. Sigue por el lema 2.10 que H1 y H2 son pseudo
polinomios de grados mayores o iguales a 1. Luego ellos no son invertibles en S
y por tanto F es reducible en S.
2
TEOREMA 2.12 El anillo S es un dominio de factorizacio´n u´nica.
Demostracio´n. Probaremos primero que S ′[Xr] es un anillo euclidiano. En efec-
to, para f ∈ S ′[Xr] la funcion grdXr(f) tiene las siguientes propiedades:
1. Para grdXr(f) ≤ grdXr(fg)
2. Para f, g ∈ S ′[Xr] existe T,R ∈ S ′[Xr] tal que f = TG + R, tal que
grdXr(R) < grdXr(G)
Que son ciertas por su definicio´n y por el teorema de la divisio´n y asi S ′[Xr]
es un anillo euclidiano. Como consecuencia inmediata S ′[Xr] es un dominio de
factorizacio´n u´nica.
Sea f ∈ S, si f es unidad no hay nada que probar. Si f no es unidad, luego
por el teorema de preparacio´n de Weierstrass, existe una unidad v, tal que fv es
un pseudo polinomio en S ′[Xr], luego el se descompone en te´rminos irreducibles
en S ′[Xr] y esta descomposicio´n es u´nica. Consecuentemente por el lema 2.11
f se descompone en te´rminos irreducibles en S, probando asi el teorema.
2
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COROLARIO 2.13 Suponga que F ∈ S ′[Xr] sea un polinomio de Weierstrass
con respecto a la indeterminada Xr. Si F = F1 · · ·Fs es la descomposicio´n de
F en factores irreducibles en S, entonces podemos escojer una descomposicio´n
en que cada Fi es un polinomio de Weierstrass.
Demostracio´n. De hecho, por el teorema 2.12 y por el lema 2.11 podemos obtener
una descomposicio´n
F = F1 · · ·Fs,
donde cada Fi es irreducible en S ′[Xr]. Como F es mo´nico, podemos suponer
que los Fi son mo´nicos. Luego por el lema 2.10 cada Fi es un polinomio de
Weierstrass.
2
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Capı´tulo 3
CURVAS PLANAS
Varios de los resultados que estableceremos en este capı´tulo y en los capı´tulos
subsiguientes son va´lidos en cuerpos algebraicamente cerrados de caracteristica
arbitraria. Como usaremos con frecuencia el teorema de Newton-Puiseux, va´lido
solamente en caracterı´stica cero, haremos esta restriccio´n en lo restante de este
trabajo. Por tanto, a partir de este momento vamos asumir que K es un cuerpo
algebraicamente cerrado de caracterı´stica cero.
3.1. Curvas Algebro´ides Planas
Definicio´n 3.1 Una curva algebro´ide plana es una clase de equivalencia de ele-
mentos no nulos del ideal maximal M de K[[X, Y ]] mo´dulo la relacio´n de
asociado.
Si f ∈ M \ {0} ⊂ K[[X, Y ]], denotaremos por (f) la curva algebroide
determinada por f es decir
(f) =
{
uf ; u es una unidad deK[[X, Y ]]}.
Por tanto, (f) = (g), si y solamente si, existe u ∈ K[[X, Y ]] invertible tal que
f = u.g.
Diremos que f(X,Y ) = 0, es la ecuacio´n de la curva (f). El punto P :
X = Y = 0 se le llamara´ el origen de (f).
Definicio´n 3.2 Una curva algebroide plana (f) diremos que es irreducible, si
la serie f es irreducible en K[[X, Y ]], caso contrario, diremos que la curva es
reducible.
Sea (f) una curva algebroide plana reducible y considere la descomposicio´n
de f en factores irreducibles en K[[X, Y ]],
f = f1f2 · · · fh.
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Las curvas algebroides planas
(fj) : fj(X, Y ) = 0 para j = 1, . . . , h
arriba definidas son llamadas de ramos de la curva (f).
La curva (f) sera´ dicha reduzida , si (fi) 6= (fj) para i 6= j, o sea ,
siempre que fi y fj no son asociados si i 6= j.
Definicio´n 3.3 Sea Fm la forma inicial de (f) diremos que P es un m-punto
directo de (f) y denotamos m = dirP (f). Es cierto que
dirP (f) =
h∑
i=1
dirP (fi)
Una curva algebroide plana (f)
textbf es regular si su origen P es simple es decir dirP (f) = 1. La curva
sera´ singular si dirP (f) > 1.
Muchas de las propiedades de una curva son preservadas por cambio de coor-
denadas en K[[X,Y ]], a travez de un K-automorfismo. Esto sirve de motivacio´n
para la pro´xima definicio´n .
Definicio´n 3.4 Dadas dos curvas algebroides planas (f) y (g), con f, g ∈M\
{0} ⊂ K[[X, Y ]], diremos que ellas son equivalentes , escribiendo (f) ≈ (g),
si existir un K-automorfismo φ de K[[X, Y ]] tal que
(φ(f)) = g.
En otras palabras, (f) y (g) son equivalentes , si existieren un K-automorfismo
φ y una unidad u de K[[X,Y ]] tal que
φ(f) = u.g.
El cara´cter reducible o irreducible de una curva, bien como su directo, entre
muchas otras propiedades, se conservan por equivalencia de curvas.
Es un problema central en esta teorı´a y todavı´a en abierto, realizar la clasi-
ficacio´n de las curvas algebroides planas mo´dulo la relacio´n de equivalencia ≈
definida arriba. Hasta el presente momento, no existe ningun algoritmo que per-
mita decidir si dos curvas algebroides planas son o no equivalentes.
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Para poder evaluar la dificultad de este problema, considere las siguientes cur-
vas algebroides:
f = Y 2 −X3,
g = (−x3 − 6X2 − 12X − 8)Y 3 + (−3X3 − 12X2 − 12X + 9)Y 2+
(−3X3 − 6X2 − 12X)Y −X3 + 4X2.
¿Que podemos decir a propo´sito de la equivalencia o no de estas curvas? Es di-
ficil responder a esta pregunta a priori pues las dos series tienen ecuaciones bien
diferentes. La u´nica cosa que conguimos decir de inmediato es que ellas poseen
el mismo directo. Pues bien , la serie g fue construida de modo que
Φ(f) = g,
donde
Φ(X, Y ) = (X + 2Y +XY, 2X − 3Y ),
y por tanto f ≈ g.
3.2. Teorema de Newton-Puiseux
El teorema de esta seccio´n, en el caso de los cuerpos nume´ricos, fue utilizado
por Newton para estudiar puntos singulares de curvas, sin la preocupacio´n con
problemas de convergencia. En 1850, Puisuex en un largo trabajo, recupera y pro-
fundiza el me´todo de Newton en el contexto de funciones de variable compleja,
demostrando asi la convergencia de las series envolvidas. El punto de vista que
adoptamos es de Newton, donde no hay preocupacio´n con los casos de conver-
gencia, pues nos colocamos en el cuadro de la geometrı´a formal.
Dada una curva algebroide (f) de directo n, por el teorema de preparacio´n
de Weierstrass, sabemos que ella es equivalente a una curva algebroide definida
por un polinomio de Weierstrass
P = P (X, Y ) = Y n + a1(X)Y
n−1 + · · ·+ an(X),
donde ai(X) ∈ K[[X]] y dir(ai(X)) ≥ i, para i = 1, . . . , n
Denotamos por K((X)) al cuerpo de fracciones de K[[X]]. Por tanto para
estudiar las propiedades de la curva (f), es de gran utilidad conocer las raices
del polinomio P en el cierre algebrico de K((X)). Esta sera´ la estrategia que
adoptaremos para estudiar las curvas algebraicas planas, y para esto caracteri-
zamos en esta seccio´n el cierre algebraico K((X)) de K((X)).
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Es claro que K((X)) es el conjunto de las series formales de Laurent con
coeficientes en K, osea las series formales del tipo.
b−lX−l + b−l+1X−l+1 + · · ·+ b−1X−1 + b0 + b1X + b2X2 + · · · .
Ademas K((X)) debe contener las raices de la ecuacio´n Y n−X = 0, para
todo n entero positivo. Luego debe contener elementos de la forma X 1n , sujetos
a las relaciones de tipo.
1. X 11 = X,
2. (X srn )r = X sn , ∀n, s ∈ Z, n, r > 0.
Asi, obtenemos extensiones K((X 1n )) de K((X)), que mostraremos en seguida
seran galoisiana finita.
Definicio´n Sea K\k una extensio´n de cuerpos. Si el grupo
G(K\k) = {σ : K → K, σ es un K− automorfismo}
es finito y el cuerpo fijo de G(K\k) es k, o sea,{
a ∈ K | σ(a) = a para todo σ ∈ G(K\k)} = k,
entonces esta extensio´n es llamada galoisiana y G(K\k) es su grupo de Galois.
Denotamos por µn el grupo multiplicativo de las raices n-e´sima de la unidad
en K, que es un grupo cı´clico de orden n, por ser un subgrupo del grupo multi-
plicativo de un cuerpo.
LEMA 3.5 La extensio´n K((X 1n ))/k((X)) es galoisiana con grupo de Galois
isomorfo al grupo µn
Demostracio´n. Escriba G = G(K((X 1n ))/k((X))), y sea σ ∈ G, entonces
(σ(X
1
n ))n = σ((X
1
n )n) = σ(X) = X. (3.1)
Como σ(X 1n ) ∈ K((X 1n )) podemos escribir,
σ(X
1
n ) =
∞∑
i=i0
biX
i
n ,
donde bi0 6= 0. sigue de 3.1 que X = (σ(X
1
n ))n = (bi0X
i0
n +bi0+1X
i0+1
n +· · · )n,
luego i0 = 1, bn1 = 1 y bi = 0 para todo i > 1. Denotando b1 por bσ, se tiene
σ(X
1
n ) = bσX
1
n ,
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donde bσ ∈ µn.
La aplicacio´n
h : G −→ µn
σ → h(σ) = bσ
es un isomorfismo. En efecto, si ρ, σ ∈ G, entonces
bρ◦σX
1
n = ρ ◦ σ(X 1n ) = ρ(σ(X 1n )) = ρ(bσX 1n ) = bσρ(X 1n ) = bρbσX 1n ,
luego
h(ρ ◦ σ) = bρ◦σ = bρbσ = h(ρ)h(σ),
por tanto h es un homeomorfismo.
Suponga ahora que h(σ) = h(ρ), sigue que bσ = bρ. Como
σ(
∑
biX
i
n ) =
∑
bib
i
σX
i
n =
∑
bib
i
ρX
i
n = ρ(
∑
biX
i
n ),
sigue que σ = ρ y por tanto h es inyectivo.
Sea b ∈ µn, sigue por la definicion de los σ que
bX
1
n = σ(X
1
n ),
para algun σ ∈ G. Luego h(σ) = b, y por tanto h es sobreyectivo. Conse-
cuentemente G es isomorfo a µn.
Provemos ahora que el cuerpo fijo de G es precisamente K((X)). Suponga
que
∑
i≥i0 biX
i
n ∈ K((X 1n )) sea invariante por la accio´n de los elementos de
G, esto es para todos ζ ∈ µn se tiene que∑
i≥i0
biX
i
n =
∑
i≥i0
biζ
iX
i
n .
Luego bi = biζ i para todo i ≥ i0. Si ζ es raiz primitiva de µn, entonces bi = 0
para todo i no divisible por n. Luego tenemos que∑
i≥i0
biX
i
n =
∑
kn≥i0
bknX
kn
n ∈ K((X)),
lo que termina la prueba.
2
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En la demostracio´n del lema arriba, tuvimos oportunidad de describir la accio´n
de µn = G(K((X
1
n ))/k((X))) sobre K((X 1n )). Para comodidad del lector,
destacamos abajo la accio´n.
Sea
ϕ(X
1
n ) = b−rX
−r
n + · · ·+ b−1X −1n + b0 + b1X 1n · · ·+ bsX sn + · · · ∈ K((X 1n )),
entonces ρ ∈ µn actua sobre ϕ(X 1n ) del siguiente modo:
ρ ∗ ϕ(X 1n ) = ϕ(ρX 1n ) =
b−rρ−rX
−r
n + · · ·+ b−1ρ−1X −1n + b0 + b1X 1n + · · ·+ bsρsX sn + · · · ,
El lema arriba tambien nos garantiza que los cuerpos K((X 1n )) estan todos
contenidos en K((X)). Podemos entonces definir
K((X))∗ =
∞⋃
n=1
K((X
1
n )) ⊂ K((X))
Es claro que los elementos de K((X))∗ pueden ser escritos en la forma
α = b1X
p1
q1 + b2X
p2
q2 + · · · , (3.2)
con b1, b2, · · · ∈ K, pi, qi ∈ Z, qi > 0, para todo i y p1q1 <
p2
q2
< . . . , donde el
conjunto
{pi
qi
, i ∈ N \ {0}}
admite un denominador comun.
Definicio´n 3.6 En las condiciones anteriores en la serie 3.2, si b1 6= 0, entonces
el nu´mero racional p1
q1
es llamado de orden en X de α y sera´ denotado por
ord(α).
Es claro que dados α, β ∈ K((X))∗ tenemos que
1. ord(αβ) = ord(α) + orden(β),
2. ord(α± β) ≥ mı´n{ord(α), ordβ}, con igualdad si ord(α) 6= ord(β).
Por comodidad, definimos ord(0) =∞.
Definimos tambien
K[[X]]∗ =
∞⋃
n=1
K[[X
1
n ]].
Portanto todo elemento α de K[[X]]∗ es de la forma 3.2 con ord(α) ≥ 0.
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LEMA 3.7 K((X))∗ es un subcuerpo de K((X)).
Demostracio´n. Si f, g ∈ K((X))∗, entonces existen r, s ∈ N tal que f ∈
K((X
1
r )) y g ∈ K((X 1s )). Como K((X 1r )) ⊂ K((X 1rs )) y K((X 1s )) ⊂
K((X
1
rs )), tenemos que f + g, fg y f
g
(si g 6= 0) estan en K((X 1rs )) ⊂
K((X))∗.
2
TEOREMA 3.8 (TEOREMA DE NEWT ´ON-PUISEUX) Se tiene queK((X))) =
K((X))∗
Demostracio´n. Como todo elemento de α ∈ K((X))∗ es de la forma 3.2, sigue
que el elemento bjX
pj
qj ∈ K((X))∗ alge´brico sobre K((X)) y consecuente-
mente α es alge´brico sobre K((X)).
Basta probar que K((X))∗ es algebraicamente cerrado. Para esto basta mostrar
que todo polinomio en K((X))∗[Y ] de grado mayor o igual a 2 es reducible. Sea
p(X,Y ) = a0(X)Y
n + a1(X)Y
n−1 + · · ·+ an(X) ∈ K((X))∗[Y ],
con n ≥ 2 y a0(X) 6= 0. Podemos, sin perdida de generalidad, suponer que
a0(X) = 1. Usaremos el cambio de variable para desembarazar p(X, Y ) del
termino de grado n− 1. Esto es hecho considerando un K-isomorfismo
Φ : K[[X, Y ]] −→ K[[X,Z]]
X → X
Y → Z − n−1a1(X)
y tomando
q(X,Z) = Φ(p(X, Y )) = p(X,Z−n−1a1(X))) = Zn+b2(X)Zn−2+· · ·+bn(X),
donde bi(X) ∈ K((X))∗, para i = 2, · · · , n.
Si bi(X) = 0, para todo i = 2, . . . , n, sigue que q es reducible en
K((X))∗[Z], y por tanto p es reducible en K((X))∗[Y ].
Suponga ahora que existe un ı´ndice i tal que bi(X) 6= 0. El pro´ximo paso
sera´ efectuar una otra tranformacio´n para transformar el polinomio q(X,Z) en
un elemento de K[[W ]]∗[Z] para algun W . Denotando por ui el orden de
bi(X), suponga
u = mı´n{ui
i
/2 ≤ i ≤ n}.
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Sea r, tal que u = ur
r
y considere la aplicacio´n
Ψ : K((X))∗[Z] −→ K((W ))∗[Z]
f(X,Z) → f(W r, ZW ur)
Es fa´cil de verificar que Ψ es un isomorfismo de K-a´lgebras y que preserva los
grados como polinomio en Z. Sea
h(W,Z) =W−nurΨ(q(X,Z)) = W−nurq(W r, ZW ur) = Zn +
n∑
i=2
ci(W )Z
n−i.
(3.3)
donde ci(W ) = bi(W r)W−iur . Tenemos entonces que ord(ci) = rui − iur ≥ 0,
con igualdad para i = r. Asi, cr(0) 6= 0 y ci(W ) ∈ K[[W ]]∗, 2 ≤ i ≤ n.
Luego existe un entero positivo k tal que
h(W k, Z) = Zn +
n∑
i=2
ci(W
k)Zn−i ∈ K[[W ]][Z].
Como cr(0) 6= 0, y la caracteristica de K es cero, tenemos que
h(0, Z) = Zn + cr(0)Z
n−rh1(Z)h2(Z),
luego por el Lema de Hensel, existen h1(W,Z), h2(W,Z) ∈ K[[W ]][Z] de
grados mayores o iguales a uno en Z, tal que
h(W k, Z) = h1(W,Z)h2(W,Z).
De esto y de 3.3 sigue que
Ψ(q(X,Z)) = W nurh(W,Z) =W nurh1(W
1
k , Z)h2(W
1
k , Z),
y por tanto
q(X,Z) = Ψ−1(W nurh1(W
1
k , Z)h2(W
1
k , Z)) =
X
nur
r Ψ−1(h1(W
1
k , Z))Ψ−1(h2(W
1
k , Z)).
Consecuentemente, q(X,Z) es reducible en K((X))∗[Z], esto es existen q1(X,Z)
y q2(X,Z) en K[[X,Z]], tal que q(X,Z) = q1(X,Z)q2(X,Z). Luego
p(X, Y ) = Φ−1(q(X,Z)) = (Φ−1(q1(X,Z)))(Φ−1(q2(X,Z))),
y por tanto reducible en K((X))∗(Y ).
2
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El teorema arriba no es verdadero en caracterı´stica positiva. En este caso se
sabe que K((X))∗ es un subcuerpo pro´pio de K((X)).
Observacio´n i) Sea p(X, Y ) =∑ni=0 ai(X)Y n−i ∈ K((X))∗[Y ], con a0(X) 6=
0. Suponga que ord(ai(X)− a0(X)) ≥ 1, para i = 1, . . . , n. Si α ∈ K((X))∗
es una raiz de p(X, Y ), entonces ord(α) > 0. En particular, esto es siempre
verificada cuando p(X, Y ) es un pseudo polinomio en K[[X]][Y ].
En efecto,
ord( ai(X)
a0(X)
) = ord(ai(X))− ord(a0(X)) ≥ 1,
para todo i. Ademas
−αn = an(X)
a0(X)
+
an−1(X)
a0(X)
α+ · · ·+ a1(X)
a0(X)
αn−1,
sigue que, para algun i0 = 1, . . . , n,
nord(α) ≥ mı´n
i
{ord( ai(X)
a0(X)
αn−i)} = mı´n
i
{ord( ai(X)
a0(X)
) + (n− i)ord(α)} =
= ord(ai0(X)
a0(X)
) + (n− i0)ord(α) ≥ 1 + (n− i0)ord(α).
Luego i0ord(α) ≥ 1 y por tanto ord(α) ≥ 1i0 > 0.
Si impusieramos que
ord(ai(X))− ord(a0(X)) ≥ i, para i = 1, . . . , n,
entonces toda raiz α ∈ K((X))∗ de p(X,Y ) es tal que ord(α) ≥ 1. Esto siem-
pre ocurre cuando p(X, Y ) es un polinomio de Weierstrass con cono tangente
(Y n).
3.3. Extensio´n del Cuerpo de las Series de Laurent
LEMA 3.9 Sea α ∈ K((X))∗ \ K((X)) y sea n = mı´n{q/α ∈ K((X 1q ))}.
Escriba α = ϕ(X in ). Si ξ, ρ ∈ µn, con ξ 6= ρ, entonces ξ ∗ α 6= ρ ∗ α.
Demostracio´n. Se tiene que n ≥ 2 pues α /∈ K((X)). Escriba
α = ϕ(X
1
n ) =
∑
i≥i0
biX
1
n
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y suponga que ϕ(ρX 1n ) = ϕ(ξX 1n ). Entonces ρibi = ξibi para todo i. Luego
ξi = ρi para todo i, con bi 6= 0.
Sea d el ma´ximo comu´n divisor de n y de los i tal que bi 6= 0. Entonces
d = 1, pues caso contrario, tendriamos α ∈ K((X 1n′ )), donde n′ = n
d
< n, lo
que es un absurdo,
Sigue entonces que existen bi1 6= 0, . . . , bik 6= 0 y v, v1, . . . , vk ∈ Z tal que
vn+ v1i1 + · · ·+ vkik = 1, luego
ξ = (ξn)v(ξi1)v1 · · · (ξik)vk = (ρn)v(ρi1)v1 · · · (ρik)vk = ρ,
demostrando asi el lema.
2
El pro´ximo resultado nos describira´ las extensiones algebraicas principales de
K((X)), o sea los cuerpos K((X))(α), obtenidos por la adjuncio´n a K((X)) de
un elemento alge´brico α. En esta situacio´n, de la teoria general de las extensiones
de cuerpos, sabemos que
K((X))(α) = K((X))[α] = {P (α), P ∈ K((X))[Y ]}.
TEOREMA 3.10 Sea α ∈ K((X))∗\K((X)) y sea n = mı´n{q ∈ N/α ∈
K((X
1
q ))}. Escriba α = ϕ(X 1n ) y defina αi = ξi ∗α = ϕ(ξiX 1n ), donde ξ es
un generador de µn. Se tiene que
1. K((X))[α] = K((X 1n )).
2. El polinomio mı´nimo de α sobre K((X)) tiene grado n y es dado por
g(X, Y ) =
n∏
i=1
(Y − αi).
3. Suponga que α ∈ K[[X]]∗ con ord(α) ≥ 1 (respectivamente ord(α) ≥
0), entonces g(X, Y ) ∈ K[[X]][Y ] y es de Weierstrass (respectivamente,
un pseudo polinomio ).
Demostracio´n.
1. Sea G = G(K((X 1n ))/K((X))) y G′ = G(K((X 1n ))/K((X))[α]). Por el
lema 3.9 se tiene que
G′ = {ρ ∈ G|ρ ∗ α = α} = {1},
donde K((X 1n )) = K((X))[α],
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2. Como los αi son los transformados de α por elementos de G, sigue que
g(X, Y ) ∈ K((X))[Y ] y como
grd(g(X, Y )) = [G(K((X)))[α] : K((X))] = |G(K((X)))[α]/K((X))| = n,
sigue que g(X, Y ) es irreducible en K((X))[Y ] y tiene grado n y
g(X, Y ) =
n∏
i=1
(Y − αi).
3. Si Sj , j = 1, . . . , n, son los polinomios sime´tricos elementales, entonces
los coeficientes de g(X, Y ) son dados por
(−1)jSj(α1, . . . , αn) ∈ K[[X]]∗ ∩K((X)) = K[[X]].
Como ord(α) ≥ 1 (resp. ord(α) ≥ 0), tenemos para todo j = 1, . . . , n que
ord((−1)jSj(α1, . . . , αn)) ≥ j, (resp. ≥ 0)
por tanto, g(X, Y ) ∈ K[[X]][Y ] y es de Weierstrass (resp. pseudo poli-
nomio).
2
COROLARIO 3.11 Toda extensio´n algebraica finita de K((X)) es de la forma
K((X
1
n )). para algun n ∈ N \ {0}.
Demostracio´n. En efecto, como la caracterı´stica de K((X)) es cero, sigue que
toda extensio´n algebraica finita de K((X)) posee elemento primitivo y por tanto
es de la forma K((X))[α]. Luego el resultado sigue del teorema 3.10 item 1.
2
COROLARIO 3.12 Sea f ∈ K((X))[Y ] mo´nico e irreducible de grado n ≥ 1,
y sea α ∈ K((X))∗ una raiz cualquiera de f .
1. Entonces mı´n{q ∈ N|α ∈ K((X 1q ))} = n.
2. Sean ξ un generador de µn, y αi = ϕ(ξiX
1
n ), donde α = ϕ(X 1n ) ∈
K((X
1
n )). Entonces
f(X, Y ) =
n∏
i=1
(Y − αi).
39
3. Suponga que f sea un pseudo polinomio (resp. polinomio de Weierstrass)
en K[[X]][Y ]. Si Y = α es una raiz de f en K((X))∗, entonces
α ∈ K[[X]]∗ y ord(α) > 0 (resp. ord(α) ≥ 1).
Demostracio´n. Los iten 1. y 2. siguen del inmediatamente del teorema 3.10 mien-
tras que 3. sigue de la observacio´n i).
2
Observacio´n ii) Si f(X, Y ) ∈ K[[X, Y ]] es un pseudo polinomio de grado n,
por el corolario 3.11 , existe una extensio´n K((X)))[α] donde ella es resolvida,
es decir existe
ϕ(X
1
n ) =
∑
i≥1
biX
1
n ∈ K[[X]]∗,
tal que f(X,ϕ(X 1n )) = 0. Diremos en este caso que
(f) =
{
X = T n
Y =
∑
i≥1 biT
i,
(3.4)
es una parametrizacio´n de f(X, Y ), pues f(T n, ϕ(T )) = 0 en K[[T ]]. Note
que la condicio´n de
ϕ(X
1
n ) ∈ K[[X 1n ]],
donde
n = mı´n
{
q ∈ N, ϕ(X 1q ) ∈ K((X 1q ))},
implica que en 3.4 n y los ı´ndices i para los cuales bi 6= 0, son primos entre si.
Definicio´n 3.13 Una parametrizacio´n de f(X, Y ) como en 3.4 y con la propiedad
arriba, sera´ llamada de parametrizacio´n primitiva.
Note tambien que obtenemos todas las raizes de f(X, Y ) en K((X))∗, tomando
ζ i ∗ ϕ(X 1n ) = ϕ(ζ iX 1n ) =
∑
i≥1
ζ ibiX
i
n , ζ ∈ µn.
Existe un algoritmo, debido a Newto´n, para determinar una parametrizacio´n
como 3.4 de una curva algebroide f .
La relacio´n entre la ecuacio´n de una recta y su parametrizacio´n es muy com-
pleja, como podemos ver en los ejemplos que siguen.
Ejemplo 1 La curva dada por
f = Y 8−4X3Y 6−8X5Y 5+(6X6−26X7)Y 4+(−24X9+16X8)Y 3+(36X10
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−4X9−20X11)Y 2+(−8X11+16X12−8X13)Y +21X14+X12+6X13−X15,
posee una parametrizacio´n
(f) =
{
X = T 8
Y = T 12 + T 14 − T 15.
Ejemplo 2
La curva
(g) = (Y 3 − 9X3Y −X4),
posee una parametrizacio´n, cuyos te´rminos hasta la potencia 11 de T en Y son
dados abajo.
(g) =
{
X = T 3
Y = T 4 + 3T 5 − 9T 7 + 27T 8 − 324T 10 + 1215T 11 + · · · ,
Observacio´n iii) Como el anillo K[[X]] es un domino de factorizacio´n u´nica,
siendo K((X)), su cuerpo de fracciones, tenemos que todo polinomio irreducible
en K[[X]][Y ] es irreducible en K((X))[Y ].
En el caso particular en que f ∈ K[[X, Y ]], con f(0, 0) = 0, deduciremos
una condicio´n necearia para su irreducibilidad de importancia geome´trica funda-
mental.
LEMA 3.14 (DE LA UNITANGENTE) Sea f ∈ K[[X, Y ]] con f(0, 0) = 0
irreducible. Entonces la forma inicial de f es del tipo
Fm = (aX + bY )
m,
con a, b ∈ K, no ambos nulos.
Demostracio´n. Si fuera necesario, despue´s de un cambio lineal de coordenadas, lo
que no afecta el tipo de cono tangente, por el Teorema de Preparacio´n de Weiers-
trass podemos suponer que existe un polinomio de Weierstrass p = p(X, Y ) en
K[[X]][Y ] de grado n, y un elemento unitario u de K[[X, Y ]] tal que
up = f.
Como f es irreducible, sigue que p es irreducible en K[[X,Y ]], luego por
el lema 2.11 tenemos que p es irreducible en K[[X]][Y ], por tanto por la ob-
servacio´n iii) p es irreducible en K((X))[Y ], y por el corolario 3.12, sigue
que
p(X, Y ) =
n∏
k=1
(Y − ϕ(ζkX 1n )),
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donde ϕ(X 1n ) ∈ K((X 1n )) y ζ es una raiz n-esima primitiva de la unidad.
Escribamos
ϕ(X
1
n ) = brX
r
n + br+1X
r+1
n + · · · ,
con br 6= 0. Como p es un polinomio de Weierstrass, por la observacio´n i)
tenemos que ord(ϕ(X 1n )) ≥ 1, y por tanto r ≥ n. Siendo la forma inicial de p
la forma inicial del polinomio,
q(X, Y ) =
n∏
k=1
(Y − ζkrbrX rn ) = Y n − (brX rn
n∑
k=1
ζkr)Y n−1 + · · ·
+((−1)ibirX
ir
n
n∑
k=1
ζ ikr)Y n−i + · · ·+ (−1)nbnrXr.
Tenemos que
1. Si r = n, la forma lineal de p es (Y − bmX)m.
2. Si r > n, entonces m− i+ i r
m
> m, para todo i = 1, . . . ,m. Luego la
forma inicial de p es Y m.
Como la forma inicial de f es el producto de u(0, 0)( 6= 0), por la forma inicial
de p, sigue que Fm es de la forma (aX + bY )m.
2
A pesar de tener demostrado el lema de la unitangente en caracteristica cero
pues usamos el teorema de Puiseux, el lema vale para K algebraicamente cerrado
cualquiera.
Si f es reducible es decir f = f1f2 . . . fh entonces su forma inicial de f es
Fn =
h∏
i=1
(aiX + biY )
ri .
donde
∑h
i=1 ri = n, ai, bj ∈ K, para i, j = 1, . . . , s y aibj−ajbi 6= 0, si i 6= j,
ademas s ≤ h.
Definicio´n 3.15
Cada recta (aiX+ biY ), i = 1, . . . , s es llamada la recta tangente a la curva
(f). El conjunto de estas rectas tangentes es llamada de cono tangente a la curva
(f).
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Ejemplo
La curva (Y 2 − X3) tiene como cono tangente a la recta (Y ), contada con
multiplicidad 2.
La curva (Y 2 −X2(X + 1)) tiene como cono tangente las rectas (Y +X)
y (Y −X).
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Capı´tulo 4
´INDICE DE INTERSECCI ´ON DE
CURVAS
4.1. El Anillo Local de una Curva Plana
Sea K un cuerpo cualquiera y sea f ∈ M = 〈X, Y 〉 ⊂ K[[X, Y ]]. Denota-
mos por 〈f〉 el ideal generado por f en K[[X, Y ]].
Definicio´n 4.1 Llamamos a la K-a´lgebra
Of = K[[X, Y ]]〈f〉 ,
como el anillo local de la curva (f)
Cuando f es irreducible, Of es un dominio y en este caso, el cuerpo de
fracciones de Of sera denotado por Kf .
El pro´ximo resultado nos dira´ que el anillo Of es un importante invariante de
las clases de equivalencia de curvas algebroides planas. Cuando dos K-a´lgebras
locales Of y Og, fuesen isomorfas escriberemos Of ≈ Og.
TEOREMA 4.2 Dadas dos curvas algebroides planas (f) y (g), se tiene que
(f) ≈ (g) si y solamente si Of ≈ Og.
Demostracio´n. Denotaremos por h¯ y por h¯ respectı´vamente, las clases resid-
uales en Of y Og de un elemento h ∈ K[[X, Y ]].
Suponga inicialmente que (f) ≈ (g). Luego existen un automorfismo Φ y
una unidad u de K[[X,Y ]] tal que Φ(f) = ug.
44
Es claro que la sobreyeccio´n pi ◦ Φ, donde
K[[X, Y ]] −→Φ K[[X,Y ]] −→pi Og
h → Φ(h) → Φ(h)
es tal que ker(pi ◦ Φ) = 〈f〉, y por tanto, Of ≈ Og.
Recı´procamente, suponga que Of ≈ Og. Si dir(f) = 1, sigue que
f = aX + bY + · · · , con a 6= 0 o b 6= 0.
Suponga a 6= 0, podemos considerar un automorfismo Φ definido por la subti-
tucio´n.
Φ : K[[X,Y ]] −→ K[[X,Y ]]
X → f
Y → Y
que nos dice que (f) ≈ (X). En caso que b 6= 0 se obtiene de modo ana´logo que
(f) ≈ (Y ). Ademas (X) ≈ (Y ). Sigue que si, dir(f) = dir(g) = 1, entonces
(f) ≈ (g).
Para concluir la prueba, supongamos que dir(g) ≥ 2. Sea el isomorfismo Φ
tal que
Φ : Of −→ Og
X → T1
Y → T2
con T1, T2 ∈M. Defina el homeomorfismo
Φ : K[[X, Y ]] −→ K[[X,Y ]]
X → T1
Y → T2
Para X, Y ∈ Og existe R(X, y), S(X, y) ∈ Of , tal que
Φ(R(X, Y )) = R(T1, T2) = X,
Φ(S(X, Y )) = S(T1, T2) = Y .
Luego X −R(T1, T2) = 〈g〉 y Y − S(T1, T2) = 〈g〉, sigue que
X −R(T1, T2) ∈ 〈g〉 ⊂ M2
Y − S(T1, T2) ∈ 〈g〉 ⊂ M2.
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Luego dir(X − R(T1, T2)) ≥ 2 sigue por proposicio´n 1.4 que dir(X) =
dir(R(T1, T2)) = 1 y dir(Y ) = dir(S(T1, T2)) = 1. Si LT1 , LT2 son las for-
mas lineales de T1, T2 sigue que dir(R(T1, T2)) = dir(R(LT1 , LT2)) = 1 y
dir(S(T1, T2)) = dir(S(LT1 , LT2)) = 1. Luego {LT1 , LT2}, son linealmente
independientes y consequentemente
T1 = aX + bY + · · ·
T2 = cX + dY + · · · .
con ad− bc 6= 0. Por la proposicio´n 1.18 Φ es un automorfismo de K[[X, Y ]]
tal que
0¯ = Φ(f¯) = f¯(T1, T2).
lo que implica que Φ(f) = 〈g〉 y por tanto
Φ(f) = hg. (4.1)
Por otro lado, Φ−1 induce la transformacio´n Φ−1 y portanto
Φ−1(g) = h′f.
Sigue de la igualdad arriba que g = Φ(h′)Φ(f), que con 4.1 implica que
Φ(f) = hΦ(h′)Φ(f).
Esto implica que h es una unidad, mostrando asi que (f) ≈ (g).
COROLARIO 4.3 Si Of ≈ Og, entonces dir(f) = dir(g).
Demostracio´n. Si Of ≈ Og, sigue del teorema 4.2 que (f) ≈ (g), luego existe
un automorfismo Φ tal que Φ(f) = ug donde u es una unidad en K[[X, Y ]],
por tanto
dir(f) = dir(Φ(f)) = dir(ug) = dir(g)
2
El anillo Of posse un u´nico ideal ma´ximal Mf = 〈x, y〉 imagen de M ⊂
K[[X, Y ]] por el homomorfismo cano´nico
pi : K[[X, Y ]] −→ Of .
De hecho, todo elemento u en Of \ Mf es clase residual de un elemento
U de K[[X, Y ]] \ M, que es invertible, de modo que u−1 es la clase residual
mo´dulo 〈f〉 de U−1. Se tiene que para todo i ∈ N,
pi(Mi) =Mif =Mi + 〈f〉,
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y tambien que
pi−1(Mif ) =Mi.
Una K-a´lgebra Of , cuando f tiene una buena ecuacio´n con respecto a la
indeterminada Y , posee tambien una importante estructura de K[[X]]-mo´dulo,
como podemos ver en el resultado que sigue.
PROPOSICI ´ON 4.4 Sea f ∈ K[[X]][Y ] regular de orden m en Y . Entonces
Of es un K[[X]]-mo´dulo libre de posto m generado por las clases residuales
yi de Y i, i = 0, . . . ,m− 1 en Of . En otras palabras,
Of = K[[X]]⊕K[[X]]y ⊕ · · · ⊕K[[X]]ym−1
Demostracio´n. Por el teorema de divisio´n , para g ∈ K[[X,Y ]] y f ∈ K[[X]][Y ]
existe q y r = a0(X) + a1(X)Y + · · · + am−1(X)Y m−1 que puede ser escrito
como
g = fq + a0(X) + a1(X)Y + · · ·+ am−1(X)Y m−1,
donde a0(X), a1(X), . . . , am−1(X) ∈ K[[X]]. Luego
g¯ = a0(X) + a1(X)y + · · ·+ am−1(X)ym−1,
y portanto Of es un K[[X]]-mo´dulo generado por 1, y, . . . , ym−1.
Vamos provar que estos elementos son libres sobre K[[X]]. Suponga que se
tenga una relacio´n no trivial en Of , sobre K((X)),
b0(X) + b1(X)y + · · ·+ bm−1(X)ym−1 = 0
Luego existe q ∈ K[[X]][Y ] tal que
b0(X) + b1(X)Y + · · ·+ bm−1(X)Y m−1 = qf.
Como X no divide f , salvo dividirnos todos los bi(X) y q por X , podemos
suponer que bj(0) 6= 0, para algun j. Evaluando la expresio´n arriba en X = 0,
tenemos que
b0(0) + b1(0)Y + · · ·+ bm−1(0)Y m−1 = q(0, Y )f(0, Y ).
Como Y m divide f(0, Y ) 6= 0, sigue que
b0(0) = b1(0) = . . . bm−1(0) = q(0, Y ) = 0.
Y que por su vez contradice el hecho de bj(0) 6= 0. Por tanto bi(X) = 0 para
i = 1, . . .m− 1
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2Volvamos a la situacio´n en que K es algebraicamente cerrado de caracterı´stica
cero.
El resultado que sigue desempen˜ara´ un papel importante en la pro´xima sec-
cio´n.
TEOREMA 4.5 Sea f un polinomio de Weierstrass irreducible de grado n. Si
D es el discriminante de f(X, Y ), entonces
DK[[X
1
n ]] ⊂ Of .
Demostracio´n. Sea ϕ ∈ K[[X 1n ]] una raiz de f . Considere el diagrama
K[[X
1
n ]] ⊂ K((X 1n )) = K((X))[ϕ]⋃ |
K[[X]] ⊂ K((X))
Recuerde que K((X))[ϕ]/K((X)) es una extensio´n galoisiana con grupo de
galois µn, el grupo de las raices n-sima de la unidad (Lema 3.5 y teorema 3.10).
Sea β ∈ K[[X 1n ]]. Como elemento de K((X))[ϕ] ponemos β en la forma
β =
n−1∑
i=0
ai(X)ϕ
i, ai(X) ∈ K((X)). (4.2)
Denotando por ζ un generador de µn y usando las notaciones
βj = ζ
j ∗ β y ϕj = ζj ∗ ϕ,
aplicando los ζj la igualdad 4.2 y obtenemos el sistema
βj =
n−1∑
i=0
ai(X)ϕ
i
j, j = 0, . . . , n− 1, (4.3)
cuyo determinante es el de Vandermonde.
det

ϕ00 · · · ϕn−10
ϕ01 · · · ϕn−11
.
.
. · · · ...
ϕ0n−1 · · · ϕn−1n−1
 =∏
r<s
(ϕr − ϕs) = ∆.
Sigue que ∆2 = DY (f) = D.
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Por la regla de Kramer, el sistema 4.3 nos dice
ai(X) = ∆
−1Mi.
donde
Mi = det

ϕ00 · · · β0 · · · ϕn−10
ϕ01 · · · β1 · · · ϕn−11
.
.
. · · · ... · · · ...
ϕ0n−1 · · · βn−1 · · · ϕn−1n−1
 ∈ K[[X 1n ]],
es el determinante del sistema 4.3 donde subtituimos la i-e´sima columna por los
primeros terminos de 4.3.
De alli sigue que
Dai(X) = ∆
2ai(X) = ∆Mi ∈ K[[X 1n ]],
y como
ζj ∗Dai(X) = Dai(X), ∀j = 0, . . . , n− 1.
sigue que
Dai(X) ∈ K[[X]].
Como β =
∑n−1
i=0 ai(X)ϕ
i tenemos que
Dβ =
n−1∑
i=0
Dai(X)ϕ
i ∈
n−1∑
i=0
K[[X]]ϕi = Of .
Esto implica que
K[[X
1
n ]] ⊂ 1
D
Of ,
y por tanto
DK[[X
1
n ]] ⊂ Of ,
2
Supongamos ahora que f = f(X, Y ) sea un polinomio de Weierstrass en
K[[X]][Y ] irreducible de grado n, tenemos que existe una serie de potencias
ϕ(T ) ∈ K[[T ]], correspondiendo a una raiz cualquiera de f en K[[X]]∗, tal que
en K[[T ]] tengamos
f(T n, ϕ(T )) = 0.
Las otras raices de f nos daran las parametrizaciones (T n, ψ(T )) de (f),
donde ψ(T ) = ϕ(ζT ), con ζ una raiz n-esima de la unidad.
A partir de estos obtenemos el siguiente resultado.
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PROPOSICI ´ON 4.6 Sea f un polinomio de Weierstrass irreducible de grado
n y sea (T n, ϕ(T )) una parametrizacio´n de la curva algebroide plana (f). La
aplicacio´n
Hϕ : K[[X, Y ]] −→ K[[T ]]
g → g(T n, ϕ(T ))
es un homeomorfismo de K-a´lgebras cuyo nu´cleo es 〈f〉.
Demostracio´n. Sea g un elemento en el nu´cleo de Hϕ. Por el teorema de divisio´n
de Weierstrass
g = qf + r,
donde r ∈ K[[X]][Y ] de grado menor que n. Como g(X,α) = 0, donde
α = ϕ(X
1
n ) ∈ K[[X]]∗, sigue que r(X,α) = 0, lo que sigue que r es divisible
por el polinomio mı´nimo de α que es precisamente f , luego r = 0 y portanto
g = fq ∈ 〈f〉.
2
De la proposicio´n sigue que Hϕ induce un homeomorfismo inyector de K-
a´lgebras
Hϕ : Of −→ K[[T ]],
realizando Of como suba´lgebra de K[[T ]]. Si ψ(T ) = ϕ(ζT ), tenemos que
Hψ(Of ) es la imagen de Hϕ(Of ) por el automorfismo
hζ : K[[T ]] −→ K[[T ]]
P (T ) → P (ζT )
Definicio´n 4.7 Se define la valorizacio´n asociada a f como siendo la funcio´n
vf : Of \ {0} −→ N
g¯ → ord(Hϕ(g¯))
pongase vf (0) =∞. Es claro, por el comentario arriba, que vf no depende de
la eleccio´n de ϕ.
La funcio´n vf posee trivialmente las siguientes propiedades : Para todos
g¯, h¯ ∈ Of , se tiene que
1. vf (g¯h¯) = vf (g¯) + vf (h¯),
2. vf (1¯) = 0
3. vf (g¯ + h¯) ≥ mı´n{vf (g¯), vf (h¯)}, con igualdad valiendo si vf (g¯) 6= vf (h¯)
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4.2. Complementos de Algebra Lineal
En esta seccio´n apresentamos algunos resultados sobre cocientes y sucesiones
exactas de espacios vectoriales que no son usualmente encontrados en texto de
algebra lineal.
Sea U, V,W espacios vectoriales sobre un cuerpo K. Consideremos un dia-
grama de la forma
W −→ψ V −→ϕ U, (4.4)
donde ψ y ϕ son homeomorfismos de espacios vectoriales. Diremos que este
diagrama forma una sucesio´n. Una sucesio´n puede ser formada con mas de dos
homeomorfismo.
Definicio´n 4.8 Diremos que 4.4 es una sucesio´n exacta si
im(ψ) = ker(ϕ).
Una sucesio´n exacta del tipo
0 −→ V −→ψ U,
nos dice que ψ es inyectora, mientras que una sucesio´n exacta del tipo
W −→ϕ V −→ 0,
nos dice que es sobreyectora.
Suponga que W sea un subespacio del espacio vectorial V . Entonces
V
W
= {v¯ = v +W, v ∈ V },
es un espacio vectorial, ademas de eso, si dimK V <∞, entonces
dimK
V
W
= dimK V − dimKW. (4.5)
La igualdad arriba sigue del hecho de que, si v1, . . . , vm, vm+1, . . . , vn es una
base de V , donde v1, . . . , vm, es una base de W , entonces v¯m+1, . . . , v¯n es
una base de V
W
.
Admitiremos al lector familiarizado con el teorema del isomorfismo para es-
pacios vectoriales.
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PROPOSICI ´ON 4.9 Suponga que tengamos una sucesio´n exacta de espacios
vectoriales
0 −→ W −→ψ V −→ϕ U −→ 0.
Entonces V es de dimensio´n finita si y solamente si, U y W son de dimensio´n
finita. En este caso,
dimKV = dimKW + dimKU.
Demostracio´n.
Como la sucesio´n es exacta se tiene que
dimKW = dimK ψ(W ) = dimK ker(ϕ),
y por el teorema del isomorfismo, sigue que
V
ker(ϕ)
' U,
lo que en vista de 4.5 implica que
dimK V = dimK ker(ϕ) + dimK(U) = dimKW + dimK U.
2
PROPOSICI ´ON 4.10 Sea W ⊂ V ⊂ U una cadena de espacios vectoriales tal
que dimK UW <∞. Entonces
dimK
U
W
= dimK
V
W
+ dimK
U
V
.
Demostracio´n. Esto ocurre de la proposicio´n 4.5 y de la sucesio´n exacta,
0 −→ V
W
−→ U
W
−→ U
V
−→ 0.
2
PROPOSICI ´ON 4.11 (TEOREMA DEL ISOMORFISMO DE NOETHER) Sean
V y W subespacios de un espacio vectorial U . Entonces
V
V ∩W '
V +W
W
.
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Demostracio´n. La aplicacio´n
V +W −→ V
V ∩W
v + w → v¯
es bien definida, sobreyectora y su nu´cleo es W . El resultado ahora sigue del
teorema del isomorfismo.
2
TEOREMA 4.12 Sea V un espacio vectorial y sea L : V −→ V una trans-
formacio´n lineal inyectora. Sea W un subespacio vectorial de V tal que
L(W ) ⊂ W . Tenemos que
1.
V
W
' L(V )
L(W )
.
2. Si V
W
y V
L(V )
son de dimensio´n finita, entonces
dimK
W
L(W )
= dimK
V
L(V )
.
Demostracio´n.
1. Considere la sucesio´n,
0 −→ W −→j V −→L¯ L(V )
L(W )
−→ 0,
donde j es un homeomorfismo inclusio´n, y L¯ es el homomorfismo in-
ducido por L. Esta sucesio´n es exacta pues L siendo inyectora, se tiene
que
ker(L¯) = {v ∈ V, L(v) ∈ L(W )} = W,
demostrando asi el item 1.
2. Considere las cadenas de inclusiones.
W ⊂ W + L(V ) ⊂ V,
y
L(W ) ⊂ W ∩ L(V ) ⊂ L(V ).
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De 1 y de la hipo´tesis de 2 tenemos que
dimK
L(V )
L(W )
= dimK
V
W
<∞,
obtenemos, por la proposicio´n 4.10 las siguientes igualdades.
dimK
V
W
= dimK
W+L(V )
W
+dimK
V
W+L(V )
‖ ‖
dimK
L(V )
L(W )
= dimK
L(V )
W∩L(V ) +dimK
W+L(V )
L(W )
,
donde la igualdad
dimK
W + L(V )
W
= dimK
L(V )
W ∩ L(V ) ,
sigue del teorema del isomorfismo de Noether.
Consecuentemente, obtenemos
dimK
V
W + L(V )
= dimK
W ∩ L(V )
L(W )
<∞. (4.6)
Como por hipo´tesis, dimK VL(V ) <∞, de la cadena
L(V ) ⊂ W + L(V ) ⊂ V,
obtenemos de proposicio´n 4.10
dimK
V
L(V )
= dimK
V
W + L(V )
+ dimK
W + L(V )
L(V )
.
Del teorema del isomorfismo de Noether tenemos que para W ⊂ V y
L(V ) ⊂ V ,
dimK
W
W ∩ L(V ) = dimK
W + L(V )
L(V )
<∞. (4.7)
De la proposicio´n 4.10 y de la cadena abajo
L(W ) ⊂ W ∩ L(V ) ⊂ W,
obtenemos que
dimK
W
L(W )
= dimK
W
W ∩ L(V ) + dimK
W ∩ L(V )
L(W )
<∞. (4.8)
Por tanto de 4.6 y de 4.7 en 4.8 el resultado sigue.
2
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4.3. ´Indice de Interseccio´n
En esta seccio´n introducimos un medio de exprimir nume´ricamente el grado u
orden de contacto de dos curvas algebroides planas, esto sera´ hecho a travez de la
nocio´n fundamental de ı´ndice de interseccio´n.
Sea K un cuerpo cualquiera. Denotaremos como de costumbre, a M como el
ideal ma´ximal de K[[X, Y ]].
PROPOSICI ´ON 4.13 Sean f, g ∈ M. Son equivalentes las siguientes condi-
ciones:
1. f y g son relativamente primos.
2. La dimensio´n de K[[X,Y ]]〈f,g〉 , como K-espacio vectorial, es finita.
Demostracio´n. Las condiciones arriba son preservadas por automorfismos de
K[[X, Y ]] y por multiplicacio´n de f y g por unidades de K[[X, Y ]]. Por tanto,
podemos suponer que f y g son polinomios de Weierstrass.
1. ⇒ 2. Siendo f y g primos entres si en K[[X, Y ]], tenemos que ellos
son primos entre si en K[[X]][Y ], y por tanto en K((X))[Y ]. Luego existen
elementos ϕ, ψ ∈ K((X))[Y ] tal que
ϕf + ψg = 1
Eliminando los denominadores en K[[X]] en la expresio´n arriba, tenemos que
ϕ′f + ψ′g = c(X),
para algunos ϕ′, ψ′ ∈ K[[X]][Y ] y c(X) ∈ K[[X]], con c(X) 6= 0, podemos
escribir c(X) = Xru, donde r ≥ 1 y u(0) 6= 0. Por tanto
Xr ∈ 〈f, g〉.
Suponga que grdY (f) = n, entonces por el teorema de la divisio´n de Weiers-
trass, para todo h ∈ K[[X, Y ]], existen elementos q ∈ K[[X,Y ]] y a0(X),
. . .,an−1(X) ∈ K[[X]], tal que
h = fq + a0(X) + · · ·+ an−1(X)Y n−1.
De alli sigue que la imagen h¯ de h en K[[X,Y ]]〈f,g〉 esta en el K-espacio vectorial
generado por X¯ iY¯ j , 0 ≤ i ≤ r − 1 y 0 ≤ j ≤ n− 1. Luego 2 esta probado.
2. ⇒ 1. Suponga que f y g no sean primos entre si en K[[X, Y ]]. Ex-
iste entonces h ∈ K[[X]][Y ] no invertible y de Weierstrass tal que f = hf1
55
y g = hg2. Luego 〈f, g〉 ⊂ 〈h〉. Se tiene que 1¯, X¯, X¯2, . . ., son elementos de
K[[X, Y ]]/〈h〉 linealmente independientes sobre K, pues caso contrario, exis-
tiria un polinomio P (X) ∈ K[X] tal que P (X) = h1h, tal que h1 ∈ K[X,Y ],
lo que no es posible dado que h es de Weierstrass.
Consecuentemente de la hipo´tesis 2. y de la proposicio´n 4.10 que
dimK
K[[X, Y ]]
〈f, g〉 ≥ dimK
K[[X, Y ]]
〈h〉 =∞.
Lo que es un absurdo. Por tanto f y g son relativamente primos.
2
Definicio´n 4.14 Sean f, g ∈ M. Se define el ı´ndice de interseccio´n de f y g
como siendo
I(f, g) = dimK
K[[X, Y ]]
〈f, g〉
Alternativamente, podemos definir el ı´ndice de interseccio´n como sigue
I(f, g) = dimK
Of
〈g′〉 ,
donde g′ denota la clase residual de g en Of .
Diremos que dos curvas algebroides (f) y (g) son transversales, si (f) y
(g) son regulares y sus rectas tangentes son distintas.
En el pro´ximo teorema usaremos la notacio´n z′ para representar la imagen de
z ∈ K[[X,Y ]] en Of .
TEOREMA 4.15 Sean f, g, h ∈ M, Φ un automorfismo de K[[X, Y ]] y
u y v unidades de K[[X, Y ]]. El ı´ndice de interseccio´n posee las siguientes
propiedades:
1. I(f, g) <∞, si solamente si, f y g son primos entre si en K[[X,Y ]].
2. I(f, g) = I(g, f).
3. I(Φ(f),Φ(g)) = I(uf, vg) = I(f, g).
4. I(f, gh) = I(f, g) + I(f, h).
5. I(f, g) = 1, si solamente si, (f) y (g) son transversales.
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6. I(f, g − hf) = I(f, g).
Demostracio´n.
1. Sigue inmediatamente de la proposicio´n 4.13
2. Sigue de la definicio´n
3. Se tiene que 〈f, g〉 = 〈uf, vg〉 luego por definicio´n I(uf, vg) = I(f, g).
Ademas (f) ∼ (φ(f)), sigue por teorema 4.2 que Of ' Oφ(f) y por
teorema 4.12
I(f, g) = dimK
Of
〈g′〉 = dimK
Oφ(f)
〈φ(g)′〉 = I(φ(f), φ(g))
4. Basta probar que es exacta la siguiente sucesio´n de K-espacios vectoriales.
0 −→ Of〈h′〉 −→
ψ Of
〈g′h′〉 −→
ϕ Of
〈g′〉 −→ 0 (4.9)
donde la aplicacio´n ϕ es inducida por la proyeccio´n ϕ˜ :
Of −→ϕ˜ Of〈g′〉 −→ 0.
Note que
ker(ϕ) =
〈g′〉
〈g′h′〉 .
La aplicacio´n ψ es definida por
ψ(z′) = g′z′,
donde una barra representa la clase residual modulo 〈h′〉, en cuanto que la
dupla barra representa la clase residual mo´dulo 〈h′g′〉. La aplicacio´n ψ es
claramente un homomorfismo de K-espacios vectoriales.
Para probar que ψ es inyectora, suponga que ψ(z¯′) = 0 y note que
0 = ψ(z′) = g′z′ ⇒ g′z′ ∈ 〈g′h′〉.
Luego existe α′ ∈ Of tal que
g′z′ = α′g′h′.
que por su vez implica que existe β ∈ K[[X, Y ]] tal que
g(z − αh) = gz − αgh = βf.
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Como f y g no tiene factores comunes, sigue que f divide z − αh, lo
que muestra que z′ = 0. Esto es ψ es inyectiva
Ademas observe que
im(ψ) = 〈g
′〉
〈g′h′〉 = ker(ϕ),
luego la secuencia 4.9 y por la proposicio´n 4.9 el resultado sigue.
5. Suponga que f y g sean regulares con tangentes distintas. Luego despues
de un cambio lineal de coordenadas podemos suponer que f = X + f1 y
g = Y + g1, donde f1, g1 ∈M2. Podemos entonces escribir
f = Xu+ Y f2,
y
g = Y v +Xg2,
donde u y v son unidades y f2, g2 ∈M. Tenemos entonces que
Y (v − u−1g2f2) = Y v − u−1Y g2f2 = g − u−1g2f ∈ 〈f, g〉.
Como
(v − u−1g2f2)(0, 0) = v(0, 0) 6= 0,
sigue que v − u−1g2f2 es una unidad y por tanto Y ∈ 〈f, g〉. De modo
ana´logo se muestra que X ∈ 〈f, g〉. Sigue entonces que 〈f, g〉 = 〈X, Y 〉,
y por tanto,
I(f, g) = dimK
K[[X, Y ]]
〈f, g〉 = dimK
K[[X,Y ]]
〈X, Y 〉 = 1.
Recı´procamente, si dir(f) ≥ 2 o dir(g) ≥ 2, o todavia si (f) y (g)
son regulares y poseen la misma recta tangente , podemos despues de un
cambio lineal de coordenadas, suponer que
f = Y f1 + f2
y
g = Y g1 + g2.
con f2, g2 ∈M2 y f1, g1 ∈ K[[X, Y ]]. Luego
〈f, g〉 ⊂ 〈Y 〉+M2
y portanto.
dimK
K[[X, Y ]]
〈f, g〉 ≥ dimK
K[[X, Y ]]
〈Y 〉 +M
2 = 2.
58
6. Sigue de 〈f, g〉 = 〈f, g − hf〉 y de la definicio´n.
2
Las propiedades establecidas en el teorema 4.15 determinan univocamnete el
ı´ndice de interseccio´n de las curvas algebraicas planas, esto es el contenido del
pro´ximo resultado.
TEOREMA 4.16 Sea I ′ una funcio´n
I ′ : M×M −→ N ∪ {∞}
(f, g) → I ′(f, g)
que posee las propiedades del 1 al 6 del teorema 4.15. Entonces I ′ = I .
Demostracio´n.
La demostracio´n sera´ hecha por induccio´n sobre el valor de I ′(f, g).
Podemos suponer que f, g ∈ M \ {0} son primos entre si en K[[X, Y ]],
pues caso contrario tendriamos de 1, que I ′(f, g) = I(f, g) =∞.
Si I ′(f, g) = 1 entonces por 5 f y g son transversales y por teorema 4.15
item 5 sigue que I(f, g) = 1.
Suponga por hipo´tesis de induccio´n que :
I ′(f, g) ≤ r − 1⇒ I ′(f, g) = I(f, g).
Sean f, g ∈M \ {0} tal que I ′(f, g) = r.
Sea Φ un automorfismo de K[[X,Y ]] tal que Φ(f) y Φ(g) sean asociados
respectivamente a polinomios de Weierstrass p y q. Por la propiedad 3 tenemos
que
I ′(f, g) = I ′(p, q),
y por el teorema 4.15 item 3
I(f, g) = I(p, q).
Suponga que grdY (p) = n y grdY (q) = m, por la propiedad 2 podemos
suponer que n ≤ m. Defina
q1 = q − Y m−np = Xq2,
donde q2 ∈ K[[X, Y ]].
Si q2 es una unidad, entonces por las propiedades 6, 3 y 4 tenemos que
I ′(p, q) = I ′(p, q1) = I ′(p,Xq2) = I ′(p,X) = I ′(Y n, X) = n.
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Del mismo modo por el teorema 4.15 item 6, 3 y 4 se tiene que
I(p, q) = I(p, q1) = I(p,Xq2) = I(p,X) = I(Y
n, X) = n.
Y por tanto I ′(p, q) = I(p, q) = n.
Suponga que q2 no sea una unidad, luego por las propiedades 6 y 4
r = I ′(p, q) = I ′(p, q1) = I ′(p,X) + I ′(p, q2) (4.10)
Ademas I ′(p,X) < I ′(p, q) = r y I ′(p, q2) < I ′(p, q) = r, luego por la
hipo´tesis de induccio´n y el teorema 4.15 item 4 y 6 tenemos que
I ′(p,X) + I ′(p, q2) = I(p,X) + I(p, q2) = I(p, q) = r (4.11)
Luego de 4.10 y 4.11 termina que
I ′(f, g) = I(f, g).
2
En realidad el teorema de arriba nos dice que existe un algoritmo ejecutable
para calcular I(f, g) para todo par de series f y g en M y preparadas a Weier-
strass.
Ejemplo
Vamos determinar el ı´ndice de interseccio´n de (Y 7 −X2) con (Y 5 −X3).
I(Y 7 −X2, Y 5 −X3) = I(Y 7 −X2 − Y 2(Y 5 −X3), Y 5 −X3)
= I(X2(XY 2 − 1), y5 −X3) = I(X2, Y 5 −X3)
= 2I(X, Y 5 −X3) = 2I(X, Y 5) = 10I(X,Y ) = 10
Observacio´n iv)
Sea (f) una curva irreducible plana dada por un polinomio de Weierstrass de
grado n. Suponga que las coordenadas fueran escogidas de modo que Y sea la
tangente de (f), y considere una parametrizacio´n (T n, ϕ(T )), donde ϕ(T ) ∈
K[[T ]]. Se tiene necesariamente por la observacio´n i) que ord(ϕ(T )) > n.
Note que
vf (g¯) = ord(g(T n, ϕ(T ))) = dimK
K[[T ]]
〈g(T n, ϕ(T ))〉 .
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TEOREMA 4.17 Sean f y g polinomios de Weierstrass en K[[X]][Y ], con
f = f1 · · · fh, la descomposicio´n de f en factores irreducibles , que podemos
suponer de Weierstrass . Entonces
I(f, g) =
h∑
i=1
vfi(g)
Demostracio´n. Si f y g tienen componentes en comun, nada tenemos que
demostrar pues los tres te´rminos arriba son infinitos. Supongamos entonces que
f y g no tienen factores en comun.
Como por la propiedad 4 del teorema 4.15 tenemos que
I(f, g) =
h∑
i=1
I(fi, g),
bastara´ probar que si f es irreducible, entonces I(f, g) = vf (g). Considere la
aplicacio´n K-lineal
L : K[[T ]] −→ K[[T ]]
h(T ) → h(T )g(T n, ϕ(T ))
donde n = grdY (f) y (T n, ϕ(T )) es una parametrizacio´n de f .
Como g no tiene f como componente, sigue que g(T n, ϕ(T )) 6= 0, y por
tanto L es inyectora.
Sea W o K-subespacio vectorial K[[T n, ϕ(T )]](' Of ) de V = K[[T ]].
Tenemos entonces que
Of
〈g′〉 '
K[[T n, ϕ(T )]]
g(T n, ϕ(T ))K[[T n, ϕ(T )]]
=
W
L(W )
.
Por otro lado
V
L(V )
=
K[[T ]]
〈g(T n, ϕ(T ))〉 .
Por el teorema 4.5 se tiene que
dimK
V
W
<∞,
y como
dimK
V
L(V )
= ord(g(T n, ϕ(T ))) <∞,
sigue del teorema 4.12 que
I(f, g) = dimK
Of
〈g′〉 = dimK
W
L(W )
= dimK
V
L(V )
= vf (g).
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2TEOREMA 4.18 Sean f, g ∈M. se tiene que
I(f, g) ≥ dir(f)dir(g),
con igualdad, si y solamente si, (f) y (g) no poseen tangentes comunes.
Demostracio´n. Sean f = f1f2 · · · fh y g = g1g2 · · · gs respectivamente la
descomposicio´n de f y g en factores irreduccibles.
Del teorema 4.15 item 2 y 4 tenemos que
I(f, g) =
∑
i,j
I(fi, gi). (4.12)
Por otro lado, por la proposicio´n 1.4 tenemos que
dir(f)dir(g) =
∑
i,j
dir(fi)dir(gj). (4.13)
Por tanto, de 4.12 y de 4.13, bastara´ probar el teorema para f y g irreducible.
Suponga que las coordenadas fuesen escogidas de modo que f sea asociados
a un polinomios de Weierstrass en K[[X]][Y ] y que tenga (Y ) como recta
tangente. Sea (T n, ϕ(T )), donde n = ord(f), una parametrizacio´n de (f).
Como (Y ) es tangente a (f), tenemos que ord(ϕ(T )) > n.
Suponga ahora que
g(X, Y ) = (aX + bY )m + gm+1(X, Y ) + · · ·
Tenemos entonces que
I(f, g) = vf (g) = ord(g(T n, ϕ(T ))
= ord((aT n + bϕ(T ))m + gm+1(T n, ϕ(T )) + · · · ) ≥ nm,
con igualdad si y solamente si a 6= 0, esto es si la recta tangente a (g) no es Y
o sea, si la recta tangente a (f) es distinta de la recta tangente a g .
2
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Capı´tulo 5
RESOLUCI ´ON DE
SINGULARIDADES
En este capı´tulo trataremos del proceso de resolucio´n de las singularidades de
curvas algebroides irreducibles planas estudiadas por Zariski (ver [2]), y luego
utilizadas por Lejeune (ver [3]).
En el caso analı´tico (o algebraico), este proceso consiste en transformar un
germen de curva analı´tica plana irreducible en un germen no singular, por medio
de una sucesio´n finita de ciertas transformaciones birracionales.
En forma de motivacio´n, introduciremos el asunto en el contexto mas ge-
ome´trico de los germenes de curvas analı´ticas planas, para en seguida desenvolver-
nos en el contexto de la geometria formal.
5.1. Transformaciones Cuadra´ticas en C2
Definicio´n 5.1 Una transformacio´n quadra´tica o explosio´n centrada en el ori-
gen es una aplicacio´n que en algu´n sistema coordenadas de C2 es de la forma
T : C2 → C2
(X1, Y1) → (X1, X1Y1)
La recta
E : X1 = 0
es llamada de divisor excepcional de la explosio´n y es igual al conjunto
T−1(0, 0).
Sea
L : Y − aX = 0
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una recta que pasa por el origen de C2, entonces T−1(L) es la unio´n del divisor
exepcional y de la recta Y1 = a, que corta E, en el punto de coordenadas (0, a).
Por tanto, los puntos del divisor excepcional corresponden a todas las direcciones
que emanan del origen de C2, excepto una, que es la direccio´n del eje Y .
Sea Cf un germen de la curva analı´tica definido por un elemento f ∈ M ⊂
C{X, Y } Ahora veamos como es el conjunto T−1(Cf ). En efecto, supongamos
que la expansio´n f este dada por:
f(X, Y ) = Fn(X,Y ) + Fn+1(X, Y ) + · · ·
Asi tenemos que la ecuacio´n de T−1(Cf ) esta´ dada por la serie:
f(T (X1, Y1)) = Fn(X1, X1Y1) + Fn+1(X1, X1Y1) + · · ·+
= Xn1 (Fn(1, Y1) +X1Fn+1(1, Y1) + · · ·+) (5.1)
Definicio´n 5.2 En las condiciones anteriores la serie 5.1 es llamada la transfor-
mada total de f cuya curva asociada T−1(Cf ) sera´ llamada la transformada
total de Cf .
La curva
Cf (1) : f
(1)(X1, Y1) = Fn(1, Y1) +X1Fn+1(1, Y1) + · · ·+Xj−n1 Fj(1, Y1) + · · · ,
es llamada de transformada estricta de Cf . Como T−1(0, 0) es el divisor
exepcional de la ecuacio´n
E : X1 = 0,
tenemos que
T−1(Cf ) = E ∪ Cf (1) .
Ejemplo 1 Consideremos la curva Cf donde
f = Y 2 − a2X2 −X3 = 0,
con a 6= 0. Como la curva esta´ definida por un polinomio, no tenemos proble-
mas con la convergencia, luego ella esta´ definida para todo C2. Se tiene que la
transformada total de Cf es
T−1(Cf ) : X21Y
2
1 − a2X21 −X31 = X21 (Y 21 − a2 −X1) = 0
Mientras que la transformada estricta de Cf esta´ dada por Cf (1) : Y 21 −a2−X1 =
0. Observe que las tangentes de Cf en el origen, estan dadas por
F2(X, Y ) = Y
2 − a2X2 = (Y − aX)(Y + aX) = 0.
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Que tiene por transformadas estrictas dos rectas horizontales que pasan por cada
uno de los puntos P1 = (0, a) y P2 = (0,−a), que son justamente los puntos de
interseccio´n de Cf (1) con E. Observe que despue´s de la explosio´n, la curva Cf
se transforma en una curva Cf (1) que es lisa en todos sus puntos y que sus ramos
en el origen son transformados respectivamente en porciones de curva que pasan
por los puntos que cortan en eje Y .
Ejemplo 2 Consideremos la curva Cf donde
f = Y 2 −X3 = 0.
Aqui nuevamente tenemos una curva definida globalmente en C2. La transfor-
mada total de Cf es
T−1(Cf ) : X21Y
2
1 −X31 = X21 (Y 21 −X1) = 0,
en cuanto que la transformada estricta de Cf es dada por
Cf (1) : Y
2
1 −X1 = 0,
que tiene por tangente en el origen la recta vertical X1 = 0. Observe que aqui,
despues despue´s de una explosio´n, conseguimos transformar Cf en una curva
lisa Cf (1) , y como Cf posee un ramo en el origen, este es tranformado en un
u´nico ramo de Cf (1) en el origen.
5.2. Resolucio´n de Singularidades de Curvas Planas
A partir de ahora K sera un campo algebraicamente cerrado arbitrario.
Definicio´n 5.3 Una Transformacio´n cuadra´tica de K [[X, Y ]] en K [[X1, Y1]] es
un homeomorfismo de K−a´lgebras definido por
σ : K [[X, Y ]] → K [[X1, Y1]]
X → X1
Y → X1Y1
o por
τ : K [[X, Y ]] → K [[X1, Y1]]
X → X1Y1
Y → X1
Estas transformaciones no son invertibles, pero si son birracionales, es decir de-
finen isomorfismos entre los campos de fracciones K((X, Y )) y K((X1, Y1))
respectivamente de K [[X, Y ]] y de K [[X1, Y1]].
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El homeomorfismo σ tiene la propiedad de transformar el ideal 〈X, Y 〉 en
el ideal 〈X1, X1, Y1〉 = 〈X1〉. En el caso en que K = C y el anillo es el de las
series convergentes C{X, Y }, esto geometricamente corresponde a la condicion
T−1(0, 0) = E de la seccion anterior.
La transformada por σ de
f(X, Y ) = Fn(X, Y ) + Fn+1(X,Y ) + Fn+2(X, Y ) + · · · ∈ K[[X, Y ]],
es el elemento de K [[X1, Y1]] definido por
σ(f) = f(X1, X1Y1) = Fn(X1, X1Y1) + Fn+1(X1, X1Y1) + · · ·
= Xn1 [Fn(1, Y1) +X1Fn+1(1, Y1) + · · · ] ,
= Xn1 f
(1)(X1, Y1).
La serie
σ∗(f) = f (1)(X, Y ) =
1
Xn1
f(X1, X1Y1),
donde n = dir(f) sera´ llamada la transformada estricta segun σ o explosio´n de
(f).
LEMA 5.4 Sea f, g ∈ K [[X,Y ]] .
1. σ∗(f) es invertible en K[[X1, Y1]], si y solamente si, el termino inicial de
f tiene la forma Fn = cXn + · · · , donde c ∈ K∗ y n es un entero no
negativo.
2. σ∗(fg) = σ∗(f)σ∗(g).
Demostracio´n. La prueba es una simple verificacio´n de la definicio´n.
2
PROPOSICI ´ON 5.5 Sea f = Y n + a1(X)Y n−1 + · · · + an(X) ∈ K[[X]][Y ]
un polinomio de Weierstrass irreducible con tangente (Y ), supongamos que
I(f, Y ) = m. Entonces
1. σ∗(f) es irreducible en K[[X1, Y1]].
2. dir(σ∗(f)) ≤ dir(f).
Con igualdad, si y solamente σ∗(f) es un polinomio de Weierstrass con
relacio´n Y1.
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Demostracio´n.
1. Se tiene que
σ∗(f) = Y n1 + b1(X1)Y
n−1
1 + · · ·+ bn(X1)
donde
bi(X1) =
ai(X1)
X i1
.
Como f es un polinomio de Weierstrass con tangente Y , tenemos que
dir(ai(X1)) > i, esto implica que dir(bi(X1)) > 0, y por tanto σ∗(f) es
un pseudo-polinomio.
Supongamos por el absurdo σ∗(f) sea reducible en K[[X1, Y1]] , luego ex-
isten pseudo-polinomios P1, P2 ∈ K[[X1]][Y1] de grados respectivamente
n1 ≥ 1 y n2 ≥ 1 tales que n = n1 + n2 y
σ∗(f) = P1P2
multiplicando ambos miembros de la igualdad arriba por Xn1 , se tiene
f(X, Y ) = Xnσ∗(f)(X,
Y
X
) = Xn1P1(X,
Y
X
)Xn2P1(X,
Y
X
).
Como Xn1P1(X, YX ), X
n2P2(X,
Y
X
) ∈ K[[X,Y ]], tenemos que f es re-
ducible en K[[X, Y ]] lo que es una contradiccio´n.
2. Tenemos que
dir(σ∗(f)) = dir(Y n1 + b1(X1)Y n−11 + · · ·+ bn(X1)) ≤ n
Si
dir(σ∗(f)) = dir(f)⇔ dir(bi(X1)) > i.
Lo que es equivalente a decir que la forma inicial de σ∗(f) es Y n y es de
Weierstrass.
2
Definicio´n 5.6 Si dir(f) = dir(f (1)), iterando el procedimiento de las trans-
formaciones cuadraticas , hasta encontrar que la directo de la transformada, en
un determinado estado, sea menor aquel de la serie del estado anterior. La suce-
sio´n de explosiones obtenido de esa modo sera llamada sucesio´n canonica de
explosiones.
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Veremos a seguir que si f ∈ M es un polinomio de Weierstrass irreducible,
definiendo una singularidad de curva algebroide plana, entonces despue´s de un
nu´mero finito de explosiones veremos tener un cambio en la directo de la trans-
formada estricta.
De modo ana´logo se puede definir una nocio´n de transformada estricta τ ∗(f)
de f , segun τ , y probar resultados analogos al lema 5.4 y a la proposicio´n 5.5
cuando f es de Weierstrass en K[[Y ]][X], irreducible y con tangente (X).
Luego si (f) es un polinomio de Weierstrass irreducible
f = Y n + a1(X)Y
n−1 + · · ·+ an(X) ∈ K[[X]][Y ]
Se define f (0) = f y para i = 1, 2 · · · , denotamos por f (i) la transformada
estricta de f (i−1) segun σ o, si fuese el caso, de uf (i−1), segun τ .
PROPOSICI ´ON 5.7 Sea f = Y n + a1(X)Y n−1 + · · · + an(X) ∈ K[[X]][Y ]
un polinomio de Weierstrass irreducible. Si
i0 = mı´n
i≥1
{i; dir(f (i)) 6= dir(f (i−1))},
entonces
i0 =
[
mı´n
1≤j≤n
{
dir(aj(X))
j
}]
,
donde [a] representa la parte entera de a
Demostracio´n.
Despues de i explosiones, tenemos las coordenadas (Xi, Yi) = (X, Yi).
Si i < i0 , podemos escribir.
f (i) = Y ni +
a1(X)
X i
Y n−1i +
a2(X)
X2i
Y n−2i + · · ·+
an(X)
Xni
Es claro que no se puede tener indefinidamente dir(f (i)) = dir(f (i−1)), pues
las n sucesiones
dir(aj(X)
X ij
), donde j = 1, · · ·n,
son estrı´ctamente decrescientes.
Sea i0 el menor ı´ndice i para lo cual vale la desigualdad
dir(f (i)) 6= dir(f (i−1)) (5.2)
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Haciendo αj = dir(aj(X)) observe que la desigualdad 5.2 solo se cumple, si
y solamente si, existe j = 1, · · ·n tal que
αj − ij ≥ 0
αj − ij + n− j < n
lo cual implica que
i ≤ αj
j
< i+ 1
Si nosotros quisieramos el menor i para el cual 5.2 se cumple, deveriamos
tomar i = i0, tal que
i0 ≤ mı´n
j
αj
j
< i0 + 1
es decir :
i0 =
[
mı´n
1≤j≤n
αj
j
]
.
2
En el caso en que
f = Xn + a1(Y )X
n−1 + · · ·+ an(Y )
es un polinomio de Weierstrass irreducible en K[[Y ]][X], se tiene un resultado
totalmente analogo. Con eso acabamos de probar el siguiente resultado.
TEOREMA 5.8 La sucesio´n cano´nica de explosiones de una curva alge´brica
irreducible cualquiera, sobre la forma de Weierstrass, conduce despues de un
nu´mero finito de pasos a una curva alge´brica no singular.
La sucesio´n cano´nica de longitud mı´nima ω, ala que se refiere el teorema es
denominada la resolucio´n cano´nica de la singularidad de una curva algebrica (f).
La resolucio´n cano´nica de (f) determina una sucesio´n nu´merica de mayor
importancia en esta teoria que es la sucesio´n finita de nu´meros
dir(f) ≥ dir(f (1)) ≥ · · · ≥ dir(f (i)) ≥ · · · ≥ dir(f (N)) = 1,
llamada la sucesio´n de directas de (f).
Ejemplo Determinaremos la resolucio´n cano´nica de
f = Y 4 −X7.
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En este caso se tiene que
f (1) = σ∗(f) = Y 41 −X31
que al multiplicar por u = −1 se torna en la forma de Weierstrass con relacio´n
a X1. Portanto aplicando τ ∗ a −f (1) se tiene
f (2) = X32 − Y2
que no es singular. La sucesio´n de las directos, en este caso es {4, 3, 1}.
Observacio´n v Sea
f = Y n + a1(X)Y
n−1 + · · ·+ an(X)
un polinomio de Weierstrass, irreducible con cono tangente (Y n). Considere
f (1)(X1, Y1) = X
−n
1 f(X1, X1Y1).
Suponga que (T n, ϕ(T )) sea una parametrizacio´n de (f), con ord(ϕ(T )) =
m > n, luego
f (1)(T n,
ϕ(T )
T n
) = (T n)−nf(T n, ϕ(T )) = 0.
Si dir(f (1)) = dir(f) = n, entonces (T n, ϕ(T )
Tn
) es una parametrizacio´n de
f (1).
Si n1 = m − n = dir(f (1)) < dir(f) = n, tenemos que uf (1) es de
Weierstrass con respecto a X1. Como dir(ϕ(T )) = m, tenemos que
ϕ(T )
T n
= T n1v(T ),
donde v(T ) es una unidad de K[[T ]]. Sea w(T ) ∈ K[[T ]] una unidad tal que
w(T )n1 = v(T ), tenemos entonces que
T n1v(T ) = (Tw(T ))n1 .
Definiendo
T1 = ρ(T ) = Tw(T )
tenemos que T = ρ−1(T1) y por tanto una parametrizacio´n de (uf (1)) es dada
por (Y1, X1) = (T n11 , ψ(T1)), donde ψ(T1) = (ρ−1(T1))n.
El anillo local de una curva algebroide plana se inyecta en el anillo local de su
explosio´n, conforme veremos en el pro´ximo resultado.
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PROPOSICI ´ON 5.9 Dado f = Y n+a1(X)Y n−1+ · · ·+an(X), un polinomio
de Weierstrass irreducible, existe un homomorfismo natural inyector de Of en
Of (1) , de tal modo que vf (1) restricto a Of , coincide con vf .
Demostracio´n.
Vamos analizar apenas el caso en que
f = Y n + a1(X)Y
n−1 + · · ·+ an(X)
es un polinomio de Weiertrass con relacio´n a la indeterminadas Y , pues el caso
en que f esta en la forma de Weierstrass con relacio´n a X es totalmente ana´logo.
Observar que en esta situacio´n f (1) es un pseudo polinomio, regular en Y
de orden n.
Considere el homomorfismo de K-algebras
ψ : Of −→ Of (1)
g(X,Y ) → g(X1, X1Y1)
Notar que en virtud de la proposicion 4.4 ψ puede ser visto como un homo-
morfismo de K[[X]]-mo´dulos:
ψ : K[[X]]⊕ · · ·K[[X]]yn−1 −→ K[[X]]⊕ · · ·K[[X]]yn−1
g(X, y) → g(X,Xy1)
que es claramente inyector pues las sumas son directas.
La afirmacio´n sobre las valorizaciones vf (1) y vf , siguen de la observacio´n
v).
2
PROPOSICI ´ON 5.10 Sean (f) y (g) dos curvas algebroides planas irre-
ducibles con la misma tangente. Se tiene que
I(f, g) = dir(f)dir(g) + I(f (1), g(1)).
Demostracio´n. Tenemos tres casos para analizar
1. Las transformaciones estrictas de (f) y de (g) poseen la misma directo,
que las curvas originales, esto es
dir(f) = dir(f (1)) = n y dir(g) = dir(g(1)) = n′. Como
g(1)(X1, Y1) =
1
Xn
′
1
g(X1, X1Y1),
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de las consideraciones arriba y del teorema 4.17 tenemos que
I(f (1), g(1)) = vf (1)(g
(1)) = ord( 1
(Tn)n′ g(T
n ϕ(T )
Tn
))
= −nn′ + vf (g) = −dir(f)dir(g) + I(f, g),
lo que prueba el resultado.
2. Las transformaciones estrictas de (f) y de (g) poseen las directos menores
que las curvas originales.
3. Una transformada estricta posee la directo menor y la otra posee la misma
directo.
2
TEOREMA 5.11 Sean f y g dos curvas algebroides irreducibles planas. Se
tiene que
I(f, g) =
ω∑
i=0
dir(f (i))dir(g(i)).
Demostracio´n. Sean f y g dos curvas algebroides irreducibles planas. Con una
sucesio´n finita de longitud ω de explosiones de tipo σ y o del tipo τ , conforme
el caso, llegamos ala situacio´n final en que f (N) y g(N) tiene tangentes distintas.
Con esto y con el teorema 4.18 termina la prueba.
2
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