associate equationally-defined computable state predicates as atomic predicates for such a Kripke structure. In this way we obtain a language of LTL properties of the rewrite theory R.
Maude 2.0 supports on-the-fly LTL model checking for initial states [t] , say of sort State, of a rewrite theory R = (Σ, E, R) such that the set {[u] ∈ T Σ/E | R [t] → [u]}, of all states reachable from [t] is finite. The rewrite theory R should satisfy reasonable executability requirements, such as the confluence and termination of the equations E and coherence of the rules R relative to E [1] . In Maude the rewrite theory R is specified as a module, say M. Then, given an initial state, say init of sort State M , we can model check different LTL properties beginning at this initial state by doing the following:
-defining a new module, say CHECK-M, that includes the modules M and the predefined module MODEL-CHECKER as submodules; -giving a subsort declaration, subsort State M < State ., where State is one of the key sorts in the module MODEL-CHECKER; -defining the syntax of the state predicates we wish to use by means of constants and operators of sort Prop, a subsort of the sort Formula (i.e., LTL formulas) in the module MODEL-CHECKER; we can define parameterless state predicates as constants of sort Prop, and parameterized state predicates by operators from the sorts of their parameters to the Prop sort. -defining the semantics of the state predicates by means of equations.
Once the semantics of each of the state predicates has been defined, we are then ready, given an initial state init, to model check any LTL formula, say form, involving such predicates. We do so by evaluating in Maude, the expression init |= form . Two things can then happen: if the property form holds, then we get the result true; if it doesn't, we get a counterexample expressed as a finite path followed by a cycle.
Model Checking Algorithms and Implementation
On-the-fly LTL model checking is performed by constructing a Büchi automaton from the negation of the property formula and lazily searching the synchronous product of the Büchi automaton and the system state transition diagram for a reachable accepting cycle.
Büchi Automaton Construction. The negated LTL formula is converted to negative normal form and heuristically simplified by a set of Maude equations, mostly derived from the simplification rules in [6, 7] . Rather than the classical tableaux construction [8] , we use a newer technique proposed in [9] based on very weak alternating automata, comprising three basic steps: (1) construct a very weak alternating automaton from the formula, (2) convert the very weak alternating automaton into a generalized Büchi automaton (with multiple fairness conditions on arcs) and (3) convert the generalized Büchi automaton into a regular Büchi automaton. Optimizations and simplifications are performed after each step and we add some strongly connected component optimizations adapted from those in [7] . Throughout the computation, the pure propositional subformulae labelling the arcs of the various automata are stored as BDDs to allow computation of conjunctions, elimination of contradictions, and combination of parallel arcs by disjunction.
Searching the Synchronous Product. We use the double depth first method of [10] to lazily generate and search the synchronous product. For each system state generated we keep five bit vectors to record: (1) which propositions have been tested in the state; (2) which propositions were true in the state; (3) which product pairs (with automaton states) have been seen by the first depth first search; (4) which product pairs are currently on the first depth first search stack; and (5) which product pairs have been seen by the second (nested) depth first search. The full term graph representation of each system state is maintained (in order to test propositions) in a separate hash table which also keeps track of rewrites between system states.
Performance Evaluation. We compared the performance of the Maude LTL model checker vis-a-vis the SPIN LTL model checker as follows. Given a system specified in PROMELA, we specify it in Maude, and then compare the running times and the memory consumptions of the two model checkers on the respective specifications. The PROMELA specifications used -a solution to the mutual exclusion problem, a solution to the leader election problem for a unidirectional ring network, and a translation of the π-calculus description of a mobile handoff scenario -are all available on the SPIN web-page. In all the above situations, only properties satisfied by the corresponding systems were model checked; no generation of counterexamples was attempted. Except in one instance, the default settings for SPIN were used everywhere. The analyses were carried out on a 1.13 GHz Pentium III machine with 384 MB RAM running Red Hat Linux. In most of the cases, both model checkers finished fairly quickly whenever memory was available; lack of memory proved to be the main bottleneck for scalability. The benchmarks showed a comparable performance of SPIN and the Maude LTL model checker, in terms of both speed and memory consumption. The results for the leader election problem are given in Figures 1 and 2 . A fuller description of the other algorithms and their respective comparisons are discussed in [5] .
