We consider the problem of optimizing the location and size of buffers in semi-continuous manufacturing processes. This problem is formulated as a non-linear integer program that determines the optimal buffer size for individual stages and allocates tanks to those stages in order to minimize total tank inclusion, holding, quality, process overshoot and undershoot costs.
INTRODUCTION
Many chemical processes are semi-continuous in nature, involving very significant costs related to batching and storage, as well as quality control and yield management. Examples can be found in the intermediate-chemical, paper, textile, food-processing, rubber and petro-chemical industries. Since large capital investments are required to set up these processes, it is crucial that they produce high volumes of output at the right quality. Firms operate at a lower margin because of competition in these industries and they have to meet tight product specifications because of regulation. In addition, there is significant variation in output at these processes due to both the nature of chemical reactions and the interaction between the manual and automated parts of these processes (Rajaram et al., 1999; Jaikumar, 2000, 2002) .
Output variability seriously affects customer service levels and operational costs. High output variability requires higher inventory levels and reduces product quality. This, in turn, leads to higher inventory storage, holding and quality rework costs. Additionally, overshoot costs occur if a process produces more than a targeted output. These include the additional per unit costs of environmental compliance and maintenance summed across all process stages, and the extra unit costs of finished product storage at distribution facilities. Conversely, when a process produces less than a targeted output we have undershoot costs. These are comprised of backorder costs and higher unit production costs due to materials, energy, water and supplies. Both overshoot and undershoot costs are particularly significant in the food processing, pharmaceutical and specialty chemical manufacturing industries.
Semi-continuous processes are formed when several resources, such as chemical stations, are linked together. We refer to these resources as stages. Buffers are formed by combining tanks and are installed between stages. This decouples the stages, improves quality and reduces output variability by protecting against downtime at individual stages of a semi-continuous process.
Without buffers, the output from each stage would be highly interdependent. Consequently, small levels of variation at each stage can result in amplified output variability. This is illustrated by Rajaram and Robotis (2004) , who provide a theoretical model of variance amplification at a continuous process. However, installing tanks is expensive and increases intermediate product inventories. Thus, the costs of tank inclusion and inventory holding have to be traded off with the reduction of quality, process undershoot and overshoot costs.
In this paper, we consider the problem of optimally selecting buffer locations and sizes in order to minimize tank inclusion, inventory holding, quality, process overshoot and undershoot costs. We were motivated to work on this problem based on the interaction between the first author and a leading food-processing company producing different types of glucose and sorbitol products. Despite the practical relevance and complexity of the problem of locating and sizing buffers in semi-continuous manufacturing processes, we have found nothing in the academic or practitioners literature that directly addresses this problem. Related work includes Jensen et al. (1991) who present a mathematical model for allocation of buffer inventories to stages of serial production systems and develop a solution procedure based on dynamic programming. Lutz et al. (1998) consider the problem of determining the size and location of work-in-process (WIP) inventory buffers in a manufacturing line producing discrete products. Their objective was to maximize output with the least number of units of WIP inventory. A simulation-search heuristic based on Tabu search combined with simulation was used to solve this problem.
The problem considered here differs from those in the literature in several aspects. First, we consider this problem at a semi-continuous manufacturing process and found we could not solve large, real instances to optimality using commercially available software. Consequently, we develop heuristics to solve this problem and a lower bound to evaluate the quality of the heuristics. Second, we develop a quality model that explicitly links quality costs as a function of buffer size and a quality attribute level at each stage. This connection is of practical importance, as in semi-continuous processes the choice of buffer levels at a stage affects the probability of not conforming to a quality attribute level and consequently impacts quality costs at that stage. Third, we model the costs of output variability explicitly as a function of buffer location and sizing decisions. Fourth, to the best of our knowledge, this is the first investigation of the applicability of these methods to the food-processing industry. We validate our methods using real data from a leading food-processing company. Finally, we implement our method in six semi-continuous manufacturing processes at this company. This has led to significant economic impact and has influenced several strategic operational decisions at this company. This paper is organized as follows. In the next section, we formulate the problem of buffer location and sizing as a nonlinear mixed-integer program. In §3, we derive the properties of the model that are useful in its decomposition and for the development of solution algorithms. A problem decomposition and lower bounds are developed in §4. In §5, heuristics and upper bounds are presented. We report computational results in §6. We present and discuss the implementation results from six processes at a food-processing company in §7. In the concluding section, we summarize our work and suggest further research directions.
MODEL FORMULATION
Consider a semi-continuous process with m stages and let i ∈ I = {1, 2, …, m} index stages. This process produces a few basic products that are eventually blended to meet customer requirements. A single product is produced at a time and the entire process is shut down and all stages are switched over when changing to a different product. If there are no buffers between stages, the output from one stage flows directly into the next stage. If buffers are placed between stages, the stages can be operated and controlled independently and thus are effectively decoupled. All these assumptions are consistent in the context of our application.
It is important to note that the problem we consider relates to the long term (i.e. months to years) design question of location and sizing of buffers and not for short term (i.e., minutes to weeks) production planning, control and inventory management decisions. Therefore, we do not consider variables such as downtimes, product switchover times, actual product flow (or outputs at each stage) or inventory levels in the long term design problem. This is because solutions related to these variables are not executable in the short term. Such issues are best addressed using an operational control model, similar to that discussed in Rajaram and Jaikumar (2002) .
Buffers are created by combining one or more tanks at a given stage. To determine the optimal location and sizing of these buffers, let j ∈ {1, 2, …, n} index the tanks in this process.
The various available sizes of these tanks are typically fixed by the fabrication constraints at the tank supplier. The objective is to minimize the tank inclusion, inventory holding, quality, process overshoot and undershoot costs. To choose the buffers and their locations, we define the variables: We are given the following parameters: 
In developing our model, our central hypothesis was that quality costs and output variance at a particular stage, and consequently the process, can be influenced by the size of the buffer at that stage and the location of buffers across the process. We validate this hypothesis in the application and have observed a similar phenomenon in other types of semi-continuous processes in the pharmaceutical and specialty chemicals industry. These similarities are due to two reasons.
First, these stages have complicated chemical reactions that are not easy to control; therefore, sufficient buffers are essential to deal with the uncertainties of the reaction and to make sure each stage has the time and flexibility to operate within its chemically optimal range, during which chances of a predictable and repeatable reaction are the highest. Second, at any stage, during a given epoch of time and especially during the startup with a new product, the chemical reactions lead to the output and quality attributes being above or below targets. This respectively led to positive or negative errors. When we introduce buffers, some of these positive and negative errors cancel out due to the pooling effect at the buffers and thus reduce uncertainty and variability in outputs and quality attributes.
Undoubtedly, the actual inventory and output levels from any operational control model will affect the variability of the output and quality. However, in the design problem considered, we
do not yet have information on actual inventory levels. This is because the design model we develop is used to configure the process before using an actual operational control model to run the process. Consequently, we elected to use buffer sizes as a surrogate variable for actual inventory levels in modeling their influence on output variability and quality costs. Since this was applied consistently across the stages, we did find this to be an effective surrogate in the application. This approach has also been used in other problems of chemical process design (Perry, 1984) . To capture the impact of buffer size on output variance and quality costs, we use the following functions: We formulate the Buffer Location and Sizing Problem (BLSP) as the following non-linear integer program:
In the BLSP, upper and lower limits of the buffer at stage i are imposed by constraints (1b). This is the range of inventory that is needed by the chemical processes of the unit operation at the appropriate stage to work within its stable range. These are defined by engineering specifications. Constraints (1c) define the size of buffer at stage i. Constraints (1d) ensure that tank j is located at no more than one stage, while 0-1 integrality of the decision variables are enforced by constraints (1e).
The objective function (1a) of the BLSP consists of four terms. The first term represents tank inclusion costs. This includes tank procurement and installation costs for new tanks and re-piping and some reconfiguration costs for existing tanks. Inclusion costs also include the maintenance costs of these tanks. The second term includes the long-term average inventory costs. We assume that holding costs are the same across the basic grades and that the actual inventory level at each stage during each production cycle varies from to ; so that average inventory level can be approximated by . We omit the constant term , as it does not affect the optimization. This assumption is similar to ones made in many economic lot sizing models with stable demand (Nahamias, 2004) , which is the case in this problem. Using real data over a period of time from the application, we did verify that this is a reasonable assumption. 
B
The third term in the objective function represents the expected overshoot and undershoot costs, which are affected by the choice of location and the size of buffers within the process. To develop an expression for these costs, we assume that the process is configured to meet an optimal target output, S, and that the distribution of output from the process is normally distributed with mean μ and standard deviation σ(B). Further, we assume that the undershoot and overshoot costs do not depend on the target level. We verify these assumptions in the application. Under these assumptions, the costs of output variability can be expressed as a function of the buffer location and sizing variables as
This expression is derived in the Appendix. Note that this Appendix also provides the expression for the case when undershoot cost is a function of the target level, which may be the case in other applications.
The fourth term in the objective function represents the costs of quality for the process. Here, "quality" refers to conformance to specifications at a particular stage. Such specifications could be any of the characteristics such as viscosity, clarity or density and are fixed across products at any particular stage. We refer to this specification as the quality attribute level of the output at stage i and this can be considered as the gauge of quality. The costs of quality are the expected costs of reworking and correcting the nonconforming attribute. A product can be reworked by two mechanisms. First, at some stages, the product is sent through the stage again and treated as input. Second, at certain stages, it is possible to achieve rework by adding a constant amount of additive. In both cases, it is reasonable to assume that the rework cost is constant at a stage and is independent of the non-conforming quality attribute and the extent of quality conformance. This was consistent with what we observed in the application. 
ε~= the realized attribute level at stage i. We assume that the quality attribute level can be defined at each stage and that the tolerance for this attribute at stage i is specified as a fraction, ψ i , of attribute level a i . i i a ε + Thus, the upper specification limit is a i (1+ψ i ), and the lower specification limit is a i (1-ψ i ). We also assume that the error terms associated with the product attribute at stage i follow a normal distribution with mean zero and standard deviation . Further, since buffers decouple the stages and rework at any stage is corrected before being sent to the next stage, we will assume that these errors are independent across stages. All of these assumptions are consistent with practice and the data from the application. Let ) (
of the standard normal variable. We then calculate as: ) (
The total expected quality costs of the process can then be calculated as:
MODEL PROPERTIES
In this section, we describe some properties of the model that are useful in its decomposition and for the development of solution algorithms. Using data from the application, we observed that can be approximated by a concave decreasing function of the buffer size at stage i. In Section 7, we provide details on our data collection and on the regression analysis used to fit . We also observed that the output variability of the process can be closely approximated
as the sum of the output variability at each of the individual process stages. This was possibly because buffers decoupled stages and allowed them to be operated and controlled independently. This, in turn, made the variance generating errors across stages independent and errors at the output to be the sum of these errors. These observations helped us to develop the following proposition.
concave function of B and decreasing in B i , ∀i.
, is a diagonal matrix with the i th element being
because is a concave function of B i . This suggests that is negative semi-definite and that V is concave function of B. Since the square root function is a monotonic increasing function, this implies that
, we have
We also found in our application that can be approximated by a concave decreasing function of the buffer size. Details on the data collection and regression analysis are also provided in Section 7. This motivated the following proposition.
The second order derivative is:
The first and the second terms are both negative. Since is a concave function of B i , ) (
Propositions 1 and 2 motivate Proposition 3, which is useful in the decomposition and computation of the lower bounds described in the next section. 
The following proposition is useful in designing the optimal tank sizes for a process. 
Proof. Substitute constraints (1c) into the objective function and into constraints (1b). By
Proposition 3, observe that the BLSP reduces to a concave knapsack problem defined by these constraints. Since it is known that the concave knapsack problem is NP-Hard (More and Vavasis, 1991) , by restriction the BLSP is NP-Hard. ■ In light of Proposition 5, it is unlikely that we could solve real, large sized problems to optimality. We confirm this in our computational study and in the application. Therefore, we elected to develop heuristics to solve this problem and also to develop a decomposition to generate a lower bound for this problem. The value of the lower bound is used to evaluate the quality of the heuristics. In addition, the solution of the lower bound is used as a starting point for one of the heuristics.
PROBLEM DECOMPOSITION AND LOWER BOUNDS
Observe that in the BLSP the objective function consists of integral terms and continuous variables that are linked together by constraints (1c). We replace constraints (1c) by the following:
Since we minimize the total cost by choosing x, note that constraints (4) are always binding and are equivalent to constraints (1c). However, relaxing constraints (4) instead of (1c) ensures that the associated Lagrange multipliers are positive and reduces the search space when the dual problem is optimized.
Next, we introduce λ ≥ 0, a vector of Lagrange multipliers associated with constraints (4) and relax these constraints. Note that relaxing these constraints would separate the integer and continuous variables, and decompose the BLSP into the following sub-problems:
subject to: (1d) and (1e).
The Lagrangian dual corresponding to the (RBLSP) is given by: Otherwise, set x ij = 0 ∀ i. This procedure is repeated across all j.
The solution procedure to the BSP is more intricate. To solve this sub-problem, it is important to note from Proposition 3 that the objective function of the BSP is concave in B and that its constraint set is a polyhedron. The following proposition characterizes an important property of this sub-problem, which is useful in selecting its solution algorithm.
Proposition 6. For fixed λ, the optimal solution to the BSP exists at an extreme point of the constraint set.
Proof. Let Ω be the set represented by constraints (1b). Ω is compact convex set in R m , where R is the set of real numbers. Denote the objective function of sub-problem BSP as . For fixed λ, is continuous. Therefore, by Weierstrass' Theorem (Bazaraa et al., 1993) , the BSP assumes a minimum at B′ ∈ Ω. If B′ is an extreme point of Ω, then the proposition follows.
Otherwise, write B′ as a convex combination of extreme points of Ω, i.e., B , where , θ t ≥ 0 and B t is an extreme point of Ω for t = 1, …, q. By Proposition 4, is concave in B, so that:
Since for t = 1, …, q, the above inequality implies that and 
Step 1: Consider each individual stage. By Proposition 6, the optimal value of is either or . We set the value of the buffer at the appropriate extreme point to attain the optimal value at each stage. Let I 1 represent the set of stages for which , while I 2 represents the set of stages for which , so that I = I 1 U I 2 . Clearly, we can exclude stages in set I 2 as attains its minimum at and cannot be further reduced as is a monotonic decreasing function of B i and we are at the upper bound, . Thus, it suffices to consider stages in set I 1 .
Step 2: Consider each stage in set I 1 . Since is a monotonic decreasing function in B i , we let represent the decrease in the value of when we change the buffer value from to . In addition, let represent the increase in total holding and quality rework costs at each stage when we deviate from the optimal extreme point.
Clearly, we would make the change only if .
The first step of this procedure reduces the number of possible enumerations and provides the minimum value of the objective function of the BSP for stages whose optimal solution is at the extreme point corresponding to the maximum buffer size. The second step of this procedure provides the minimum value to the objective function of the BSP for stages whose optimal solution is at the extreme point corresponding to the minimum buffer size. Note that after executing these two steps, the objective of the BSP cannot be further reduced. Therefore, this procedure computes the optimal value of the objective for the BSP across all stages.
Finally, to find a tight lower bound on the optimal value of the BLSP, we solve the Lagrangian dual problem DBLSP. Note that the objective function of the DBLSP is concave in λ. Therefore, we solve the dual problem through a straightforward gradient algorithm described in the Appendix.
HEURISTIC SOLUTIONS AND UPPER BOUNDS
The solution provided by the Lagrangian relaxation may not be feasible since constraints (1c) are violated. To achieve feasibility, we develop the following heuristics. These heuristics generate upper bounds on BLSP.
Inclusion Cost Heuristic
In this heuristic, tanks are introduced at each stage in increasing order of inclusion cost until the additional costs of inclusion and holding exceed the reduction of quality costs, process overshoot and undershoot costs. The following steps formalize this heuristic.
Step 1. Set i = 1 and S = {1, 2, …, n}.
Step 2. Consider the tank with the lowest inclusion cost subject to the condition that the buffer size of this stage is less than the upper bound by adding this tank. If the total increase in the costs of inventory holding and tank inclusion due to adding this tank is less than the total decrease in quality costs, process overshoot and undershoot costs at stage i, assign this tank to stage i, remove the tank index from S and go to Step 3. Otherwise if i ≤ m-1, set i = i +1, repeat this step; else stop.
Step 3. Introduce an additional tank in increasing order of inclusion cost to stage i.
Step 4. If the total increase in the costs of inventory holding and tank inclusion is less than the total decrease in quality costs, process overshoot and undershoot costs, and if the buffer size of stage i is less than its upper bound by adding this tank, assign this tank to stage i, remove the tank index from S, and go to Step 3. Otherwise, remove this tank from further consideration and go to Step 3. If all the tanks have been considered and if i ≤ m -1, set i = i + 1 go to Step 2; else stop.
Unit Inclusion Cost Heuristic
This heuristic is similar to the total inclusion cost heuristic in all aspects except in that tanks are now picked in increasing order of the ratios of inclusion cost to tank size in Steps 2 and 3.
In both of these heuristics, there can be stages that do not have enough buffers allocated to meet their lower bounds. In this case, we move some tanks from stages that have buffer sizes greater than their lower bounds to the stage that has a buffer size less than its lower bound. This can be achieved by swapping a bigger tank at the stage with a buffer size greater than its lower bound with a smaller tank at the stage with a buffer size less than its lower bound so that this swap results in the smallest increase in total costs. The exchange procedure stops when there are enough tanks at each stage to at least meet the lower bound in buffer size.
Lagrangian Heuristic
Let be the optimal allocation to stage i proposed by the DBLSP. In the Lagrangian heuristic, we determine the tanks to meet
B , ∀ i by solving the following binary integer program:
(1d) and (1e).
The objective function is chosen to minimize the costs of tank inclusion. Constraint (9b) ensures that a sufficient number of tanks are located at a stage to meet . Constraints (1d) and (1e) are from the BLSP. We solve the LHBLP in two phases.
Phase 1: Decomposition
Note that constraints (1d) links all the stages. We temporarily ignore these constraints to decompose LHBLP into m problems:
subject to: (9b) and (1e). 
COMPUTATIONAL RESULTS
We tested the heuristics and lower bounds developed in this paper on data from a leading foodprocessing company. This data set consists of all the input parameters needed for the model for 10 stages and 30 tanks. The parameters include tank inclusion cost, inventory holding cost, quality cost, process overshoot and undershoot costs, tank sizes, buffer upper and lower limits at each stage and all the parameters needed for calculating the functions estimating output and attribute variances described in § 3.
We test the robustness of our bounding techniques to the scale of these cost and buffer parameters. We first scale buffer upper and lower limits and tank sizes by factors of 1/3, 1/2, 2 and 3 and then scale the tank inclusion costs, inventory holding costs, quality costs, process overshoot and undershoot costs by the same factors. This scaling ensures that the parameters of these data are representative across this spectrum of industries. Our scaling resulted in 200 additional data sets of the 10-stage, 30-tank problem.
Our computational results are quite promising. We define the performance gap of the heuristic as the increase in the expected cost of the heuristic solution from the lower bound solution expressed as a percentage of the lower bound solution. When we used the Lagrangian heuristic to solve these 200 problem instances, the average gap was 2.7%. The average gap with the inclusion cost and unit inclusion cost heuristics were 7% and 3%, respectively. Across all the problems, these gaps ranged from 0.2% to 5.6% for the Lagrangian heuristic, 1.9% to 10.7% for the inclusion cost heuristic and 0.2% to 9.5% for the unit inclusion cost heuristic.
We also examined these computational results to develop some general insights into improving buffer location and sizing decisions. Since there is a fixed cost to install a buffer and there is variable cost to hold inventory at a stage, a buffer is assigned at the stage that leads to the greatest reduction in quality costs, process overshoot and undershoot costs. Consequently, a buffer is first installed at the stage with the highest variation in output. Since the variance in output at a stage is a decreasing function of its buffer size, the buffer size is set to its upper limit.
Buffer sizes at stages with small output variability are set to their lower bounds. If this lower bound is zero, no buffer will be installed at this stage.
High variability at a downstream stage is very expensive since it requires large amounts of finished product inventory and also leads to increased quality costs. In our numerical experiments, we observed that the reduction in variance at downstream stages resulted in lower total costs of tank inclusion, inventory holding, overshoot, undershoot and quality. Thus, sufficient buffers should be located at downstream stages to reduce output variation at these stages.
A bigger tank has a lower unit inclusion cost than a smaller one. Our numerical experiments
show that a single tank is preferred to a combination of multiple tanks to meet the buffer size at a stage; likewise, a combination of fewer tanks is preferred to the combination of more tanks that provides the same buffer size. Our results also show that certain tank sizes are in greater demand than others. If there is not enough of this type of tank, a combination of tanks that provide the same buffer size is used; however, this increases the total tank inclusion cost. To find the cheapest combination, one could analyze the optimal solution to find which types of tanks are in short supply and increase these types of tanks. For example, if we have tank sizes of 500, 1000, 2000, 5000 and 9000 units and we need allocate tanks to a stage with buffer of 14,000 units. The best combination would be a tank of 9000 and 5000 units resulting in an inclusion cost of $80,000. However, if these tanks were not available, the next best configuration would be to allocate seven tanks with size of 2,000 units each with total tank inclusion costs being $150,000. 
, then the third term of the objective function will go to zero and is constant. Similarly, the fourth term will go to zero and will be
, then Z(T j ) will begin to increase since the tank inclusion and inventory holding costs increase, while quality, process overshoot and undershoot costs will be zero and constant.
In light of this property of Z(T j ) and Proposition 5, we can further decrease the objective function by increasing T j to its upper bound in Γ or decreasing it to its lower bound in Γ (defined by safety and design considerations) to find the optimal size of T j . For example, consider the case for which buffer specifications at a stage are between a lower limit of 9,000 units and an upper limit of 12,000 units. To meet this specification, our algorithm allocates a tank of size T 1 = 9,000 units and another tank of size T 2 = 3,000 units to this stage with an expected cost of $390,000. Observe from Figure 1 that the expected cost is a concave and decreasing function of the size of the second tank between the interval [3000, 6000]. If we increase the upper limit of the buffer size to 15,000 units at this stage and increase the tank size to 6,000 units, then we can further reduce the total expected cost by approximately 54%. In addition, Figure 1 shows that the objective function increases if tank size increases beyond its upper bound in Γ . Consequently, this bound can be used to set the optimal design size for this tank. We repeated this analysis at all tanks for the 10-stage, 30-tank example and found that the total expected costs across the process could be reduced further by approximately 29% through the optimal design of tank sizes.
INSERT FIGURE 1 ABOUT HERE

APPLICATION
The methods described in this paper have been applied by the first author to a leading foodprocessing company producing a variety of glucose and sorbitol products. At this company, there are separate processes for glucose and sorbitol production. These products are used extensively as components in food processing industries (e.g., breweries, confectioneries and bakeries), consumer product industries (e.g., cosmetics and toothpaste) and various other industries (e.g., paper, pharmaceuticals, textiles, and specialty chemicals). To produce these products, this company operates six high volume, semi-continuous processes. Buffer allocation and sizing between stages can be changed by switching pipes that connect the tank to a particular stage and changing the number of tanks allocated to each stage. However, there is significant downtime when this occurs, so such changes are made only if it is essential and are always conducted during the annually scheduled maintenance.
Current procedures for allocating buffers to stages included allocating the largest buffers to the stages with the highest capacity, so that larger amounts of work-in-process inventory can be stored to compensate for downtimes at these stages. In addition, a combination of smaller tanks was preferred to larger tanks as this provided the flexibility to reallocate tanks to other stages.
Finally, operators were encouraged to maintain tank levels within ranges that were much narrower than the design specifications of the tank. This was based on a desire to maintain consistency across shifts when managing buffer levels.
We collected data required to validate our methods over a 12 month period from 6 of the largest processes. Recall that we used the largest data set, which was from a process with 10 stages and 30 tanks as the reference problem in the computational analysis described in the previous section. Data collection for most parameters was relatively straightforward. However, collecting data to estimate functions and )
, which respectively represent the variance of the outputs and the quality costs of the outputs was challenging. This is because at certain stages, actual tests had to be conducted by the operators to gather this data. To minimize testing and the associated disruption to the process, when possible, we used actual operational data or laboratory data for some stages.
We then used non-linear regression to estimate and )
. The regression analysis for V i (B i ) indicated the coefficient of determination R 2 was at least 0.95 across all stages and was significant at the α risk level of 0.01, where α is the risk that we conclude the regression is significant when it is not. This analysis validated a central premise in our model that output variance at a particular stage and the process can be influenced by the size of the buffer at that stage and the location of buffers across the process. Similarly, we used non-linear regression to estimate )
. Here, we found a R 2 of at least 90%, significant at the α risk level of 0.05. This validated the hypothesis in our model that quality costs at a stage can be influenced by the choice of buffer size at that stage.
We were provided the standard per unit cost components summed across all the process stages for environmental compliance, maintenance, supplies, water, energy and finished product storage at distribution facilities. We were also given the actual per unit costs summed across all the stages, the output production levels and targets. Using the target and production level, we could then assess whether an undershoot or overshoot occurred at any given period of time over a 12 month period. If an overshoot occurred, we used the difference between actual and standard costs in environmental compliance, maintenance and finished product storage costs to compute per unit overshoot costs and averaged these costs across the appropriate instances during this period. If an undershoot occurred, we used the differences between actual and standard costs of materials, energy, water, supplies and backorder costs to compute undershoot costs and averaged these costs across the relevant instances during this period.
Next, we solved the buffer location and sizing problem using the data from these six processes employing the three heuristics presented in this paper. We used the Lagrangean-based methods described in §4 to compute lower bounds. These results, summarized in Table 1, indicate that all of these heuristics perform very favorably and that the solutions provided by these heuristics are within 6% of the lower bounds. We also found that the average gap of the Lagrangian heuristic was 1.6% lower than the inclusion cost heuristic and 0.85% lower than the unit inclusion cost heuristic. In addition, the average gap of the unit inclusion cost heuristic was 0.75% lower than the inclusion cost heuristic.
INSERT TABLE 1 ABOUT HERE
We also used the solutions given by these heuristics to calculate the total inclusion, holding, quality, process overshoot and undershoot costs that would have resulted had the buffer location and sizing decisions suggested by our model been implemented. We compared our costs to the actual annual costs at the six processes and found that our method would have reduced total costs by at least 5%. Had this approach been implemented, the total annual cost savings at all plants would have been at least $7 million. Individual percentage and absolute cost savings using these three heuristics for the processes are summarized in Table 2 . We note that our solution had a similar number of tanks as in these processes, but the location of these tanks and the total buffer size at the various stages was significantly different.
INSERT TABLE 2 ABOUT HERE
The management of this company has implemented the unit inclusion cost heuristic, due in part to the fact that the process engineers at this company understood and developed confidence in this method. Process 1 was chosen as the first test site, because it was the flagship process of the company, producing the most profitable products and was perceived to have the best buffer allocation and sizing methods. If improvements could be realized at this process, these heuristics could clearly result in improvements at all other processes. This heuristic was implemented for a three-month period at this process and led to a realized cost saving of about 5% or $0.25 million versus a comparable three-month period before the heuristic was used. The solution of our heuristic ensured that larger tanks were allocated to stages with higher variability, not necessarily stages with higher capacities. In addition, unlike previous configurations, more tanks were allocated to the later stages of the process. Figure 2 represents the final output at this process before and after the buffer allocation and sizing decisions were made by this heuristic. This shows a significant reduction in variance in the output, which contributed to the cost savings at this process. In addition, this reduction in variance increased average output by around 15%, reduced finished product inventories by 10% and improved customer service levels by about 8%.
INSERT FIGURE 2 ABOUT HERE
This successful implementation motivated this company to implement this heuristic at five other glucose and sorbitol production processes. Buffer allocation and sizing decisions have been conducted at these processes using the unit inclusion cost heuristic. The cost saving after implementation at each process are summarized in Table 3 . The total annual cost savings at these processes is estimated to be about 6.4% or $9 million.
INSERT TABLE 3 ABOUT HERE
We wanted to calculate the additional benefit that would have accrued had the solution corresponding to the Lagrangian heuristic been implemented at these processes during this period. To estimate this value, we assumed that the actual quality and output realizations during this period were unchanged from that of the unit inclusion cost heuristic. We found that the Lagrangian heuristic offered the potential to further reduce total costs by at least 2%, or about $2.8 million. While using the Lagrangian heuristic could potentially provide greater cost benefits, it was more complex to understand and implement. Therefore, this company elected to use the Lagrangian heuristic to evaluate the cost implications of several strategic operational decisions at each process.
First, we can use the Lagrangian heuristic to evaluate the benefits of expanding the finished product buffers at a given process. This was done by increasing the total buffer level at the end of this process and evaluating the changes in expected costs corresponding to the solution given by the Lagrangian heuristic. Figure 3 represents the percentage reduction of expected costs versus the percentage increase in finished product buffer size from the base case at Process 1.
Predictably, as observed from this figure, after a certain threshold of expansion, the inclusion and holding costs of buffer expansion exceed the reduction in quality, expected undershoot and overshoot costs. However, it is important to note that this threshold is achieved very quickly. In addition, we found at this level that the proportion of finished product buffers corresponded to only 25% of the total buffers in the process. This analysis shows that the greatest proportion of buffers should be utilized proactively within the process and not just at the end of the process after the product has been produced. These results serve as a guideline to choosing the allocation and level of finished product buffers for other manufacturing processes at this company.
INSERT FIGURE 3 ABOUT HERE
Second, we used the Lagrangian heuristic to quantify the benefit of reducing output variability at a given process. This analysis is useful in justifying initiatives used to achieve variability reduction, including process technology choice, better process control technology and better operational procedures for control such as those described in Rajaram et al. (1999) . To perform this analysis, we used the solution from the Lagrangian heuristic associated with Process 1 to calculate expected costs for different levels of variability in the output distribution. Figure 4 represents the percentage reduction in expected costs when the coefficient of variation of the output distribution is systematically reduced by the specified percentage by appropriately scaling function . This figure shows that even a small reduction in output variability leads to a significant reduction in expected costs and that larger reductions in variability often lead only to marginal levels of cost reduction. This suggests that, rather than investing in capital intensive process technology to achieve radical reduction in output variability, the majority of cost benefits can be derived by focusing on operational procedures to achieve incremental reductions in variability. This analysis was repeated across the other five production processes, which led to the same conclusion. This has also led to the initiation of a new program with the objectives of standardizing operational procedures across shifts and minimizing output variability across a majority of the manufacturing processes at this company. 
INSERT FIGURE 4 ABOUT HERE
Third, we can use the Lagrangian heuristic to develop a framework to rationalize the choice of the appropriate types of tanks in the process. We used the solution of the Lagrangian heuristic to determine the best type of tanks needed for each of the six processes. Further reductions in costs are possible by interchanging tanks across these processes in order to maximize the desired tank type at any process. The exchange of tanks across processes is currently under consideration by this company. Finally, the Lagrangian heuristic is being used to determine the optimal type and size of tanks in the design of new processes in this company.
SUMMARY AND FUTURE RESEARCH
In this paper, we consider the problem of optimizing the location and size of buffers in semicontinuous manufacturing processes. This problem is formulated as a non-linear integer program that determines the optimal buffer size for individual stages and allocates tanks to those stages in order to minimize total tank inclusion, holding, quality, process overshoot and undershoot costs.
We develop heuristics to solve the problem and derive bounds to evaluate the quality of the heuristics. This method is implemented at three glucose and three sorbitol production processes at a leading food-processing company. This has resulted in total annual cost savings of around 6.4% or $9 million. In addition, this work has had a significant impact on several strategic operational decisions at this company.
This paper provides several avenues for future research. First, improvements could be made to the heuristics and the procedure to determine the lower bound. Second, we assume in this model that quality errors at a given stage are additive. This model could be reexamined under different quality-cost models in which quality errors at a stage are multiplicative. Finally, extensions of this model arise when we use non-concave functions to represent variances in quality attributes and outputs.
APPENDIX
Derivation of the Overshoot and Undershoot Cost Function
Define X to be the output distribution of a process. We assume that this output is normally distributed with mean μ and standard deviation σ (B). Let (.) φ represent the probability density function of the standard normal variable, while ) (⋅ Φ denotes its cumulative distribution function.
To derive the expression for overshoot and undershoot costs, we define S as the target output.
For a realized output, x , the costs are:
C(x,S) = (S-x)c u for x < S, C(x,S) = (x-S)c o for x > S.
represent the expected costs of undershoot and overshoot for target output, S. This is calculated as: 
The optimal target output S * can be found by setting dC(S)/dS = 0, so that 
Gradient Algorithm
The following steps describe the gradient algorithm that solves the DBLSP.
Step1. Choose initial values λ 0 and set k = 0.
Step 2. Solve problem RBLSP with λ k to obtain a solution x(λ k ) and B(λ k ).
Step 3 Step 4 Step 5. If α k ≅ 0, then stop; otherwise, set k to k+1 and return to step 2. Table 3 . Implementation results of the unit inclusion cost heuristic at six semicontinuous processes from the food processing industry. 
