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PREFACE 
This dissertation entitled "Study of Errors in Surveys" is 
submitted to the Aligarh Muslim University, Aligarh in part ia l 
fulfilment of the requirements for the award of the degree of Master 
of Philosophy in Statistics. 
A survey (census as well as sample) play a significant role 
in the development and progress of a country. A good survey free 
from errors and biases, can render a very useful service in the 
solut ion of many socio-economic problems of a country by 
accelerating the timely flow of adequate and reliable information. 
But any type of bias in the survey, whether deliberate or otherwise, 
or faulty survey frame work will distort the survey results and thereby 
the very purpose of the survey itself. 
The presence of biases and errors in surveys is a serious 
problem being faced by survey practitioners. Studies of the history 
of survey note that this history is characterised by a growing 
awareness of the errors that can be present in survey results and 
an increasing sophistication of methods for gathering information 
to control these errors. 
There is a continuing concern about the biases and errors 
that affect the surveys and this manuscript is intended to present a 
comprehensive survey of available literature on the subject in a 
precise form. The work has been divided into five chapters. 
Chapter-1 is introductory in nature with a discussion on 
the concept, typology and some history of survey error in general 
terms. 
Response errors have become extremely important in 
increasingly complex surveys. Chapter-2 is devoted to the study 
of response errors in surveys. The possible sources and some 
( i ) 
steps to control these errors are discussed in detail in this chapter. 
Chapter-3 presents an outline of non-response problem in 
surveys. The phenomenon of non-response is put into a general 
frame-work. The use of auxiliary variable is discussed as a means 
for obtaining information about non-respondents. Adjustment of non-
response bias by means of subgroup v/eighting is considered in 
detail in this chapter. Besides, a number of other methods which 
aim at reduction of non-response bias are also discussed. 
One source of bias in surveys, being frequently encountered 
by survey investigators, is respondent's reluctance to answer 
sensitive questions truthfully. Randomised response is a technique 
to compensate this evasive answer bias. Various procedures, based 
on this technique, have been developed to elicit information on the 
sensitive issues and to increase the statistical efficiency of the 
survey estimates. Two such procedures, Warner's (1965) basic 
randomised response procedure and an alternate unknown repeated 
trial randomised response procedure, are discussed in Chapter-4. 
Measurement errors have a considerable effect on survey 
est imates. The ef fect of measurement errors on the rat io 
estimation technique of the population mean is examined in 
Chapter-5. 
A comprehensive list of references, arranged author-wise, 
is given at the end. 
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CHAPTER-1 
INTRODUCTION 
1.1. Stat is t ica l I n f o r m a t i o n 
Developing Countries are faced witli 
a host of baffling problems which are chronic in nature and vast in 
magnitude. The complexity of human behaviour due to prevalence of 
illiteracy, ignorance and superstitions in these countries has made 
these problems more complicated. Due to the poor economic 
conditions, these countries can neither afford to squander their 
resources by hit and trial approach to solve their problems nor can 
they go in for very costly and expensive methods to do that. But by 
collection and use of relevant statistical information, the chances of 
solution of a problem are improved. The need to collect information 
arises in every conceivable sphere of human activity like business, 
industry and governmental activities etc., for efficient formulation, 
execution and/or assessment of suitable plans and projects. For good 
policy decisions, it is essential to collect various types of statistical 
( 1 ) 
information and analyse the same in an objective manner. The 
planning \would be simple if the resources were unlimited. But in 
practice, the resources are limited and needs are usually not clearly 
defined. If the resources of a country fall short of its needs then the 
optimum utilization of resources, to satisfy as many needs as possible, 
will not be simple. In other words efficient planning in such a situation 
will be a difficult task. It is, therefore, necessary in such situation to 
collect a fairly detailed information on the available resources and 
on the respective needs, for proper and comprehensive planning. 
1.2. Stat ist ical Surveys 
A survey is a scientific study of an 
existing population of units typified by persons, institutions or physical 
objects. The consideration for a possible survey commences at a point 
when chances of solution of complicated problems are much lesser. 
A survey attempts to acquire knowledge by observing the population 
as it naturally exists and making quantitative statements about 
aggregate population. In its broad sense the purpose of statistical 
surveys is to obtain information in order to satisfy a definite need. 
The required information may be collected in two way i.e. either every 
( 2 ) 
unit in the population is enumerated for certain characteristics ( 
termed census survey ) or enumeration is limited to only a part or a 
sample collected from the population (termed sample survey ). While "* 
census survey is a necessary feature of national life of every country, 
for it provides very useful information about various socio-economic 
aspects of life, the sample survey has come to be considered as an 
organised fact finding instrument in disciplines like economics, 
sociology, psychology, education, public administration etc. etc. 
1.3. Survey Er ro r 
A survey consists of a number of survey 
operations and every operat ion is a potent ial error source, 
which affect the qual i ty of the survey est imates. Each phase 
of survey operat ion g ives rise to the survey error ar is ing 
mainly due to faul ty demarcat ion of survey u n i t s , fau l ty 
planning, interviewer b ias , response or non-response bias, 
bad compil ing, wrong computing etc. etc. These errors can 
occur at any stage of the survey and thereby d is to r t the 
actual facts and re levance of the results. 
( 3 ) 
1.3.1. Historical Bacltground 
The history of surveys is 
characterised by the increasing use of surveys, the development of 
probability sampling methods and controlling of survey errors. Surveys 
were conducted during the ancient Roman and Egyptian empires 
principally to obtain information for military conscription and other 
government matters. During the period 1700-1900, use of surveys 
increased with a focus on studying social problems. Motivated by the 
economic deprivation that plagued much of society during those times, 
numerous studies of the poor, the imprisoned, and the outcast were 
conducted. Survey practitioners also became aware of the need for 
improved survey techniques. Usefulness of sample estimates relative 
to complete enumeration was also recognized during this period. At 
the 1985 meeting of the international statistical institute (ISI), Anders 
Kiaer advocated the use of representative sampling rather than 
complete censuses for social investigations. Later on he stressed his 
preference for "a small number of careful observations carried out 
with great care to a large number of superficial observations made 
superficially on a large scale". Today, this preference is still cited as 
(4) 
the principal advantage of surveys relative to censuses. 
The idea of using samples instead of censuses generated 
considerable discussions and by the time of the 1925 ISI meeting, 
the idea of sample investigations had been accepted. 
Once the use of samples was accepted, methods for 
probability sampling and control of sampling error rapidly developed. 
A theory of sampling was developed in which size of the sampling 
error depends on the variability in the entire population, type of 
sample, design, sample size, and type of estimation procedure used. 
In addition to adopting sampling methods and theory, survey 
practitioners have been concerned with improving the quality of other 
aspects of survey research. In 1915, Bowley, who made very important 
contribution to the development of sampling methods, reported on a 
survey of employment and poverty that there were four possible 
sources of uncertainty or error in an investigation. They are: 
a) The information obtained may be incorrect 
b) The definitions and standards used may be loose unsuitable 
or wrongly conceived 
(5) 
c) The sample selected may not be a fair sample of whole 
population 
and d) The calculable possibilities of error arising from the process 
of estimating the whole by measuring a part. 
At the 1926 ISl meeting, Bowley further stressed the need to 
control multiple sources of errors. He pointed out that it was necessary 
to define the population in question exactly, to have adequately 
defined attributes and variables, and to make sure that every person 
or thing selected is observed. 
There was a continuing concern with survey errors, and in 
1944 Deming attempted a classification of "factors which effect the 
ultimate usefulness of a survey", which was much broader than those 
Bowley cited nearly 20 years before. In addition to sampling errors 
and biases, Deming gave following causes for survey error: 
* Variability in response 
* Differences between different types and degrees of canvas 
Bias and variation arising from interviewer 
* Bias of the auspices 
* Imperfection in the questionnaire design and tabulation plans 
* Changes that take place in the population before the tabulations 
are available 
( 6 ) 
* Bias arising from non-response 
* Bias arising from late reports 
* Bias arising from un-representative data for the survey or 
the period covered. 
* Bias arising from un-representative selection of the respondents 
* Errors in interpretation 
Deming's classif icat ion is neither complete nor are its 
categories mutually exclusive. However, it illustrates well the range 
of factors that must be considered when attempting to assess and 
control the errors in surveys. 
Despite this long recognition of the need for the control of 
nonsampling errors, progress in the development of theories and 
methods for controlling them has been much less satisfactory than 
progress in the understanding and control of sampling errors. This is 
because of the complexity of the problem. In some cases defining 
error is difficult. Also, most surveys involve a complex sequence of 
procedures carried out by many deferent people, so that it is difficult 
to control the process. For sampling we have a theory that allows us 
(7 ) 
to calculate the error that results from a conscious choice to use a 
certain sample design. We make many other choices of methods. 
However, we do not have a comprehensive theory that allows us to 
calculate the errors resulting from these choices. 
1.3.2. The Nature of Survey Er ro r 
The results of a survey are 
used to make quant i tat ive statements about the population 
s tud ied . These may be descr ip t ive s ta tements about the 
a g g r e g a t e p o p u l a t i o n , ana l y t i c s t a t e m e n t s abou t the 
r e l a t i o n s h i p among subg roups of the p o p u l a t i o n or 
interpretive statements about the nature of social or economic 
processes. A survey error occurs when there is a discrepancy 
between the statements and reality. A typology of errors in 
surveys is presented in f ig 1. 
The discrepancy or error in surveys has two components, 
sampling errors and non-sampling errors. 
Sampling errors are present in surveys by design and result 
from the conscious choice to study a subject rather than the whole 
population. It is clear that a sample can never reproduce exactly the 
(8) 
31 
(O' 
"^ 
O 
m 
o 
-^  
(A 
CO 
c 
Q) 
"5 
( 9 ) 
various characteristics of the population unless the population itself 
IS taken as the sample i e a census is carried out The sampling errors 
cannot be avoided but can be minimised Their average magnitude 
naturally depends upon the population under study, the size of the 
sample, the manner in which the sample is drawn and the method of 
estimation Generally the sampling error decreases with an increase 
in sample size In many situations this decrease is proportional to 
the square-root of the sample size and after certain stage the 
reduction in error is marginal 
Nonsamplmg errors encompass all other things that contribute 
to survey error Nonsamplmg errors are often thought of as being 
due entirely to mistakes and deficiencies during the development and 
execution of the survey procedures These errors are said to arise 
from wrongly conceived definitions, imperfections in the tabulation 
plans, failure to obtain response from all sample members and so 
on Thus a perfect design perfectly implemented would be free of 
non-sampling errors In many cases it is helpful to think of 
nonsamplmg errors as arising from avoidable deficiencies and 
mistakes However, in other instances, it might be better to take these 
errors as resulting from the conscious choice to use a certain method 
(10 ) 
during the survey, with full knowledge that the method has some 
survey error associated with it. In that case therefore, the problem 
becomes one of defining, measuring and ultimately controlling the 
errors associated with the chosen methods. Non-sampling errors can 
be divided into observation errors and non-observation errors. 
Observation errors are caused by obtaining and recording 
observations incorrectly. They may be further sub divided into 
measurement errors and processing errors. 
Measurement errors are caused when there is a discrepancy 
between an individual survey observation and the true value for the 
individual. These error are caused either by the interviewer or by the 
respondent. The processing errors arise during the processing of the 
data i.e. during the stage of coding, tabulating and compiling. 
Non-observation errors are due to the failure to obtain 
observations on certain parts of the population. They may be 
subdivided into non- coverage and non-response errors. 
Non-coverage refers to all errors which result from differences 
between the target population and sampled population and the non-
response refers to failure to obtain observations on some of the listing 
(11) 
units selected for inclusion in a survey. 
That there is no comprehensive theory for assessing the 
impact of survey errors is not surprising when one considers the 
complex nature of surveys and the multiple opportunities for error. 
Often, survey information is vt^anted as a basis for a policy decision. 
The decision to do a survey may itself be an error. Because even the 
best conducted survey could not provide the information needed. 
There may be problems in defining the measurements. Correctly 
defined measurements may be incorrectly made or measurements may 
be missing for members of the sample or the wrong population may 
be studied. As one might expect, even the notion of true population 
values is controversial. An absolute standard of truth plays no role in 
this purely operational framework. 
1.3.3. Total Survey Design 
The attempt to control the total error of 
estimates considering all sources of error has come to be called total 
survey design. During the design phase of the survey, the practice of 
total survey design involves assessing the level of error associated 
with alternative procedures and choosing that combination of sampling 
(12) 
design, measurement procedure and analysis method which will 
minimize the total error of the final estimates within the resources 
available for the survey. For example, the sampling error in a survey 
estimate is reduced by increasing the sample size. The success of 
total survey design methods at the planning stages depends on 
obtaining good information on costs and errors of al ternat ive 
procedures and on the availability of total error and total cost models 
that can be used for choosing an optimum design. 
1.3.4. Classification of Survey Error 
The survey error can be 
classif ied by div id ing the techniques that have been used 
into four areas that cor respond to the types of ac t i v i t i es in 
a survey i.e. (i) const ruct ing a sampling frame (i i) des ign ing 
and selecting a sample, ( i i i ) locat ing sample members and 
s o l i c i t i n g the i r p a r t i c i p a t i o n in the s u r v e y , and ( i v ) 
col lect ing data and conver t ing it into meaningfu l fo rm. The 
survey errors associated with these four basics a c t i v i t i e s 
are known as frame e r ro rs , sampl ing errors, non - response 
errors and measurement er rors respec t i ve ly . The f r a m e 
(13) 
errors, non-response errors and measurement errors are the 
three components of non-sampling er rors . 
Frame Errors 
The mechanism that provides access to the 
population is known as sampling frame. Suppose we wish to study 
the health status of workers in a city. We would try to reach these 
workers by visiting their work places, visiting their homes or telephone 
them at home. If only a specific illnesses that required medical 
treatment were of interest, we might try to gain access to these people 
through physicians offices and hospitals. Thus the members for a 
sampling frame could include tests of areas, telephone numbers, 
business establishments, physicians or hospitals. The frame chosen 
will affect the quality of the survey results. Some of the frames might 
not cover all of the population of interest, others might include large 
number of persons who are not of any interest or it might be difficult 
to distinguish the members and non-members of the population in 
other frames. An area frame would cover all workers but would also 
include large number of non-workers. A telephone frame would not 
cover workers without telephones and would also include large number 
of non-workers. Business establishment frame would contain large 
(14) 
concentrations of workers; however, it would be extremely difficult to 
construct a complete list of establishments. If we were interested only 
in specific illnesses that required medical care, each of these frames 
would include a very large proportion of persons who were ineligible 
for the survey and hospitals and/or physicians might be a better 
choice. However if medical records were used, it might be easy to 
identify persons who had the disease but difficult to determine if they 
were among the workers of interest. Thus when deciding to adopt a 
particular frame, one would need to consider the errors that would 
be introduced as a result of this choice. 
Non-response Errors 
Non-response errors are the errors 
arising from failure to include a designated sampling unit, population 
element or data item in the survey. Multistage samples are often used 
in surveys. If a business establishment frame is used to survey the 
health of workers in a city, we might first select a sample of business 
establishments and then select a sample of workers within each 
establishment. Data might be collected by interviewing each worker 
about personal health status. The survey would be subject to errors 
of non-response if we failed to obtain data for an establishment, a 
(15) 
worker, or a particular item in the questionnaire. There could be 
several reasons for failure to obtain a response. The establishment 
might refuse to participate in the survey, with the result that none of 
its workers could be included. Alternatively, we might have difficulty 
in locating a particular establishment because of an incorrect address. 
Similarly, worker data may be missing because the worker refused to 
be interviewed, was ill, or was away for the entire survey period; or 
that persons questionnaire might be lost after the interview. Thus 
there are variety of causes for non-response. 
Measurement Errors 
Measurement error is said to occur 
when an incorrect value is associated with a population element, 
such as the errors caused by problems of conceptualizing what 
measurements are needed, or in defining a method of making the 
measurements, errors occurring during the implementation of the 
methods, coding errors and so on. Numerous survey participants 
can contribute to these errors. For example, in the worker health 
survey, individual workers may have difficulty recalling episodes 
of illness and thus making incorrect reports to the interviewers. 
The interviewers may make errors when asking questions and 
(16) 
recording answers. A series of questions aimed at investigating 
attitudes towards the health care system may have been poorly 
designed and fail to measure what was intended. 
1.3.5. Sources of Survey Error 
Ident i fy ing al l of the many 
things that can contribute to survey error is a diff icult, if not 
impossible, task. Survey research is simply too broad in scope. 
Among those things that contribute to survey error are the topic of 
the survey, the survey's objective, the amount of money available 
to do the survey, the population being surveyed the expertise of 
those conducting the survey, the nature of the list or lists used to 
select the sample, the approach used to collect the data and 
procedures used in processing the data. There are two facts about 
survey errors. First, the effect of a particular source of error is 
determined by both its interest potential for causing error and by 
the degree to which the potential can be controlled by good survey 
practice. Second, although surveys are planned and conducted by 
people and may involve obtaining measurements from people, it is 
inappropriate to equate all errors in a survey with fault or frailty on 
(17) 
the part of people. It is true that many, errors can be traced to 
shortcomings on the part of participants. But many forms of survey 
errors occur despite the best effort of participants. 
1.3.6. Quanti f icat ion of Survey Error 
The quant i f icat ion of 
survey errors is one of the most challenging tasks before a statician 
involved in the conduct of a survey. Since these errors can occur at 
any stage of the survey process, the task of quantification becomes 
more formidable. For a continuing survey, the error profile helps 
statistician to systematically address the measurement problem. But 
without a measure of the magnitude of the errors and biases, data 
users are in precarious position. They must interpret magnitudes 
expressed in terms like smaller, minor, wider etc. and surely their 
interpretations differ. It is almost impossible to list all the potential 
survey errors and biases associated with a survey and even more 
difficult to quantify these errors and biases. Two proposed research 
areas that address these problems are (1) generalised models to 
measure survey errors and biases and (2) a process quality control 
to measure survey performance. The data user should ideally receive, 
along with the survey performance measures, three additional values 
(18) 
for each survey statistic, namely, a measure of: sampling error, non-
sampling error and bias. One way to quantify survey errors and biases 
is by developing generalised error models and generalised bias 
models. These models help the data user to understand and interpret 
survey results. The other way of quantification of survey error is by 
process quality control. Almost all of the data necessary to start a 
process quality control system are already available in the survey 
data system. The process quality control system would use various 
"performance" variables to determine if the survey process is in 
control. More specifically, a process quality control system would 
single out specific performance variable to measure a source of error 
in a survey. The result of the process quality control system can 
complement the generalized error & bias models. The later provide 
measures of the survey error while process quality control system 
provide information about a source of survey error and bias. 
(19) 
CHAPTER-2 
RESPONSE ERRORS IN SURVEYS 
2.1 Introduction 
In a survey, it is usually assumed that the 
measurement of the observations on different units of the population/ 
sample is 100 percent correct. But this assumption may not be true, 
thus giving rise to an error called response error. This discrepancy 
arises due to several other causes also. For example, a respondent 
may misunderstand the question or deliberately give an incorrect 
answer. Similarly when an interviewer approaches a unit for collecting 
information on some item, we assume that the response obtained is 
an observation on a random variable with a certain distribution. 
Different interviewers will produce different distributions depending 
upon their skill, the interaction between the interviewer and the 
respondent, and so on. When it comes to interviewing two different 
units by the same person, the responses obtained cannot be assumed 
to be uncorrelated. The interviewer 's personality affects the 
(20) 
observations he produces. The fact that he has made a particular 
observation on one unit affects his observation on the other unit. 
One paradoxical reason for the increasing importance of 
response errors is that their magnitude goes up with the ever 
expanding use of complex designs aimed at reducing sampling errors. 
For example, repeatedly sampling the same units to ensure precision 
in continuing surveys may lead to an excessive respondent burden 
and increased response errors. 
2.2 Response Bias 
Large scale surveys are usually conducted 
with the help of large number of enumerators to get worthwhile results. 
Many t imes, some wrong changes occur into the data due to 
enumerators bias, personality, improper training, inadequate 
education, job inefficiency etc. thus resulting in discrepancy between 
the true value and the expected survey value. This discrepancy 
between the true value and the expected survey value is termed as 
response bias. It would be worthwhile to go ahead with a survey only 
when proper procedures are devised which would guarantee a small 
response bias. The reason that the interviewer is being brought into 
(21) 
the picture for the study of response errors is that modern surveys 
are usually conducted with the help of interviewers specially trained 
for the purpose in order to get better and valid results. The presence 
of response bias in the survey would obviously depend upon 
interviewing procedures, the questionnaire and the training of 
personnel involved in the conduct of survey. 
Suppose that a large number of interviewers are available for 
conducting a survey. Obviously there will be different responses by 
different investigators for a particular unit. 
Let x,j denote the reported value of the i-th unit by the j-th 
enumerator, which is a random variable and Y, be its true value. 
If the average response obtained by different investigators 
be X,. Then the difference {x,^- X,) is the individual response deviation. 
Suppose the population consists of 'N' individual, then X^, X^, 
X3, \ are the individual average responses. The mean of 
these responses X = - I X, is the expected survey value. 
The average of the true values Y, is 
Y = 1 I Y, 
N i ' 
Our target is to estimate "Y" and therefore the difference (X - Y) is 
(22) 
the response bias of the survey. 
If the random sample of 'n ' individuals is taken from the 
1 -
population, then the sample mean x = ~ S x^^ will estimate X. 
The mean square error of 'x' will be given by 
MSE ( x ) = E (x -y )2 
The mean square error of x,j will be given by 
MSE ( x,^) = E ( x,, - Y )2 
or MSE ( x,^) = E ( d j + V ( f , ) + 2 Gov. ( d,^ , f,) + ( X - Y )2 (2.1) 
where ( x,^ - X,) = d,^ , ( X, - Y ) = f, and E ( d,^) = 0, E ( f , ) = 0 
Therefore, mean square error of x is given by 
MSE(x )= V ( ^ Id,^) + V ( i S f,) 
+ 2 Gov. ( -• I d„, i S f ) + ( X - Y )'' .... (2.2) 
^ n I 'J n i ' 
The first term on the R.H.S. of (2.2) is the response variance, 
the second term is the sampling variance, the third term is the 
covariance between the response and the sample's average response 
deviation and the last term is the square of response bias. Thus the 
(23) 
mean square error is composed of four fac tors and it is 
therefore the total error which is to be minimised and not 
simply the sampling var iance. 
2.3 Source of Response Errors 
Response errors can occur at 
any stage of the planning or execution of census or sample survey. 
The preparation of an exhaustive list of all the source of response 
errors is very difficult task. However, a careful examination of the 
major phases of a survey indicate that response errors mainly 
originate from the following sources: 
(I) Hazy Picture of the Problem 
Since problems for survey research 
originate from a variety of disciplines, it is necessary to state each of 
them in an unambiguous manner. The statistician is not always familiar 
with the substantive field to which the problem may belong and the 
expert in that field may not possess any knowledge of statistics. Lack 
of clarity about various aspects of the problem hinders the collection 
of data appertaining to the problem and the non-correspondence 
between the data required and the data collected leads to errors: 
(24) 
( i i ) Prestige Bias 
An appeal to the pride or prestige of person 
interviewed may introduce a kind of bias called prestige bias, by virtue 
of which he upgrades his educational qualification, intell igence 
quotient, occupation, income etc. or downgrade his age thus resulting 
in wrong answers. 
(i i i) Interviewer Bias 
Sometimes the interviewer is negligent in 
his duty if, due to caste, sex, education, or social status of a 
respondent, he does not give a respondent adequate chance and 
sufficient time to give suitable replies or record the true answers 
wrongly. In such cases the interviewer himself is responsible for the 
bias emerging from the fact that replies received from the respondent 
would have been different if the interviewer had acted in a more 
responsible manner. 
(Iv) Defective Selection of Respondents 
In certain category of 
surveys, preference is often given to fr iends, re lat ives and 
neighbours, or sometimes interviewers and to choose those people 
(25) 
who belong to more or less the same social group. This practice 
is often 'interviewer selectivity' and it has been estimated that 
this gives the we l l - t o -do people about 15 percen t over 
representation thereby giving rise to an error. 
(v) Untruthful Respondents 
Quite often, in order to safeguard 
one's self interest, one may give incorrect information. For example 
a person may give an under estimate of his salary or production and 
an over-statement of his expenses or requirements etc. These 
tendencies invariably vitiate the findings of a survey. 
(vi) Failure of Respondent's Memory 
One source of error which 
is common to most of the methods of collecting information is that of 
recall. Many of the questions in surveys refer to happenings or 
conditions in the past and there is a problem both of remembering the 
events and associating it with the correct time period. 
(vil) Unsatisfactory Fieldwork 
Imprecise def in i t ions of various 
terms, imperfect theoretical and practical training and lax supervision 
do not permit interviewers to do full justice to the fieldwork. Whenever 
(26) 
a difficulty arises, they make use of personal judgment and choice 
without carrying for the adverse impact on survey results. 
( v i i i ) Surrogate In format ion 
Respondents are sometimes unwilling 
and sometimes unable to provide the information required by the 
investigator. Under these circumstances there is no way out but to 
accept substitute information and, to the extent it is wide of the mark, 
the conclusion based on it will be subject to error. For example, if we 
want to find out how much consumers of a particular commodity will 
buy at a certain price, no definite replies will be forthcoming, and 
replies regarding purchases made by them at certain prices in the 
past may have to be accepted as a tolerable substitute for the 
information we are after. 
( ix) Faulty Quest ionnai re 
This is one of the greatest sources 
of bias in survey research. Some questions are misunderstand by 
the respondents due to use of difficult, vague and unwelcome words. 
If the respondents do not possess adequate knowledge of the problem 
under study, the replies would usually be biased. 
(27) 
(x) Faul ty Frame 
If a universe is not precisely defined, some of 
its parts, otherwise eligible for inclusion in the survey list, may not 
be included in the sample and to the extent this happens, the 
generalisation made from the sample would not be valid for universe. 
Incomplete, inaccurate and out-of-date sampling frame is thus a 
source of errors that emerge from non coverage. 
(xi) Incorrect Analysis and Interpretation 
These errors creep in 
either at different stages of processing of data, e.g. incorrect editing, 
coding and analysis of data, or at the stage of interpretation of data. 
Lack of common sense and experience, which are essential pre-
requisites for interpretation of data, are very often the two, important 
factors contributing to these errors and it is worthwhile to remember 
that the more important the survey, the more important are the errors 
of interpretation. 
2.4 Mathematical Model for Response Errors 
The basic model 
for response error assumes conceptual repeated trials: 
(28) 
Let X, ( i=1,2 N ) denote the true value of the 
characteristic associated with the unit U, in the population; 
X, ( i =1,2, ,h) denote the true value of the characteristic on the 
i-th unit in a simple random sample of 'h' units drawn from 'N' units; 
and y,j^ , { i=1,2, ,h; j =1,2, ,m: k= 0,1,2 n,^ ) denote the 
value reported by the j-th enumerator on the i-th unit for the k-th 
occasion. 
Here 'm' enumerators have been assumed to participate in the 
survey with the j-th enumerator making nij observation on the i-th 
unit in the sample. 
The magnitude of the response error, for any given 
measurement technique, will depend upon : 
(i) the enumerator reporting the value 
(ii) the interaction of the enumerator with the unit 
and (iii) the mood and like causes at the time of reporting. 
The reported value may, therefore, be considered as made up of four 
uncorrelated components as follows : 
y,K = X, + a^  + P, + e,^ , (2.3) 
where a^  represents the bias of the j-th enumerator in repeated 
observation on all units 
(29) 
p the interaction of the j-th enumerator with the i-th unit 
u 
e,j^  the error( or deviation from x,+ a^  + p,j ) when the j - th 
enumerator reports on the i-th unit on the k-th occasion, 
and e (e „ , l i , j ) = 0, E (p J j) = 0 (2.4) 
However, a model which is likely to be better and more in line 
with the practical situations, may be defined by 
y,; = W ^ (2-5) 
where y,j denotes the reported value of the i-th unit by the j-th 
enumerator. 
X, is the true value of the ith unit 
ttj represents bias of response (or systematic error) of the j- th 
enumerator with the i-th unit 
and e,j is the deviation of x+a from the reported value and is 
determined by the approach of the enumerator to the selected unit at 
the time of reporting. 
The model (2.5) is general enough to cover situations 
commonly encountered in surveys. 
(30) 
2.5 Control of Response Errors 
The tota l error of a survey 
may consist of sampling errors and response errors. Though 
we can reduce the sampling errors either by switching to more 
eff icient sample design or by increasing the sample size, it 
will not be much worth while to do that if response errors 
con t i nue to be la rge . Reduct ion of r esponse e r ro rs i s , 
therefore, desi rable even at the cost of some increase in 
sampling error because the overall usefulness and rel iabi l i ty 
of a survey may actually be increased by cutt ing down on the 
size of sample and using the money saved to hire better 
interviewers; and to provide better t raining and supervis ion 
in the f ie ld , thus trimming the biases of in terv iewing. The 
complete e l iminat ion of response errors is impossible but a 
survey stat ic ian must make all efforts by taking posit ive steps 
to minimize these errors as far as possible. It is better to have 
an approximate solution to the right problem than an exact 
solution of the wrong problem. Sometimes a t imely est imate 
with a possible large error may be preferable to an untimely 
estimate with a small error. The fo l lowing suggest ions are 
( 3 1 ) 
advances for the realisation of these object ions: 
(a) Thorough Preparation 
Since well begun is half done, a 
survey must begin with a thorough discussion between the expert in 
the substantive field and the statician in order not only to translate 
the problem into statistical terms but also to see which new statistical 
information will be helpful in its solution. Precise definitions of the 
universe and of various concepts to be used, revision of sampling 
frame, thoroughly tested questionnaires, exhaustive instructions and 
efficiently organised field and office procedures are other essential 
considerations for keeping response errors of a survey under control. 
(b) Training of Investigators 
Surveys are usually conducted 
through investigators. They put the question to the respondent and 
record the answer. The answer depends on the manner he 
(investigator) asks the question, the mood of the respondent and so 
on. The answer recorded is the result of the interaction between the 
respondent and the interviewer. Thus the average response and 
individual response bias of a particular unit are contributed by the 
(32) 
respondent and the investigator. Sometimes the investigator asks no 
questions when he is sure about the type of answer expected and 
later on records the expected answer in his schedule. Further the 
interviewer may not stick to the exact wordings of the question or 
may record the answer wrongly and may deliberately distort it. These 
points clearly show that investigator are a potential source of error in 
surveys. Therefore great care is needed in recruiting the right type 
of persons. These persons should not have strong opinions regarding 
the objective of the survey and should be prepared to follow 
instructions. After training, they should be trained about the purposes 
of the survey and the methods of measurements. The work of the 
investigators be supervised to make sure that the instructions are 
strictly adhered to. 
(c) Adequate Publ ic i ty 
Suitable and adequate publicity in favour 
of surveys in general and, when the occasion arised, in favour of a 
particular survey, can arouse the interest of the people in these 
surveys. This will not only facilitate the job of the interviewer but will 
also save lot of time that is usually spent to acquaint each of the 
respondents about the purpose of the survey. The familiarity of the 
(33) 
respondents with the objectives of a survey will considerably reduce 
the chances of interviewer induced bias. 
(d) Securing Public Co-operation 
No survey can bring in useful 
information, if there is opposition from any quarter. Public appeals 
from leaders of repute of the ruling as well as opposition parties is, 
therefore, necessary to develop a favourable local interest in a survey. 
Care must also be taken to maintain good public relations throughout 
the period of a survey to ensure that respondents are not giving 
prejudiced replies which are invariably full of bias. If efforts to enlist 
public cooperation fail, it is better to wait for a more opportune time. 
(e) P i lo t Survey 
The survey technique consisting of briefly 
speaking, the questionnaire, the methods of interviewing and the 
method of supervision should be thoroughly tested by conducting a 
pilot survey. The experience gained during this survey should be 
incorporated in the original technique even if it delays the launching 
of a survey. Improvement in the survey technique will ensure collection 
of quality data, which will obviously be free form many biases. 
(34) 
( f ) Consistency and Record Checks 
Consistency checks can be 
done by including certain redundant questions in the questionnaire 
e.g. the respondent may be asked how old he is and later on his date 
of birth may be asked. Similarly whenever records are available, 
checks may be made against the observed data. For example, a 
person's age may be compared with his birth record available with 
the school or at the municipal office and a person's income may be 
compared with the entry in the employee's payroll as so on. 
(g) R e - i n t e r v i e w s 
A sample may be taken from the 
respondents already interviewed by the investigators and fresh 
information collected by employing superior staff and using superior 
measurement techniques. A comparison of the two sets of collected 
data will throw light on the response errors involved in the survey. 
(h) Stat is t ical Audit 
Even after care fu l preparation and 
precautions for a survey, some errors might creep in. A statistical 
audit is, therefore, necessary for detecting such pitfalls as may relate 
(35) 
to selection of respondents, interviewing, supervision, coverage etc. 
This auditing consists of a very careful scrutiny of a subsample, which 
should include sampling units from the share of each investigator, in 
order to find out if ail had gone well during the various operations of 
the survey. In case such serious omissions and blemishes are 
discovered, as may have imported serious biases into the survey, it 
is better to discard the original survey and plan a new one in the light 
of the experience gained form auditing. 
2.6 Conclusion 
Since response errors can account for the larger part 
of the total survey error, even if the magnitude of these errors cannot 
always be measured, it is important for the survey designs to ensure 
that survey procedures that control or reduce these errors are 
implemented more comprehensively for increasing the reliability of 
the results obtained from the survey. 
(36) 
CHAPTER-3 
THE NON-RESPONSE PROBLEM IN SURVEYS 
3.1 Introduction 
Non-response is becoming a grooming concern 
in survey research. The phenomenon of non-response, when people 
are not able or willing to answer questions asked by the interviewer, 
can appear in sample surveys as well as in censuses. The extent and 
the effect of the non-response can vary greatly from one type of 
survey to another. It affects the quality of the survey in two ways. 
Firstly due to reduction of the available amount of data, estimates of 
population parameters will be less precise. Secondly, if a relationship 
exists between the variable under investigation and response 
behaviour,statements made on the basis of the response are not valid 
for the total population. 
It is obvious that the extent of the non-response must be kept 
as small as possible. If, inspite of these efforts, there still remains a 
considerable amount of non response, measures have to be taken in 
(37) 
order to prevent formulation of wrong statements about the population, 
combination of adjustment procedures and usual estimation 
techniques is necessary to yield valid population estimates. 
3.2 The Phenomenon of Nonresponse. 
3.2.1. Terminology 
The object ive of every survey is the 
determination of certain population characteristics. Due to various 
kinds of errors, the true value w\\ generally never be obtained. Among 
many other causes, non-response is one of the important factors 
responsible for wrong estimation of population characteristics. 
Nonresponse refers to the failure to make measurements or 
obtain observation on some elements selected and designated for 
inclusion in a sample. Non response is a problem that plagues virtually 
almost all surveys and if it is extensive, may seriously compromise 
the validity and generaliability of the results of the survey. A good 
classification of non-response errors depends on the survey situation. 
However the following categories of non-response can be 
distinguished to throw some light on classification of nonresponse: 
(38) 
(1) Not-at home 
This group consists of tiiose respondents who may 
not be at home, ViThen enumerator calls on them. This is particularly 
so with the surveys when respondents are not aware with enumeration 
of survey work and are temporarily away from the home. 
To reduce the extent of this category recalls can be made. 
The term temporarily unavailable would be a useful generalisation 
for this category, denoting a delay rather than a denial of the 
interview. The respondent may be too busy but will be cooperative 
on another call. 
(2) Refusal 
This group consists of those respondents who refuse to 
deliver information for one reason or the other or do not respond to 
the enumerators / questionnaires or are away from their homes during 
the entire period of survey. 
Some of the factors causing refusal are temporary and 
changeable. A person may refuse because he is ill-disposed or 
approached at the wrong hour. Another try, or another approach may 
find him cooperative. Since quite a number of refusals can, however 
(39) 
be considered permanent, a better term for th is category is 
unobtainable, denoting a denial rather than a delay of observation. 
Repeated attempts will not bring any success. For this view, 
respondents known to be away during the entire survey period belong 
to this category, rather than among the not-at-homes. 
(3) Incapacity or Inability 
This type of non-response may refer to 
mental or physical illness which prevents response during the entire 
survey period. Language barrier also belongs to this category. 
If general ised, this category could f i t in the previously 
defined unobta inab les . It can, however, be use fu l in some 
situations to distinguish between the unwilling and the willing, but 
incapable, respondent. 
(4) Not Found 
This category can largely consists of movers. 
Such respondents are either not identified or fol lowed because 
this would be too expensive. Cases of not attempted interviews 
belong to the same general category. It could be caused by 
inaccessibi l i ty ( l ighthouse keeper, shepherd), or because of 
(40) 
dangerous surroundings (watchdog, slum). 
(5) Lost Information 
Information may get lost after a field attempt. Some 
questionnaire may be unusable because of poor quality or which were 
mailed but lost or destroyed in transit. Others may remain unfilled or 
incomplete because of cheating. 
The typology described above is applicable in most survey 
situation, but care must be taken in case of complex sampling designs. 
3.2.2. The Extent of Nonresponse 
The greater the nonresponse, 
the more one has to worry about its harmful effects on the survey 
estimates. The bias often increases with the rate of non response. It 
is hard to get objective measures of bias, but it is relatively simple to 
quantify the extent of the non-response. It is rather difficult to compare 
non-response figures of different surveys. The percentage of non-
response depends on a number of circumstances which include aim 
of the survey, type of sampling unit, the sampling design, efficiency 
of the field work, performance of the interviewers, non response 
reducing measures, period in which the survey is held, the target 
(41) 
population, the length of the questionnaire, wording of the questions, 
eta.lt is necessary to create a frame-work which enables proper 
comparison of surveys. By controlling the factors which influence non-
response figures in a survey^judgement can be passed on the extent 
of the non-response. 
3.2.3. Models for Nonresponse 
The f irst requirement in the 
development of theories for the treatment of non response is the 
formulation of a mathematical model, which describes the way in which 
non-response is generated. Two models frequently used for the 
treatment of non*response are "random response model' and "fixed 
response model". 
According to the random response model every element in the 
population has a certain (unknown) probability of response. These 
response probabilities are not necessarily the same for every element. 
When the interviewer contacts the person to be questioned, the 
probability mechanism is activated and determines whether a person 
responds or not. 
The fixed response model assumes the existence of two strata 
(42) 
in the population i.e. a stratum of potential respondents and a stratum 
of potential non-respondents. Size and content of each stratum is 
not known beforehand. They are determined by the specification of 
the survey (aim, type of questions, interviewing techniques, 
interviewers, period of field work, etc). Disregarding the two strata, a 
sample is selected from the population. Consequently the number of 
respondents is a random variable in both, the random response model 
and the fixed response model. 
If instead of sampling compete enumeration would take place 
then in the case of random response model the determination of 
respondents would still be a random process whereas in the case of 
the fixed response model this would be fixed. There is, however, a 
certain resemblance between the two models. Assuming the existence 
of two stochastic mechanisms, the sampling mechanism and the 
response mechanism, both models differ only in the order in which 
the mechanisms are applied. In the fixed response model first the 
response mechanism is activated for each element in the population. 
This determines the two strata-Then the sample is selected. In the 
random response model first, the sample is selected then the 
response mechanism is activated for each selected element. 
(43) 
The random response model offers the opportunity to estimate 
response probabilities These estimated probabilities can be used in 
adjustment procedures, or they can be connected to personal 
characteristics The fixed response model generally results in easier 
formulae The theory, developed under this model, is conditional on 
the realized response and non-response strata Consequently the 
accuracy of the estimates can be computed, but the accuracy of the 
estimation method cannot be determined Due to this argument 
attention is mostly focused on the random response model 
3.3 Selection of Auxiliary Variables 
It IS important to discover a 
possibly existing relationship between the variable under investigation 
and the response behaviour It is, however, not possible to determine 
such a relationship using the sample data, since the values of the 
variable under investigation are not known for the non-respondents 
To be able to say something about non-respondents, there must be 
information available about them One source of such information 
about the non-response is formed by auxiliary variables Auxiliary 
variables are defined as variables which can be measured for both 
respondents and non-respondents Two types of auxiliary information 
(44) 
can be distinguished: 
(1) Information which can be collected by the interviewer without 
a face-to-face interview. Among the information, obtained in this 
way, (in case of housing demand survey) are type of town, type of 
housing, (approximate) year of construction and social status of 
the neighbourhood. 
(2) Information which can be obtained from administrative records. 
Analysis of the relationship between auxiliary variables 
and the response behaviour provides insight on the group of people 
which do not respond. It may give additional information about the 
relationship between the variable under investigation and the 
response behaviour. Auxiliary variables showing a clear relationship 
with the response behaviour play an important role in adjustment 
procedures for non-response. 
It is assumed that auxiliary variables are nominal variables 
i.e. different values have no other meaning than to distinguish 
between different groups. Arithmetic operations on these values, 
which in fact are only labels, are not allowed. The assumption that 
the variables are nominal is, in practice, not a restriction. Many 
(45) 
variables are nominal and other types of variables can easily be re-
expressed in terms of nominal variables. 
3.4 Reduction of Nonresponse Bias by Subgroup Weighting 
Whenever a relationship is found or suspected between 
the variables under investigation (Y) and the response behaviour (R) 
measures have to be taken in order to reduce the non-response bias. 
If it would be possible to divide the population in a number of 
subgroups in each of which the covariance is neglectable, then nearly 
unbiased estimates of the subgroups means can be combined in a 
nearly unbiased estimate of the populat ion mean. 
Let the f in i te population consist of 'N ' elements 
U^.Uj, ,U^,with Y-values Y,, Y ,^ Y^. From this population 
a simple random sample u. i. y.2 - Un of size 'n' is selected 
without replacement. The corresponding y-values are ^.,, y.^, , 
y.^ and the response behaviour is indicated by r,, r j , , r ^ ( L , 
= 1 indicating response and £, = 0 nonresponse ) . In fact y., can only 
be observed for those sample elements u., for ^hich r, = 1. The 'm.' 
responding elements are denoted by u./ , u^* , u^* 
( a = Li, t j , , r „ ) , with y-values y./, ^^\ , y^*. 
(46) 
Let 'X' be an auxiliary variable inducing a division of the 
population in 'H' subgroups with sizes N,, N^ N^. In 
subgroup weighting, first an estimator ^* for the subgroup mean in 
each subgroup 'h' , is computed as 
i : = ^ i y h , { h = 1,2 H) (3.1) 
where y^,/, y^^*, , y^ ,^ * are the values of the m^ 
responding elements in the subgroup 'h'. The group estimators i.,*, 
£2* in* ^""^ combined into a population estimator i * : 
i *= i)tL,i: (3.2) 
The type of estimator is determined by the available amount 
of information about the weights w ,^ Wj, , w .^ 
If the sizes N ,^ H^, , N^  of the subgroups are known 
the situation is equivalent to post stratification. The weights are not 
random but fixed quantities : 
w , = i i ( h = 1,2 H) (3.3) 
N 
If these sizes are not known they can be estimated by 
w , = _ a ^ ( h = 1,2 H) (3.4) 
n 
(47) 
where n ^ is the number of sample elements in subgroup 'h ' 
and n = rii+E2+ ^Ilf 
All the above estimators have, when used in the same grouping 
situation, the same bias, but greater the amount of available 
information on the subgroup sizes the smaller the variance of 
estimate. 
3.5 Other Adjustment Methods 
Several other methods for 
dealing with non-response have been developed. Some of them are 
briefly described in this section. 
3.5.1. No Adjustment 
In some s i tuat ions no adjustment is 
necessary. If it appears that no relationship exists between the 
variable under investigation and the response behaviour, the 
response can be considered as a random sample from the 
population. Also if statements are restricted to the population of 
potential respondents, no correction is necessary. In all other 
situations 'no adjustment' is only justif ied if the category "non-
response" is included in all tables in publications. 
(48) 
3.5.2. Imputat ion 
Imputation procedures solve the problems of 
missing observations due to non-response by substitution of values 
in the records of the non-respondents. In "hot deck" imputation, data 
are taken from the respondents of the current survey, while in "cold 
deck" imputation data are taken from a previous survey. If the 
response structure of previous and current survey resemble each 
other, the results of cold deck imputation and hot deck imputation 
will roughly be the same. Imputation can be carried out in several 
ways some of them are: 
1) Imputation of a random respondent. 
2) Imputation of the mean respondent. 
3) Imputation of a random respondent with the same subgroup. 
4) Imputation of mean respondent with the same subgroup. 
5) Imputation of a value obtained by fitting a model. 
P rocedu res (1) and (2) do not reduce the b ias . 
Procedures (3) and (4) resemble subgroup weighting. The effect 
of procedure (5) depends strongly on the fit of the model and 
reasonableness of the model assumptions. 
(49) 
3.5.3. Adjustment for Not-at-Homes 
The well-known method of 
Politz and Simmons (1949) tries to adjust for not-at-home bias by 
estimating the probability to find a person at home. This is performed 
by asking respondents, for example, how often they were at home at 
the time of the interview during the previous days. The at-home 
probability, constructed in this way, is used as a stratification variable. 
It is also worth trying to find a model which explains the relationship 
between the variable under investigation and the at-home probability. 
Extrapolation of this model to the group of not- at - homes may provide 
more information about this group. 
3.5.4. Adjustment for Refusers 
It is possible to measure the 
will ingness of people to co-operate in the survey .Using this 
information a procedure analogus to adjustment for not -at- homes 
can be carried out. Furthermore the willingness to co-operate is a 
measure for the survey climate. The construction of a scale to obtain 
this information will probably be somewhat more difficult than in the 
case of not -at- home- adjustment . 
(50) 
3.5.5. Double Sampling 
In order to get more information about non-
respondents Harsen & Hurvitz (1946) proposed selecting a sample 
from the respondents. A subsample is taken by specially trained 
interviewers by making more intensive and accurate measurements 
on selected units, for obtaining the missing information. Time and 
money constraints often prevent application of double sampling. 
3.5.6. The Principal Question 
If the method of Hansen & Hurwitz 
(1946) is too expensive, the principal question procedure may offer a 
substitute. In many surveys there is often one important basic question 
around which the survey has been constructed. If during the field 
work problems are met with completing the whole questionnaire, the 
Interviewer may try to get an answer on only the principal question. 
This may even be tried afterwards by letter or by telephone. 
3.6. Conclusion 
In view of the rise in non response rates during the 
past years, it is important to carry out through research on the impact 
of nonresponse, on the quality of the survey and new adjustment 
(51) 
methods developed for reduction of the non-response bias. The 
large differences which exist with regard to objectives, design 
and execut ion of surveys prevent cor rect in terpretat ion of 
differences in non-response f igures. It is therefore necessary 
to c rea te a t heo re t i ca l f r amework wh i ch a l lows proper 
comparison. 
(52) 
CHAPTER- 4 
RANDOMISED RESPONSE: A SURVEY TECHNIQUE 
FOR ELIMINATING EVASIVE ANSWER BIAS 
4.1 Introduction 
In a sample survey, it is often difficult to elicit 
truthful information from the respondents regarding the stigmatized 
characters for reasons of modesty, fear of being thought bigoted or 
merely a reluctance to confide secrets to strangers. Warner [1965 ] 
suggested an ingenious method of collecting information on sensitive 
characters for increasing cooperation. The method is built on the 
premise that cooperation should be naturally better if the questions 
allow answers which reveal less even to the interviewer. Essentially 
the method involves the device that, for certain questions not already 
innocuous, the interviewee responds with answers that furnish 
information only on a probabilitybasis. Subsequently many other 
researchers have modified and suggested alternative randomised 
response procedures applicable to different situations for eliciting 
(53) 
information on the sensitive issues. 
4.2 Warners's (1965) Model 
Suppose that every person in a 
population belongs to either group 'A' or Group 'B' and it is required 
to estimate by survey the proportion belonging to group 'A'. A simple 
random sample of 'n' people is drawn with replacement from the 
population and provision made for each person to be interviewed. 
Each interviewee in the sample is furnished with an identical 
randomization device where the outcome " I belong to A" occurs with 
probability 'p' while its complement " I belong to B ° occurs with 
probability ( 1 - p ). The respondent answers 'yes' if the outcome of 
the randomisation device tallies with his/her actual status otherwise 
he/she answers 'no'. 
Let n denote the true proportion of 'A' in the population 
and X denote the response obtained from the i-th individual 
where X , = 1, if the i-th sample element says " yes 
0, if the i-th sample element says " no ' 
Then Pr. ( Xi = 1 ) = Tcp + ( 1 - TT ) ( 1- p ) 
and Pr. (X i = 0 ) = ( 1 - 51 )p + 7t ( 1- p ) 
(54) 
and if n' is tlie number of "yes" responses from the sample of 'n' 
individuals, then the likelihood of the sample will be given as 
L = [ up + ( 1 - 71 ) ( 1- p ) ] " [ ( 1 - 71 )P + Tt ( 1- P ) ] "•"' (4.1) 
LogL = n'log[7tp + (1-7t)(1-p)] + ( n - n ' ) log(1-7c)p + jt ( 1 -p ) (4.2) 
and necessary conditions for n to be maximum are 
( n - n ' ) ( 2 p - 1 ) n ' (2p-1) 
( 1 - 7 t ) p + 7 t ( 1 - p ) 7tp + ( 1 - 7 c ) ( 1 - p ) 
Or 
Ttp + ( 1 -TT ) ( 1- p ) = ^ (4.3) 
Then the maximum likelihood estimate of TC is 
^ = E^JL + Dl 
2p-1 (2p-1 )n 
p^O.5 (4.4) 
The expected value of estimate is 
E ( ^ ) = 1 — - [ p - 1 + ( ^ ) I E ( X , ) ] 
2p-1 n 2 
_ 1 
= % 
2p - 1 ' '/- "^ ' 
\ Acc. No / // 
V 
y •:/ 
^ r - • 
y 
(55) 
(4.5) 
Expression ( 4.5 ) shows n is an unbiased estimate of the true 
popula t ion p ropor t ion TI. 
and the variance of n is 
yar {n) = Var [ ^^-^ + ^ 
2p-1 ( 2 p - 1 ) n 
n Var ( X,) 
( 2p-1 yr\' 
[7tp + ( 1 - 7 r ) ( 1 - p ) ] [ ( 1 - 7 t ) p + 7r ( 1 - p ) ] 
n (2p - 1 P 
1t{^-^l) + P ( 1 - P ) (4.6) 
n n ( 2p - 1 )2 
The first term in ( 4.6 ) is the variance when the quest ion 
can be asked directly. The second term represents the increase 
in variance in variance due to the fact that question has been 
asked indirectly. If p = 1 or 0 , the second term vanishes. In 
that case there is no conf ident ial i ty in the response. It is clear 
that 'p' should not be Yi. For best results the largest value of 
'p' that is feasible should be used. 
(56) 
4.3. The Unknown Repeated Trial Model 
This model has been 
proposed by Singh and Joarder (1997). In this method, if a respondent 
belongs to group 'A', then he/she Is requested to repeat the trial in 
the Warner's (1965) randomisation device if in the first trial he/she 
does not get the statement according to his/her status. The rest of 
the procedure remains the same. The repetition of the trial is known 
to the interviewer but remains unknown to the interviewer. Assuming 
completely truthful reporting by the respondents, the probability of 
"yes" answer is given by 
0,= 7c[p + ( 1 - p ) p ] + ( 1 - 7 i ) ( 1 - p ) (4.7) 
Then the estimator of n will be given as follows 
e , - ( i - P ) 
\ = (4.8) 
2p-1 + p ( 1 - p ) 
where '6,' is the sample proportion of 'yes' responses in the 
A 
proposed procedure. Since '9 / Is a bionomial variable with parameters 
( n, 0., ), we have the following theorems : 
Theorem 4.3.1 The est imator 71. is unbiased for populat ion 
(57) 
proportion 'TC'. 
Proof : The expected value of the estimate is given as 
E ( 1 ) - (1 - P ) 
E(^J = 
2 p - 1 + p ( 1 - p ) 
71 [ p + ( 1 - p ) p ] + ( 1 - U ) ( 1 - P ) 
2 p - 1 + p ( 1 - p ) 
= ^ (4.9) 
Hence the theorem. 
Theorem 4.3.2. The variance of the estimator 7t is given by 
7t(1-7t) P ( 1 - P ) itp(1-p) 
Var ( Tt,) = + 
n n [ 2 p - 1 + p ( 1 - p ) r n [2p -1+p(1 -p ) l 
(4.10) 
Proof : We have 
e, - ( 1 ' p ) 
Var {n)= Var 
2 p - 1 + ( 1 - p ) 
^ V ( t j 
n [ 2p - 1 + p ( 1 - p ) F 
(58) 
6, (1 - e , ) 
( 4 . 1 1 ) 
n [ 2 p - 1 + p ( 1 - p ) p 
On substituting the value of 9^  from ( 4.7 ), the above equation 
can be written as : 
{7t(p +p(1-p)p+(1-7r)(1-p)} {1-[7t[ P+(1-p)p]+(1-7i)(1-p)]} 
\/ar(7tJ = 
A 
n [ 2 p - 1 + p ( 1 - p ) ] 2 
%{^ -n) p ( 1 - p ) 7 c p ( 1 - p ) 
or Var(7c.) = + 
n n [ 2 p - 1 + p ( 1 - p ) ] 2 n [2p -1+p (1 -p ) ] 
which proves the theorem 
4.4 Comparison of Estimators 
The efficiency aspect of the repeated 
trial estimator n^ with respect to Warner's ( 1965 ) usual estimator n 
can easily be looked into . 
The efficiency of the repeated trial estimator n^ relative to n 
is defined as Percent Relative Efficiency ( PRE ) and is given by 
V ( ^ ) 
PRE = X 100 ( 4 . 1 2 ) 
(59) 
Thus the estimator n^ will be more efficient if 
PRE > 100 (4 .13 ) 
On using (4.6) and (4.10), it is seen that inequality (4.13) holds 
good for p > 0.5. 
4.5 Conclusion 
From the above discussion it is observed that 
the unbiased estimator 'n' based on unknown repeated tr ial 
randomisation device remains always more efficient than the estimator 
'%' based on Warner's (1965) randomisation model for el icit ing 
information on the sensitive issues. 
(60) 
CHAPTER-5 
EFFECT OF MEASUREMENT ERRORS ON RATIO METHOD 
OF ESTIMATION. 
5.1 . Introduction 
The properties of estimators based on data 
originating under various kinds of sampling schemes and various ways 
of estimation procedures adopted in survey sampling are generally 
analysed under the assumption that observations have been recorded 
without any error. But in practice such a supposition may not always 
hold good and some type of observational or measurement errors may 
have crept into the data due to various reasons during the execution 
of survey. 
An important source of measurement errors in survey data is 
the nature of the variable. The nature of the variable may be defined 
in such a way that the exact measurements on it are not available. 
Such a situation arises mainly due to three reasons. First is that the 
variable may be clearly defined but it is hard to take correct 
(61) 
observations at least with the available techniques or because of other 
practical difficulties. Consequently, imperfect measurements are 
obtained. Second is that the variable is conceptually v/eil defined but 
observations can be obtained only on some closely related substitutes 
known as proxies or surrogates. Third is that the variable is fully 
comprehensible and well understood but it is not intrinsically defined 
and properly quantified. Any theoretical characteristic having atleast 
one of these features is popularly labelled as unobservable or talent 
variable. Generally true observation on such characteristics are 
unavailable. The reported observations are thus contaminated by 
measurement errors. 
5.2. The Ratio Est imator and Main Results 
Consider a set of 
'n' paired observations obtained through Simple Random Sampling 
procedure on the characters 'X' and 'Y'. 
Let it be assumed that x, and y, are the recorded values for 
the i-th sampling unit instead of true values X, and Y,. Then the 
observational or measurement errors are defined as: 
u = y,-Y, (5.1) 
v,= x,-X, (5.2) 
(62) 
Which are assumed to be stochastic with mean zero but with 
different variances csj and a^ ^ 
For the sake of simplicity, let it be assumed that u,'s and v/s 
are uncorrelated although X/s and Y/s are correlated and also that 
finite population correction can be ignored. 
Let the population means of X and Y characteristic be 
denoted by \ii^ and iiy and population variances by o^^ and o^ 2 
respectively. Moreover let p be the population correlation coefficient 
between 'X' and 'Y'. 
For the estimation of population mean n^ • *he traditional 
unbiased estimator is the sample mean y but it does not utilise the 
sample information on 'X' characteristic. For utilising the same, we 
use the ratio method for estimation of population mean. 
Assuming that yi^ is known and is not equal to zero, the 
estimator of H^ on the basis of ratio method of estimation will be 
given as : 
tR= ( | • ) ^ x (5-3) 
where x denotes the mean of the sample observations on X. 
In order to study the efficiency properties of the estimators y and t. 
(63) 
in the presence of measurement errors, the following notations are 
defined 
a^  1 1 
^ X Vn Vn 
n 1 1 
C, = - 1 , w, = - p I u, w, = - - I ( Y, - j i , ) 
Y^ >n Nn 
Now ( y - n, ) = - i - I [ ( Y, - ^ l , ) + u J 
= ^ ( w , + w j (5.4) 
whence we observe that y is unbiased with variance 
V(y) = 2i [ 1 + ^ ] (5.5) 
n 0^2 
Again (t^ - n^ ) = ^Y + w,+ w^ 
^ -^v 
1 + w^ + w^ 
Vn ^^x 
1 [ w, + w^ - i i i ( w^ + w J ] [ 1 + w^ + w^ ]-^ 
vn ^^ x —,—— 
Vn n. 
f - . i b + o(n-3'2) ( 5 6) 
vn Vn 
(64) 
where a = w^ + w^ - i i i ( w^ + w^) (5.7) 
and b = J - ( w^ + w j (5.8) 
^ X 
Thus the bias of 't„ ' upto order O(n^) is given by 
E(a) E (ab) 
B ( t , ) = 
Vn n 
= - ^ I C, (C, - pC,) + - ^ ] (5.9) 
and mean square error of 'tp,' upto order 0(0' ') will be given by 
E (a2 ) 
MSE(t „ ) 
n 
= V M - ^ (2p - ^ ) ] + i [a^^ +{^y a,2 ] ... (5.10) 
5.3 Comparison of Ratio Estimator Witli Sample Mean 
The ratio estimator 'X^' will be more efficient than the 
sample estimate y with respect to the criterion of mean square error 
upto the order O(n^) when 
Cx 2 
p > f '' "*" "o? ^ '^  M-x "'"'^ I^Y ^^V® ®*"^® '^Qf^^ •••• ( S l l ) 
C 2 
and p < - J l l _ [ 1 + 5L 1 '^  ^x f^^ ^ ^^  3^v® opposite signs .... (5.12) 
2 C , o,' 
(65) 
In a particular case when C^ and Cy are identical in magnitudes 
i.e. when 'X' and 'Y' denote the values in two consecutive periods of 
the same variate, p will have to be larger than Vi and hence the above 
conditions will reduce to the following : 
1 < 
p>- [ 1 + — ] if ^x 3"*^ I^ Y'^ 3^® s^f"® ^ '9 "^ •••• (5 ' I3) 
2 ^ 
1 o2 
and p < - - [ 1 + - ^ ] i f n and l^y have opposite signs . ... (5.14) 
2 ^ 
It is obvious that both of these conditions will not be satisfied 
if o^ ^ exceeds o^ ^^  |r, other words, if the auxiliary characteristic is so 
poorly measured that error variance oj^ is larger than a^^ then the 
ratio estimator't^' is beaten by sample estimate y. 
5.4 Conc lus ions 
The study of the above observations reveal that 
measurement errors have no influence on the unbiasedness of the 
sample estimate y but in the case of ratio estimator 'tf,', the errors in 
auxiliary characteristic 'X' only effect the bias, at least to the order 
of our approximation. It is also observed that in the presence of any 
(66) 
measurement errors, the cases may arise in which ratio estimator 
turns out to be poor than sample mean. This may happen in even 
those situations where the ratio estimator is known to have better 
performance than sample mean. In other words, the measurement 
errors in 'X' characteristic may alter the preference ordering of y 
and 'tp,' derived under the assumption of absence of measurement 
errors. In practice, {c^^ln) is the conventional formula for variance 
of y . Comparing it with true variance (5.5), we observe that use 
of (CTY n^) will lead to an under-reporting of true standard error 
which in consequence, may mislead the practit ioner about the 
precision of the estimate and provide incorrect confidence 
intervals for the population mean thereby tend to reject null 
hypothesis about mean. 
(67) 
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