We present an extension of Perron-Frobenius theory to the spectra and numerical ranges of Perron polynomials, namely, matrix polynomials of the form
Introduction
Matrices with nonnegative entries arise in a wide variety of areas including dynamical systems theory, economics, statistics and optimization to name a few. The basic tenant of their theory, that the spectral radius of a nonnegative matrix is necessarily an eigenvalue, is historically attributed to Perron and Frobenius. Hence the term Perron-Frobenius theory is frequently being used to describe the development of a spectral theory for nonnegative matrices and, more generally, for matrices that leave a proper cone invariant. The effort to extend the reach of nonnegative matrices has led to various generalizations and to a systematic study of related matrix classes. Here we explore the extension of Perron-Frobenius theory to (monic) matrix polynomials of the form When the matrices A j (j = 0, 1, . . . , m − 1) in (1.1) are entrywise nonnegative n × n matrices, we shall refer to L(λ) as an n × n Perron polynomial of degree m. Recall that the spectrum of a matrix polynomial L(λ) consists of the scalars λ such that det L(λ) = 0 and so it coincides with the spectrum of A 0 when m = 1. It is therefore natural to seek a generalization of Perron-Frobenius theory to Perron polynomials. Entrywise nonnegativity associated with generalized eigenproblems has been studied before; see e.g., [2, 21] where matrix pencils are considered. An extension of Perron-Frobenius theory to positive operators on Banach lattices is pursued in [29] . The peripheral spectrum of the monic polynomial in (1.1) when the coefficients are positive (compact) operators in a Banach lattice are considered in [7, 18, 27] . In addition, the spectral properties of Perron polynomials are examined in [8, 9] via a partial linearization based on expansion graphs that were introduced in [10] . Finally, elements of a spectral theory for Perron polynomials appear in the study of the stability of linear difference equations with positive coefficients [24] .
L(λ)
Our present goal is to take a comprehensive look at Perron-Frobenius theory for Perron polynomials, based on the companion matrix global linearization. The presentation is organized as follows: In Section 2 we recall definitions, notation and include some preliminaries regarding matrix polynomials. Section 3 contains a recount of Perron-Frobenius theory for Perron polynomials. Specifically, it contains the extension of the two classical parts of the Perron-Frobenius Theorem as well as a discussion of irreducibility, primitivity, stochastic Perron polynomials and bounds for the spectral radius. We also discuss L(λ) −1 and consider its positivity, relating our discussion to the theory of M-matrices. In Section 4 we consider the association of L(λ) in (1.1) with the multistep matrix difference equations
which is of interest in the study of higher order linear differential equations, dynamical systems theory, economic models and queuing theory [4, 13, 24, 28] . We provide a generalization of the Fundamental Theorem of Demography (see [17] ) pursuant to the asymptotic behavior of u j . Finally, in Section 5, we extend the results on the numerical range of nonnegative matrices to Perron polynomials; Section 5 concludes with two illustrative examples and some directions for future study.
Definitions and preliminaries
Given a vector z = [z i ] ∈ C n , we use the norms
By 1 we denote an all ones vector of appropriate size. The spectrum of A ∈ C n×n is denoted by σ (A) and its spectral radius by ρ(A) = max{|λ| : λ ∈ σ (A)}.
The nonnegative orthant in R n , that is, the set of all nonnegative vectors in R n , is denoted by R n + . Entrywise ordering of arrays of the same size is indicated by . We write A > B if A, B are real and every entry of A − B is positive. When A 0 (resp., A > 0), we refer to A as nonnegative (resp., positive). An M-matrix is a square matrix of the form M = sI − A, where A 0 and s > ρ(A). It is well known [3, Chapter 6 ] that M-matrices are inverse nonnegative, that is, M −1 0.
We call a square matrix A irreducible if there does not exist a permutation matrix P such that
where A 11 and A 22 are square, nonvacuous matrices. We call A k-cyclic (or just cyclic) if for some permutation matrix P ,
where the zero blocks along the diagonal are square. Notice that a k-cyclic matrix is also m-cyclic for any divisor m of k. The largest positive integer k for which A is k-cyclic is referred to as the cyclic index of A. We continue with some preliminary facts on matrix polynomials. A scalar λ 0 is said to be an eigenvalue of L(λ) in (1.1) if the system L(λ 0 )y = 0 has a nonzero solution y 0 ∈ C n ; y 0 is referred to as a right eigenvector of L(λ) corresponding to λ 0 . A nonzero vector w 0 is said to be a left eigenvector of
provides a linearization of L(λ) (see [11, 16] ); this means that
where E(λ) and G(λ) are nm × nm matrix polynomials with constant nonzero determinants. More specifically,
and
As a consequence of (2.3) and the nature of E(λ) and G(λ), the spectrum of L(λ) and its linearization coincide, that is,
, and thus it also coincides with the spectral radius of
Perron-Frobenius for polynomials
The relation between the eigenvectors of L(λ) in (1.1) and the eigenvectors of the companion matrix C L in (2.2) is obtained directly via (2.3) as follows.
Lemma 3.1. Let µ be an eigenvalue of the matrix polynomial L(λ) in (1.1) and C L be its companion matrix. Then
The Perron-Frobenius Theorem for nonnegative matrices can now be stated for matrix polynomials.
Theorem 3.2 (Perron-Frobenius, Part I). Let L(λ) be a Perron polynomial as in (1.1). Then the following hold:
(a) ρ(L) ∈ σ (L). (b) L(λ
) has an entrywise nonnegative right eigenvector and an entrywise nonnegative left eigenvector correspondingto ρ(L). (c) ρ(L) is a nondecreasing function of the entries of each
If, in addition, the companion matrix C L is irreducible, then the following hold: 
) has an entrywise positive right eigenvector and an entrywise positive left eigenvector corresponding to ρ(L). (c ) ρ(L) is an increasing function of the entries of each
A j (j = 0, 1, . . . , m − 1). Proof. Recall that σ (L) = σ (C L ). Statements
) and suppose its companion matrix C L is irreducible. Then there exists an integer 1 k nm such that the maximal eigenvalues of L(λ) are the roots of
Proof. The result follows directly from [3, Chapter 2, Theorem 2.20] applied to C L .
Next we consider the irreducibility of the companion matrix, raised as a condition in Theorems 3.2 and 3.3. We proceed with a generalization of the notion of a stochastic matrix. Recall that a (row) stochastic matrix is a nonnegative square matrix A that satisfies
) is irreducible if and only if each one of the vertices
is stochastic if and only if C L is a stochastic matrix. As a consequence, we have the following extension of a well-known fact about nonnegative matrices.
Notice that by Lemma 3.
Next we review some results and bounds for the spectral radius of a Perron polynomial relative to the rational matrix function
In the next proposition the operators min(·) and max(·) applied to a vector return the minimum and maximum entry of that vector, respectively. 
1). For every µ > ρ(L), L(µ) is a nonsingular M-matrix and
where
Proof. First, from [12, Proposition 5.
. It follows that for µ > ρ(L), L(µ) has nonpositive off-diagonal entries and is inverse positive. That is, L(µ) is a nonsingular M-matrix; see [3, Chapter 6, Theorem 2.3]. In particular, using the Neumann expansion for
(I µ − C L ) −1 when µ > ρ(L) = ρ(C L ), we obtain L(µ) −1 = P (I µ − C L ) −1 R = µ −1 P I − C L µ −1 R = ∞ k=0 P C k L R µ k+1 .
Multistep matrix difference equations
Motivated by iterative methods and the ubiquitous nature of the difference equations
where A is a nonnegative matrix (e.g., in population dynamics), the convergence of the powers of a nonnegative matrix have been studied extensively. A classical result is the following. 
(ii) Referring to the process u j +1 = Au j (j = 0, 1, . . .), u 0 / = 0, we have that
A proof of Theorem 4.1(i) can be found in [3, 14, 17] . Part (ii) is referred to as the Fundamental Theorem of Demography (see [5, Theorem 1.
1.2] and [17]).
As mentioned in the introduction, the generalization from matrices to matrix polynomials L(λ) as in (1.1) is relevant to a matrix model of the form
where u 0 , u 1 , . . . , u m−1 ∈ R n are initial states that determine the solution {u j } ∞ j =0 . In this section we will establish a generalization of Theorem 4.1 to the multistep difference equations in (4.1). Indeed, if C L is the companion matrix of L(λ), then (4.1) is equivalent to
. . .
. .).
By [11, Theorem 1.6], for a given initial vector x 0 , (4.1) has the unique solution 
4). Consider a nonzero initial vector
x 0 =      u 0 u 1 . . . u m−1      ∈ C nm and let {u 0 , u 1 , .
. .} be the solution of (4.1) given in (4.2).
Taking E m (λ) = I, we have
Furthermore,
Proof. Since the nonnegative companion matrix C L is primitive, by Lemma 3.1 and by [14, Theorem 8.5 .1],
Thus, it follows that
completing the proof.
The numerical range of a Perron polynomial
In two recent papers [19, 23] , the results in James Nestor Issos' thesis [20] on the numerical range of an entrywise nonnegative matrix were reviewed, extended and utilized. In this section we generalize these results to the numerical range of a Perron polynomial. For that purpose, consider an n × n polynomial L(λ) of degree m as in (1.1) and the corresponding nm × nm companion matrix
which is a compact subset of C that contains the spectrum σ (L). For a linear pencil I λ − A, where A ∈ C n×n , W (I λ − A) coincides with the classical numerical range (or field of values) of the matrix A, namely, F (A) = {x * Ax : x ∈ C n , x * x = 1}, and it is always convex (see e.g., [15] 
In the remainder of this paper, we assume that r(L) > 0, or equivalently, that at least one of the coefficients
Denote the symmetric part of a real square matrix A by H (A) = (A + A T )/2. Also, for any µ ∈ C and x ∈ C n , denote 
Proof. For any scalar µ ∈ C and for any nonzero vector x ∈ C n , by the results in [22] , we have Proof. By the definitions of the numerical range of a matrix and of a matrix polynomial, it is clear that 0 ∈ F (L(µ 0 )), and that for every µ > µ 0 , 0 ∈ F (L(µ)). Moreover, the numerical range of any real matrix L(µ) (µ µ 0 ) is convex and symmetric with respect to the real axis, and depends continuously on µ with respect to the Hausdorff metric. Consequently, F (L(µ 0 )) lies in the right closed half-plane of C and has the origin as a boundary point. Hence, the numerical range of the symmetric part of L(µ 0 ), namely,
Lemma 5.2. If the matrix coefficients of L(λ) in (1.1) are real and µ
is a real interval with the origin as its left endpoint. Thus, H (L(µ 0 )) is singular positive semidefinite and the proof is complete.
Next we generalize Theorem 3.2 in [23] .
and there exists a nonnegative vector x r ∈ R n such that
If, in addition, 0 is a simple eigenvalue of H (L(r(L)))
, then a vectorx ∈ C n satisfies
if and only ifx = e iθ x r for some θ ∈ [0, 2π).
Proof. Let µ ∈ W (L).
Then for every x ∈ C n such that x 2 = (1 + |µ| + · · · + |µ| m−1 ) −1/2 and µ = y(µ, x) * C L y(µ, x), we readily have that
Since the vectors x and |x| have the same norm, by Lemma 5.1, it follows that the nonnegative number
. . . 
1). Suppose 0 is a simple eigenvalue of H (L(r(L))
) and x r 0 is the vector in Theorem 5.3, and let e iθ r(L) ∈ W (L) for some θ ∈ (0, 2π). Then for every nonzero vector x θ ∈ C n such that
we have that |x θ | = x r .
Proof. Let x θ ∈ C n be any nonzero vector such that x * θ L(e iθ r(L))x θ = 0. Then as in the proof of Theorem 5.3,
Consequently, the vector |x θ | satisfies 
Proof. By Corollary 5.4, there exist two nonzero vectors x θ , x φ ∈ C n such that
By the relations
and following exactly the steps in the proof of [23, Lemma 3.4] , one can construct a vector w ∈ C n such that |w| = x r and We proceed with an illustration of the numerical range of a Perron polynomial. Let A be an n × n nonnegative matrix with irreducible symmetric part H (A), and consider the Perron polynomial of degree m,
Suppose A is k-cyclic. Then by the Perron-Frobenius Theorem and the results in [23] ,
The spectrum and the numerical range of L A (λ) are given, respectively, by In conclusion, we have pursued a discussion on the spectrum and the numerical range of a Perron polynomial, as well as an asymptotic analysis of the associated multistep finite differences scheme. Our discussion is based on the companion matrix linearization. We have not treated a number of subjects in Perron-Frobenius theory suitable for further research. They include a study of the Perron generalized eigenspace in the spirit of the results of Rothblum [26] (see also [30] ) on the existence of a nonnegative basis with combinatorial structure. For such a direction it may be advantageous to consider the role of expansion graphs as presented in [8, 9] , where the level and height characteristics are examined. It is also worthwhile pursuing a partition of Perron polynomials analogous to the partition of Z-matrices and Z-pencils in classes based on the spectral radii of submatrices, see [6, 21] , respectively.
