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Abstract
We consider the problem of calibrating the 3/2 stochastic volatility model to option data. In
comparison to the characteristic function of the Heston model, the characteristic function of the 3/2
model can be up to 50 times slower to evaluate. This makes the standard least squares calibration
with finite-difference gradients unreasonably slow. To address this problem we derive the analytic
gradient of the characteristic function in compact form. We then propose a computational method
for the analytic gradient formula which caches intermediate results across the partial derivatives,
in addition to the strike dimension and the maturity dimension. Compared to the fastest method
of calibrating the 3/2 model which we could find in the literature, the method proposed in this
paper is more than 10 times faster. We also discuss the issue of apparent non-convexity in the
least squares calibration of the 3/2 model for market data. To tackle it, we propose a regularized
calibration where the regularization point is obtained using ”risk neutral” MCMC estimation of
the model. We find that this approach is particularly well suited for the calibration problem as it
generates naturally a consistent damping matrix for the parameter estimates, in addition to being
very fast.
Keywords: Pricing, Model Calibration, 3/2 Model, MCMC Estimation, Optimization
1. Introduction
Since the Black-Scholes model’s rise to prominence in the field of option pricing, numerous
extensions to it have been proposed in an attempt to address its well known limitations. One
category of such extensions involves generalizing the Black-Scholes by making the volatility of the
underlying asset(s) a stochastic process. While the assumption of stochastic volatility has been
shown to enable option pricing models to reproduce many of the empirical features of financial
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markets which the Black Scholes model misses, the added model complexity brings about its own
challenges. In particular, they generally lack a closed-form solution. This becomes particularly
significant during the calibration of the model to market data, where a potentially large set of
benchmark options need to be priced by the model up to several thousand times, making the
computational tractability of the model a key issue.
While stochastic volatility models generally do not yield themselves to a simple solution in the
same way as the Black Scholes model, several special cases do admit a density for which we know
the characteristic function in closed form. This essentially reduces the computation of an option
price to a Fourier inversion, which in most cases is far cheaper computationally than solving the
model through either a Monte Carlo simulation or a finite difference scheme.
The best known models with this property are those which correspond to an (exponentially)
affine characteristic function, one example being the square root volatility model of Heston (1993)
and its many (affine) extensions (see e.g. Bates (1996); Sepp (2008); Wong et al. (2009)). However,
several studies done on the S&P 500 index seem to suggest that the dynamics of the underlying
process are not affine, see e.g. Poteshman (1998). In particular, Bakshi et al. (2006) use the VIX
index to estimate several specifications of the volatility process, including
dvt =
(
α0 + α1vt + α2v
2
t +
α3
vt
)
dt+ β0v
β1
t dWt (1.1)
with 0 ≤ t ≤ T for a finite horizon T . Their findings suggest that both α2 and α3 are significant,
and that β1 is around 1.27.
A stochastic volatility model with the potential to better match these empirical findings (Carr
et al., 2007) is the so-called 3/2 model. It is given by
dSt = µStdt+
√
VtStdBt
dVt = κ(ηVt − V 2t )dt+ σVt3/2dWt
(1.2)
where B and W are standard Brownian motions with Cov (dBt, dWt) = ρdt. Although non-affine,
the characteristic function for the corresponding density is known in closed form, implying the same
tractability as we have for affine models.
A comparison of the 3/2 model and the Heston model reveals several fundamental differences.
The 3/2 model allows for much stronger and more rapid volatility deviations away from the zero
boundary than the Heston model. In addition, while the dynamics of the Heston model predict that
the implied volatility skew flattens when the instantaneous volatility increases, the dynamics of the
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3/2 model predict the opposite behavior. As such, the 3/2 model fits the empirical assumptions of
risk managers better than the Heston model (Drimus, 2012).1
A potential issue, however, is that the characteristic function is considerably more complex
than that of the Heston model. In particular, it involves the confluent hypergeometric function,
M(α, β, z) which is defined as the solution to
z
d2w
dz2
+ (β − z)dw
dz
− αw = 0 (1.3)
This nests a wide variety of special functions, as well as the exponential function, which is the
most computationally expensive function in the characteristic function of the Heston model. The
computational cost of evaluating it in the parameter space that corresponds to plausible values
of the parameters of the 3/2 model can be up to two orders of magnitude greater than for the
exponential function.2
For a one factor stochastic volatility specification, this puts the characteristic function approach
to option pricing with the 3/2 model rather close to a finite difference scheme in terms of speed.
While this might not be a problem for evaluating the price of a single option, it certainly has a
big impact on the calibration of the model. For this reason, speeding up the calibration process is
crucial to making the model computationally efficient enough for practitioners.
With this in mind, we propose a calibration method which uses the analytic gradient of the
characteristic function. The compact form of the analytic gradient we derive allows us to develop
a very efficient caching method for the partial derivatives, in addition to the strike and maturity
dimensions. This approach turns out to be an order of magnitude faster in terms of computing the
gradient of the objective function compared to a centered finite difference gradient approximation,
with a similar speedup in the calibration of the model. The speedup factor is similar to what is
reported in Cui et al. (2017), where the authors give a comprehensive exposition of the calibration
of the Heston model, that includes the derivation of the analytic gradient of the characteristic
function of the Heston model.
Lastly, as has been reported in the literature, see e.g. (Cont et al., 2004; Guillaume et al.,
1Moreover, we do not have to choose between them. Knowing the characteristic function for both of these models
means we can combine them into one multi-factor model for which we also know the characteristic function in closed
form (Grasselli, 2017). This is a consequence of the convolution property of Fourier transforms, see Appendix C for
a more in-depth discussion.
2This assumes a standard implementation of the confluent hypergeometric function for complex valued arguments,
see Abramowitz et al. (1964)
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2010; Mikhailov et al., 2003), the nonlinear least squares approach to calibrating option pricing
models to market data is often accompanied by issues of non-convexity and numerical instability.
More precisely, the objective function can exhibit several different local minima and using a purely
gradient-based optimization can lead to very different parameter values depending on the initial
guess. The precise choice of benchmark options also tends to have an impact on what values we
obtain from the calibration procedure, and the optimal parameter values can fluctuate considerably
between consecutive trading days.3
To tackle these issues for the 3/2 model, we propose using a Tikhonov type of regularization
formulation of the least squares problem, where the regularization point is computed using MCMC
estimation of the 3/2 model, and the damping matrix is the inverse covariance matrix of the
parameter estimates. Since we are only after the parameter values under the risk neutral measure,
we propose using the volatility index VIX as a proxy for the instantaneous volatility which greatly
simplifies the MCMC estimation procedure.
The remainder of this paper is as follows. In section 2, we derive the analytic gradient for the
characteristic function of the 3/2 model and present the caching algorithm for quickly evaluating
it for a set of benchmark options. In section 3 we describe a regularized version of the calibration
problem, and give the MCMC estimators we use for computing the regularization point and the
damping matrix. Finally, in section 4 we present the results of our numerical experiments on these
methods.
2. Calibration of the 3/2 Model with an Analytic Characteristic Function Gradient
Given a set of market quoted plain vanilla options, i = 1, . . . , I, we characterize option i as the
pair (K,T )i, where K is its strike price, and T is its maturity. We observe the market price C
Market
i
for each of these options at time t, and wish to infer the parameters of our pricing model using
these observed market prices. The standard approach to solving this problem involves solving the
weighted (nonlinear) least squares minimization problem,
Θ∗ = argmin
Θ
{
I∑
i=1
wifi(Θ)
2
}
(2.1)
3Of course, we could also interpret this in a way that the model should incorporate parameters that are themselves
stochastic processes, but that is outside the scope of this paper.
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where
fi(Θ) ≡ C(Θ; (K,T )i)− CMarketi
Here, wi is a weight which determines the influence of option price i on the calibration, and
C(Θ; (K,T )i) is the price of option i given by the model, given the parameter values Θ. In our
case, the vector of parameters is given by Θ = {κ, η, v, σ, ρ}. Note that while the spot volatility
v = Vt is strictly speaking not a parameter of the model, it is unobserved and therefore included
as a decision variable in the optimization as well.
The set of quoted options we consider for our numerical studies are plain European options.
More precisely, denoting with ST the price of the underlying asset at time T , the price C
(call) of a Eu-
ropean call option at time t with strikeK and maturity T is given by C(call) = e−r(T−t)EQt
[{ST −K}+].
Likewise, the price C(put) of a European put option at time t with the same strike and maturity
is given by C(put) = e−r(T−t)EQt
[{K − ST }+]. Here, the superscript Q refers to the fact that the
expectation is taken under the risk-neutral measure, rather than the objective measure.
Since the probability density of ST is not known in closed form for the 3/2 model, a straight-
forward calculation of the expectation of the payoff is not possible. On the other hand, we do
know the characteristic function of the density of ln(ST ). More precisely, the characteristic func-
tion, φ(u) ≡ E [eiuXT ], where XT ≡ ln(ST ), is known in closed form. With the parameter set Θ
explicitly accounted for, and letting x = ln(St), it is given by
φ(Θ;u) = eiux
Γ(β − α)
Γ(β)
ζαM (α;β;−ζ) (2.2)
where M(α;β,−ζ) is the confluent hypergeometric function of the first kind,
M(α;β;−ζ) ≡
∞∑
n=0
(α)n
(β)n
(−ζ)n
n!
(2.3)
with
(x)n ≡

∏n−1
i=0 (x+ i) if n > 0
1 if n = 0
and α, β, and ζ are given by
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ζ ≡ 2κη
vσ2
(
eκη(T−t) − 1)
α ≡ −
(
1
2
− p
σ2
)
+
√(
1
2
− p
σ2
)2
+
2q
σ2
β ≡ 2
[
α+ 1− p
σ2
]
p ≡ −κ+ iσρu
q ≡ iu
2
+
u2
2
(2.4)
Armed with the characteristic function, the next step is to apply an inverse Fourier transform
to calculate the option price. The details of this step can vary depending on which technique we
use, see e.g. Aichinger et al. (2013). We have selected the following formula by Attari (2004):
C(St, T,K) = St − 1
2
e−r(T−t)K
− e
−r(T−t)K
pi
∫ ∞
0
(
Re(φ(u)) + Im(φ(u))u
)
cos(uk) +
(
Im(φ(u))− Re(φ(u))u
)
sin(uk)
1 + u2
du (2.5)
where k = ln(K). Comparing the speed of different Fourier based methods for pricing vanilla
options, Kilin (2011) concludes that using adaptive quadrature, with intermediary caching with the
formula above, vastly outperforms the FFT method of Carr et al. (1999), as well as the fractional
FFT method of Chourdakis (2005). We present an extension of this idea in the following section,
which takes advantage of the special structure of the characteristic function of the 3/2 model.
2.1. The Analytic Gradient of the Characteristic Function
As mentioned in the introduction, the computation of the characteristic function of the 3/2
model is very expensive, which makes a gradient-based approach to finding the solution to (2.1)
the only practical option. More specifically, methods which compute
Θj+1 = Θj − γjH−1∇Θ
(
I∑
i=1
wifi(Θj)
2
)
iteratively until one or more of the user provided stopping criteria are satisfied. Here γj is the step
length, and H−1 is either the inverse Hessian of the objective function, or an approximation to the
inverse Hessian. Given the existence of a feasible minimum, this iterative process should terminate
for some j∗ such that Θ∗ = Θj∗ . Calculating the full Hessian is very time consuming, so instead we
utilize a Quasi-Newton method for solving (2.1), which is the standard approach to this problem.
Quasi-Newton methods construct an approximation H−1 to the inverse Hessian by means of the
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gradient. This means that the gradient computation for (2.1) is the main computational work of
finding Θ∗. How γ and H−1 are calculated depends on the specific Quasi-Newton method. For
our calibration tests in section 4, we performed the minimization using the Levenberg-Marquardt
algorithm (Marquardt, 1963) which is a typical approach to solving nonlinear least squares problems
such as the calibration problem of (2.1).
Without an analytic form for the gradient, a finite difference approximation can be used, such
as the simple forward difference quotient, or the symmetric difference quotient. These are given by
D+f(x) ≡ f(x+ h)− f(x)
h
, D±f(x) ≡ f(x+ h)− f(x− h)
2h
respectively, with the latter being significantly more accurate than the first. There are, however,
well known numerical issues that go along with using either of these for the purposes of optimization.
To begin with, they are ill-conditioned and subject to cancellation errors when h gets small enough.
On the other hand, putting h too large results in truncation errors. Even if h is optimally chosen,
the value of D+ (D±) is only half as accurate (two-thirds as accurate) in terms of significant digits
as f(x) (see e.g. Griewank et al. (1987) for a more in-depth discussion).
Another issue is that if the optimization is constrained, which indeed it is in our case, invalid
values can be generated on the boundary by the finite difference approximation due to the x ± h
step. Lastly, the numerical gradient approach misses out on the interdependency between the
different partial derivatives which can be used to speed up the computation of the gradient.
With that in mind, deriving and using the analytic gradient of the objective function (2.1) is
well motivated in our attempt to speed up the calibration of the 3/2 model. We begin by noting
that
∇Θ
(
I∑
i=1
wifi(Θ)
2
)
= 2
I∑
i=1
wifi(Θ)∇Θfi = 2
I∑
i=1
wifi(Θ)∇ΘC(Θ; (K,T )i)
Furthermore, given the formula for the price C(Θ; (K,T )i) for i = 1, . . . , I above, we see that
∇ΘC(Θ; (K,T )i) = −e
−r(T−t)K
pi
×
∫ ∞
0
(
Re(∇Θφ(u)) + Im(∇Θφ(u))u
)
cos(uk) +
(
Im(∇Θφ(u))− Re(∇Θφ(u))u
)
sin(uk)
1 + u2
du (2.6)
Therefore, to calculate the gradient of the objective function in (2.1) with respect to the pa-
rameter vector Θ, we need the gradient of the characteristic function φ, which is presented below
through Theorem 2.1 and its corollary.
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Theorem 2.1. Define
φ˜(ω;u) ≡ eiuxΓ(β − α)
Γ(β)
ζαM (α;β;−ζ)
where α, β and z are univariate functions of ω, with
α′ ≡ dα
dω
, β′ ≡ dβ
dω
, and ζ ′ ≡ dζ
dω
then we have that
Ωω ≡ ∂φ˜
∂ω
= φ˜(ω;u)
[
(β′ − α′)ψ(β − α)− β′ψ(β)
+
(
α′ln(ζ) + α
ζ ′
−ζ
)
+
βG(α;β;−ζ)− αζ ′M(α+ 1;β + 1;−ζ)
βM(α;β;−ζ)
]
(2.7)
where ψ is the digamma function, and
G(α;β;−ζ) ≡
∞∑
n=1
(
α′Hαn − β′Hβn
) (α)n
(β)n
(−ζ)n
n!
Hαn ≡
n−1∑
k=0
1
α+ k
, Hβn ≡
n−1∑
k=0
1
β + k
,
Proof. See Appendix.
Note that if α and β are constant with respect to ω, as is the case when we differentiate the
characteristic function with respect to either η or v, we end up with a significantly simpler form.
Corollary 2.2. The gradient of the characteristic function φ(Θ;u) with respect to Θ = [κ, η, v, σ, ρ]
is given by
∇Θφ = [Ωκ,Ωη,Ωv,Ωσ,Ωρ]
where Ωκ, . . . ,Ωρ are defined in theorem 2.1, and the intermediate derivatives of α, β and ζ with
respect to the parameters are given by
∂α
∂σ
=
2κ
σ3
− iρu
σ2
+
(
−2κ
σ3
+ iρu
σ2
) (
1
2 − pσ2
)− 2q
σ3√(
1
2 − pσ2
)2
+ 2q
σ2
∂α
∂κ
= − 1
σ2
+
1
2σ2
− p
σ4√(
1
2 − pσ2
)2
+ 2q
σ2
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∂α
∂ρ
=
iu
σ
+
−iu
2σ +
iup
σ3√(
1
2 − pσ2
)2
+ 2q
σ2
∂β
∂σ
= 2
(
∂α
∂σ
− 2κ
σ3
+
iρu
σ2
)
∂β
∂κ
= 2
(
∂α
∂κ
+
1
σ2
)
∂β
∂ρ
= 2
(
∂α
∂ρ
− iu
σ
)
∂ζ
∂σ
= −2ζ
σ
∂ζ
∂v
= −ζ
v
∂ζ
∂κ
= −
(
η(T − t)− 1
κ
)
ζ − (T − t)vσ
2
2κ
ζ2
∂ζ
∂η
= −
(
κ(T − t)− 1
η
)
ζ − (T − t)vσ
2
2η
ζ2
with all other partial derivatives equal to zero.
2.2. Optimal Gradient Computation
In computational terms, the most naive approach to solving (2.1) is to apply an optimization
algorithm with finite-difference gradient approximations, and where C(Θ; (K,T )i) is evaluated
individually for each option i without any computational caching. In contrast, the Fast Fourier
Transform method of Carr et al. (1999) computes the option price for an entire grid of strikes for
a given maturity simultaneously. The integrand of the original inversion formulation proposed in
Heston (1993) precludes the use of the FFT since a singularity is present at u = 0. To address this,
Carr et al. (1999) proposed the damped formulation
ψT (u) =
e−r(T−t)φ(u− i(γ + 1))
γ2 + γ − u2 + i(2γ + 1)u
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where T is the maturity of the option set, and γ is a damping coefficient, which needs to be chosen
by hand.4 Given ψT (·), the option price is given by
C(Θ;Ku, T ) ≈ e
−γku
pi
N∑
j=1
δje
−iλµ(j−1)(u−1)eibvjψT (vj)µ (2.8)
where ku = −b+λ(u− 1), vj = µ(j− 1), b = 12Nλ, Ku = eku , and δj = 0.5 for j = 1, N , and δj = 1
otherwise.
In words, λ is the distance between consecutive log strike points, µ is the distance between
consecutive integration nodes, and −b and b are the lower and upper limits on the log strike range,
respectively. Using the FFT to compute the inversion, we set λµ = 2piN . This implies a tradeoff
between the resolution of the integration grid, and the resolution of the strike price grid.
The FFT method has proven useful for a variety of interesting applications in quantitative
finance, see e.g. (Albanese et al., 2004; Chen et al., 2014; Fusai et al., 2016). However, a major
drawback of the method in our setting is that a very large number of integration nodes are required
to obtain a satisfactory level of accuracy, since the integration nodes need to be equally spaced and
that prohibits the use of genuinely efficient integration schemes. Furthermore, we end up with a
far greater number of option prices for each maturity than for which we could hope to have any use
for most calibration purposes. This is because strike prices far in or out of the money tend to be
very illiquid. In other words, most of the option prices we obtain from the FFT are likely matched
to noise in the market data which we would prefer to keep out of the calibration.
A different method of tackling the inversion problem was introduced by Fang et al. (2008). It
is based on a Fourier-cosine expansion and is generally referred to as the COS method. Here, the
inversion integral is replaced by its cosine series expansion, with the series coefficients extracted
directly from the integrand. Using this method, we have that
C(Θ;K,T ) ≈ e−r(T−t)
N∑
j=1
δjRe
{
φ
(
jpi
b− a
)
e−ijpi
a
b−a
}
Vj (2.9)
where a and b are the lower and upper endpoints of the truncated interval of support for the
density function, and Vj depends on the payoff of the derivative. For plain vanilla options, Vj can
4The choice of this parameter has a significant impact on the accuracy of the option prices produced by the
model. Furthermore, the optimal value of this parameter depends on the option maturity, so ideally a different
damping parameter value is required for each maturity present in the set of benchmark options when calibrating the
model.
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be obtained in closed form. Define
χj(c, d) ≡ 1
1 +
(
jpi
b−a
)2[cos(jpid− ab− a
)
ed − cos
(
jpi
c− a
b− a
)
ec
+
jpi
b− a sin
(
jpi
d− a
b− a
)
ed − jpi
b− a sin
(
jpi
c− a
b− a
)
ec
]
(2.10)
and
ψj(c, d) ≡

[
sin
(
jpi d−ab−a
)
− sin
(
jpi c−ab−a
)]
b−a
jpi if j 6= 0,
(d− c), if j = 0
The coefficients for a call and a put option for a given strike are given, respectively, by
V callj =
2
b− aK(χj(0, b)− ψj(0, b))
and
V putj =
2
b− aK(−χj(a, 0) + ψj(a, 0))
The COS method has been reported to be around 20-40 times faster (Fang et al., 2008) than
the FFT method5. Its efficiency depends in part on the maturity, with longer maturities requiring
a lower N than shorter maturities. Another factor is the choice of the truncation, i.e. the interval
[a, b]. In Fang et al. (2008), the following is proposed for the Heston model for maturities T between
0.1 and 10.0:
[a, b] ≡
[
c1 − L
√
c2 +
√
c4, c1 + L
√
c2 +
√
c4
]
where cn is the n-th cumulant of ln(ST /K), and L is a control parameter which in Fang et al.
(2008) is set equal to 10.
A somewhat simpler method, which is of similar computational efficiency as the COS method,
is proposed in Kilin (2011). By noting that the characteristic function φ does not depend on the
strike price K, we see that once we have computed the inversion of φ for a given option i we can
reuse the computed values of φ to quickly compute (2.5) for the remainder of the options that have
the same maturity T as i but different strike prices. In addition, we can couple this approach with
an efficient integration scheme, like Gaussian quadrature.
5We find this difference to be smaller with a more streamlined implementation of the FFT. We would like to thank
an anonymous referee for providing us with the ideas behind making the FFT faster.
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To be more specific, a direct Fourier inversion of the characteristic function in (2.5) means
calculating a discrete approximation to the integral in (2.5), which we can write as
J∑
j=1
bj
{(Re(φ(uj)) + Im(φ(uj))uj ) cos(ujk) + (Im(φ(uj))− Re(φ(uj))uj ) sin(ujk)
1 + u2j
}
(2.11)
where b1, . . . , bJ are the integration weights, and are determined by the integration scheme, along
with the discretization u1, . . . , uJ of the integrand domain.
In a similar fashion, the numerical inversion of the analytic gradient of the characteristic function
can be written as
J∑
j=1
bj
{(Re(∇Θφ(uj)) + Im(∇Θφ(uj))uj ) cos(ujk) + (Im(∇Θφ(uj))− Re(∇Θφ(uj))uj ) sin(ujk)
1 + u2j
}
(2.12)
We first give an outline of the technique of computing the prices of a set of vanilla options
through caching the characteristic function calculations for each maturity without the use of an
analytic gradient, as described in Kilin (2011). We refer to this method hereafter as strike caching
(SC). Let the set of different maturities present in the set of options be denoted by T = {Ts}Ss=1,
and for a given maturity Ts in this set, let K
s = {Ksr}Rsr=1 be the set of different strike prices present
in the set of benchmark options with maturity Ts.
The method works for a given maturity Ts by calculating and caching the grid A = [A1, . . . , AJ ]
where Aj = φ(uj) for j = 1, . . . , J . This grid is then used for the computation of (2.11) for each
strike Ksr , which reduces the number of calls to φ by a factor equal to the number of strikes for
each maturity. To make this work, we need to use the same discretization grid for every option
with maturity Ts.
If we use adaptive quadrature to carry out the inversion, the discretization gridU = [u1, . . . , uJ ],
and the corresponding integration weightsB = [b1, . . . , bJ ], can be obtained simply through keeping
track of the node-weight pairs generated by the quadrature from the calculation of the first option of
each maturity. Alternatively, we can create the discretization in advance by standard interpolation
methods. The application of Algorithm 1 to a finite difference gradient based minimization of
(2.1) is straightforward. Let e = [1, . . . , 1] be a vector of the same dimension as Θ, and let h be a
sufficiently small, positive number. For a central finite difference we simply evaluate SC(·) for the
parameter vectors Θ +he and Θ−he, and then divide the difference of the two return values with
2h, to obtain the gradient of (2.1) at Θ.
The strike caching approach, of course, works just as well for efficiently computing the analytic
gradient of the characteristic function. To gain further performance improvements, however, we
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Algorithm 1 Price Computation with Strike Caching
1: procedure SC(Θ, {(K,T )i}Ii=1)
2: for s = 1, . . . , S do
3: Compute U and B
4: for j = 1, . . . , J do
5: Aj ← φTs(Θ;uj)
6: end for
7: for r = 1, . . . , Rs do
8: Compute (2.11) with A, B, and U
9: Ci ← C(Θ;Ksr , Ts) using (2.5)
10: end for
11: end for
12: return
∑I
i=1wi
(
Ci − CMarketi
)2
13: end procedure
extend the caching concept, which so far has been limited to the strike price dimension, to include
the maturity dimension as well.
While the characteristic function does not depend on the option strike price, which makes the
strike caching technique straightforward, it does indeed depend on the option maturity. However,
if we take a closer look at φ we see that only ζ depends on the maturity. So, calculating φ(Θ;uj)
simultaneously for the entire set T while keeping uj fixed enables us to significantly reduce the
overall computational load, since α and β remain the same for each Ts ∈ T .
Coupling this approach with the computation of the analytic gradient we presented in the
previous section yields an even greater speedup of the calibration procedure. As is apparent from
Theorem 2.1 and its corollary, the partial derivatives of the gradient of the characteristic function of
the 3/2 model have a great deal of overlap. This means we can use the results from the computation
of one partial derivative to help us calculate the remaining ones.
The application of the strike-maturity caching technique to the calibration problem with the
analytic gradient of φ will be referred to hereafter as the Gradient-Maturity-Strike Caching method
(GMSC).
Let Ξα,β denote the Jacobian of (α, β) with respect to the set of calibration parameters, i.e.
Ξα,β =

∂α
∂ω1
. . .
∂α
∂ω5
∂β
∂ω1
. . .
∂β
∂ω5

where ωi ∈ {κ, η, v, σ, ρ}. Similarly, let Ξζ denote the Jacobian of ζ1, . . . , ζS with respect to the
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model parameters, where ζs, for s = 1, . . . , S, is calculated using maturity Ts ∈ T , i.e.
Ξζ =

∂ζ1
∂ω1
. . .
∂ζ1
∂ω5
...
. . .
∂ζS
∂ω1
. . .
∂ζS
∂ω5

Then the GMSC method is given by Algorithm 2.
Algorithm 2 Gradient-Maturity-Strike Caching
1: procedure GMSC(Θ, {(K,T )i}Ii=1)
2: Compute U and B
3: Compute ζ and Ξζ
4: for j = 1, . . . , J do
5: Compute α(uj), β(uj), and Ξα,β(uj)
6: for s = 1, . . . , S do
7: As,j ← φTs(uj)
8: for g = 1, . . . , 5 do
9: Gs,j,g ←
∂φTs(uj)
∂ωg
10: end for
11: end for
12: end for
13: for s = 1, . . . , S do
14: for r = 1, . . . , R do
15: Compute (2.11) with φTs(uj) = Aj,s for j = 1, . . . , J
16: Ci ← C(Θ;Kr, Ts) using (2.5)
17: for g = 1, . . . , 5 do
18: Compute (2.12) with
∂φTs(uj)
∂ωg
= Gj,s,g for j = 1, . . . , J
19: Di,g ←
∂C(Θ;Kr, Ts)
∂ωg
using (2.6)
20: end for
21: end for
22: end for
23: return
[∑I
i=1wi
(
Ci − CMarketi
)
Di,1, . . . ,
∑I
i=1wi
(
Ci − CMarketi
)
Di,5
]
24: end procedure
The order in which the calculations are done in Algorithm 2 is designed to take advantage of
cached intermediate results. In line 2 we compute the integration nodes for the transform inversion,
and in line 3 we compute ζ and Ξζ , which are independent of the integration nodes. In line 5 we
compute α,β and Ξα,β, that are independent of the option maturity. In lines 6-10 we calculate
the grid that consists of the characteristic function values for integration nodes u1, . . . , uJ , as well
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as the partial derivatives of the characteristic function in those nodes. The characteristic function
evaluation can be reused for the gradient computation, and is returned along with the gradient
in our actual implementation, which speeds up the optimization procedure as well. Once we have
computed the characteristic function and its gradient for the grid values U , we use these stored
values to calculate the integral required in (2.5) and (2.6), for the different strikes and maturities
present in the set of benchmark options, as written in lines 13-22. Finally, the algorithm returns
the vector of partial derivatives of the objective function with respect to the model parameters and
spot volatility.
3. Regularization with Risk-Neutral MCMC Estimation
The objective function that corresponds to the nonlinear least squares formulation given by
(2.1) turns out to exhibit numerically signs of being both non-convex and ill-conditioned, as we
discuss in greater detail in section 4. One approach to addressing this issue is to regularize (2.1)
with a penalty function. In other words, we change the problem from (2.1) to the regularized
version
Θ∗ = argmin
Θ
{
I∑
i=1
wifi(Θ)
2 + χH(Θˇ− Θˆ)
}
(3.1)
Here Θˆ = (ωˆ1, . . . , ωˆr), with r ≤ |Θ|, is a regularization point for the parameter vector Θˇ =
(ω1, . . . , ωr), with ωi ∈ Θ for i = 1, . . . , r. Furthermore, H is a function that penalizes solutions to
(3.1) in proportion to how far Θˇ is from the regularization point, Θˆ. Finally, χ is the regularization
coefficient which determines how severely the penalty impacts the calibration. When χ is set large
enough, the objective function becomes convex in Θˇ. If it is too high, however, potentially good
solutions outside the immediate vicinity of the regularization point are ignored. The question then
arises which χ, Θˆ, and H we should choose.
One obvious choice for Θˆ is a historical estimate of the proper model parameters (Cont et al.,
2004). In other words, we estimate {κ, η, σ, ρ} using the time series of prices of the underlying
realized over time. On a conceptual level, the reason why we want historical data in the calibration
is to make the calibration process more robust against the noise inherent in option prices. This
noise comes from sources such as the bid-ask spreads, ”easy number pricing” (i.e. the market prices
of options tend to be given in convenient numbers at the expense of accuracy), and asynchronous
pricing in end-of-day data. Option prices are therefore only an imperfect proxy for the market
pricing measure.
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When the estimation of the model parameters is given by (2.1), the parameter values we obtain
correspond to the risk neutral measure, since the benchmark options are themselves priced under
that measure. Estimation of the parameters under the objective measure, however, involves a
considerably different formulation of the problem, and requires a study of the historical realization
of the price of the underlying. This is relatively straightforward for discrete-time models, such
as GARCH and its variants, where maximum likelihood can be applied directly to the model.
In contrast, the application of standard econometric techniques to continuous-time models are
complicated by the fact that the density is usually not known for the model, so maximum likelihood
is not directly applicable. In addition, the instantaneous volatility is assumed to be unobserved in
the 3/2 model, which further complicates the estimation.
Several methods have been developed in recent years to tackle this problem for continuous-time
stochastic volatility models, such as ’implied state’ GMM (Pan, 2002), and simulated maximum
likelihood (Pedersen, 1995; Santa-Clara, 2002). The approach we have chosen is Bayesian inference
through the Markov Chain Monte Carlo (MCMC) method, see Johannes et al. (2009) for an intro-
duction. Let {St}Tt=0 be a realized time series of prices for an underlying asset, whose dynamics are
given by (1.2), and let Yt = lnSt − lnSt−1, and Y = {Yt}Tt=1. Assume further, for the time being,
that we do not observe the corresponding realization of the time series of instantaneous volatility,
V = {Vt}Tt=1. Lastly, let Θ˜ = (ω˜1, . . . , ω˜r) be the parameters we want to estimate using the histor-
ical data, interpreted in the conventional Bayesian sense (i.e. as stochastic variables). Estimating
Θ˜ using the MCMC approach involves repeatedly drawing samples from the distribution given by
the posterior distribution p(Θ˜,V |Y ). More specifically, assume we have drawn n samples using
the posterior distribution, then the (n+ 1)-th sample for Θ˜ is drawn in the following way,
1. Draw Θ˜
(n+1)
1 ∼ p
(
Θ˜1|Θ˜(n)2 , Θ˜(n)3 , . . . , Θ˜(n)r ,V (n)
)
2. Draw Θ˜
(n+1)
2 ∼ p
(
Θ˜2|Θ˜(n+1)1 , Θ˜(n)3 , . . . , Θ˜(n)r ,V (n)
)
...
r. Draw Θ˜(n+1)r ∼ p
(
Θ˜r|Θ˜(n+1)1 , Θ˜(n+1)2 , . . . , Θ˜(n+1)r−1 ,V (n)
)
With V unobserved we would then, in a similar fashion, also have to repeatedly sample the spot
volatilities, using p
(
Vt|Θ˜(n), V (n)1 , . . . , V (n)T
)
to generate V
(n+1)
t , for each t = 1, . . . , T . As is (cur-
rently) the case for most stochastic volatility models, we do not have a tractable form for p(Vt| · · · ),
so an approximate procedure, such as the Metropolis-Hastings algorithm, is required to sample it.
This is by far the most computationally challenging aspect of the MCMC estimation.
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Note that the procedure outlined above only gives us estimates for the parameters of the model
under the objective measure. This can be useful, for instance, if we are concerned with how well
the model fits the realized price history of the underlying. However, (2.1) is formulated for option
prices, which means the parameters we are after are under the risk neutral measure. This is not
an issue for σ and ρ which, by Girsanov’s theorem, stay the same under each measure, whereas η
and κ change. To obtain the risk neutral version of η and κ we need to include option prices in the
historical estimation as well to estimate the variance risk premium.
To make this point clear, assume that the market price of volatility risk is given by νV 1/2, i.e.
it is linear in volatility6, and let W pt and W
q
t be Brownian motions under P and Q, respectively.
To further clarify our discussion, denote with κp and κq the rate of mean reversion under P and
Q, respectively, and ηp and ηq the long run volatility under P and Q, respectively (as mentioned
above σ and ρ stay the same).
From Girsanov’s theorem, we have that under a change of measure from P to Q the volatility
process
dVt = κ
p(ηpVt − V 2t )dt+ σV 3/2t dW pt
becomes,
dVt = κ
p(ηpVt − V 2t )dt+ σV 3/2t dW qt − σνV 2t dt
= (κp + σν)
(
κpηp
κp + σν
Vt − V 2t
)
dt+ σV
3/2
t dW
q
t
= κq(ηqVt − V 2t )dt+ σV 3/2t dW qt
As we can see from this derivation,
κq = κp + σν (3.2)
and
ηq =
κpηp
κp + σν
(3.3)
so ν affects the rate of mean reversion and long run volatility when we change from P to Q, which
means that if we want historical regularization values for the full set of the model parameters under
Q then we need to estimate ν.
6This is a standard simplifying assumption in both the Heston model and the 3/2 model, as it implies these
models are the same under the objective measure and risk neutral measure, as well as having economic justification,
see Heston (1993).
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Estimation of the variance risk premium is in itself an important part of the study of incomplete
markets, for which MCMC estimation is also suitable. There is, however, the issue that incorporat-
ing option pricing into the MCMC estimation is very computationally challenging. The intuition
we present here is that because we are only interested in the historical estimates of the parameters
of the 3/2 model under the risk neutral measure, we can simply cut out the intermediate step of
estimating the parameters and volatility process under the objective measure altogether by using
historical implied volatility as a proxy for the volatility process V Qt . In other words, instead of
filtering V Pt under P and jointly estimating ν by incorporating past option prices and using formu-
las (3.2) and (3.3) to find the historical estimates of κ and η under Q, we simply take the implied
volatility of short dated options as a proxy for Vt and jump straight into the estimation of the 3/2
model parameters under Q.
While this idea can be implemented in several different ways, we use CBOEs volatility index
VIX for our numerical tests. The VIX is the square root of the risk-neutral expectation of the
S&P500 variance over the following 30 calendar days, as determined by the market.7
With the proxy for V , we now only need to sample p(Θ˜|Y ,V ). And, as we show below, we
can characterize the posterior distribution for each parameter in Θ˜ in closed form, which makes
the MCMC estimation process of the historical data extremely fast.
We begin by discretizing (1.2) to obtain
Yt =
(
r − 1
2
Vt−1
)
∆t+
√
∆tVt−1st
Vt = Vt−1 + Vt−1κ(η − Vt−1)∆t+ V 3/2t−1
√
∆tvt
(3.4)
where st ∼ N(0, 1) and vt ∼ N(0, σ). Note that as we are treating the process (3.4) under the
risk neutral measure, the drift of Y is given by the risk free rate, r. The equations above can be
rewritten in terms of the errors, to give
st =
Yt − r∆t+ 12Vt−1∆t√
Vt−1∆t
vt =
Vt − Vt−1 − Vt−1κ(η − Vt−1)∆t
V
3/2
t−1 ∆t
7In theory, we could choose a volatility index with any time horizon, and deduce the instantaneous volatility by
solving (VIX/100)2 = EQ
[∫ T
t
vudu|Vt = v
]
for Vt. However, while we know the right hand side in closed form (Carr
et al., 2007), the expression is complicated enough that we would in fact be better off simply including estimation of
V in the MCMC procedure.
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Following the setup of Li et al. (2006) for the MCMC analysis of affine jump-diffusion, we change
variables and set ψ = ρσ, and Ω = σ2(1− ρ2). This gives us
(st , 
v
t ) ∼ N
(0, 0),
1 ψ
ψ ψ2 + Ω

We now require the posterior distributions, p(Θ|Y ,V ), which we use to sample the parameter
space. By Bayes’ theorem,
p(ω˜i|Θ˜−i,V ,Y ) ∝ p(Y ,V |ω˜i, Θ˜−i)p(ω˜i)
for i = 1, . . . , 5, where Θ˜−i ≡ Θ˜ \ {ω˜i}. The joint likelihood function for (Y ,V ) is given by
p(Y ,V |Θ˜) = 1
ΩT/2
(
T∏
t=1
1
V 2t−1∆T
)
× exp
(
− 1
2Ω
T∑
t=1
(
(Ω + ψ2)(st )
2 − 2ψst vt + (vt )2
))
Following standard results on the conjugate prior for a normal distribution with unknown
mean and variance (Koch, 2007), the prior we choose for Ω is the inverse gamma distribution, i.e.
Ω ∼ IG(α0, β0), and for the prior for ψ conditioned on Ω we choose the normal distribution, i.e.
ψ|Ω ∼ N(ψ0, p0Ω).
With these priors, the posterior distribution for Ω is given by IG(α̂, β̂), where α̂ = T2 +α0, and
β̂ = β0 +
1
2
T∑
t=1
(vt )
2 +
p0ψ
2
0
2
− p0ψ0 +
∑T
t=1 (
s
t 
v
t )
2
p0 +
∑T
t=1(
2
t )
2
The posterior conditional distribution for ψ given Ω is given by N(ψ̂, σ̂2ψ), where
ψ̂ =
p0 +
∑T
t=1 
s
t 
v
t
p0 +
∑T
t=1 (
s
t )
2
and
σ̂2ψ =
Ω
p0 +
∑T
t=1(
s
t )
2
These posteriors turn out to be the same for the Heston model. The remaining estimators, i.e. for
η and κ, however, turn out to be different.
The prior we choose for κ is the normal distribution, i.e. κ ∼ N(κ0, σ2κ). The posterior is then
given by N(κ̂, σ̂2κ), where
κ̂ =
σ̂2κ
Ω
T∑
t=1
(η − Vt−1)((η − Vt−1)Vt−1∆t− ψ(Yt − r∆t+ 12Vt−1∆t)− 1)
Vt−1
+
σ̂2κ
Ω
T∑
t=1
Vt(η − Vt−1)
V 2t−1
+
σ̂2κκ0
σ2κ
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and
σ̂2κ =
1
∑T
t=1
(Vt−1 − η)2∆t
ΩVt−1
+
1
σ2κ
Likewise, the prior we choose for η is the normal distribution, i.e. η ∼ N(η0, σ2η), and the
posterior is given by N(η̂, σ̂2η), where
η̂ =
σ̂2η
Ω
T∑
t=1
κ(κVt−1∆t− ψ(Yt − r∆t+ 12Vt−1∆t)− 1)
Vt−1
+
σ̂2η
Ω
T∑
t=1
Vtκ
V 2t−1
+
σ̂2ηη0
σ2η
and
σ̂2κ =
1
∑T
t=1
κ2∆t
ΩVt−1
+
1
σ2η
These posterior distributions allow us to sample, and therewith estimate, the parameters κ, η, σ
and ρ in terms of historical returns and the implied volatility proxy. One advantage of the MCMC
estimation procedure is that we naturally get a gauge for the uncertainty over our parameter
estimates. More specifically, from the samples we draw we can calculate the sample covariance
matrix
Q =

q1,1 . . . q1,4
...
. . .
q4,1 . . . q4,4

where
qi,j =
1
N − 1
N∑
n=1
(ω˜i,n − ωi)(ω˜j,n − ωj)
Here, ω˜i,n and ω˜j,n are the nth realizations of parameter i and j, respectively, and ωi and ωj are
their respective sample averages.
We can then utilize this information to determine how to penalize deviations across the indi-
vidual historical estimates, ω˜1, . . . , ω˜4, of the model parameters during the calibration. For this
purpose we have chosen the following parsimonious formulation for the penalty function H.
H(Θˇ− Θˆ) ≡ (Θˇ− Θˆ)TQ−1(Θˇ− Θˆ)
For a linear least squares problem, this form of the penalty function H is often referred to as
Tikhonov regularization (Tikhonov et al., 1979), and has been studied extensively in the literature.
One computational advantage of the MCMC method relevant to our regularization effort is that
if we want to incorporate new data into a prior historical estimate, we do not have to repeat the
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estimation procedure for the entire data set. More specifically, let pi0(Θ˜) be a prior distribution for
the model parameters. Given observations Y = {Yt}Tt=1 and V = {Vt}Tt=1, let
piT (Θ˜) ≡ p(Θ˜|V ,Y ) ∝ pi0(Θ˜)p(V ,Y |Θ˜)
denote the posterior distribution. If we then acquire an additional observation (YT+1, VT+1), we
have that
piT+1(Θ˜) ∝ piT (Θ˜)p(YT+1, VT+1|V ,Y , Θ˜)
where piT+1(Θ˜) is the updated posterior distribution. This means that as time progresses, main-
taining an up-to-date historical estimate by adding price movements and volatilities as they get
realized is reduced to sampling the parameter space for those incoming values.
Lastly, the choice of χ is done on case-by-case basis. No results exist so far, to our knowledge,
that deal definitively with the issue. Roughly speaking, we are after a value for χ which is at least
high enough to produce a convex objective function, but not so high that the parameter search
space becomes degenerate. Our search for χ is discussed in more detail in section 4.
4. Numerical Results
Our numerical experiments tested the speed of the GMSC formulation proposed in section 2
and summarized in Algorithm 2, as well as the pure strike caching formulation of Kilin (2011)
summarized in Algorithm 1, the COS method of Fang et al. (2008), and the Fast Fourier Transform
method of Carr et al. (1999), for a fixed level of accuracy. For this part, we used option prices
derived from the 3/2 model with randomly selected parameter values. We also tested the effects
of regularization as described in section 3 and for this we used S&P500 option data in addition to
realized historical returns of the S&P500. The calibration code was written in C/C++ with Alglib
and GNU GSL using full compiler optimization (/O2,/Ot) with MSVC. The historical estimation
code was written in Python with Numpy and Scipy. The tests were run on an Intel Core i5-4310U
(2.0GHz and 2.6GHz) with 8 GB of memory.
For the first part of our numerical experiments, we timed the gradient computation of (2.1) using
(i) the central finite difference gradient scheme with the FFT method of Carr et al, (ii) the central
finite difference gradient scheme with the COS method, (iii) the central finite difference gradient
scheme with strike caching, and (iv) the analytic formula for the gradient of the characteristic
function where gradient values were cached across both the strike and maturity dimension. Each
gradient evaluation was done using 100 different options; 10 strikes per maturity, for a total of
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10 maturities per evaluation. The list of maturities consisted of the following: 15, 30, 45, 60, 90,
120, 150, 220, 270 and 365 days. The strikes were close to the money, with strike price increments
∆K = 5 for T ≤ 45; ∆K = 10 for 45 < T ≤ 120; and ∆K = 20 for 120 < T ≤ 365. The parameter
values Θ were randomly generated on the intervals given in Table 1.
Once a random value had been generated for Θ, each of the methods in (i)-(iv) was used to
calculate the gradient of (2.1), and the CPU time for each was recorded. This procedure was
repeated for 400 different parameter realizations. For the FFT method we used 212 integration
points with a spacing of 0.125. For the SC and GMSC methods we used Gauss-Legendre quadrature
with 128 points. For the COS method we used the truncation for [a, b] given in section 2.2,
where the cumulants were calculated using numerical differentiation of the characteristic function.
Furthermore, we used a fully vectorized form for the COS method as given in Fang et al. (2008).
The error tolerance of the inversion component for both the vectorized COS method and the FFT
method8 was set at 10−6. Lastly, the step size for the finite difference gradient approach was set
to 64 bit floating point precision.
In addition, we timed the full nonlinear least squares calibration of the 3/2 model with box
constraints using each of these Fourier inversion methods, using the same setup for generating
the option data and the true parameter values as in the gradient tests, with the same parameter
constraints as given in Table 1. The parameter values were randomly generated, as well as the
starting point of the optimization, and then each of the methods (i)-(iv) used to solve the inverse
problem of retrieving the realized parameter values (each method was tested using the same set of
realized parameter values and initial guesses to ensure unbiased comparison). This procedure was
repeated 100 times. The optimization routine was set to stop when the gradient changed less than
2/3 of 64 bit floating point precision between iterations. The summary statistics for these tests are
given in Table 3.
The calibration converged to the true parameter values and terminated within the specified
stopping condition in all 100 test cases for each of the methods (i)-(iv). The mean absolute difference
between the least squares parameter estimates and the true parameter values is given in Table 4.
As can be seen from Tables 2 and 3, the GMSC clearly outperforms the other methods both
8More specifically, the loop calculating the summands of the vectorized inversion of (2.9), and the inversion of
(2.8) was terminated as soon as five consecutive summands turned out to be below the error threshold in absolute
value.
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min max
κ 1.0 50.0
η 0.01 0.90
v 0.01 0.90
σ 5.0 50.0
ρ -1.0 0.50
Table 1: Variable Constraints. These represent the intervals within which we constrained the optimization procedure
for each parameter.
FFT COS SC GMSC
mean 2.621 0.6109 0.5514 0.03519
std 1.730 0.8214 0.5410 0.02320
max 12.79 4.331 3.918 0.1047
min 1.549 0.2988 0.3710 0.01500
Table 2: Computational times in seconds for the central finite difference gradient approximation calculations for the
FFT method, the COS method, the strike caching method (SC), and for the analytic gradient with the gradient-
maturity-strike caching method (GMSC).
in computing the gradient and in the calibration runs. We notice a slight decrease in the speed
gap for the calibration tests, as compared to the pure gradient computations. This is because the
implementation of the Levenberg-Marquardt procedure that we used required in some instances
objective function evaluations independent of the gradient evaluations. Overall, the full calibration
testing procedure is a somewhat noisier method of measurement than the pure gradient testing
procedure, since it introduces the issue of finite accuracy of the finite difference gradient, which
can have an implementation-specific effect on the convergence of the algorithm. Also, different
implementations of a given optimization algorithm can involve varying memory access overhead
which is difficult to control for. From Table 4 we see that the GMSC produces slightly more
accurate estimates on average than the comparison methods. This is not a surprise since the
stopping conditions for the optimization are set right at the cutoff for the accuracy of the central
finite difference gradient. However, all the different calibration methods exhibit good accuracy.
For the second part of our numerical experiments, we tested the effect of the regularization on
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FFT COS SC GMSC
mean 168.3 53.46 48.65 4.499
std 101.9 66.17 43.64 4.013
max 821.7 205.9 174.6 12.17
min 9.562 3.588 1.244 0.0658
Table 3: Computational times in seconds of the calibration runs for the FFT method, the COS method, the strike
caching method (SC), and the gradient-maturity-strike caching method (GMSC).
FFT COS SC GMSC
|κ† − κ∗| 4.10× 10−2 3.05× 10−2 1.61× 10−2 5.16× 10−3
|θ† − θ∗| 4.73× 10−4 3.89× 10−4 3.66× 10−4 1.19× 10−4
|v† − v∗| 8.26× 10−6 1.50× 10−5 1.38× 10−6 6.80× 10−7
|σ† − σ∗| 1.20× 10−3 3.25× 10−3 9.44× 10−4 1.16× 10−4
|ρ† − ρ∗| 4.99× 10−4 6.05× 10−4 2.12× 10−4 8.63× 10−5
Table 4: Mean absolute difference between the model parameter estimates (κ∗, . . . , ρ∗) from the least squares cali-
bration and the true values (κ†, . . . , ρ†) for the FFT method, the COS method, the strike caching method (SC), and
the gradient-maturity-strike caching method (GMSC).
the objective function on market data. More specifically, instead of solving (2.1), we solved (3.1)
for a data setup similar to that of the non-regularized tests. We performed our numerical tests
on S&P500 option data from the 3rd of January 2017 to the 8th of March 2017, for a total of
44 trading days. The total number of options (SPX and SPXW) quoted during this period was
376865.
As in the first part, each calibration consisted of 100 benchmark options; 10 strikes per maturity,
for a total of 10 maturities per trading day. The list of maturities consisted of approximately9 the
same maturities as listed for the speed tests. For each maturity, we chose the 5 out-of-the money
call options and 5 out-of-the money put options with the highest trading volume. We also included
9In the event that less than ten liquid options were present for a given target maturity for a given trading day, we
picked the closest maturity instead which fulfilled the liquid option criteria. In no instance was there a trading day
in which we did not have exactly ten maturities, with ten strikes per maturity.
24
pricing error as an additional stopping criterion. More specifically, we added the condition that
change in pricing error should exceed machine precision and that the pricing error should be strictly
decreasing with each iteration.
Using this market data, we find signs of apparent non-convexity of the least squares problem
to be prevalent when calibrating the 3/2 model. This is in contrast to our tests on simulated data.
Another issue is that for many of the trading days, the calibration tends to return implausible
parameter estimates when unconstrained. In the case of box constraints, the solution to (2.1)
generally tended to be on one or more of the boundaries. To illustrate this, we solve (2.1) using
three different starting points, each of which is close to a different boundary corner. As can be seen
in Figure B.1 in Appendix B, the parameter estimates returned by the optimization routine for the
different starting points differ greatly, implying that the objective function either contains strict
local minima, or is so flat that the optimization fails to find the global optimum due to insufficient
precision.
The reason we observe this behavior is due to the interaction between the model and the data.
The calibration of option pricing models in the risk neutral world for indices like the S&P500
is dominated by close-to-the-money plain European options. The reason we use these options is
because they are the most liquid financial derivatives available, which means they are the most
accurate representation we have for the market pricing measure. The problem is that the prices of
these particular options (unlike, say, path-dependent options) tend to be insensitive to changes in
the parameters of stochastic volatility models like the 3/2 model. It is this lack of sensitivity that
leads to an ill-conditioned Hessian of the least squares objective function, which poses numerical
problems for a second order gradient-based minimization procedure like the Levenberg-Marquardt
method. A consequence of an ill-conditioned Hessian is that noise in the data (see section 3 for a
discussion on noise in option price data) can lead to outsized effects on the calibration results.
To address this problem, we calibrated the regularized version of the objective function, i.e.
(3.1), using the penalty function proposed in section 3. As previously mentioned, the regularization
parameter χ can be thought to represent how strongly the user of the pricing model believes in
the historical estimate, as well as the user’s preferences over model risk. In other words, this value
cannot be derived objectively a priori. Instead, the value ultimately depends on the real world
context in which it is being used.
For illustrative purposes, however, we describe the approach given in Cont et al. (2004) which
builds on Morozov’s discrepancy principle (Morozov, 1966) to calculate χ. It requires that we
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determine the intrinsic error 0 in the data we have. In our case that means the lower bound on
the quadratic calibration error. An obvious source of intrinsic error in the option price data is the
bid-ask spread. Let
20 =
N∑
i=1
wi
(
CAski − CBidi
)2
where wi is defined as in (2.1). The basic intuition behind Morozov’s discrepancy principle is that
we expect that a successful least squares calibration of our model will yield an error
(χ)2 = min
Θ
{
I∑
i=1
wifi(Θ)
2 + χH(Θ− Θ˜)
}
that is not too far away from 20. The problem then becomes that of solving (χ) = δ0 for χ, where
δ is some number larger than 1.
This equation can only be solved through iterative root methods. Each iteration requires solving
(3.1), making this a rather expensive operation. For this reason we only solve this equation for
the first trading day, and then use the resulting χ∗ for the regularized calibration of the remaining
days. We find that this generates very stable parameter estimates across trading days, while the
calibration error remains close to the error of the non-regularized calibration for most of the trading
days. In addition, restarting the calibration from different initial guesses for each trading day reveals
that the regularization eliminates any sign of non-convexity.
We performed the initial historical estimation using the history of daily closing prices of the
S&P500 index from the 2nd of January 2014 to the 2nd of January 2017 and the VIX from that
same period. For the MCMC estimation we used the following parameter priors:
ψ ∼ N
(
0,
Ω
2
)
,Ω ∼ IG
(
2,
1
200
)
, κ ∼ N(0, 1), η ∼ N(0, 1)
where the distributions for κ and η were truncated at zero (making the posteriors also truncated
at zero)10. These priors derive from those used in Li et al. (2006) and Eraker et al. (2003) for the
estimation of the Heston model. The number of samples drawn was 20000, with a burn-in of 5000
iterations, and the total estimation procedure took roughly 18.3 seconds.
For each successive trading day for which we calibrated the 3/2 model we updated the historical
estimates by the change in price and VIX value realized on that same day, using 2000 iterations
10These are uninformative priors and are completely dominated by the likelihood function due to the size of our
data sample. As we verified numerically, changing the parameters of the prior distributions appeared to have no
discernible effect on the historical estimates.
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and no burn-in, since the previous estimate acts as an informative prior, as explained in section 3.
The updating estimation took roughly 1.5 seconds on average.
The resulting historical estimates, Θ˜ and the corresponding covariance matrix Q for those
estimates are given respectively by
Θ˜ ≡

κ
η
σ
ρ
 =

22.46
0.4947
22.72
−0.9085
 ,
and
Q =

2.702 −0.007951 0.02372 −0.0002194
−0.007951 0.0001007 −0.0003903 0.000004462
0.02372 −0.0003903 0.3577 −0.003051
−0.0002194 0.000004462 −0.003051 0.00002612

We used the bisection root finding method for calculating χ∗, with the bisection terminating once
a search interval of length 0.0001 was reached. We set the initial interval for χ as [0, 5], and the
calibration weight, wi, for option i to the reciprocal of its bid-ask spread, i.e.
wi =
1
CAski − CBidi
for i = 1, . . . , I. The corresponding calibration results are shown in Figures 2 and 3 in Appendix
B.
The results in Figure 2 show that the parameter estimates obtained from the regularized cali-
bration are far more stable across trading days than the estimates we obtain from the unregularized
calibration. Furthermore, starting the regularized calibration from the different initial points de-
scribed in the caption of Figure 1 all lead to the same solution, meaning that we could not detect
any non-convexity with the objective function of the regularized calibration.
The results in Figure 3 show that the increased parameter stability is accompanied on average
by a very modest decrease in the in-sample fit, as measured by the normalized mean squared
absolute price error as well as the root mean squared implied volatility error. Overall, the trade-off
between parameter stability and in-sample fit of the regularized version appears very favorable,
making clear the usefulness of the regularization approach.
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5. Conclusion and Discussion
In this paper we have derived the analytic gradient for the characteristic function of the 3/2
model of stochastic volatility and devised an algorithm that exploits its mathematical features to
avoid redundant calculations when calibrating the 3/2 model to option data using the standard
nonlinear least squares approach. We have shown how this can greatly speed up the calibration
process. In addition, we have proposed a form of regularization for the calibration problem that
uses MCMC estimation on historical data to produce both a regularization point, as well as a
damping matrix which we use to produce a parsimonious L2 penalty function.
In our numerical experiments, we compared our calibration algorithm to the FFT method of
Carr and Madan, the COS method of Fang and Oosterlee, and the strike caching method of Kilin.
We find that the method presented here outperforms these by a factor of roughly 37, 12 and
11, respectively. For researchers or practitioners looking to calibrate the 3/2 model, the method
presented here is, to our knowledge, the fastest way to do it so far presented in the literature.
Our numerical experiments furthermore demonstrated that for the market data we had at our
disposal, the least squares calibration of the 3/2 model leads to highly unstable parameter estimates,
both with respect to the initial point of the optimization procedure, as well as across trading days.
The regularization method proposed in this paper was shown to be an effective tool to deal with
these issues, producing a very favorable ratio of parameter estimation stability to in-sample fit.
One aspect of characteristic function pricing which we have not delved into here is the issue of
discontinuities due to branch cuts in the complex plane. This problem has attracted considerable
attention in the case of the Heston model (see e.g. Cui et al. (2017); del Ban˜o et al. (2010);
Albrecher et al. (2007); Ja¨ckel et al. (2005)). However, it remains an open problem in the case of
the 3/2 model, and is of interest with respect to further study and refinement of this model.
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Appendix A. Proof of Theorem 2.1
Proof. First, recall that the gamma function Γ(x) and the digamma function
ψ(x) ≡ Γ
′(x)
Γ(x)
have the following properties, respectively:
(x)n =
Γ(x+ n)
Γ(x)
,
and
ψ(x+ n) = ψ(x) +
n−1∑
k=0
1
x+ k
With this in mind, we see that
∂
∂ω
[
Γ(β − α)
Γ(β)
]
=
(β′ − α′)ψ(β − α)Γ(β − α)Γ(β)− β′ψ(β)Γ(β − α)Γ(β)
Γ(β)2
=
Γ(β − α)
Γ(β)
(
(β′ − α′)ψ(β − α)− β′ψ(β)) ,
and
∂
∂ω
[ ∞∑
n=0
(α)n
(β)n
(−ζ)n
n!
]
=
∂
∂ω
[ ∞∑
n=0
Γ(α+ n)
Γ(β + n)
Γ(β)
Γ(α)
(−ζ)n
n!
]
= (β′ψ(β)− α′ψ(α)) (M(α, β;−ζ)− 1)
+
∞∑
n=1
(
α′(ψ(α) +Hαn )− β′(ψ(β) +Hβn )
) (α)n
(β)n
(−ζ)n
n!
−
∞∑
n=0
nζ ′
(α)n
(β)n
(−ζ)n−1
n!
=
∞∑
n=1
(
α′Hαn − β′Hβn
) (α)n
(β)n
(−ζ)n
n!
− α
β
ζ ′M(α+ 1, β + 1,−ζ)
Furthermore, we have that
∂ζα
∂ω
= ζα
(
α′ ln(ζ) +
αζ ′
ζ
)
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With these results, we have that the derivative of φ˜ is given by
∂φ˜
∂ω
=
∂
∂ω
[
eiux
Γ(β − α)
Γ(β)
ζαM (α;β;−ζ)
]
= eiux
(
∂
∂ω
[
Γ(β − α)
Γ(β)
]
ζαM(α, β;−ζ) + Γ(β − α)
Γ(β)
∂ζα
∂ω
M(α, β;−ζ)
+
Γ(β − α)
Γ(β)
ζα
∂
∂ω
[M(α, β;−ζ)]
)
=
(
(β′ − α′)ψ(β − α)− β′ψ(β)) φ˜+ (α′ ln(ζ) + αζ ′
ζ
)
φ˜
+
( ∞∑
n=1
(
α′Hαn − β′Hβn
) (α)n
(β)n
(−ζ)n
n!
− α
β
ζ ′M(α+ 1, β + 1,−ζ)
)
φ˜
M(α, β;−ζ)
= φ˜
((
(β′ − α′)ψ(β − α)− β′ψ(β))+ (α′ ln(ζ) + αζ ′
ζ
)
+
βG(α, β;−ζ)− αζ ′M(α+ 1, β + 1,−ζ)
βM(α, β;−ζ)
)
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Figure B.1: Estimated parameter values obtained by solving (2.1) for S&P 500 option data for the first 44 trading
days of 2017, using different starting points for the model parameters Θ = (κ, η, v, σ, ρ).
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Figure B.2: Comparison of parameter stability for regularized (χ = 3.86) and non-regularized calibration of the 3/2
model.
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Figure B.3: Comparison of in-sample calibration error between regularized (χ = 3.86) and non-regularized calibration
of the 3/2 model.
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Appendix C. Calibration Of Multi-Factor Models
In this appendix section, we show how the GMSC method for the 3/2 model can be used when
the model is coupled with other stochastic factors for which we know the characteristic function in
closed form. We begin by recalling a well known fact from characteristic function pricing. For the
purpose of demonstration, consider the following general multi-factor log-price model,
dXt =
M∑
m=1
dZt,m, 0 ≤ t ≤ T, (C.1)
where Zt,m is an adapted semimartingale characterized by the parameter set Θ
(m) such that for
each m, the characteristic function for the density of ZT,m is known in closed form and given by
φm
(
Θ(m);u
)
. If the factors Zt,m and Zt,m′ are stochastically independent for any m and m
′ such
that m 6= m′, then we have that the characteristic function for XT is known in closed form and is
given by
φ (Θ;u) =
M∏
m=1
φm
(
Θ(m);u
)
(C.2)
where Θ =
[
Θ(1), . . . ,Θ(M)
]
. Calibrating (C.1) through least squares minimization using gradient-
based methods means calculating the equivalent of
∇Θφ =
[
φ
φ1
∇Θ(1)φ1, . . . ,
φ
φM
∇Θ(M)φM
]
(C.3)
Therefore, the gradient can be calculated separately for each factor while minimizing the least
squares objective function, which means that the computational burden of the factors that corre-
spond to a 3/2 volatility specification can be efficiently reduced using the results given in this paper.
Furthermore, this can be done while simultaneously using efficient gradient calculation techniques
developed for other factors nested in the model. The method given in Cui et al. (2017), for example,
can be used here for any of the M factors that correspond to the square root volatility specification
of the Heston model.
We conclude our discussion with a numerical study of the efficiency of the gradient calculation
methods proposed in this paper for a double 3/2 model (D32),
dSt = µStdt+
√
Vt,1StdBt,1 +
√
Vt,2StdBt,2
dVt,1 = κ1(η1Vt,1 − V 2t,1)dt+ σ1V 3/2t,1 dWt,1
dVt,2 = κ2(η2Vt,2 − V 2t,2)dt+ σ2V 3/2t,2 dWt,2
(C.4)
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and a mixed 3/2-Heston model (H32),
dSt = µStdt+
√
Vt,1StdBt,1 +
√
Vt,2StdBt,2
dVt,1 = κ1(η1Vt,1 − V 2t,1)dt+ σ1V 3/2t,1 dWt,1
dVt,2 = κ2(η2 − Vt,2)dt+ σ2
√
Vt,2dWt,2
(C.5)
where W1,W2, B1 and B2 are standard Brownian motions such that B1 and W1 have instantaneous
correlation ρ1, and B2 and W2 have instantaneous correlation ρ2, with all other factor correlations
equal to zero.
The setup of our numerical tests on D32 and H32 is the same as for the simulated gradient and
calibration speed tests for the one factor 3/2 model in section 4, with the exception that we focus
solely on the strike caching method (SC) of Kilin and the GMSC. In addition, the true values for
κ2, η2, v2, σ2, ρ2 for the square root volatility process in H32 are chosen randomly from within the
box constraints given in Table C.5.
min max
κ2 0.1 10.0
η2 0.01 0.90
v2 0.01 0.90
σ2 0.1 1.0
ρ2 -1.0 0.50
Table C.5: Variable Constraints. These represent the intervals within which we constrained the generation of random
parameter values for the square root volatility component of H32. All other parameter values were simulated using
the box constraints given in Table 1.
The numerical results are given in Tables C.6 and C.7, for the gradient computations and
calibration tests, respectively.
For our tests on D32 we use the GMSC with the analytic gradient derived in this paper separately
for each 3/2 factor. More specifically, we compute C.3 by applying Algorithm 2 separately to
∇Θ(1)φ1, and∇Θ(2)φ2, where φ1 and φ2 are the characteristic functions for single factor 3/2 volatility
models with Θ(1) = [κ1, η1, v1, σ1, ρ1] and Θ
(2) = [κ2, η2, v2, σ2, ρ2], respectively.
For H32 we denote with φ1 the characteristic function for the one factor 3/2 volatility model, and
with φ2 the characteristic function for the one factor square root volatility model. We compute C.3
by applying Algorithm 2 to ∇Θ(1)φ1, and by applying the gradient computation formulas presented
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in Cui et al. (2017) for the Heston model to ∇Θ(2)φ2. We refer to this combined method as the
mixed GMSC (MGMSC) in Tables C.6 and C.7.
SC D32 GMSC D32 SC H32 MGMSC H32
mean 1.231 0.08375 0.6502 0.04807
std 0.8012 0.03913 0.5824 0.02796
max 6.429 0.1799 4.313 0.1271
min 0.9140 0.0415 0.4040 0.01668
Table C.6: Computational times in seconds for the analytic gradient computations with the gradient-maturity-strike
caching method (GMSC) for the double 3/2 stochastic volatility model (D32), and with the GMSC coupled with the
formula from Cui et al. (2017) (MGMSC) for the mixed 3/2-Heston volatility model (H32). The computational times
in seconds for the central finite difference gradient approximation using strike caching (SC) are given as comparison
for both models.
SC D32 GMSC D32 SC H32 MGMSC H32
mean 701.2 58.18 95.67 8.302
std 665.0 47.85 79.15 6.224
max 2374 186.6 325.0 29.08
min 193.6 9.077 10.12 1.257
Table C.7: Computational times in seconds for the calibration runs using the analytic gradient with gradient-maturity-
strike caching method (GMSC) for the double 3/2 stochastic volatility model (D32), and the GMSC coupled with
the formula from Cui et al. (2017) (MGMSC) for the mixed 3/2-Heston volatility model (H32). The computational
times in seconds for the calibration runs using the central finite difference gradient approximation and strike caching
(SC) are given as comparison for both models.
As expected, the time it takes to compute the gradient for D32 is roughly twice the time it
takes for calculating the gradient for the single factor 3/2 model for both the SC and the GMSC.
In contrast, the computational cost of the calibration procedure for the multifactor models is
significantly higher. This is to be expected as well, since the iteration count of the Newton-based
minimization procedure grows superlinearly with the number of decision variables. This serves to
highlight the necessity for numerically efficient calibration techniques for multi-factor models.
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