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a b s t r a c t
Let Γρ be a rooted graph. For any subset S of E(Γ) let Cρ(S) be
the component of S containing ρ. Define r(S) = ∣∣V(Cρ(S))∣∣ − 1,
nulk(S) =
∣∣Cρ(S)∣∣− r(S), and nul(S) = |S| − r(S). With these, define
the three-variable greedoid Tutte polynomial of Γρ, F(Γρ; t, p, q)
by:
F(Γρ; t, p, q) =
∑
S⊆E(Γ)
tr(E)−r(S)pnulk(S)qnul(S)−nulk(S).
This polynomial generalizes the greedoid Tutte polynomial
introduced in 1989 by Gordon and McMahon. Unlike the greedoid
Tutte polynomial, the three-variable greedoid Tutte polynomial
determines the number of g-loops in the graph (loops and edges in a
component ofΓ disjoint from the root). In addition, it is a complete
invariant for the class of rooted loopless connected graphs which
contain at most one cycle. As this is a polynomial of the greedoid
underlying the rooted graph, we also generalize the polynomial to
general greedoids.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Often, when a polynomial invariant is discovered for some mathematical structure, one of the first
questions raised is whether or not it is a complete invariant. This was the case for both the Alexander
and the HomFly polynomials for knots and links and continues for many polynomial invariants of
graphs. In particular the question of whether the Tutte polynomial of a graph is a complete invariant
for different classes of graphs continues to be researched.
In 1954, W. Tutte introduced a polynomial associated to a graph [7]. From this polynomial, one is
able to determine specific information regarding the structure of the graph. As was later determined
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by Crapo [2] and Brylawski [1], this polynomial is associated to the matroid underlying the graph and,
therefore, can be applied to the many different areas where matroids arise naturally. However, since
there is no known matroid naturally associated to a directed graph, this polynomial cannot be applied
to directed graphs.
In 1989, Gary Gordon and Elizabeth McMahon introduced a greedoid Tutte polynomial for rooted
graphs and rooted digraphs [4]. This polynomial is associated to the greedoid underlying these rooted
graphic structures. In addition to studying the information regarding the rooted (di)graph that can be
determined from the polynomial, Gordon and McMahon showed that the polynomial is a complete
invariant for rooted arborescences and rooted trees. Additionally, in [4], they asked whether this
polynomial is a complete invariant of any other classes of rooted graphs, in particular rooted unicyclic
graphs.
By modifying the definition of the polynomial, namely by “splitting” the second variable into two
variables, we introduce a greedoid polynomial which is a complete invariant for rooted unicyclic
graphs in addition to rooted trees. We will also define the polynomial for general greedoids and discuss
the information regarding the greedoid that can be read from the polynomial. We will end with an
example showing that this polynomial cannot be a complete invariant for all rooted graphs. We begin
with the necessary graph theoretical definitions.
Let Γ be a finite graph with edge set E and vertex set V . Let ρ ∈ V be a distinguished vertex called
the root of Γ . Given a set S ⊆ E, we will, in an abuse of notation, use S to denote both the subset of
edges and the graph induced by S.
For each S ⊆ E, we define Cρ(S) to be the component of S containing ρ and the rank of S, r(S), to be
r(S) = ∣∣V(Cρ(S))∣∣− 1. We define the nullity of S, nul(S), by nul(S) = |S| − r(S) and the kernel nullity of
S, nulk(S), by nulk(S) =
∣∣E(Cρ(S))∣∣− r(S). Finally, for ease of notation, we define the corank of S, cor(S),
by cor(S) = r(E)− r(S).
With these definitions, we define the three-variable greedoid Tutte polynomial.
Definition 1. For a finite rooted graph Γρ, the three-variable greedoid Tutte polynomial (TVT
polynomial) of Γρ is defined by:
F(Γρ; t, p, q) =
∑
S⊆E
tcor(S)pnulk(S)qnul(S)−nulk(S).
We will use F(Γρ)when no confusion will arise regarding the variables.
With this definition, it is straightforward to determine F(Γρ) for some small Γ . If Γρ consists of a
single link incident to the root, then F(Γρ) = t + 1. If Γ consists of either a loop or a link not incident
to the root, then F(Γρ) = q + 1. If Γ consists of a pair of parallel edges incident to the root, then
F(Γρ) = (t + 1)+ (p+ 1).
Although it is possible to use this definition to determine F(Γρ) for larger rooted graphs, it will be
more convenient to have a recursive formula for the polynomial. In order to define the polynomial
recursively, let 〈e〉 = {f ∈ E : V(f ) = V(e)}.
Proposition 2. If Γρ is a finite rooted graph and e ∈ E is incident to ρ, then:
F
(
Γρ
) = tr(E)−r(E\e)F (Γρ \ e)+ (p+ 1)|〈e〉|−1F ((Γρ/e) \ 〈e〉) . (1)
Proof. Suppose that Γρ is a finite graph and e ∈ E with e incident to the root. By definition,
F(Γρ; t, p, q) =
∑
e6∈S
S⊆E
tcor(S)pnulk(S)qnul(S)−nulk(S) +∑
e∈S
S⊆E
tcor(S)pnulk(S)qnul(S)−nulk(S).
If e 6∈ S ⊆ E, then cor(S) = r(E)− r(S) = r(E)− r(E\ e)+ r(E\ e)− r(S\ e) = r(E)− r(E\ e)+cor(S\ e).
Furthermore,
∣∣E(Cρ(S))∣∣ = ∣∣E(Cρ(S \ e))∣∣, r(S) = r(S \ e), and |S| = |S \ e|. This implies that
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e6∈S
S⊆E
tcor(S)pnulk(S)qnul(S)−nulk(S) = tr(E)−r(E\e)∑
e6∈S
S⊆E
tcor(S\e)pnulk(S\e)qnul(S\e)−nulk(S\e)
= tr(E)−r(E\e) ∑
S′⊆E\e
tcor(S
′)pnulk(S
′)qnul(S
′)−nulk(S′)
= tr(E)−r(E\e)F((Γ \ e)ρ; t, p, q).
If e ∈ S ⊆ E, then S can be written as a disjoint union S = P ∪ S′ ∪ e, where P = (〈e〉 \ e) ∩ S. Thus∑
e∈S
S⊆E
tcor(S)pnulk(S)qnul(S)−nulk(S) = ∑
S′⊆E\〈e〉
∑
P⊆〈e〉\e
tcor(S
′∪P∪e)pnulk(S
′∪P∪e)qnul(S
′∪P∪e)−nulk(S′∪P∪e)
= ∑
S′⊆E\〈e〉
∑
P⊆〈e〉\e
tcor(S
′∪e)p|P|pnulk(S
′∪e)qnul(S
′∪e)−nulk(S′∪e)
=
 ∑
P⊆〈e〉\e
p|P|
 ∑
S′⊆E\〈e〉
tcor(S
′∪e)pnulk(S
′∪e)qnul(S
′∪e)−nulk(S′∪e)
= (p+ 1)|〈e〉|−1 ∑
S′⊆E\〈e〉
tcor(S
′∪e)pnulk(S
′∪e)qnul(S
′∪e)−nulk(S′∪e)
= (p+ 1)|〈e〉|−1F((Γ/e)ρ; t, p, q).
These equalities together imply that (1) holds. 
The three-variable greedoid Tutte polynomial is a generalization of a greedoid Tutte polynomial that
Gary Gordon and Elizabeth McMahon introduced in 1989 [4].
Definition 3. If Γρ is a finite rooted graph, then the greedoid Tutte polynomial (GMT polynomial) is
defined by:
T(Γρ; t, z) =
∑
S⊆E
tcor Sznul S.
In fact
F(Γρ; t, z, z) = T(Γρ; t, z).
We now consider an example with a graph of small order.
Example 4. Consider the graph rooted at •.
•
?
@@
@@
@@
@
◦ ◦
By deleting and contracting the edge marked with ?we obtain:
F

•
?
@@
@@
@@
@
◦ ◦
 = F

•
?
◦ ◦
+ F

•
?
◦

= t2F

•
◦ ◦
+ F

•
?
◦
+ F

•
?
◦
+ (p+ 1)2
= t2(q+ 1)2 + (t + 1)+ (p+ 1)+ (t + 1)+ (p+ 1)+ (p+ 1)2
= t2q2 + 2t2q+ t2 + 2t + p2 + 4p+ 5.
558 S.J. Tedford / European Journal of Combinatorics 30 (2009) 555–569
It may be more convenient to substitute u = q+ 1 to obtain
F(Γ•; t, p, u) = t2u2 + 2t + p2 + 4p+ 5.
Although the GMT polynomial is an evaluation of the TVT polynomial, many of the proofs about
the GMT polynomial apply directly to the TVT polynomial. A good example of this is the following
lemma, similar to Proposition 2.4 in [4]. For two rooted graphs Γρ and Γ ′ρ′ , we define the rooted graph
Γρ ⊕ Γ ′ρ′ to be the union of the graphs with ρ and ρ′ identified. This graph is rooted at ρ.
Lemma 5. If Γρ = (Γ1)ρ ⊕ (Γ2)ρ then F(Γρ) = F((Γ1)ρ)× F((Γ2)ρ).
Finally, Lemma 2.1 from [4] applied to F(Γρ) follows immediately.
Lemma 6 (Lemma 2.1, [4]). Let Γρ be a rooted graph.
(1) The coefficient of tr(E)−1 is the degree of ρ.
(2) F(Γρ; 1, 1, 1) = 2|E|.
2. Greedoid theory
Although the polynomial has so far been defined in terms of a rooted graph, it actually is defined
on the greedoid structure underlying the rooted graph. We will now review the necessary definitions
from greedoid theory in order to define the three-variable greedoid Tutte polynomial for a general
greedoid.
A greedoid G consists of a finite set E, called the ground set of G, and a nonempty collection, F (G),
of subsets of E, called the feasible sets of G, which satisfy the following properties:
(1) ∅ 6= X ∈ F (G) implies that there exists x ∈ X with X \ x ∈ F (G).
(2) X, Y ∈ F (G)with |X| > |Y| implies that there exists x ∈ X \ Y with Y ∪ x ∈ F (G).
If no confusion will arise, we use F instead of F (G).
Let G be a greedoid with ground set E and feasible setsF . If e ∈ E is not contained it any feasible set,
then e is a loop of G. We also refer to such elements as g-loops. A maximal feasible set of a greedoid G
is called a basis of G.
The rank function of a greedoid G, denoted rG, is a function from 2E into Z≥0 defined by rG(X) =
max{|F| : F ∈ F , F ⊆ X}. We let r(G) denote the rank of a greedoid G, r(G) = rG(E). The nullity of a
set X ⊆ E is defined by nulG(X) = |X| − rG(X). The kernel closure, λG : 2E → 2E, of G is defined by:
λG(X) = {e ∈ E : There exists F ∈ F with e ∈ F and r(X ∪ F) = r(X)}.
Although λG is called a closure, it does not possess all of the properties of an abstract closure, in
fact λG need not be increasing. This allows us to define the kernel nullity of X to be nulk(X) =
|λG(X) ∩ X| − rG(X). We will drop the subscript when no confusion will arise. See [5] for more details
regarding these definitions.
Given a greedoid G, we can delete or contract subsets of E to obtain new greedoids. For any A ⊆ E,
we can delete A to obtain a new greedoid G \ A. G \ A is defined by G \ A = (E \ A,F (G \ A)), where
F (G \ A) = {F ⊆ E \ A : F ∈ F }. Given a feasible set A, we can contract A to obtain G/A, which is
defined by: G/A = (E \ A,F (G/A)), where F (G/A) = {F ⊆ E \ A : F ∪ A ∈ F (G)}. See [5, Section V.4]
for more details about both contractions and deletions.
Although we have used the same notation in this section as in the previous, there is no ambiguity
since the definition of these greedoid terms for the undirected branching greedoid corresponds to the
previous definitions given. Given a rooted graph Γρ, the undirected branching greedoid of Γρ has E(Γ)
as its ground set and a set F ⊆ E is feasible if F is a tree in Γ which contains the root.
We now define the three-variable greedoid Tutte polynomial for a general greedoid as follows:
F(G; t, p, q) =∑
A⊆E
tr(G)−rG(A)pnulk(A)qnul(A)−nulk(A).
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Although when G is the undirected branching greedoid of a rooted graph Γ there exists a recursive
definition of F, in general the recursive formula, if it exists, is not as straightforward, as exhibited by
the following example.
Example 7. Suppose G is the greedoid with ground set E = {a, b, c, d} and feasible sets
F = {∅, {a}, {b}, {c}, {a, b}, {a, c}, {a, d}, {b, d}} .
Through the definition of the polynomial, we determine
F(G; t, p, q) = t2(q+ 1)+ 2tq+ 3t + p2 + 4p+ 4.
Considering the element a, by contracting and deleting a, we obtain:
F(G \ a; t, p, q) = (t2 + 2t + 1)(q+ 1),
F(G/a; t, p, q) = t + 3+ p2 + 3p.
Since r(G \ a) = r(G), if the recursive formula is similar to the formula in Proposition 2 then for
some polynomial C(G, a; t, p, q),
F(G; t, p, q) = F(G \ a; t, p, q)+ C(G, a)F(G/a; t, p, q).
Substituting, this implies that
t + p2 + 4p+ 3− q = C(G, a)(t + 3+ p2 + 3p).
However, this implies that C(G, a) would need to have a negative term. Since F(G/a; t, p, q) has a
positive constant term, this would imply that F(G; t, p, q) has a term with a negative coefficient,
contradicting the definition of the polynomial.
Although a recursive formula seems unlikely, there are ways to simplify the process of determining
F(G; t, p, q) for a general greedoid G. For instance, it is easy to show, as in Lemma 5, that
Lemma 8. If G = G1 ⊕ G2, then F(G; t, p, q) = F(G1; t, p, q)× F(G2; t, p, q).
Similar to the GMT polynomial, the TVT polynomial determines specific information about the
greedoid. In particular, the following facts can be easily shown
Lemma 9. For any greedoid G,
(1) The coefficient of the tr(G)−1 term in F(G; t, p, q) is the number of feasible singletons in G.
(2) F(G; 1, 1, 1) = 2|E|.
(3) F(G; 1, 0, 0) = the number of feasible sets.
(4) F(G; 0, 1, 1) = the number of spanning sets.
(5) F(G; 0, 0, 0) = the number of bases.
An open question is to determine what information about the greedoid can be determined from the
TVT polynomial that cannot be determined by the GMT polynomial.
Although the GMT polynomial is unable to determine the number of g-loops in a greedoid, it does
possess the property that for each loop in G, T(G; t, z) possesses a factor of (z+1). The TVT polynomial,
on the other hand, does determine the number of loops in a greedoid G, for a large class of greedoids
called interval greedoids. A greedoid G is an interval greedoid if, for any A, B, C ∈ F with A ⊆ B ⊆ C
and element a ∈ E \ C,
A ∪ a ∈ F and C ∪ a ∈ F imply B ∪ a ∈ F .
Interval greedoids have the following property.
Lemma 10 (Lemma 3.1 [6]). If G is an interval greedoid, then for all A ⊆ B ⊆ E with nulk(A) = nul(A)
and nulk(B) = nul(B), then nulk(A) ≤ nulk(B).
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This implies that the maximum degree of p in an interval greedoid occurs in a term with a t-degree
of 0. Thus in interval greedoids, E contributes the maximum degree of p to F(G; t, p, q). This allows the
TVT polynomial to determine the number of loops in an interval greedoid.
Proposition 11. Let G be an interval greedoid. Then F(G; t, p, q) = (q+1)kP(t, p, q)where q+1 does not
divide P(t, p, q) if and only if G has exactly k loops.
Proof. Suppose that F(G; t, p, q) = (q+ 1)kP(t, p, q)where q+ 1 does not divide P(t, p, q). Let L(G) be
the set of loops in G and let |L(G)| = l. We will show that l = k.
By Lemma 8, for each e ∈ L(G), q+ 1 divides F(G; t, p, q). Thus l ≤ k.
Let E′ = E\L(G). Thus cor(E′) = 0 and nulk(E′) = nul(E′) = nulk(E)which implies that E′ contributes
a term of the form pm with m the maximum power of p in F(G; t, p, q).
Suppose S ⊂ E′ with cor(S) = 0. Thus r(S) = r(E) = r(E′) and |S| < ∣∣E′∣∣.
nulk(S) ≤ nul(S)
= |S| − r(S)
= |S| − r(E′)
<
∣∣E′∣∣− r(E′) = nulk(E′).
This implies that any set which contributes pmqr to F(G) must contain E′. Since (q + 1)k divides F(G),
there must be a set S ⊆ E which contributes pmqk to F(G). Thus S = E′ ∪ L with |L| = k. Since L ⊆ L(G),
this implies that k ≤ l.
Thus l = k and F(G) = (q + 1)kP(t, p, q) and (q + 1) does not divide P(t, p, q) if and only if G has
exactly k loops. 
We now return to considering the specific case when G is the undirected branching greedoid of a
rooted graph Γρ.
3. The TVT polynomial of undirected branching greedoids
First, since every undirected branching greedoid is an interval greedoid, the last proposition from
the previous section implies:
Corollary 12. For any rooted graph Γρ, Γρ has k g-loops if and only if F(Γρ; t, p, q) = (q + 1)kP(t, p, q)
where (q+ 1) does not divide P(t, p, q).
In [3], Fi was defined to be the class of graphs Γ such that |E(Γ)| − |V(Γ)| = i. Let Gi be the class of
loopless connected graphs with |E(Γ)|− |V(Γ)| = i. The restriction of Γ being loopless and connected
guarantees that Γρ has no g-loops. With this definition, if Γ ∈ Gi, then i can be determined from F(Γρ).
Proposition 13. The following are equivalent for a loopless and connected Γ .
(1) Γρ ∈ Gi.
(2) degp(F(Γρ)) = i+ 1.
(3) There exists a term of the form cpi+1 but no term of the form cpi+2.
Proof. (1) =⇒ (2): Assume Γ ∈ Gi. This implies that |E(Γ)| = |V(Γ)| + i, therefore E contributes a
term of
tcor(E)pnulk(E)qnul(E)−nulk(E)
to the polynomial. Since Γ is connected and loopless, nul(E) = nulk(E). Additionally, nulk(E) =
|E(Γ)|−(|V(Γ)|−1) = i+1. Thus E contributes a term of pi+1 to the polynomial. Since, whenΓ contains
no loops, the highest power of p is contributed by E, this implies that degp(F(Γρ; t, p, q)) = i+ 1.
(2) =⇒ (3) by definition of degree.
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(3) =⇒ (1): Suppose there exists a term of the form cpi+1. This implies that there exists a set S ⊆ E
with r(S) = r(E), and ∣∣Cρ(S)∣∣− r(S) = i+1. Since |E| ≥ ∣∣Cρ(S)∣∣, this implies that |E| ≥ r(E)+ i+1. Since
there is no q term, there are no g-loops and therefore r(E) = |V| − 1. Thus |E| ≥ |V| + i.
Since there is no term of the form cpi+2, then for all subsets A ⊆ E with r(A) = r(E), ∣∣Cρ(A)∣∣− r(A) ≤
i + 1. In particular ∣∣Cρ(E)∣∣ ≤ r(E) + i + 1. Since Γ is g-loop free, Cρ(E) = E and r(E) = |V| − 1. Thus
|E| ≤ |V| + i. Therefore Γ ∈ Gi. 
In particular this proposition implies,
Corollary 14. For any connected loopless graph Γ with ρ ∈ V(Γ),
(1) degp(F(Γρ; t, p, u)) = 0 if and only if Γ is a tree.
(2) degp(F(Γρ; t, p, u)) = 1 if and only if Γ is unicyclic.
Additionally, if ρ is not a cut-vertex of Γ , then, for any term in F(Γρ; t, p, q), the power of q is
restricted by the power of t, as stated in the following proposition.
Lemma 15. If Γ ∈ Gi, ρ is not a cut-vertex, then, for any term of the form ctαpβqγ with α > 0,
γ ≤ α+ i+ 1− degΓ (ρ). Furthermore if α = 0 then γ = 0.
Proof. Suppose that S ⊆ E contributes a term of tαpβqγ to F(Γρ). Thus cor(S) = α and nul(S)−nulk(S) =∣∣S \ Cρ(S)∣∣ = γ. Suppose degΓ (ρ) = k. Without loss of generality, we can assume that S contributes the
maximum value of γ for this value of α. This implies that each edge in Sc connects a vertex in Cρ(S) to
a vertex in S \ Cρ(S).
Furthermore, if β > 0, then we can delete β elements from S and not change the value of α or γ.
Therefore we can assume that β = 0.
Since β = 0, this implies that Cρ(S) consists of a tree rooted at ρ. Therefore Cρ(S) = ⊕ri=1 Ti where
each Ti consists of a tree rooted at ρwith degTi(ρ) = 1 for all i. Since ρ is not a cut-vertex of Γ , for each
Ti, there exists an edge ei ∈ Sc from Ti to S\Cρ(S). If r < k, then there exists edges fj ∈ Sc, j = 1, . . . , k− r
from ρ to S \ Cρ(S). This implies that |Sc| ≥ k.
Thus
γ = ∣∣S \ Cρ(S)∣∣ = |S| − ∣∣Cρ(S)∣∣ = |E| − ∣∣Sc∣∣− ∣∣Cρ(S)∣∣
≤ |E| − r(S)− k = r(E)+ i+ 1− r(S)− k
= α+ i+ 1− k. 
Prior to considering G0 in detail, we look at G−1 and determine properties that the TVT polynomial
has for these graphs.
4. Rooted trees
In [4] Gordon and McMahon proved that the GMT polynomial characterizes rooted arborescences.
Since, from a greedoid point of view, a rooted arborescence and a rooted tree are equivalent, they have
shown that it characterizes all rooted trees. We wish to extend their results to F(Γρ).
Proposition 16 (Theorem 2.8, [4]). Let T1 and T2 be rooted arborescences. If T(T1; t, z) = T(T2; t, z), then
T1 ∼= T2.
Since, for a rooted tree Tρ, T(Tρ; t, z) = F(Tρ; t, p, z), F distinguishes rooted trees.
Corollary 17. Let T1 and T2 be rooted trees. If F(T1; t, p, q) = F(T2; t, p, q) then T1 ∼= T2.
Additionally, by using the same argument that Gordon and McMahon used to prove Proposition
2.7 in [4], we obtain
Lemma 18. Let Γ be a rooted tree with distinguished vertex ρ and suppose deg(ρ) = 1. Then F(Γ ; t, p, q)
is irreducible over Z[t, p, q].
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Fig. 1. Decomposition of T.
Fig. 2. Decomposition of T′ .
We now consider, in greater detail, the form that F(Γρ) can be written when Γ is a tree In fact
we show that there is a “unique” manner in which F can be written, as described in the following
proposition. For the remainder of this section, we consider F as a polynomial in t, p, and u.
Proposition 19. For a rooted tree Tv0 , there exists polynomials g0, . . . , gs ∈ Z[t, u] and a0, . . . , as−1 ∈ Z
with a0 > a1 > · · · > as−1 such that
F(Tv0 ; t, p, u) = g0ta0ua0−1 + g0g1ta1ua1−1 + · · · + g0g1 · · · gs−1tas−1uas−1−1 + g0 · g1 · g2 · · · gs. (2)
if and only if there exists a rooted path P = (vo, e1, v1, . . . , vs−1, es, vs) in T such that T can be “decomposed”
as in Fig. 1.
Proof. Suppose that there exists such a path P with T decomposed as in Fig. 1. If gi denotes
F((Ti)vi ; t, p, u), then by deleting and contracting e1,
F(Tv0 ; t, p, u) = g0ta0ua0−1 + F(T ′v0 ; t, p, u)
where a0 = |E(T)| − |E(T0)| and T ′ is the tree in Fig. 2. Continuing in this manner, we obtain a
decomposition of the polynomial in the form of (2).
Suppose that there exists polynomials gi ∈ Z[t, u], 1 ≤ i ≤ s, and aj ∈ Z, 0 ≤ j ≤ s − 1, with
a0 > a1 > · · · > as−1 such that
F(T; t, p, u) = g0ta0ua0−1 + g0g1ta1ua1−1 + · · · + g0 · · · gs−1tas−1uas−1−1 + g0 · · · gs.
Factoring out g0,
F(T; t, p, u) = g0
(
ta0ua0−1 + g1ta1ua1−1 + · · · + g1 · · · gs−1tas−1uas−1−1 + g1 · · · gs
)
.
By Lemma 18, this implies that g0 is the polynomial of a tree T0 rooted at v0 and thus if T = T0 ⊕ T ′,
then
F(T ′v0 ; t, p, u) = ta0ua0−1 + g1ta1ua1−1 + · · · + g1 · · · gs−1tas−1uas−1−1 + g1 · · · gs.
This implies that T ′ has a single edge e1 from v0 to a vertex v1 and that
F((T ′/e1)v1 ; t, p, u) = g1ta1ua1−1 + · · · + g1 · · · gs−1tas−1uas−1−1 + g1 · · · gs.
Continuing in a like manner, we obtain a path of length s and a decomposition of T as in Fig. 1. 
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Additionally, for any tree T, such a decomposition as in Eq. (2), is unique if G = g0g1 · · · gs is given,
as stated below.
Proposition 20. For eachG = g0g1 · · · gs in the decomposition as in (2), there is at most one decomposition
in the form of (2) with that given G.
Proof. Suppose that there exists two decompositions of F(T; t, p, u) both with the same G. By the
previous proposition, this implies that there are two paths Q = (v0, e1, v1, . . . , es, vs) and Q ′ =
(v0, e
′
1, v
′
1, . . . , e
′
s, v
′
s′) in T and subtrees T0, T1, . . . , Ts, T
′
0, T
′
1, . . . , T
′
s′ with T decomposed along both Q
and Q ′ as in Fig. 1. Let gi = F((Ti)vi ; t, p, u) and g′i = F((T ′i )v′i ; t, p, u). Let P = T \ T0 and P′ = T \ T ′0. If
s = s′ and gi = g′i for all i, then the decompositions of F(T; t, p, u) are equal.
Assume that for some i, gi 6= g′i . Since gi 6= g′i this implies that F(P) 6= F(P′). Yet F(P′) is irreducible,
so F(P′) is a factor of g0. This implies that T = P ⊕ P′ ⊕ T ′ for some tree T ′.
Since F(P′) is a factor of g0, it is a factor of G. Thus, since F(P′) is irreducible, F(P′) is a factor of g′i for
some i. Since P′ is finite, this implies that F(P′) is a factor of g′0. Thus T = P⊕ P′ ⊕ P′ ⊕ T ′′ for some tree
T ′′.
Repeating the argument in the above paragraph, we obtain that P′ ⊕ P′ ⊕ P′ must be a factor of T.
Since T is a finite graph, this process forms a contradiction and therefore gi = g′i for all i and s = s′.
Thus the decompositions of F(Tv0 ; t, p, u) is unique given the term g0 · · · gs. 
With this proposition, we are now ready to consider rooted unicyclic graphs.
5. Rooted unicyclic graphs
We first want to show that the results of Lemma 18 apply to Γ ∈ G0.
Proposition 21. Suppose Γ ∈ G0, and ρ is not a cut-vertex. Then F(Γρ; t, p, q) is irreducible.
Proof. Suppose Γ ∈ G0, ρ is not a cut-vertex, and |E| = m. Assume that F(Γρ; t, p, q) is not
irreducible, i.e. that there exists nontrivial polynomials g1(t, p, q) and g2(t, p, q) with F(Γρ; t, p, q) =
g1(t, p, q)g1(t, p, q). Assume that gi = triqsi + g′i(t, p, q) where ri is the highest power of t and si is the
highest power of q that appears in a term with a t power of ri. Since ρ is not a cut-vertex, its degree is
either one or two. We shall consider each case separately.
Suppose that the degree of ρ is 1. Let e be the edge incident to ρ. Using the recursive formula,
F(Γρ) = tr(E)−r(E\e)F(Γρ\e)+(p+1)|〈e〉|−1F(Γρ/e). Sinceρ is not a cut-vertex and degΓ (ρ) = 1, r(E\e) = 0
and 〈e〉 = {e}. Additionally, F(Γρ \ e) = (q+ 1)m−1. Thus
F(Γρ; t, p, q) = tm−1(q+ 1)m−1 + F(Γρ/e; t, p, q).
Since Γρ/e had m − 1 vertices and is connected, every term in F(Γρ/e) has a t exponent of at most
m− 2.
From the assumptions, r1 + r2 = m− 1 and s1 + s2 = m− 1. If r1 > s1, then
s1 + s2 = m− 1 = r1 + r2 > s1 + r2,
and therefore s2 > r2. This contradicts Lemma 15, therefore r1 ≤ s1. Again from Lemma 15, r1 = s1.
Thus r2 = s2. Since F(Γρ) has p as a term, without loss of generality, assume p is a term of g2. Therefore,
tr1pqr1 is a term in F.
Thus there exists S ⊆ E such that
r(E)− r(S) = r1 = nul(S)− nulk(S) = |S| − r(S)− 1.
Thus |S| = r(E)+ 1, i.e. S = E. Therefore r1 = 0. This implies that g1(t, p, q) = 1 which contradicts the
assumption.
Suppose degΓ (ρ) = 2. Let e, f be the edges incident to ρ. As before, through the recursive definition
of F,
F(Γρ) = tm−1(q+ 1)m−2 + F(Γρ \ e/f )+ F(Γρ/e).
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Fig. 3. A rooted unicyclic graph.
Since each term in F(Γρ\e/f ) and F(Γρ/e)has degree of t at mostm−2, r1+r2 = m−1 and s1+s2 = m−2.
Lemma 15 implies that s1 ≤ r1 − 1 and s2 ≤ r2 − 1, therefore s1 + s2 ≤ r1 + r2 − 2 = m− 3. This forms
a contradiction, therefore F(Γρ) is irreducible. 
We now show that F(Γρ; t, p, u) for Γ ∈ G0 can be written in a unique form similar to that of (2)
for rooted trees. Consider F to be a polynomial in t, p, and u. Let the length of the cycle be n and let the
vertices on the cycle be v0, v1, . . . , vn−1. Γ can be thought of as a cycle with a tree hanging off of each
vi as in Fig. 3.
Lemma 22. Suppose Γρ ∈ G0 has a cycle of length n. Then
(1) F(Γρ; 0, 0, 0) = n.
(2) F(Γρ; t, p, u) can be written in the following form:
F(Γρ; t, p, u) = h0tα0uα0 + h0h1tα1uα1 + · · · + h0h1 · · · hk−1tαk−1uαk−1
+ h0h1 · · · hktαkuαk−1 + · · · h0h1 · · · hm−1tαmuαm−1 + h0h1 · · · hm, (3)
where each of the hi is the polynomial of a tree, and α0 ≥ α1 ≥ · · · ≥ αm.
Proof. (1) By Lemma 9(5), F(Γv0 ; 0, 0, 0) counts the number of bases. In an undirected branching
greedoid, a basis is a spanning tree. Since Γ is unicyclic, each spanning tree consists of all edges
except for one from the cycle. Since there are n edges in the cycle by assumption, F(Γρ; 0, 0, 0) = n.
(2) Suppose first that ρ is on the cycle. Let e and f be the edges of the cycle incident to ρ. By contracting
and deleting e and f ,
F(Γρ) = tcor(E\{e,f })F((Γ \ {e, f })ρ)+ F((Γ \ e/f )ρ)+ F((Γ/{e, f })ρ).
Since Γ \ {e, f } consists of a tree attached to ρ and a set of g-loops, F((Γ \ {e, f })ρ) can be written in
the form of (2). Similarly, Γ \ e/f ∈ G−1 so F((Γ \ e/f )ρ) can be written in the form of (2). Finally,
Γ/{e, f } is unicyclic with a cycle of smaller length, so it can be written in the form of (3). Thus
F(Γρ) can be written in the form of (3).
If ρ is not on the cycle, then there exists a unique edge e incident to ρwhich is on the path from
ρ to the cycle. As before,
F(Γρ) = tcor(E\e)F((Γ \ e)ρ)+ F((Γ/e)ρ).
Also as before, Γ \ e is a tree with a collection of g-loops and therefore F((Γ \ e)ρ) can be written
in the form of (2). The length of the path from ρ to the cycle in Γ/e is less than the length of the
path in Γ and therefroe F((Γ/e)ρ) can be written in the form of (3). Therefore F(Γ) can be written
in the form of (3). 
Before continuing, we consider a specific example where F(Γv0 ; t, p, u) is given and we write in in
the form of (3).
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Example 23. Suppose Γv0 is a rooted unicyclic graph with
F(Γv0 ; t, p, u) = t11u9 + t10u9 + t10u7 + t10u6 + t9u7 + 3t9u6 + 2t9u5 + 2t9u4 + 3t8u6
+ 4t8u5 + 7t8u4 + 6t8u3 + t8u2 + t7u6 + 3t7u5 + 8t7u4 + 19t7u3 + 10t7u2
+ 4t7u+ t6u5 + 3t6u4 + 21t6u3 + 30t6u2 + 20t6u+ 4t6 + 9t5u3 + 40t5u2
+ 40t5u+ 24t5 + t4u3 + 25t4u2 + 40t4u+ 60t4 + 6t3u2 + 20t3u+ 80t3 + 4t2u
+ 60t2 + 24t + 4+ t8pu3 + 3t7pu3 + t7pu2 + t7pu+ 3t6pu3 + 4t6pu2 + 5t6pu
+ t6p+ t5pu3 + 6t5pu2 + 10t5pu+ 6t5p+ 4t4pu2 + 10t4pu+ 15t4p+ t3pu2
+ 5t3pu+ 20t3p+ t2pu+ 15t2p+ 6tp+ p.
By factoring out the p with the constant term of 4, we obtain:
F(Γv0 ; t, p, u) = t11u9 + t10u9 + t10u7 + t10u6 + t9u7 + 3t9u6 + 2t9u5 + 2t9u4 + 3t8u6
+ 4t8u5 + 7t8u4 + 2t8u3 + t8u2 + t7u6 + 3t7u5 + 8t7u4 + 7t7u3 + 6t7u2
+ t6u5 + 3t6u4 + 9t6u3 + 14t6u2 + 5t5u3 + 16t5u2 + t4u3 + 9t4u2 + 2t3u2
+ (p+ 4)(t + 1)3(t2u+ t + 1)(t3u2 + t2 + 2t + 1).
Rearranging the terms,
F(Γv0 ; t, p, u) = (t11u9 + t10u9)+ (t10u6 + 3t9u6 + 3t8u6 + t7u6)+ (t10u7 + t9u7 + t9u5
+ 3t8u5 + 3t7u5 + t6u5)+ (t9u4 + 3t8u4 + t8u3 + 3t7u4 + 4t7u3 + t6u4
+ 6t6u3 + 4t5u3 + t4u3)+ (t9u5 + t8u5 + t8u4 + t8u3 + 2t7u4 + 3t7u3
+ t7u2 + t6u4 + 3t6u3 + 4t6u2 + t5u3 + 6t5u2 + 4t4u2 + t3u2)+ (t9u4
+ 3t8u4 + t8u2 + 3t7u4 + 5t7u2 + t6u4 + 10t6u2 + 12t5u2 + 5t4u2 + t3u2)
+ (p+ 4)(t + 1)3(t2u+ t + 1)(t3u2 + t2 + 2t + 1).
By factoring out the terms of the form tαuα−1, we obtain
F(Γv0 ; t, p, u) = (t + 1)t10u9 + (t3 + 3t2 + 3t + 1)t7u6 + (t4u2 + t3u2 + t3 + 3t2 + 3t + 1)t6u5
+ (t5u+ 3t4u+ t4 + 3t3u+ 4t3 + t2u+ 6t2 + 4t + 1)t4u3
+ (t6u3 + t5u3 + t5u2 + t5u+ 2t4u2 + 3t4u+ t4 + t3u2 + 3t3u+ 4t3 + t2u+ 6t2 + 4t + 1)t3u2
+ (t6u2 + 3t5u2 + t5 + 3t4u2 + 5t4 + t3u2 + 10t3 + 12t2 + 5t + 1)t3u2
+ (p+ 4)(t + 1)3(t2u+ t + 1)(t3u2 + t2 + 2t + 1).
Factoring each term, we finally obtain
F(Γv0 ; t, p, u) = (t + 1)t10u9 + (t + 1)3t7u6 + (t + 1)(t3u2 + t2 + 2t + 1)t6u5
+ (t + 1)3(t2u+ t + 1)t4u3 + (t + 1)(t3u2 + t2 + 2t + 1)(t2u+ t + 1)t3u2
+ (t3u2 + t2 + 2t + 1)(t + 1)3t3u2 + (p+ 4)(t + 1)3(t2u+ t + 1)
× (t3u2 + t2 + 2t + 1).
Thus the polynomial has been written in the form of the previous lemma.
We now proceed to show that F distinguishes rooted unicyclic graphs. Although F counts the
number of loops and number of edges not connected to the root, it cannot tell the difference and cannot
determine where loops are attached. We will assume that all graphs are loopless and connected. We
first consider a specific case.
5.1. The root on the cycle
Before considering the case for a general ρ, we consider the case when the root is on the cycle. In
particular, we assume ρ = v0. We let Ti be the tree rooted at vi and, as before, let F((Ti)vi ; t, p, u) be
denoted by gi. We now show that F distinguishes rooted unicyclic graphs whose root is v0.
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Theorem 24. If F(Γv0 ; t, p, u) is the three-variable polynomial of a unicyclic graph with root on the cycle,
then F can be written uniquely (up to order) in the form:
F(Γv0 ; t, p, u) = f0tα0uα0−1 + f1tα1uα1−1 + · · · + fmtαmuαm−1 + (p+ n)g,
where
(1) g ∈ Z[t, u] and fi ∈ Z[t, u] for 0 ≤ i ≤ m,
(2) α0 ≥ α1 ≥ α2 ≥ · · · ≥ αm, and
(3) fi|g for all 0 ≤ i ≤ m.
(4) fi is the polynomial of a tree.
Proof. From the previous proposition, we know that F can be written in such a form. All that remains
to be proven is that this form is unique. We will show this by induction on n, the length of the cycle.
Suppose first that n = 2. This implies that Γ is the following graph, with the root, v0 inside of the tree
T0 and T1 is another tree hanging from v1.
T0 T1
This implies that F(Γ) can be written as
g0t
α0uα0−1 + (p+ 2)g0g1.
If F(Γ) = h0tβ0uβ0−1 + (p + 2)h, then since h0 divides h, this implies that h0 is a factor of F. By
Proposition 21, since h0 is a factor of F, h0 is the polynomial of a factor of Γ , thus h0 = g0. Therefore,
this implies that h/h0 = g1. Thus the form of F is unique.
Assume that the form is unique for all graphs whose cycle length is n−1. Suppose Γ has a cycle length
of n. Let v1 be a vertex adjacent to v0 on the cycle and let e be the edge between v0 and v1. By the
recursive definition of F, F(Γ ; t, p, u) = F(Γ \e; t, p, u)+F(Γ/e; t, p, u). In consideringΓ/e, this graph is
unicyclic with n−1 edges in its cycle. Furthermore, the cycle consists of vertices v0, v2, v3, · · · vn−1 with
tree Ti hanging off of vertex vi for i > 0 and tree T0⊕ T1 hanging off of vertex v0. Thus by the inductive
hypothesis with the previous proposition and the fact that F(T0⊕ T1; t, p, u) = g0g1, F(Γ/e; t, p, u) can
be written uniquely as
g0g1t
α0uα0−1 + g0g1g2tα1uα1−1 + · · · + (p+ n− 1)g0g1 · · · gn−1
for some α0 ≥ α1 ≥ · · · ≥ αk and some k.
Since there is a decomposition of Γ \ e into a path with each [Ti] hanging off of each vertex in the
path, by Proposition 20, F(Γ \ e; t, p, u) can be written uniquely in the form:
g0t
β0uβ0−1 + g0g1tβ1uβ1−1 + · · · + g0 · · · gn−2tβn−2uβn−2−1 + g0 · · · gn−1.
This implies, since each piece is unique and the terms are all positive, the sum of the two pieces
must be unique. In other words, F(Γ ; t, p, u) can be written uniquely in the form required. 
We now want to use this form of writing F(Γ ; t, p, u) to show that the polynomial determines the
rooted unicyclic graph. We exhibit this process by continuing the previous example.
Example 25. Suppose that Γ has the following polynomial:
F(Γρ; t, p, v) = (t + 1)t10u9 + (t + 1)3t7u6 + (t + 1)(t3u2 + t2 + 2t + 1)t6u5
+ (t + 1)3(t2u+ t + 1)t4u3 + (t + 1)(t2u+ t + 1)(t3u2 + t2 + 2t + 1)t3u2
+ (t + 1)3(t3u2 + t2 + 2t + 1)t3u2(p+ 4)(t + 1)3
× (t2u+ t + 1)(t3u2 + t2 + 2t + 1).
Written this way, there are 6 functions f1 = t + 1, f2 = (t + 1)3, f3 = (t + 1)(t3u2 + t2 + 2t + 1),
f4 = (t+1)3(t2u+ t+1), f5 = (t+1)(t2u+ t+1)(t3u2+ t2+2t+1), and f6 = (t+1)3(t3u2+ t2+2t+1).
For each fi, define βi by
βi = degt(F(Γρ))+ 1− degt(fi)− αi.
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Thus β1 = 1, β2 = 2, β3 = 2, β4 = 3, β5 = 3, and β6 = 3. Define Bj to be the set of fi such that βi = j.
Thus
B1 = {f1}, B2 = {f2, f3}, and B3 = {f4, f5, f6}.
The unique element inB1 is g0, thus g0 = t+1. Without loss of generality, we can assume that f2, one
of the elements inB2, is g0g1. This implies that f3 = g0g3. Thus g1 = (t+1)2 and g3 = t3u2+ t2+2t+1.
Finally, this implies that g2 = t2u+ t+ 1. Thus this is the polynomial of the following rooted unicyclic
graph:
◦ •
~~
~~
~~
~
@@
@@
@@
@ ◦ ◦
◦
@@
@@
@@
@ ◦
~~
~~
~~
~
◦
◦ ◦ ◦
◦ ◦
We can now proceed to show that F can distinguish rooted unicyclic graphs whose root is on the
cycle.
Theorem 26. Suppose that Γv0 is a rooted unicyclic graph with v0 on the cycle. Γ can be reconstructed
from F(Γv0 ; t, p, u).
Proof. If
F(G; t, p, u) = f0tα0uα0−1 + · · · + fktαkuαk−1 + (p+ n)f0f1 · · · fn−1,
then, by the uniqueness of the form, for each 1 ≤ i ≤ k, there is si and ti such that
fi = g0g1 · · · gsign−1 · · · gn−ti .
If we define
βi = degt(F(G))+ 1− degt(fi)− αi,
then
βi = 1+ si + ti.
This implies that βi determines how many trees make up fi. Thus, the set of fi’s are partitioned by the
values of βi. Therefore, the possible values of βi range from 1 to n− 1. Define
Bj = {fi : βi = j}.
Thus
∣∣Bj∣∣ = j.
We will use theBi’ s to determine gj. Since g0 is the unique element ofB1, g0 can be determined. If
B2 = {f1, f2}, then we can assume, without loss of generality, that f1 = g0g1 and f2 = g0gn−1. Thus both
g1 and gn−1 can be determined.
Suppose that g0, g1, . . . , gs, gn−1, . . . , gn−s have all been determined. Consider Bs+2. Since Bs+2
consists of
h1 = g0g1g2 · · · gs+1,
hi = g0g1 · · · gs+1−ign−1 · · · gn+1−i, for 2 ≤ i ≤ s+ 1, and
hs+2 = g0gn−1gn−2 · · · gn−s−1,
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of which hi, for 2 ≤ i ≤ s+ 1 can be determined, there remains exactly 2 unknown elements. Suppose
Bs+2 = {f1, f2, f3, . . . , fs+2}, we can assume that f1 and f2 are the unknown elements. This implies that
{f1, f2} = {h1, hs+2}.
There are three possibilities: If g0g1 · · · gs divides f1 but not f2, then f1 = h1 and f2 = hs+2. If g0g1 · · · gs
divides f2 but not f1, then f1 = hs+2 and f2 = h1. Otherwise g0g1 · · · gs divides both f1 and f2. This implies
that g0gn−1 · · · gn−s also divides both f1 and f2. Thus the factors in g0g1 · · · gs+1 are exactly the factors in
g0gn−1 · · · gn−s−1.
Consider Bs+3. Once again, three possibilities occur: If f1gn−1 appears and f2gn−1 does not appear,
then f1 = h1 and f2 = hs+1. If f1gn−1 does not appear and f2gn−1 does appear, then f1 = hs+1 and f2 = h1.
Otherwise f1gn−1 and f2gn−1 both appear. This implies that gn−1 = g1. In this case, considerBs+4.
Once again, either h1 and hs+1 are determinable, or g2 = gn−2. Continuing in a like manner, we
either determine h1 and hs+1 or we determine that for 1 ≤ i ≤ s, gi = gn−i. In this case, we can assume
without loss of generality that f1 = h1 and f2 = hs+1. Thus we can determine gs+1 and gn−s−1.
Since gi is determinable for all 0 ≤ i ≤ n − 1, and F(Ti) distinguishes the tree, this implies that Γρ
can be determined. 
5.2. Root off of the cycle
In order to prove the case when the root is off of the cycle, we will proceed by induction on the
distance of the root from the cycle. In order to do this, we need to show that this information can be
determined from the polynomial.
Since Γ is unicyclic, there is a unique path from the root to the cycle. Suppose that e is an edge on
this path that is incident to the root. By deleting e, since the number of edges in the component of Γ \e
containing the cycle is the number of vertices in that component, we get a term with the degree in t
equal to the degree in u. For each edge in the path we get such a term. In fact this is the only way we
can obtain such a term. Thus the number of terms of this form is exactly the number of edges on the
path from the root to the closest vertex on the cycle. This gives the following lemma:
Lemma 27. Suppose that Γρ is a unicyclic rooted graph. Then the number of terms in F(Γρ; t, p, u) of the
form atnun is exactly the number of edges from the root to the closest vertex on the cycle.
Theorem 28. Let Γρ and Γ ′ρ′ be rooted unicyclic graphs. If F(Γρ; t, p, u) = F(Γ ′ρ′ ; t, p, u) then Γρ ∼= Γ ′ρ′ .
Proof. Suppose that Γρ and Γ ′ρ′ are rooted unicyclic graphs with F(Γρ) = F(Γ ′ρ′). Since the length of
the path from the root to the cycle can be determined from F, suppose that the length of the path is
m. we will proceed by induction on m.
If m = 0, i.e. if ρ lies on the cycle, then by Theorem 26, Γρ ∼= Γ ′ρ′ . Suppose m > 0 and that
the inductive hypotheses hold. By Lemma 6.1, the degree of ρ is determined by F, thus assume
degΓ (ρ) = deg′Γ (ρ′) = k.
Case 1. k = 1. Let e, e′ be the edge emanating from ρ and ρ′. Thus
F(Γρ; t, p, u) = F(Γρ/e; t, p, u)+ tr(Γρ)−r(Γρ\e)F(Γρ \ e; t, p, u).
Since r(Γρ)− r(Γρ \ e) = |E| − 1. and F(Γρ \ e; t, p, u) = u|E|−1, this implies that
F(Γρ; t, p, u) = F(Γρ/e; t, p, u)+ t|E|−1u|E|−1.
Similarly
F(Γ ′ρ′ ; t, p, u) = F(Γ ′ρ′/e′; t, p, u)+ t|E
′|−1u|E′|−1.
Since |E| = ∣∣E′∣∣, this implies that F(Γρ/e; t, p, u) = F(Γ ′ρ′/e′; t, p, u). Thus by induction, Γρ/e ∼= Γ ′ρ′/e′.
Since degΓ (ρ) = 1, this implies that Γρ ∼= Γ ′ρ′ .
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Fig. 4. Two rooted nonisomorphic graphs.
Case 2. k > 1. Γ is a direct sum of k components: Γ1,Γ2, . . . ,Γk and Γ ′ is a direct sum of k
components: Γ ′1,Γ ′2, . . . ,Γ ′k, one for each edge emanating from ρ and ρ′. Since
F(Γρ; t, p, u) =
k∏
j=1
F
(
(Γj)ρ; t, p, u) ,
F(Γ ′ρ′ ; t, p, u) =
k∏
j=1
F
(
(Γ ′j )ρ′ ; t, p, u
)
,
each polynomial in the products are irreducible and Z[t, p, u] is a unique factorization domain, this
implies that, after renumbering, F
(
(Γi)ρ; t, p, u) = F ((Γ ′i )ρ′ ; t, p, u) for all i.
Without loss of generality we can assume that Γ1 and Γ ′1 are both unicyclic. Thus by the proof
of Case 1, this implies that (Γ1)ρ ∼= (Γ ′1)ρ′ . Since for i > 1, Γi is a rooted tree, by Corollary 17,
(Γi)ρ ∼= (Γ ′i )ρ′ . Thus Γρ ∼= Γ ′ρ′ .
Thus by induction, the theorem is proved. 
The next natural question to ask is similar to 5.3 in [3]. What is the smallest k so that there exist non-
isomorphic rooted graphs Γ ,Γ ′ ∈ Gk such that F(Γρ; t, p, q) = F(Γ ′ρ′ ; t, p, q)? From Theorem 28, k ≥ 1.
Consider the two graphs in Fig. 4. Assume that they are rooted at vertex ? and vertex ?′ respectivley.
Since these graphs are not isomorphic, yet for the edge e and e′,Γ \e ∼= Γ ′\e andΓ/e ∼= Γ ′/e′, their TVT
polynomials are clearly equal. This implies that k ≤ 7. See Example 4.1 in [3], for further explanation.
Another natural open question is to consider the case for rooted directed graphs. It is known that
the TVT polynomial characterizes rooted arborescences. Can this result be generalized to other classes
of digraphs?
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