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ABSTRACT
Based on weak lensing data from the Canada-France-Hawaii Telescope Lensing Survey (CFHTLenS),
in this paper we study the mass–concentration (M–c) relation for ∼ 200 redMaPPer clusters in the
fields. We extract the M–c relation by measuring the density profiles of individual clusters instead
of using stacked weak lensing signals. By performing Monte Carlo simulations, we demonstrate that
although the signal-to-noise ratio for each individual cluster is low, the unbiased M–c relation can
still be reliably derived from a large sample of clusters by carefully taking into account the impacts
of shape noise, cluster center offset, dilution effect from member or foreground galaxies, and the
projection effect. Our results show that within error bars the derived M–c relation for redMaPPer
clusters is in agreement with simulation predictions. There is a weak deviation in that the halo
concentrations calibrated by Monte Carlo simulations are somewhat higher than that predicted from
Planck cosmology.
Subject headings: dark matter–galaxies: clusters: general–galaxies: halos–gravitational lensing: weak
1. INTRODUCTION
Clusters of galaxies are important tracers of large-
scale structures in the universe. Their properties,
such as the mass function and density profiles,
are tightly related to cosmology and the nature of
dark matter particles and therefore carry abundant
cosmological information (e.g., Press & Schechter
1974; Allen et al. 2004; Markevitch et al. 2004;
Randall et al. 2008; Tinker et al. 2008; Komatsu et al.
2011; Clowe et al. 2012; David et al. 2012; Lagana´ et al.
2013; Planck Collaboration et al. 2014).
In the cold dark matter (CDM) paradigm, high-
resolution simulations reveal an approximately universal
density profile for dark matter halos with the logarithmic
slope ln ρ(r)/ln r ∼ −1 at the inner part and ∼ −3 at the
outer part (Hernquist 1990; Navarro et al. 1996, 1997;
Huss et al. 1999; Diemer & Kravtsov 2014). A charac-
teristic radius rs for a halo is conventionally defined as
the radius at which ln ρ(r)/ln r = −2. The correspond-
ing concentration parameter is c∆ = r∆/rs, where r∆ is
the halo radius within which the average density is ∆
times the critical density ρcrit or the mean density of the
universe, depending on specific definitions. The larger
c∆ is, the more centrally concentrated is the matter dis-
tribution.
The Navarro–Frenk–White (NFW; Navarro et al.
1996, 1997) profile is the one widely adopted to de-
scribe the density profile of dark matter halos, which
contains two parameters, the characteristic density and
radius. The Einasto profile involving three parameters
has also been proposed, aiming to give a better fit to
the halo density profile (Einasto 1965; Gao et al. 2008;
Retana-Montenegro et al. 2012; Dutton & Maccio` 2014).
In this paper, we will focus on the NFW profile, which
is given by
ρ(r) =
ρs
(r/rs)(1 + r/rs)2
, (1)
where ρs and rs are respectively the characteristic den-
sity and scale radius. Equivalently, the two parame-
ters can be replaced by the halo mass M∆ within r∆
and the concentration parameter c∆. Simulations show
that there is a tight correlation between c∆ and M∆
with a scatter of ∼ 0.1− ∼ 0.2 in log c∆ given an M∆
(Jing 2000; Bullock et al. 2001; Neto et al. 2007). For
the overdensity parameter ∆, different values can be
taken for different purposes. For X-ray-related stud-
ies, ∆ = 500 or even larger is usually adopted because
the X-ray emission of a cluster is strongly centrally con-
centrated (e.g., Arnaud et al. 2005; Morandi et al. 2007;
Young et al. 2011). For weak lensing analyses that can
cover outer parts of clusters, ∆ = 200 or ∆vir(z) is of-
ten used. In this paper, we adopt ∆ = 200 relative to
the critical density of the universe, and we will drop the
subscript ∆ hereafter.
The correlation between the concentration parameter
and the mass of dark matter halos, often referred to as
the mass–concentration (M–c) relation, carries impor-
tant cosmological information. Understanding its be-
haviors is therefore a subject under intensive investi-
gations both theoretically via simulations and observa-
tionally. From the theoretical side, while it is known
that the M–c relation is related closely to the halo as-
sembly history, the predictions from different simula-
tion studies still vary significantly (e.g., Klypin et al.
2011, 2014; Ludlow et al. 2012, 2013; Prada et al. 2012;
Dutton & Maccio` 2014; Correa et al. 2015). Recent in-
2vestigations show that a more universal form related to
the concentration parameter cmay be the concentration–
peak height ν = δc(z)/σ(M, z) relation, where δc(z) is
the critical density fluctuation extrapolated linearly to
the epoch of halo formation and σ(M, z) is the rms of
linear density fluctuations at redshift z smoothed over
a kernel with the scale corresponding to mass M (e.g.,
Ludlow et al. 2014; Diemer & Kravtsov 2015). This is
expected physically given the mass accretion histories of
dark matter halos. The M–c relation is then implicitly
embedded in the c–ν relation. A more accurate depen-
dence of c on M , ν, or other physical quantities needs
to be further studied for the purpose of precise cosmol-
ogy. On the other hand, a power-law M–c relation is
a relatively good approximation for clusters spanning a
narrow mass range.
Assuming c ≈ A(M/Mp)α, simulations show that
the slope α ∼ −0.1 at low redshift, which is nearly
independent of cosmology. However, the amplitude
A depends on cosmology and increases significantly
with time (e.g., Bullock et al. 2001; Zhao et al. 2003;
Dolag et al. 2004; Shaw et al. 2006; Duffy et al. 2008;
Gao et al. 2008; Zhao et al. 2009; Mun˜oz-Cuartas et al.
2011; Fedeli 2012; Bhattacharya et al. 2013; Du & Fan
2014). It should be noted that different choices of the
pivot massMrmp and of ∆ used to calculate halo masses
also lead to different A.
Observationally, extensive analyses have been done
to probe the M–c relation of dark matter ha-
los. A number of studies based on individual anal-
yses for a sample of clusters show a steeper de-
pendence of c on M than that predicted by sim-
ulations (e.g., Ettori et al. 2010; Okabe et al. 2010;
Oguri et al. 2012; Wiesner et al. 2012; Sereno & Covone
2013; Merten et al. 2015; Umetsu et al. 2015). Fedeli
(2012) investigated the baryonic cooling effect on the pro-
file of dark matter halos. They conclude that the steep
slope of α can be reproduced by adjusting the baryon
fraction according to halo mass. However, feedback from
active galactic nuclei and supernovae can compensate for
the contraction effect of baryonic cooling (Duffy et al.
2010; Mead et al. 2010; King & Mead 2011). Therefore,
the net effect of baryonic physics is still under debate.
On the other hand, it is pointed out that the sam-
ple variance, selection bias, and the narrow mass range
considered may lead to a bias for the observation-
ally derived M–c relation (Mandelbaum et al. 2008;
Ettori et al. 2010; Sereno et al. 2015). In particular, the
error correlations between M and c can affect the analy-
ses significantly. Auger et al. (2013) show that the con-
straints on M200 and c of a dark matter halo derived
by combining the observed Einstein radius and the mass
estimate for the inner part M500 from optical richness
have highly correlated scatters, which in turn can re-
sult in a steep M–c relation resembling the degenerate
direction between M and c. Concerning weak lensing
analyses, in Du & Fan (2014) with simulated clusters,
we demonstrate that the shape noise from background
galaxies can lead to significant scatters for the constraints
onM and c. The scatters are strongly correlated because
of the degeneracy between M and c with respect to the
weak lensing shear signals. Such correlated scatters can
bias the apparentM–c relation and make it steeper than
that of simulated halos. Assuming the errors of logM
and log c being Gaussian, we develop a Bayesian method
taking into account the error correlations. We demon-
strate that for the number density of background galax-
ies ng > 10 arcmin
−2, our Bayesian method works well
in extracting the unbiased M–c relation for dark matter
halos (Du & Fan 2014).
The error correlations have been taken into account in
recent observational lensing studies. With high-quality
weak lensing data from Suprime-Cammounted on the 8.2
m Subaru telescope, Okabe & Smith (2015) analyze 50
X-ray luminous clusters. Applying a Bayesian linear re-
gression method (e.g., Kelly 2007) with the error correla-
tions between M and c included, they obtain an M–c re-
lation for the cluster sample with a slope α = −0.13+0.16−0.17,
consistent with simulations. Umetsu et al. (2015) per-
form studies for 16 bright X-ray clusters using both
strong and weak lensing (shear and magnification) ob-
servations. With the same Bayesian linear regression
method adding a log-normal distribution for the intrin-
sic cluster mass, they derive a constraint on the slope
parameter α = −0.44±0.19. In these analyses, the corre-
lated errors in logM and log c are taken to be Gaussian,
which can be a good approximation given their high-
quality data with ng > 10 arcmin
−2 for weak lensing
observations.
In this paper, we study the M–c relation from weak
lensing analyses using the Canada-France-Hawaii Tele-
scope Lensing Survey (CFHTLenS). We perform individ-
ual studies for ∼ 200 redMaPPer clusters (Rykoff et al.
2014) and derive the M–c relation from the sample. We
will see in Section 2.3 that for about one-half of our clus-
ters, the number density of background galaxies used
in weak lensing analyses is low with ng < 8 arcmin
−2.
Therefore the errors for the derived logM and log c
are large and cannot be well described by Gaussian el-
lipses. Consequently, the M–c relation obtained from
the Bayesian method including only the Gaussian cor-
related errors still suffers from a bias (Du & Fan 2014).
On the other hand, in Du & Fan (2014), we point out
that including an additional mass-related observable in-
dependent of weak lensing effects in the analyses can help
to break the degeneracy between M and c, and there-
fore to reduce the apparent bias on the weak-lensing-
derived M–c relation. Indeed, stacked weak lensing
analyses in which the binning of clusters or groups is
based on either their optical richness or their luminos-
ity/stellar mass show that the slope of the derived M–
c relations is consistent with that predicted from nu-
merical simulations, although discrepancies exist for the
amplitude (e.g., Johnston et al. 2007; Mandelbaum et al.
2008; Covone et al. 2014; Shan et al. 2015).
In view of the large errors in weak-lensing-determined
M and c from CFHTLenS, in this paper we therefore
take the approach to add external constraints onM from
the optical richness given by the redMaPPer catalog to
break the degeneracy between M and c. We also pay
attention to the impacts of other effects on our weak
lensing studies, such as the off-center and the dilution
effects. We show that although the signal-to-noise ratio
is low for individual clusters, an unbiased M–c relation
can still be extracted from a large sample of clusters once
the possible bias effects are taken into account carefully.
Throughout the paper, we adopt the cosmological model
3from Planck with ΩM = 0.315, ΩΛ = 0.685 and h = 0.673
(Planck Collaboration et al. 2014).
The rest of the paper is organized as follows. In Section
2, we describe the data used in our studies, both the
foreground cluster catalog and the background galaxies.
In Section 3, we present the procedures of weak lensing
analyses. The Monte Carlo simulation studies are shown
in Section 4. The results are presented in Section 5.
Summaries will be given in Section 6.
2. OBSERVATIONAL DATA
2.1. Foreground Clusters
Our cluster sample is taken from the public redMaP-
Per v5.10 cluster catalog, which is based on the pho-
tometric data of Sloan Digital Sky Survey (SDSS) DR8
(Aihara et al. 2011; Rykoff et al. 2014; Rozo et al. 2015).
The redMaPPer algorithm is designed to find galaxy
clusters using multicolor photometric data through two
stages of analyses. A calibration stage is meant to cali-
brate the model of red sequence galaxies as a function of
redshift empirically, which is then utilized in the cluster-
finding stage to identify galaxy clusters and measure
their richness. The two stages proceed iteratively to give
rise to a final cluster catalog.
For each redMaPPer cluster, an optimized richness λ
is obtained from the sum of membership probabilities,
taking into account the masked region and survey depth.
The cluster catalog contains clusters with at least 20 de-
tected members, i.e., with λ/S(z) > 20, where S(z) is
the richness scale factor accounting for the limited sur-
vey depth (Rykoff et al. 2014; Rozo et al. 2015). The
photometric redshift (photo-z) distribution of the clus-
ters ranges from zλ = 0.08 to 0.55. For cluster centering,
the redMaPPer algorithm assigns each member galaxy a
centering probability Pcen according to its luminosity, its
red sequence redshift, and the local cluster galaxy den-
sity around it. The probabilities that the other member
galaxies are central are also taken into consideration. In
our analyses, we take the galaxy with the highest Pcen
as the central galaxy of a cluster. It will be seen later
that the information of Pcen is very helpful in our weak
lensing analyses.
The overlapping area between SDSS DR8 and
CFHTLenS is ∼ 120 deg2. In the overlapping regions,
there are 287 redMaPPer clusters. They form the base
sample used in our studies.
Because lensing effects depend on line-of-sight (LOS)
mass distributions, we need to treat properly the cases
with more than one cluster along an LOS. For that,
we divide the clusters into isolated ones and paired
ones. Two clusters are defined as a pair if the angu-
lar separation θ12 between their central galaxies is less
than 1.5h−1Mpc[1/Dd(z1) + 1/Dd(z2)] (z1 < z2), where
Dd(z1) and Dd(z2) are the angular diameter distances
to the two clusters, respectively. In accord with θ12, we
define R12 as the corresponding physical size at the lower-
redshift lens plane with R12 = Dd(z1)θ12. In the current
analyses, we discard cases with more than two clusters
along an LOS. Also, with the objective of reducing the
mask effect on density profile fitting, we further exclude
clusters (and pairs) with mask fraction fm > 5% within
the radius of 0.5h−1Mpc/Dd around their centers. Here
we follow the method of Shirasaki et al. (2013) to de-
fine masks. Specifically, a pixel with size 0.1 arcmin is
marked as a mask if there are no source galaxies from
CFHTLenS within a radius of 0.5 arcmin around it. To
avoid possible false masks due to sparsity of source galax-
ies, we include all CFHTLenS galaxies with photo z when
defining masks. After the exclusion, our final lens sam-
ple contains a total of 220 clusters with 158 isolated ones
and 31 pairs.
Figure 1 shows the redshift (left) and richness (right)
distributions for our lens sample (red) and the general
redMaPPer catalog with 26, 350 clusters (black), respec-
tively. The dotted lines indicate the corresponding me-
dian values. It is seen that our lens sample is a fair
representation of the full catalog.
2.2. Source Galaxies
Our weak lensing analyses are based on the CFHTLenS
catalog, which is constructed from the five years of obser-
vational data from the CFHT Legacy Survey (CFHTLS)
(Heymans et al. 2012; Hildebrandt et al. 2012;
Benjamin et al. 2013; Erben et al. 2013; Miller et al.
2013). The survey has four patches (W1, W2, W3, and
W4) and in total 171 pointings with complete five-band
u∗, g′, r′, i′(y′), z′ observations, where the y′-band filter
replaced the original i-band filter after it was broken in
2008. In this paper, we only use the shape measurements
in the y′ band for weak lensing studies if the source
galaxies were observed by both y′ and i′ bands. The
“lensfit” method is employed for shape measurements
of source galaxies. We select target galaxies by setting
the object classification parameter FITCLASS = 0.
The mask parameter is set to MASK ≤ 1 for selecting
galaxies not severely affected by various observational
effects. The lensfit weight for the selected galaxies
satisfies ω > 0 (Miller et al. 2013). For CFHTLenS, the
photo-z distribution P (z) for each galaxy is estimated by
the Bayesian Photometric Redshifts (BPZ) code based
on the five-band observational data. The maximum
peak of the distribution P (z) is marked as zs = zBPZ
(Hildebrandt et al. 2012).
2.3. Number-density Distribution of Source Galaxies
For each cluster, we select a field-of-view (FOV) region
around its center for weak lensing analyses. As shown in
Figure 1, our lens clusters have a redshift distribution.
We therefore choose an FOV with a fixed physical area
of 4h−1Mpc×4h−1Mpc for each cluster. The angular re-
gion of the FOV then varies and is (4h−1Mpc/Dd)
2. For
paired lens systems, the FOV is centered at the midpoint
of the two cluster centers, and the side angular length is
(R12 + 4h
−1Mpc)/Dd(z1).
In each FOV, we only choose the selected CFHTLenS
galaxies with photo z in the range (zd + 0.1, 1.3) as the
background source galaxies, where zd (> 0.08) is the lens
cluster redshift. For a paired lens system, zd is taken to
be the highest redshift of the two. The upper bound of
this source redshift range is chosen according to the stud-
ies of Heymans et al. (2012) showing that the photo-z
estimates in the range of (0.2, 1.3) are reliable in com-
parison with the spectroscopic redshifts for CFHTLenS.
The lower bound zd + 0.1 is set to suppress the possible
signal dilutions caused by foreground or member galax-
ies.
4Figure 1. Normalized redshift (left) and richness (right) distribution of clusters. In both panels, black histograms are for all of the
redMaPPer clusters (26,350 in total). Red is for the clusters in CFHTLenS. Dotted lines indicate the median values of the corresponding
distributions.
We estimate the effective number density of source
galaxies in each FOV by
nbg =
Neff
(1− fm)Ω (2)
where Ω and fm are the total area and the mask frac-
tion of the considered FOV, respectively. The effec-
tive number of galaxies Neff is estimated by, following
Heymans et al. (2012),
Neff =
(
∑
ωi)
2∑
ω2i
(3)
where ωi is the lensfit weight for ith galaxy, and the sum
is over all chosen background galaxies in the FOV.
Figure 2. The normalized probability distribution of the effec-
tive number density nbg scaled by the corresponding median value
nbg,median. Black and red histograms are respectively for the dis-
tribution in angular size and physical size. The medians of the dis-
tributions are shown in the top right corner with the same color.
The vertical dotted lines indicate the position of medians of the
distributions.
Figure 2 shows the normalized probability distribution
of nbg for lens clusters. The black distribution presents
the distribution in units of arcmin−2 and the red is in
units of h2Mpc−2. The vertical dashed lines indicate
the corresponding medians. We see that for the lens
clusters in our consideration, the median value of nbg
is ∼ 8.3 arcmin−2, and about one-third of the clusters’
FOVs have nbg > 10 arcmin
−2.
As described above, our background galaxies for clus-
ter weak lensing analyses are selected only based on their
photometric redshifts. Because of photo-z errors, some
foreground or member galaxies may be misidentified as
background galaxies, which in turn can lead to the dilu-
tion of lensing signals. To evaluate the possible contam-
inations, we look for concentrations of galaxies around
the isolated clusters.
Specifically, we define a quantity fn(R) as
fn(R) =
n(R)
n(R′)
− 1 (4)
where n(R) is the number density of targeted galaxies
in a narrow annulus centered at radius R from a cluster
center, and R′ is adopted to be 2h−1Mpc, the outer edge
of our chosen FOV.
The black lines in the left panel of Figure 3 present
the stacked fn over all the isolated lens clusters as a
function of radius for source galaxies with redshift cut-
off zs,d = zs − zd > 0, 0.1, 0.2, and 0.3 (from top to
bottom), respectively, where zs is taken to be zBPZ from
CFHTLenS. For clarity, we only show error bars for the
case with zs,d > 0.1, where the errors are estimated using
100 bootstrap resamplings of the galaxies in the stack.
It is seen clearly that the higher the redshift cut for the
source galaxies, the flatter the line is. Note that we use
the cut zs,d > 0.1 in our lensing analyses. In this case,
fn ∼ 7% in the inner part. Our analyses for clusters in
different richness bins show that fn is nearly independent
of the cluster richness (i.e., mass).
It is noted that the definition of fn in Equa-
tion (4) implicitly assumes a uniform distribution of
background galaxies in the clusters’ FOV. However,
the lensing magnification effect of clusters can re-
sult in a nonuniform distribution of background galax-
5Figure 3. Left: the number density excess fraction fn and the lensing magnification depletion fraction fµ. The black lines show, from
top to bottom, fn for source galaxies with redshifts zs,d > 0, 0.1, 0.2, and 0.3, respectively. For clarity, we only show error bars for the
case with zs,d > 0.1. The gray lines show the median depletion fraction fµ for each of the 158 clusters. The red line presents the estimated
median depletion fraction for the cluster sample. The blue line shows the corresponding median interloper fraction fI for zs,d > 0.1. Right:
normalized number density nˆm of galaxies with redshift in the range |zs − zd| < 0.05. The solid line shows the NFW fitting by fixing
the mass to be 2.04M14 (corresponding to richness λ ∼ 34). The errors in both panels are estimated from 100 bootstrappings. All of the
clusters are stacked in this analysis.
ies (e.g., Broadhurst et al. 1995; Ellis 1997; Mellier
1999; Mandelbaum et al. 2005; Umetsu et al. 2011a,b;
Okabe & Smith 2015; Umetsu et al. 2015). The decrease
of fn in the very central region seen in Figure 3 is an in-
dication of such an effect. Therefore, to estimate the
contamination fraction better, we need to take into ac-
count the nonuniform distribution of background galax-
ies that is due to the lensing magnification bias (e.g.,
Okabe & Smith 2015), which depends on the mass and
redshift of lens clusters and on the source redshift distri-
butions.
Estimated from our Monte Carlo mock simulations to
be detailed in Section 4, the gray lines in the left panel
of Figure 3 show the median depletion fraction fµ of
background galaxies for each of the 158 isolated clus-
ters, where fµ = µ(R)
2.5s−1 − 1, µ = 1/[(1− κ)2 − |γ|2]
is the lensing magnification, and s depends on the lu-
minosity function of background galaxies and is taken
to be s = 0.15 in our analyses (e.g., Broadhurst 1995;
Umetsu et al. 2014, 2015). Darker lines are for clusters
with higher richness. It is seen that more massive clus-
ters generate a larger magnification bias. The red line
shows the median value of fµ of all of the 158 clusters
with fµ ∼ −8% in the innermost bin. This is much
smaller than that shown in Okabe & Smith (2015) for
their X-ray-luminous clusters. Our redMaPPer cluster
sample has a median richness of λ ∼ 34, which cor-
responds to the mass of M200 ∼ 2 × 1014h−1M⊙ ac-
cording to the mass–richness relation shown in Section
3.2.1, in contrast to M200 ∼ 7×1014h−1M⊙ for the sam-
ple used in Okabe & Smith (2015). Furthermore, the
CFHTLenS weak lensing observations used in our anal-
yses are shallower than their targeted observations with
Suprime-Cam on Subaru. The smaller lens clusters and
the lower source redshifts result in a lower level of mag-
nification bias.
Including the lensing magnification depletion effect,
the contamination fraction can then be estimated by
fI(R) =
1 + fn(R)
1 + fµ(R)
− 1. (5)
The blue line in Figure 3 shows median fI for zs,d > 0.1
by using fn of the black solid line and fµ of the red line.
We will discuss the dilution effect with the contamination
rate estimated without and with the magnification bias
included, respectively, in Section 4.
As a further test, we also analyze the normalized sur-
face number density profile for galaxies lying within the
range −0.05 < zs,d < 0.05. It is defined as
nˆm(R) =
nm(R)− nm(R′)
Nm,tot − piR′2nm(R′)
(6)
where nm(R) is the number density in an annulus of
radius R, Nm,tot denotes the total number of targeted
galaxies within radius R′, which is fixed to be 2h−1Mpc.
The stacked nˆm(R) over our lens clusters is shown in
the right panel of Figure 3. This distribution can be re-
lated to the surface number density distribution of cluster
member galaxies.
The number-density profile of member galax-
ies for clusters of galaxies has been studied ex-
tensively based on observations and simulations
(e.g., Lin et al. 2004; van den Bosch et al. 2005;
Chen et al. 2006; Budzynski et al. 2012; Guo et al.
2012; Vogelsberger et al. 2014). It is also popularly
modeled as an NFW profile. In accord with the defini-
tion of nˆm(R), we normalize the projected NFW density
profile to define Σˆ(R) as follows:
Σˆ(R) =
ΣNFW(R)− ΣNFW(R′)
Σtot − piR′2ΣNFW(R′)
(7)
where ΣNFW(R) is the NFW surface number density at
radius R and Σtot = 2pi
∫ R′
0 RΣNFW(R)dR. When fitting
6Σˆ(R) to the stacked nˆm(R), we obtain an estimate for the
average concentration parameter to be c ≈ 2.11 ± 0.33.
Note that here we fix the mass to be M = 2.04M14
(M14 ≡ 1014h−1M⊙), corresponding to the median rich-
ness of the sample λ ∼ 34 from the richness–mass relation
under the cosmology we consider. We will see in Section
5 that this result is consistent with our weak lensing anal-
yses.
We note that to obtain the stacked fn and nˆm(R)
shown in the left and right panels of Figure 3, we assume
that the optical center for each cluster is the true cen-
ter without considering the possible off-center effect. Its
impact on our weak lensing analyses will be analyzed in
Section 5. The off-center effect can also change slightly
the profile of fn. Because this effect is much smaller
than the large statistical uncertainties of fn for our clus-
ter sample, we neglect the off-center effect on fn in our
studies here.
3. WEAK LENSING ANALYSIS
In this section, we describe our weak lensing analyses
for the selected clusters. After a brief introduction of
the weak lensing theory, we present details of the NFW
fitting method.
3.1. Weak Lensing Effects from Lens Clusters
Massive clusters are the dominant contributors to their
LOS weak lensing signals. For each cluster, its lensing
effect on a background source can be described by using
the thin lens approximation, in which the lensing poten-
tial is given by (Bartelmann & Schneider 2001)
∇
2Φ = 2κ, (8)
where κ = Σ/Σcrit is the lensing convergence, with Σ
being the LOS projected surface density of the cluster.
The critical surface density is defined by
Σcrit =
c2
4piG
Ds
DdDds
(9)
where Ds, Dd, and Dds are the angular diameter dis-
tances from the observer to the source, to the lens, and
from the lens to the source, respectively. The induced
observational effects can be described by the Jacobian
matrix
A =
(
1− κ− γ1 −γ2
−γ2 1− κ+ γ1
)
= (1− κ)
(
1− g1 −g2
−g2 1 + g1
)
(10)
where γi (i = 1, 2) are the lensing shear components with
γ1 = (∂
2
11Φ−∂222Φ)/2 and γ2 = ∂212Φ, and gi = γi/(1−κ)
is the corresponding reduced shear component.
The lensing effect from a lens cluster leads to a shape
distortion for a background galaxy. Its observed elliptic-
ity is then given by
e =
es + g
1 + g∗es
, (11)
where the ellipticity e is defined by
e = e1 + ie2 =
1− b/a
1 + b/a
exp(2iϕ), (12)
with b/a and ϕ being the axial ratio and the orientation
angle of the approximate ellipse of the observed image
derived from the quadrupole moments of its light distri-
bution. The intrinsic ellipticity es is defined in the same
way with respect to the unlensed image.
It has been shown that without considering the intrin-
sic alignments of source galaxies, the expectation value
of the above defined ellipticity is an unbiased estimate
of g (Seitz & Schneider 1997). Therefore we can derive
lensing signals from the observed e and further constrain
the density profile of a lens cluster.
As shown in Section 2, there are paired clusters in
our lens sample. For these systems, both clusters con-
tribute to the lensing signals. In the weak lensing limit,
the distortions caused by the two lenses are additive
(Chae et al. 2001; Israel et al. 2012):
g ≃ g(1) + g(2) (13)
where g(1) and g(2) are the reduced shears from the two
clusters at redshift z1 and z2, respectively. Equation (13)
will be used in analyzing paired clusters.
Observationally, source galaxies span a range of red-
shifts. Because of the redshift dependence of the lensing
signals as seen from Equation (9), galaxies at different
redshifts experience different lensing effects even if the
lens is the same. To separate the redshift dependence
of the signals from their dependence on the lens density
profile, a scale factor can be introduced in g:
g =
γ
1− κ =
Fγf
1− Fκf (14)
where F = ΣfΣ
−1
crit. In this paper, we fix Σf to be
1 × 1015M⊙Mpc−2. The scaled quantities γf and κf
then depend only on the density profile of the lens.
According to pade´ approximation (Press et al. 1992;
Seitz & Schneider 1997), the redshift average of reduced
shear g in a local region can be written as
〈g〉 = 〈F 〉γf
1− κf 〈F 2〉/〈F 〉 (15)
where angle brackets 〈 〉 denote the average of the quan-
tities over the redshift distribution of source galaxies.
Equation (15) will be used to model the lensing signals
theoretically, to be compared with observational data.
3.2. NFW Fitting
As seen from Equation (15), in order to model the
lensing signals expected from a lens cluster, we need the
quantities 〈F 〉 and 〈F 2〉. We estimate them from the
CFHTLenS galaxies used in our weak lensing analyses.
Specifically, for a source galaxy in CFHTLenS, a photo-z
distribution P (z) is given in addition to the best-fit zBPZ
(Hildebrandt et al. 2012). To utilize this information in
the analyses, we calculate the critical surface density for
each source galaxy by
Σ¯−1crit =
∫ ∞
zd
dzΣ−1crit(zd, z)P (z) (16)
where zd is the redshift of the considered lens cluster.
The corresponding scale factor is F = Σf Σ¯
−1
crit.
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〈F 〉 =
∑
ωiFi∑
ωi
, 〈F 2〉 =
∑
ωiF
2
i∑
ωi
, (17)
where the sum is over all the source galaxies in each of the
radial bins or grids for isolated clusters or paired clusters,
respectively, and ωi is the weight of the ith source galaxy
from lensfit.
The observed lensing signals are estimated from the
galaxy ellipticities given in the CFHTLenS data catalog.
We pay attention to the corrections of the additive bias
c2 and the multiplicative bias m in the shear measure-
ments. Following Miller et al. (2013), we correct the ad-
ditive bias c2 to the e2 component for each source galaxy
(hereafter we denote this corrected one as e2). The cor-
rection for the multiplicative bias should be done statis-
tically. The average of the observed e is then calculated
by
〈e〉 =
∑
ωiei∑
ωi(1 +mi)
(18)
where again the sum is over the source galaxies in each
of the radial bins or grids.
For an isolated lens, we analyze the average tangential
shear signals in different radial bins around the lens cen-
ter. Therefore the tangential component et instead of e
is used in Equation 18. The tangential component et for
each galaxy is calculated by
et = −[e1cos(2φ) + e2sin(2φ)], (19)
where φ is the angle of the line connecting the source
galaxy and the lens center.
3.2.1. NFW Fitting for Isolated Clusters
Our studies aim to constrain (M, c) for each lens cluster
from weak lensing analyses and subsequently to derive
the M–c relation for the lens sample.
In Du & Fan (2014), we show that the shape noise
leads to strongly correlated errors in the weak-lensing-
constrained (M, c) for individual clusters due to the de-
generate dependence of the reduced shear on the two
parameters M and c. This in turn can result in a sig-
nificant bias in the derived M–c relation. The higher
the shape noise is, the larger the bias, with notably a
steeper slope for the fitted power-law relation of c(M)
in comparison with the underlying true M–c relation.
To account for the noise effect, we introduced a Bayesian
method that includes the correlated error matrix in com-
paring a model (M, c) to the weak-lensing-constrained
(M, c). In that, we assumed that the error distribution
of each individually constrained (M, c) follows the two-
dimensional (2D) Gaussian distribution in log space. We
showed that the approximation works well for cases with
nbg > 10 arcmin
−2. We also pointed out that including
cluster observables that are good mass indicators in weak
lensing analyses as priors can help to suppress the shape
noise effect significantly (Du & Fan 2014).
In our current studies with CFHTLenS, as shown in
Figure 2, the typical number density of source galaxies
used in the analyses is nbg ∼ 8 arcmin−2, and the result-
ing shape noise is rather high. Therefore its bias effect
on the derived M–c relation is significant as expected.
Because of the high noise level, the Gaussian approxima-
tion about the error distribution of (M, c) may not be
valid. Thus here we will not use the Bayesian method
developed in Du & Fan (2014) to correct for the bias ef-
fect from the shape noise. Instead, when constraining
(M, c) for each lens cluster from weak lensing data, we
will employ a prior on M based on the mass–richness
(M–λ) relation of redMaPPer clusters.
Old et al. (2015) carefully examined different mass es-
timators based on cluster observables using simulated
clusters. They concluded that the richness-based mass
estimate methods perform the best. Particularly for the
richness determined by the redMaPPer algorithm, they
analyzed the mass determination using the abundance-
matching method. It is shown that no systematic bias
exists for the estimated mass (Old et al. 2015). There-
fore here we adopt the abundance-matching method un-
der the cosmological model we considered to derive the
M–λ relation for redMaPPer clusters. Specifically, we
use clusters with z < 0.35, which are shown to be com-
plete for the catalog (Rykoff et al. 2014), to estimate the
M–λ relation. We follow the procedures described in the
Appendix B of Rykoff et al. (2012). The intrinsic scatter
of mass given a richness is taken to be σM|λ ≃ 0.25, and
the mass function of Tinker et al. (2008) is adopted. The
obtained M–λ relation is
ln(Mλ/h
−1M⊙) ≃ 28.89 + 1.15 ln(λ) (20)
where Mλ is in accord with M200. In the following
analyses, we assume that there is no evolution for this
M–λ relation in the redshift range of the clusters in
z = [0.08, 0.55], although the evolution may exist (e.g.,
Oguri 2014).
Thus the mass prior employed in our analyses is given
by
P (M |λ) = 1√
2piσM|λ
exp
[
− (lnM − lnMλ)
2
2σ2
M|λ
]
(21)
where σM|λ = 0.33 is adopted for fitting so as to account
for possible systematic uncertainties (Rykoff et al. 2012).
Besides the shape noise, the center misidentification
can also lead to a significant effect on the weak-lensing-
derived (M, c) for a lens cluster. In our study here, we
choose the position of the galaxy with the highest cen-
tering probability Pcen as the center of the cluster mass
distribution. Analyses have shown, however, that such
optical centers can deviate from the true mass centers
of clusters (e.g., Johnston et al. 2007; Oguri et al. 2010).
To include the off-centering effect, as a prior we model
the offset probability distribution for the optical center
of each lens cluster to be
P (Roff) = PcenP (Roff |0.09h−1Mpc)+
(1− Pcen)P (Roff |0.42h−1Mpc) (22)
where Pcen is the redMaPPer centering probability of the
chosen central galaxy, and 1− Pcen indicates the proba-
bility that this galaxy is misidentified as the center. The
probability function P (Roff |σs) follows the 2D Gaussian
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P (Roff |σs) = Roff
σ2s
exp
[−0.5(Roff/σs)2] (23)
where σs = 0.09h
−1Mpc is adopted for true optical
centers and σs = 0.42h
−1Mpc for misidentified centers
(Oguri et al. 2010). We note that the information of Pcen
given to each central galaxy candidate in the redMaPPer
algorithm is crucial. Only with this information are we
able to include the off-centering probability in individual
cluster studies. For the redMaPPer cluster catalog we
used, the median value of Pcen is ∼ 0.92.
Based on the above priors, we can then model the
probability for deriving the underlying (M, c,Roff) given
the observed tangential shear signals 〈et〉 and the cluster
richness λ to be
P (M, c,Roff |〈et〉, λ) ∝ P (〈et〉|M, c,Roff)P (M |λ)P (Roff)
(24)
where
P (〈et〉|M, c,Roff)
=
∏
i
1√
2piσi
exp
{
− [〈et〉i − gt,i(M, c,Roff)]
2
2σ2i
}
(25)
where the index i denotes the ith radial bin, and the
error in each bin is calculated by σi = σe/
√
2Neff,i with
Neff,i being the effective number of galaxies in the ith
radial bin. We take σe to be 0.4. The theoretical value
gt,i is the averaged tangential reduced shear in the ith
radial bin Ri relative to the offset center indicated by
Roff using the NFW model. It is given by
gt,i =
1
N
N∑
j=0
γf,t(Ri, θj |Roff)〈F 〉i
1− κf (Ri, θj |Roff)〈F 2〉i/〈F 〉i (26)
where γf,t(Ri, θj |Roff) and κf (Ri, θj |Roff) are respec-
tively the tangential shear and convergence at (Ri, θj)
relative to the chosen center. Note that we allow the
chosen center to be offset from the true center. In this
case, the theoretical reduced shear signals around the
wrong center are not axisymmetric anymore, and there-
fore we need to write explicitly the dependence on the
azimuthal coordinate θj . Here we divide the azimuthal
direction into N parts, and θj = 2pij/N . Although dif-
ferent values of N give rise to slightly different results,
especially for the cases with large center offsets, the dif-
ferences are not significant. In the following analyses, we
take N = 100. For the radial bins, we choose galaxies in
the radial range from 0.15 to 2h−1Mpc and then divide
them into 10 equal radial bins.
Based on above equations, we can then estimate
the parameter values M , c, and Roff for each
lens cluster by maximizing the likelihood function
lnP (M, c,Roff |〈et〉, λ) using Markov chain Monte Carlo
(MCMC) algorithm. In the calculations, we use a uni-
form prior for c in the range of (0.01, 99).
If we assume the optical centers are located at the true
halo centers, i.e., without considering the off-centering
effect, Equation 24 and 26 will be reduced to
P (M, c|〈et〉, λ) ∝ P (〈et〉|M, c)P (M |λ) (27)
and
gt,i =
γf,t(Ri)〈F 〉i
1− κf (Ri)〈F 2〉i/〈F 〉i (28)
We also consider the simple fitting without using the
mass priors from the mass–richness relation. For this,
we choose a uniform prior for mass in the range of
(1011, 1016)h−1M⊙. This is the traditional method often
used in the fitting. We name this fitting without consid-
ering the center offset and the mass prior as the direct
fitting method.
Figure 4 shows two examples of isolated clusters from
CFHTLenS, one at zd = 0.23 (left) and one at zd = 0.43
(right). The black data points with error bars are the
observed mean tangential shears in each radial bin. The
gray lines present the trend of a 45◦-rotated component
of the reduced shear for comparison. The rotated compo-
nent is consistent with zero within 1σ error, indicating a
negligible systematic effect on the shear signal measure-
ments. The red, blue, and orange lines show the fitting
results with different priors. The red is for the direct fit-
ting. Blue shows the result with a prior P (M |λ) on mass.
The orange line is the result including both the center-
offset prior and the mass prior with P (Roff)P (M |λ). The
corresponding fitted values are written at the top of each
panel with the same colors as the lines. At the bot-
tom of each panel, we show the cluster’s redMaPPer id,
redshift zd, background number density nbg and the cen-
tering probability Pcen. It is seen that the concentra-
tion tends to be higher by taking into account the off-
centering problem, especially for cases with relatively low
Pcen. For the cluster shown in the right panel, it is at a
relatively high redshift zd = 0.43. The number density
of source galaxies is rather low, and the centering prob-
ability is also low. Thus the results are affected severely
by the shape noise and the center offset.
3.2.2. NFW fitting for paired clusters
For paired clusters, we simultaneously fit the profiles
of the two clusters using the two-dimensional lensing sig-
nals. With still noisy data, we are not allowed to consider
too many free parameters. Therefore, for paired clusters,
we do not take into account the center-offset problem and
assume that the two optical centers are the true centers
of the corresponding clusters.
For a paired lens cluster system, we divide its FOV
into 30 × 30 regular grids and obtain the average of
galaxy ellipticities 〈e〉 in each grid using background
galaxies therein. The corresponding probability for the
(M1, c1,M2, c2) estimate given the observed 〈e〉, and the
richness λ1 and λ2 is then
P (M1, c1,M2, c2|〈e〉, λ1, λ2)
∝ P (〈e〉|M1, c1,M2, c2)P (M1|λ1)P (M2|λ2) (29)
where the subscripts “1” and “2” mark the quantities for
clusters at z1 and z2 respectively. The probability of the
observed 〈e〉 is written as
P (〈e〉|M1, c1,M2, c2) =
∏
i
1√
2piσi
exp
{
−|〈e〉i − gi|
2
2σ2i
}
(30)
9Figure 4. NFW fitting for isolated clusters from CFHTLenS. Black data points with error bars are the observed mean tangential shears
in each radial bin. Gray lines are for the rotated component of reduced shear. The red, blue, and orange lines show the fitting result with
different priors. The red is for direct fitting. Blue shows the result with prior P (M |λ) on mass. The orange line indicates the result with
P (Roff )P (M |λ). The corresponding results are plotted at the top of the panel with the same colors as the lines. At the bottom in each
panel, we also show the cluster redMaPPer id, redshift zd, background number density nbg, and the centering probability Pcen. In the
innermost bin, the effective number of background galaxies is ∼ 82 for cluster 1438 and ∼ 35 for 47613.
where i indicates the ith grid, and gi = g
(1)
i (M1, c1) +
g
(2)
i (M2, c2) is the summation of theoretical reduced
shears from the two clusters. We adopt σi = 0.4/
√
Neff,i
for each grid. In the fitting, we exclude the innermost
five grids around the center of each cluster.
Figure 5 presents two examples of paired lens systems.
The left panels show the two-dimensional ellipticities.
Black sticks display the observed 〈e〉 field and the red
ones for the reduced shear field of 〈g〉 from fitting. The
grids without black sticks are due to the masked regions
where there are no source galaxies. The black and red
horizontal lines in the top left corner respectively indi-
cate the scale value of 0.1 for the corresponding field.
The blue and magenta filled circles mark the optical cen-
ters of the clusters. The blue one is for the low-redshift
cluster and the magenta one is for the high-redshift coun-
terpart. The estimated mass and concentration for the
paired clusters are presented in the right panel with the
same colors. In the right panels, we also show the tan-
gential reduced shear signals (black data points) relative
to the center of the low-redshift cluster. The gray data
points are for the 45◦-rotated component. The red line is
the result using the parameters estimated from fitting to
the 2D shear field. The vertical dashed green line marks
the projected distance between the two clusters in the
low-redshift lens plane.
The centering probabilities Pcen for clusters in the pair
127 + 9596 (upper panels) are respectively ∼ 0.85 and
∼ 0.80. For the pair 9736 + 11568 (lower panels), they
are Pcen ∼ 0.98 and ∼ 0.95, respectively. For the pair
9736+11568, there is a relatively large masked region in
the field. We will see from the Monte Carlo simulation
analyses, shown in the next section, that the existence of
masks away from the central region (note that we exclude
the clusters with large central masked regions in our lens
sample) do not introduce a significant bias in the derived
M–c relation.
4. MONTE CARLO SIMULATIONS
In order to test our fitting method and demonstrate the
significance of properly taking into account the effects of
shape noise and center offset, we generate Monte Carlo
simulations to mimic the observations, including photo-
z errors. The steps of generating mock catalogs are as
follows:
1. For each considered redMaPPer cluster, according
to its richness λ, we randomly assign it a mass
MT through Equations 20 and 21 with the intrinsic
scatter σM|λ = 0.25.
2. We assume a spherical NFW profile for each sim-
ulated cluster. Its concentration parameter cT is
given randomly according to a log-normal prob-
ability distribution with an intrinsic scatter of
σ(log c200) = 0.12. The mean value satisfies the
following M–c relation:
log c200 = logA+ αlog
M200
Mp
(31)
where A = A0/(1 + zd)
B. We adopt A0 = 4,
B = 0.5, α = −0.1, and Mp = M14 = 1014h−1M⊙
as our fiducial input. This power-law form is
taken based on the analyses of Duffy et al. (2008).
We approximately adjust it to the one in the
Planck cosmology. Specifically, recent simulations
show that the normalization of the M–c rela-
tion in Planck cosmology is 10% − 20% higher
than that in WMAP5 cosmology for massive ha-
los (Dutton & Maccio` 2014; Ludlow et al. 2014;
Diemer & Kravtsov 2015). We therefore multiply
the normalization of Duffy’s M–c relation for full
samples by 115% to match approximately the am-
plitude in Planck cosmology. We then obtain the
normalization A3D ∼ 4.5 relative to pivot mass
Mp = M14. Note that we adopt perfectly spher-
ical NFW halos in generating mocks here. In this
ideal case, the 2D weak-lensing-derived M–c rela-
tion should be the same as the M–c relation of
3D halos. However, real halos have complicated
mass distributions. It has been shown that the non-
sphericity of halos, the existence of substructures,
and the effect of surrounding large-scale structures
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Figure 5. NFW fitting with prior P (M |λ) for paired clusters in CFHTLenS. The top and bottom panels are for pairs 127 + 9596 and
9736+11568, respectively. Left panels show the two-dimensional shear field for each pair. Black sticks display the observed shear field. The
direction of a stick indicates the direction of mean shape of galaxies in the grid. The estimated shear field is plotted with red sticks. The
grids without sticks are due to the masked regions where there are no galaxies. The black and red sticks in the top left corner respectively
indicate the scale value of 0.1 for corresponding field. The blue and magenta filled circles mark the optical centers of clusters. Blue is for
low-redshift clusters and magenta for the higher redshift cluster. The estimated mass and concentration are presented in the right panel
with consistent colors. The right panels show the tangential shears (black data points) relative to the center of low-redshift cluster. Gray
data points are for the rotated shear component. The red line is the predicted trend with parameter values estimated from the 2D field.
The vertical dashed green line points out the projected distance between the two clusters in the low-redshift lens plane. The cluster id,
redshift zd, and number density nbg are also shown in the right panels.
can lead to a negative bias in the 2D weak-lensing-
derived M–c relation in comparison with that of
3D halos (Corless & King 2007; Bahe´ et al. 2012;
Giocoli et al. 2012; Du & Fan 2014). Because our
halo mocks do not include the complexity of their
mass distributions, this negative bias will not occur
in our weak-lensing-derived M–c relation for sim-
ulated clusters. In order to compare with observa-
tional results more consistently, where this negative
bias is expected, we further introduce a 10% neg-
ative bias to the normalization of the above M–c
relation. These considerations lead to A0 = 4, used
in our Monte Carlo simulations here.
3. In the lens plane of each simulated cluster, we
choose its optical center to be the same as that
of its real redMaPPer counterpart. For the true
center, we consider two cases to demonstrate the
off-center effects. One is to assume that the opti-
cal center is the true center. The other is to ran-
domly assign a true central position (xc, yc) around
its optical center for the simulated cluster accord-
ing to Equation 22 with the centering probability
Pcen from the corresponding redMaPPer cluster.
4. In the FOV of each simulated cluster, the mock
source galaxies are populated in accord with the
the CFHTLenS galaxies with the same angular po-
sitions and weights. For the redshift of a mock
galaxy zs,sim, it is given randomly based on the
photo-z distribution P (z) of the corresponding
CFHTLenS galaxy. If zs,sim < zd, there are no lens-
ing signals for the mock galaxy. For zs,sim > zd, the
lensing signals from the simulated cluster are cal-
culated. We then assign an “observed” ellipticity
to each of the mock galaxies according to Equa-
tion 11. The intrinsic ellipticity of source galaxies
follows the probability density distribution
P (|es|) = 2pi|es|
exp
(−|es|2/σ2es)
piσ2
es
[
1− exp(−1/σ2
es
)
] , (32)
where σes is the rms of the total ǫs, which is taken
to be σes = 0.4 in the default case. For comparison,
we also consider the case without intrinsic elliptici-
ties. For that we set es = 0. For mock galaxies, no
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multiplicative and additive biases are introduced.
It should be noted that we assign a decisive red-
shift zs,sim to a mock galaxy for the purpose of
calculating the lensing signals on it. In the sub-
sequent mock weak lensing analyses, we still use
the observed redshift zs and the probability P (z)
of the corresponding CFHTLenS galaxies to mimic
the real observational studies.
To fully explore the effects of shape noise and cen-
ter offset, following the above procedures, we generate
four sets of mocks. The fiducial one contains both the
shape noise and the center-offset effects. We also gen-
erate a set of mock simulations without shape noise but
with the center-offset effect included. The other two sets
assume no center-offset effect: we choose the optical cen-
ter of a cluster to be the true center of the correspond-
ing simulated cluster, and with and without shape noise.
Each set of mock simulations has 100 realizations with
respect to the lens cluster mass and center assignments
and the source galaxy intrinsic ellipticity and redshift
assignment. Each realization contains 158 isolated mock
clusters and 31 paired ones as our real cluster catalog.
We note that we choose source galaxies for a cluster
by setting a redshift lower cut of zs > zd + 0.1. For
CFHTLenS photo-z measurements, the scatter is ∼ 0.05
(Hildebrandt et al. 2012). Therefore we expect the cut
to be able to suppress the dilution effect from member
or foreground galaxies. However, as shown in Figure 3,
there is still a weak concentration for the selected source
galaxies around the lens clusters with the number density
excess fn ∼ 0.07. Although the statistical fluctuations of
fn are large from cluster to cluster, no significant rich-
ness dependence of fn is detected. The existence of the
lensing magnification bias tends to decrease the observed
number of background galaxies toward cluster central re-
gions, leading to higher contamination fractions fI than
fn as shown in Equation (5). In order to evaluate the
dilution effect, we generate two other sets of mock simu-
lations for isolated clusters as follows.
We first estimate the lensing magnification of redMaP-
Per clusters for CFHTLenS observations from our mock
clusters. As described above, each mock cluster is given
a redshift and a mass in accord with the redshift and
the richness of the real redMaPPer cluster in the FOV.
The angular positions and redshifts of mock source galax-
ies are also assigned based on the angular positions and
redshift distribution of CFHTLenS galaxies. Therefore
for each source galaxy, we can calculate its lensing mag-
nification µ, and furthermore the depletion fraction fµ.
The gray lines shown in Figure 3 are the median val-
ues of fµ(R) for galaxies in different radial bins for each
mock cluster, and the red line is the median fµ(R) for
the cluster sample. It should be mentioned that the dif-
ferences of the median fµ are less than 2% at radius
R > 0.15h−1Mpc when changing the amplitude of M–c
relation (Equation 31) from A0 = 2 to 6. Thus the esti-
mated median depletion fraction is not very sensitive to
the input amplitude of the M–c relation for the fitting
range R > 0.15h−1Mpc. With fµ, the interloper frac-
tion fI for each source galaxy can then be estimated by
Equation (5) using the value of fn shown by the black
solid line in Figure 3.
To mimic the dilution effect in simulations, for each
source galaxy, we randomly assign it a value of p in the
range of 0 to 1+fI(R). Only galaxies with p ≤ 1 are taken
as source galaxies and given the lensing signals according
to the step (4) described above. For galaxies with p >
1, they are regarded as cluster members, and therefore
no lensing signals are given. In this way, we generate a
mock catalog with the interloper rate estimated by taking
into account the mass-dependent magnification bias. For
comparison, we also generate another mock catalog by
assuming the interloper fraction fI = fn(zs,d > 0.1), that
is, assuming that the distribution of background galaxies
is uniform without including the lensing magnification
bias.
We then have six sets of mock simulations in total,
that is, four sets of simulations for all 220 clusters with-
out dilution effect and two sets of simulations only for
158 isolated clusters with dilution effect. We perform
NFW fitting for each of the mock clusters following the
same procedures as for the real observational analyses
and study the M–c relation subsequently for each real-
ization. In this way, using Monte Carlo simulations, we
can directly investigate the bias effects caused by shape
noise, center offset, redshift uncertainty, and our NFW
fitting method.
5. RESULTS
In this section, we present the results of M–c rela-
tion analyses. For both the observational sample and
each realization of simulations, we only consider clusters
with the lensing-derived mass in the range of M14 =
1014h−1M⊙ to 8M14 ≃ 1014.9h−1M⊙, and we divide
them into four equal bins in logM space. In each mass
bin, we can obtain the median value of the concentration
parameter from the clusters therein.
Figure 6 shows the M–c relation obtained from our
observational analyses (top panels) and from our Monte
Carlo simulations (bottom panels). From left to right,
the first column presents the results based on the di-
rect NFW fitting for individual clusters without priors
on mass and without accounting for the effect of center
offset. The second column is for the results with the mass
prior P (M |λ) according to the mass–richness relation for
redMaPPer clusters, as explained in Section 3.2.1. The
last column plots the results for 158 isolated clusters,
including both the mass prior and the center-offset dis-
tribution P (Roff). Note that when accounting for the
center-offset effect, we introduce an additional fitting pa-
rameter Roff . For each paired cluster, there are then a
total of six fitting parameters. With CFHTLenS lens-
ing data, we cannot derive reliable constraints for them.
Therefore we only show the results for isolated clusters
in the rightmost panels. In the following, we explain the
results shown in each panel in detail.
5.1. M–c Relations from Monte Carlo Simulations
To see clearly the influences from different effects, we
first focus on theM–c relations fromMonte Carlo simula-
tions shown in the bottom panels of Figure 6. We show
the fiducial input of the M–c relation with the dotted
line for comparison. The filled and open symbols are, re-
spectively, for simulations with and without center offset.
That is, for results shown by open symbols, we center our
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simulated clusters at the positions of the corresponding
central galaxies. For filled symbols, the cluster centers
are randomly assigned around the central galaxies ac-
cording to the distribution of Equation (22), as described
in the Section 4. Circles and squares are, respectively, for
isolated clusters only and for all clusters including paired
ones. Triangles denote the cases without intrinsic shape
noises. The other two sets of simulation results for iso-
lated clusters including the dilution effect are denoted by
star polygons. Magenta four-pointed stars and sky-blue
five-pointed stars are respectively for the median concen-
trations from the set of simulations with the interloper
fraction fI = fn and fI = (1 + fn)/(1 + fµ) − 1. The
mass dependence of fµ is taken into consideration (see
Section 4). We note that, for each set of simulations, we
have 100 realizations. For each realization, we can obtain
the median c in each mass bin. The symbols shown in
the bottom panels indicate the medians of median con-
centrations for the 100 realizations of the corresponding
simulations, and the error bars are for the dispersion of
the median concentrations within the 100 realizations.
The number of isolated clusters in each mass bin is writ-
ten out at the top of each panel, with the black ones
for the fiducial simulation with offset and noise and the
sky-blue numbers for the simulation set with offset, noise,
and the interlopers calculated by accounting for the mag-
nification bias. Note that these numbers are the average
values over the 100 realizations for each simulation set
and therefore are not integers.
The bottom left panel presents the derived M–c re-
lations from direct profile fitting for individual clusters
without mass priors P (M |λ). Also, the fitting for a clus-
ter is done using the position of its central galaxy as the
center of the cluster. We can see immediately that, for
each pair of symbols, the filled ones are systematically
lower than the open ones. We remind readers here that
for the filled ones the true centers of the simulated clus-
ters are not at the positions of the central galaxies, but
for the open ones, they are by setting. Therefore the
results here show that the wrong center usage tends to
bias the concentration estimation to lower values, and
the offset effect is rather significant.
The dilution effect can further lower the derived con-
centrations, but it is minor compared to the off-center
effect for our cluster sample. By comparing the five-
pointed stars with the four-pointed stars, we see that the
amplitude of the negative bias is increased about 4% on
average, with larger bias for massive clusters, when the
lensing magnification effect on the spatial distribution of
background galaxies is considered.
It is also seen obviously that the slope of the M–c re-
lation is steeper for the cases with shape noise than for
those without the noise with es = 0. This phenomenon
has been studied in detail in Du & Fan (2014). We show
that, because of the (M, c) degeneracy in terms of the
reduced shear signals, the errors in (M, c) are strongly
correlated with a higher mass compensated for by a lower
c. The larger the noise level is, the larger the errors in
(M, c) are. The error in mass leads to misassignments of
clusters to the wrong mass bins. Consequently, the larger
mass bins tend to have lower c and vice versa. The fact
that the degeneracy direction of (M, c) is steeper than
the true M–c relation results in an apparently steeper
M–c relation than the underlying true one. For the case
without center offset and shape noise shown by the open
triangles, the derived M–c relation is nearly the same as
the input one indicated by the dotted line, which demon-
strates that our analysis method itself does not introduce
significant biases to the derived M–c relation.
The bottom middle panel displays the simulation re-
sults with the mass prior P (M |λ) according to the mass–
richness relation. It is seen that in comparison with the
results shown in the bottom left panel, the slope bias in
the derivedM–c relation is significantly reduced because
of the reduction of scatter on the mass estimate, which
in turn largely breaks the degeneracy between mass and
concentration. The open symbols now are very close to
the input dotted line. For the solid ones, the slope is
about the same as the input one, but the amplitude is
low because of the offset effect and the dilution effect.
We can also notice that the amplitude of concentration
including paired clusters is somewhat higher than iso-
lated clusters in the case with off-center effects (red solid
squares versus the black solid circles). It is due to the
different fitting ranges for profile studies for isolated and
paired clusters, with the latter being larger. Therefore,
the weak lensing analyses of paired clusters are less af-
fected by the off-center effect than that of isolated clus-
ters. On the other hand, for the case without center
offset, the results for isolated clusters and for all clusters
including the paired ones are about the same (open black
and red symbols).
The bottom right panel presents the simulation results
with the mass prior and accounting for the off-center ef-
fect by introducing P (M |λ)P (Roff) in the cluster profile
fitting, as shown in Equation (24). The move upward
of the black solid circles manifests that the negative bias
caused by center offset can be largely reduced by properly
considering the offset distribution. The residual biases
are small, with the values of ∼ [−17,−9, 4,−4]% from
the low- to high-mass bins, which can be attributed to
the fact that our method, including the mass prior and
the center-offset probability in the analyses, may not be
able to deal perfectly with the cases with very large noise
and center offset, especially for low-mass clusters with
low lensing signals. We emphasize again that the appli-
cability of our analytical method here relies on the infor-
mation of Pcen given to each central galaxy candidate, as
redMaPPer does. To demonstrate the importance of a
correct estimate of Pcen in weak lensing cluster studies,
we show in gray circles the results with Pcen = 0.3. It is
seen that with this unreasonably low centering probabil-
ity, the effect of center offset on profile studies is over-
corrected, and subsequently the derived M–c relation is
biased to high values in amplitude.
The magenta and the sky-blue symbols in the bottom
right panel show the results including the dilution effect
without and with the lensing magnification bias, respec-
tively. The differences between magenta stars and black
solid circles are nearly constant (∼ [11, 10, 11, 9]%) in
different mass bins because the same median interloper
fraction fI = fn is used for each cluster in simulations.
By comparing the sky-blue symbols with the black filled
circles of the fiducial case, we can see that the dilution ef-
fect with the mass-dependent lensing magnification bias
introduces a mass-dependent negative bias with the val-
ues of ∼ [10, 11, 20, 17]% from low- to high-mass bins.
Furthermore, with the residual bias of the black filled
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circles discussed above, we find from our mock simula-
tion studies that the total bias for the sky-blue sym-
bols compared to the input M–c relation (dotted line)
is ≈ [−27,−20,−16,−21]% for the four mass bins. In
Section 5.3, we will use these biases to calibrate the ob-
servational result.
In summary of this subsection, the Monte Carlo simu-
lation studies shown here demonstrate well the feasibility
of our approaches to derive the M–c relation by analyz-
ing clusters individually with careful priors on mass and
on centering probabilities. In the following, we will show
the results from CFHTLenS observations.
5.2. M–c Relation from CFHTLenS
The top panels in Figure 6 exhibit the observational re-
sults of the M–c relation using CFHTLenS. Red squares
are for all of the clusters, including the paired ones.
Filled black circles are for isolated clusters. The error
bars indicate the percentile range of 25%− 75% around
the median values. This quotation of percentiles for dis-
persion is mainly due to the wide and complicated dis-
tribution of observed concentrations. We can see clearly
that the trend from the left to right panels is very simi-
lar to the simulation results shown in the bottom panels.
This demonstrates that the shape noise can indeed make
the apparent M–c relation steeper than the underlying
true M–c relation (top left). With proper mass priors
in profile fittings, this steepening can largely be removed
(top middle). To further include the centering probabil-
ity in the analyses, the underestimation in c due to center
offsets is improved significantly (black solid symbols in
the top right panel). We also show using an example
of Pcen = 0.3 that an unreasonably low centering prob-
ability can result in much higher concentrations (gray
symbols in the right panel). As explained in Section 5.1,
we only show the results for isolated clusters in the top
right panel because the data cannot give reliable con-
straints for paired clusters containing six fitting parame-
ters. There are in total 154 isolated clusters in the mass
range from M14 = 10
14h−1M⊙ to 8M14 ≃ 1014.9h−1M⊙
(right panel). Comparing to the mock simulation results
shown in the bottom panels, we see that the number of
isolated clusters in each mass bin in each panel is very
consistent with that of the corresponding simulation re-
sults, even for that without priors on mass and center
offset (left panels). This consistency demonstrates the
feasibility of the usage of the mass richness relation for
mass priors, in which it is used to assign a mass to a
cluster in our mock simulations.
In the top middle panel, we also show the results by
fitting the member galaxy distribution to an NFW pro-
file (green). Green asterisks present the concentrations
derived from the stacked number density of galaxies nˆm
for low- (< 34) and high-richness (> 34) clusters, re-
spectively. The green dashed line indicates the c = 2.11
obtained from fitting the NFW profile to the full stacked
number-density profile, as shown in Figure 3. We see that
the derived concentrations based on the number distri-
bution of member galaxies are in accord with the results
from weak lensing analyses, and the center-offset effect
is significant.
Besides theM–c relation, we also analyze the distribu-
tion of weak-lensing-derived concentrations for our clus-
ter samples with weak-lensing-derived mass in the range
of M14 to 8M14. The results are shown in Figure 7.
Because of the strong dependence of the derived concen-
tration on mass for direct profile fitting, we only present
the log c distribution with the priors of P (M |λ) (left)
and P (M |λ)P (Roff) (right), respectively. The black and
blue distributions in the subpanels correspond respec-
tively to the original input concentrations and the recov-
ered concentrations from our Monte Carlo realizations
with es = 0. The median values are indicated by vertical
dotted lines. The black histograms in the main panels
display the results from our fiducial Monte Carlo sim-
ulations. The sky-blue ones show the results from the
simulations, including the dilution effect with the inter-
loper fraction fI estimated by accounting for the excess
fraction fn and the lensing depletion fraction fµ. The
observational results are shown in red. Vertical dashed
lines show the corresponding medians.
We first investigate the results shown in the subpanels
of Figure 7 without shape noise. In the left one, we see
that the results from the noiseless simulations are sys-
tematically biased to lower values than the input ones
because of the effect of center offset. By properly ac-
counting for the offset effect, this bias can be eliminated,
as seen from the right subpanel. This shows again that
our fitting method is reliable without introducing artifi-
cial biases.
For the results presented in the main panels of Fig-
ure 7, it is seen clearly that the general behaviors of
the distributions from observations (red) and from our
mock Monte Carlo simulations are very similar. The high
shape noise level of the CFHTLenS and the center-offset
effect lead to a wide distribution for the derived concen-
tration parameter. In the left panel, there is a significant
bump at the low-concentration end that is caused by the
cases with too-large center offsets and high noise. The
bump decreases significantly in the right panel when the
offset effect is accounted for in the analyses. On the other
hand, the influences of the large noise level and center
offset can be correlated. Therefore, unlike the results
from simulations without noise (subpanels), our method
taking into account the center-offset probability cannot
fully recover the intrinsic M–c relation with such large
noise. However, the residual negative bias is small, as
indicated by the vertical black dashed line in the right
panel. By comparing the sky-blue dashed lines with the
black dashed lines, it is seen clearly that the dilution ef-
fect introduces an additional negative bias. The results
here are in full accord with the results shown in Figure 6.
By comparing the red and sky-blue histograms, we see
that the observational distribution is very similar to that
of mock simulations. On the other hand, the median
value of log c from observations as indicated by the red
dashed line is somewhat larger than the result of mock
simulations shown by the sky-blue dashed line. In the
next subsection, we will compare our observational result
with other studies.
5.3. Comparisons with Other M–c Relation Studies
In this subsection, we compare our observational re-
sult from CFHTLenS with other observational stud-
ies on M–c relations and with results from nu-
merical simulations. Different definitions of concen-
tration and mass can affect the trend of the M–
c relation (Meneghetti & Rasia 2013). For consis-
14
Figure 6. M–c relations from CFHTLenS (top panels) and the corresponding Monte Carlo simulations (bottom panels). From left to
right, the first column presents the results based on the direct NFW fitting without priors on mass and center offset. The second column
is for results with the mass prior P (M |λ) based on the mass–richness relation for redMaPPer clusters. The last column plots the results
for isolated clusters, including both the mass prior and the center offset distribution P (Roff ), where by default the redMaPPer-derived
centering probability Pcen is used. The number of isolated clusters in each mass bin is shown at the top of each panel. Black and sky-blue
numbers respectively correspond to filled black circles and sky-blue five-pointed stars. Top panels: the filled black circles and red squares
show the median concentrations, respectively, for isolated clusters and all the clusters including paired ones. The gray circles in the top
right panel show the results with an unreasonable assumption of Pcen = 0.3 for all of the isolated clusters. The error bars around circles
and squares show the range of the 25%− 75% percentile. The green dashed line in top middle panel indicates the concentration c = 2.11
as shown in Figure 3. Green asterisks with error bars show the estimated concentrations based on number density distribution nˆm for low-
(< 34) and high-richness (> 34) clusters. Bottom panels: symbols indicate the medians of median concentrations for 100 realizations of
the corresponding simulations. The error bars show the corresponding scatters of medians. Specifically, the filled and open symbols are
respectively for the simulations with and without center offset. Circles and squares are respectively for isolated clusters and all clusters
including pairs. Triangles denote the cases for pure lensing signals. The gray circles in the bottom right panel present the results with
Pcen = 0.3. Star polygons present the results for simulations with interlopers from member galaxies. Magenta four-pointed and sky-blue
five-pointed stars are respectively for simulations with the dilution effect estimated from fI = fn and fI = (1+fn)/(1+fµ)−1. The dotted
line shows the fiducial input of the M–c relation in our Monte Carlo simulations. Note that in this paper the overdensity parameter for all
mass definitions is ∆ = 200 relative to critical density ρcrit.
tency, we only choose the simulation results for which
the concentration is defined from direct density pro-
file fitting (Dutton & Maccio` 2014; Ludlow et al. 2014;
Correa et al. 2015; Diemer & Kravtsov 2015). For
other observational studies, we choose three weak-
lensing-derived M–c relations based on the stacking
method to be compared with (Mandelbaum et al. 2008;
Covone et al. 2014; Shan et al. 2015). We compare with
these stacked studies because, in our analyses, we ap-
ply a mass prior based on redMaPPer cluster richness to
suppress the effect of the correlated errors of M and c on
the weak-lensing-derived M–c relation. This is similar
in essence to the stacked analyses where the stacking is
based on the richness of clusters or the luminosity/stellar
mass of central galaxies. The results are shown in Figure
8.
The thin lines are the M–c relations at z ≈ 0.37
from a few numerical simulations for Planck cosmol-
ogy. Specifically, the red thin lines show the M–c re-
lations for “relaxed” halos given by Dutton & Maccio`
(2014) (dash-dotted), Correa et al. (2015) (dotted), and
Ludlow et al. (2014) (dashed). The black thin lines are
for theM–c relations for “all simulated” dark matter ha-
los. The dashed black thin line presents theM–c relation
from Diemer & Kravtsov (2015). The 3D relation with
A3D = 4.5 at z = 0.37 from Duffy et al. (2008) adjusted
to Planck cosmology is shown by the black dotted line,
which is the one used in our mock simulations (with an
additional correction of ∼ −10% for the projection ef-
fect). We can see that the concentration parameters of
relaxed halos are systematically higher than that includ-
ing unrelaxed halos. In the narrow mass range consid-
ered here, the M–c relation from numerical simulations
can be well approximated by a power-law relation with
the power index α ∼ −0.1. The exception is the result
from Diemer & Kravtsov (2015), which shows a slightly
positive slope at the very high mass end.
The thick solid lines in Figure 8 are for the obser-
vational results. The green and blue thick lines rep-
resent the results from Mandelbaum et al. (2008) and
Covone et al. (2014), respectively, for which the refer-
ence redshift and cosmology in their work are used.
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Figure 7. Concentration distribution in log space. Left and right panels show the results with prior P (M |λ) and P (M |λ)P (Roff ),
respectively. The black and blue distributions in subpanels respectively correspond to the original input concentrations and the recovered
concentrations with certain priors. The median values are shown with vertical dotted lines. The black and sky-blue histograms in the
main panels respectively display the concentration distributions for fiducial simulations and that with the dilution effect accounting for the
lensing magnification bias. Red is for the observational result. Vertical dashed lines show the corresponding medians. Note: the overdensity
parameter ∆ = 200 is adopted.
The magenta thick line shows the updated result from
Shan et al. (2015) with A0 = 6.77, B = 0.67, α = −0.15,
and Mp = 2 × 1012h−1M⊙ for Planck cosmology. Note
that for the result of Mandelbaum et al. (2008) (green),
the original mass definition is with respect to the mean
density of the universe. Here we have converted it to
be consistent with our mass definition with respect to
the critical density ρcrit of the universe (Hu & Kravtsov
2003; Fedeli 2012). Filled black circles are the median
concentrations (the same as the filled circles in the top
right panel of Figure 6) from our weak lensing analyses
without accounting for the dilution effect. Error bars
present the 25% and 75% percentiles around the median
values. The black thick line shows the best-fit relation
to the black filled circles based on Equation 31. We find
A(z = 0.37) = 3.45+1.58−0.89 and α = 0.07
+0.28
−0.32 where the er-
rors are estimated from bootstrap resampling. We note
that with the applied mass priors in our weak lensing
analyses, the steepening of the M–c relation due to the
correlated errors of M and c is eliminated, as shown in
Figure 6 (middle panels versus left panels). Thus here
our M–c relation fitting is done directly without consid-
ering the error correlations.
It is known that weak lensing analyses are directly re-
lated to the 2D projected density profile of a cluster. As
we discussed in Section 4, compared to the 3D concen-
tration parameter, there is a ∼ 10% negative bias for
the 2D weak-lensing-derived c. Furthermore, our Monte
Carlo simulations reveal the existence of bias from the di-
lution effect and the imperfect treatments of our method
for cases with very large center offsets and high noise.
Therefore, for a better comparison with 3D results
from numerical simulations, we correct for these negative
biases by multiplying the 2D medians, shown as the black
filled circles in Figure 8, by a factor of 1/(1−10%)/(1−b).
Here, the number 10% accounts for the bias from the pure
projection effect. The factor b describes the additional
bias with b ≃ [27, 20, 16, 21]% from the low- to high-mass
bins calibrated from our mock studies by calculating the
ratio of the sky-blue values to the corresponding values
on the dotted line in the bottom right panel of Figure
6. The sky-blue circles in Figure 8 present the corrected
3D M–c relation from our analyses. The sky-blue line is
for the fitted M–c relation with A(z = 0.37) = 5.21+2.38−1.35
and α = 0.006+0.27−0.32. We see that our derived M–c re-
lation is in agreement with most of the numerical sim-
ulation results with the power-law slope close to zero.
The normalization is somewhat higher than that given
by simulations.
In comparison with the other three observational re-
sults, the normalization of our derived M–c relation lies
in the middle range of them. We showed in the right pan-
els of Figure 6 that an unreasonably low Pcen assumed in
the analyses can overcorrect the center-offset effect and
lead to a significantly positive bias to the normalization
of the M–c relation. In Covone et al. (2014), they also
used CFHTLenS but for stacked weak lensing analyses.
The cluster catalog is taken from Wen et al. (2012), in
which there is no specific centering probability informa-
tion available for individual clusters. Therefore, in their
analyses, they assumed a large constant fraction (> 50%)
of center-offset halos. This may explain the highM–c re-
lation they obtained. Note that for redMaPPer clusters
the average Pcen is ∼ 0.92, and the fraction of clusters
with misidentified optical centers is only ∼ 8%.
The results of Mandelbaum et al. (2008) and
Shan et al. (2015) are very consistent with each
other both in slope and in normalization. Our M–c
relation is consistent with theirs in slope, but the nor-
malization is considerably higher. In Mandelbaum et al.
(2008), the weak lensing data is from the Sloan Dig-
ital Sky Survey (York et al. 2000; Mandelbaum et al.
2005), and the foreground lenses cover from galaxies
to groups to maxBCG clusters (Eisenstein et al. 2001;
Mandelbaum et al. 2006; Koester et al. 2007). In their
stacked weak lensing analyses, they argued that the
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Figure 8. Comparisons with previous M–c relations. Thin lines
correspond to M–c relations from numerical simulations in Planck
cosmology at redshift z = 0.37. Black and red thin lines are
respectively for full sample and relaxed clusters. Among them,
the black dotted line indicates the 3D fiducial relation inferred
from the Duffy et al. (2008) M–c relation. Thick solid lines
are for the observed relations. Green, magenta, and blue thick
lines present the 2D observational results from Mandelbaum et al.
(2008), Shan et al. (2015), and Covone et al. (2014), respectively.
Filled black circles correspond to the median concentrations (the
same as the filled black circles in the top right panel of Figure 6)
from NFW fitting without bias correction of dilution and projection
effects. Error bars present the 25% and 75% percentiles around the
median values. The black thick line shows the fitting to filled black
circles with A(z = 0.37) = 3.45+1.58
−0.89 and α = 0.07
+0.28
−0.32. Sky-blue
circles show the 3D amplitude of concentrations predicted from
filled black circles enhanced by 1/(1−10%)/(1−b), where the factor
10% and b ≃ [27, 20, 16, 21]% are respectively for the ∼ 10% projec-
tion effect and the residual bias from our analyses plus the dilution
bias. The sky-blue thick line presents the fitted relation to sky-blue
circles with A(z = 0.37) = 5.21+2.38
−1.35 and α = 0.006
+0.27
−0.32. Note:
the overdensity parameter relative to critical density is ∆ = 200
for all of the M–c relations here.
center-offset effect can be controlled by limiting the
fitting range to relatively large radii of a cluster in
weak lensing analyses. As a test, we use our mock
simulations containing center offsets but without noise
to analyze how the lower limit of the radial fitting range
can suppress the off-center effect. We find that the bias
from the center-offset effect is negligible only for a very
large lower limit of 1h−1Mpc with respect to the chosen
central galaxies. With the lower cuts of 0.5h−1Mpc and
0.15h−1Mpc, the systematic bias can still reach to a
level of ∼ −12% and ∼ −31%, respectively. We also
note that the choice of a suitable lower limit for the
radial fitting range to control the offset effect depends
on the offset distribution of the cluster sample used in
the analyses. Therefore the negative bias resulting from
the center offset can be hardly eliminated fully by this
treatment.
Shan et al. (2015) used the CFHT Stripe 82 Survey
for weak lensing analyses, and the foreground clusters
and groups were taken from the redMaPPer cluster cat-
alog and from the LOWZ/CMASS galaxies of the Sloan
Digital Sky Survey-III Baryon Oscillation Spectroscopic
Survey Tenth Data Release (SDSS-III BOSS DR10)
(Aihara et al. 2011; Eisenstein et al. 2011; Dawson et al.
2013). In their analyses, the off-center effect is accounted
for. On the other hand, the results might suffer from sig-
nificant dilution effects from member galaxies due to the
inaccurate photo-z estimate for the source galaxies used
in their studies (Shan et al. 2015).
In summary, our obtainedM–c relation for redMaPPer
clusters using CFHTLenS weak lensing data is consis-
tent with numerical simulation results within error bars.
The normalization is somewhat higher than that from
simulations. Given the relatively large scatters from dif-
ferent observational studies, our resulting M–c relation
falls in the middle range of the three weak lensing analy-
ses compared here. Different lensing data and foreground
cluster catalogs and different analyzing methods can all
contribute to the differences.
6. SUMMARY
Weak lensing analyses play important roles in probing
the mass distribution of clusters of galaxies from inner
to outer parts. CFHTLenS covers about 150 deg2, within
which there are more than 200 redMaPPer clusters. We
therefore can study theM–c relation for this large sample
of clusters using weak lensing data all from the same
survey with similar observational conditions.
Comparing to targeted weak lensing cluster ob-
servations (e.g., Okabe et al. 2010; Oguri et al. 2012;
Okabe & Smith 2015; Umetsu et al. 2015), CFHTLenS
is relatively shallow, with a typical source galaxy num-
ber density of ng ∼ 8 arcmin−2. Thus the shape noise
is large for individual cluster analyses, which in turn
results in a significant steepening effect on the weak-
lensing-derivedM–c relation, due to the correlated errors
of M and c. Furthermore, at this large noise level, the
error distributions of M and c cannot be well modeled
as Gaussian ellipses. Thus the Bayesian methods devel-
oped to extract the underlyingM–c relation by including
correlated Gaussian errors of M and c (Du & Fan 2014;
Okabe & Smith 2015; Umetsu et al. 2015) are not suit-
able for CFHTLenS observations. Stacked studies can
suppress the noise effect (e.g., Mandelbaum et al. 2008;
Covone et al. 2014). However, complications to deal with
center offsets and so on may enter into the stacked anal-
yses.
In this paper, we perform weak lensing analyses us-
ing CFHTLenS for individual redMaPPer clusters. To
overcome the large noise effect, we employ an external
mass prior based on the mass–richness relation of the
cluster sample. Including further the the centering prob-
ability Pcen given to each central galaxy candidate by the
redMaPPer algorithm, we introduce a statistical method
for individual profile fitting that can reduce significantly
the effects from noise and the center offset. Using Monte
Carlo simulations, we demonstrate the feasibility of the
method.
To show the influences of different effects and how our
proposed method works, we analyze each individual clus-
ter in different ways: direct fitting without any priors,
applying a mass prior only, and applying a mass prior
and accounting for the effect of center offset. For direct-
fitting analyses, the derived M–c relation is significantly
steeper than that expected from simulations, due to the
large shape noise, consistent with our previous studies
(Du & Fan 2014). By adding a mass prior based on the
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mass–richness relation for redMaPPer clusters obtained
from the abundance matching, we show that the degen-
eracy between mass and the concentration parameter can
be broken. Consequently, the steepening of theM–c rela-
tion induced by the shape noise is nearly eliminated, and
its power-law index is very close to that from simulations.
The amplitude, however, as revealed from our mock sim-
ulation studies, is clearly low, which is mostly due to
the center-offset effect. We demonstrate that this can
be corrected for by adding the information of centering
probability for each individual cluster into the analyses.
The residual bias is small at the level of ∼ −6%.
The dilution effect from cluster members and fore-
ground galaxies before clusters can lead to an additional
negative bias to the weak-lensing-derived concentration
parameter. We note that the photo-z distribution for
each source galaxy given by CFHTLenS is very helpful
in reducing the dilution effect (Equation [16]). However,
the source galaxies selected only based on their photo-z
values can still be contaminated because of the uncer-
tainties of the photo-z estimation. We find a residual
excess fraction of fn ∼ 7% from member galaxies by
investigating the enhanced number-density distribution
of the selected CFHTLenS source galaxies in cluster re-
gions. By taking into account the lensing magnification
bias to the number density of background galaxies, the
interloper fraction fI in the inner part of clusters has
a median value of ∼ 12% for our cluster sample. The
corresponding dilution effect leads to a ∼ 15% negative
bias to the amplitude of the M–c relation, according to
our Monte Carlo simulation studies. The effect depends
on the mass of clusters because of the mass-dependent
lensing magnification bias.
With corrections for the bias from the dilution effect
and the residual bias calibrated from our mock simula-
tion analyses, and also the ∼ 10% negative bias from
the projection effect, we obtain the 3D M–c relation
with α = 0.006+0.27−0.32 and A(z = 0.37) = 5.21
+2.38
−1.35 for
Mp = M14 from our studies. The result is in agree-
ment with that from N-body simulations, with a weak
tendency that the observed amplitude A is somewhat
higher.
Our studies here show that even with surveys that have
a relatively large shape noise, an unbiased M–c relation
can still be derived from a large sample of clusters with
their profiles constrained individually from weak lens-
ing analyses. Future weak lensing surveys will cover
much larger areas, and the number of clusters therein
will increase by orders of magnitude. We then expect
much better constraints on the M–c relation from weak
lensing cluster analyses. Furthermore, the shape noise
from future deeper surveys will be considerably lower,
and the cluster centers can be constrained better. Then
the Bayesian methods, taking into account the correlated
Gaussian errors of M and c, will be applicable to extract
the unbiased M–c relation without relying on external
mass priors.
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