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Abstract
The design of more efficient organic photovoltaics starts with an increase in under-
standing of the fundamental processes related to organic photovoltaics, such as the
charge separation processes at the organic/organic interface, which can only be reme-
died by a combined theoretical and experimental effort. In this thesis we use a variety
of computational techniques to address current questions in the field or organic pho-
tovoltaics. Applying the ASCF method to a test set of conjugated organic molecules
we find it has an error of t0.3 eV, and by using the ASCF wavefunctions for a
multi-reference basis we construct a new perturb then diagonalize multi-reference
perturbation theory method that performs well for both ground and excited state
potential energy surfaces, called ASCF(2). Our computed singlet fission rates are
in near quantitative agreement with experimental measurements in a variety of pen-
tacene derivatives, and we find that the singlet fission mechanism proceeds through
a non-adiabatic to adiabatic transition. By combining ab initio rate constants and
Kinetic Monti-Carlo we get an accurate prediction of triplet diffusion and show that
only a small decrease occurs when the crystal becomes highly disordered, and no sig-
nificant traps exist. Our models of the organic/organic interface reveals that the the
simple picture of constant HOMO and LUMO levels throughout an organic photo-
voltaic device is only qualitatively accurate at best. At the organic/organic interface
effects such as change in the dielectric constant, decreased packing efficiency, and
molecular multipole moments all can contribute to changing the HOMO and LUMO
levels at the interface by over 0.2 eV, which is large enough to drive apart thermally
relaxed charge transfer states at the interface. The work in this thesis provides insight
into how to achieve better exciton diffusion and charge separation in organic photo-
voltaics, as well as insight into a number of electronic processes relevant to organic
photovoltaics.
Thesis Supervisor: Troy Van Voorhis
Title: Associate Professor
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Chapter 1
Introduction
The role of photovoltaic (PV) materials in today's energy market is continually ex-
panding.5 ,6 The main challenge in keeping this trend is to continue to increase the
efficiency at which solar energy is converted to electricity in a PV device. The original
photovoltaic type systems are contained in cells in plants and bacteria that perform
very efficient photosynthesis.- 1 2 In these different natural systems many proteins in
a cell are used to perform the steps in photosynthesis that, in the end, store the suns
energy in chemical bonds. Man-made devices, on the other hand, combine all of the
photovoltaic steps into one system, but are not nearly as efficient. In a photovoltaic
device sunlight is first absorbed and then converted into an excited electron and hole,
which must separate to different electrodes in order to create any electrical work. For
inorganic semiconductors, the absorbed photon immediately creates an electron and
hole pair with a binding energy on the order of kT, and therefor it requires very little
effort to separate them. The typical inorganic photovoltaic system is made of p- and
n-doped silicon layers next to each other. The doping in the silicon causes the Fermi
levels to be different, so when they are brought into electrical contact electrons trans-
fer from the n-doped silicon into the p-doped silicon. This charge transfer creates
a dipolar electric field at the interface between the two silicon layers, and it is this
electric field that helps create efficient charge separation in silicon PVs.13
The most efficient single-junction, crystalline silicon PV device convert 25% of the
suns solar power into electricity, 14 approaching the maximum thermodynamic limit
21
given by Shockley and Queisser15 of 33%. Silicon PVs need to be very thick in order
to absorb all of the sunlight hitting the device 17 in order to achieve their maximum
efficiency. Despite their efficiency, silicon PVs are still not widely used because the
processing and instillation costs combined with their average lifetime make them too
expensive to compete in today's energy market. 6
In order to get over this road-block researchers have been looking into a wide
range of PV materials including organic/organic 6"18,1 9 and hybrid inorganic/organic
based20'2 ' PVs. Unlike in the case of the inorganic PVs, organic photovoltaics (OPVs)
can be made with cheap processing techniques and are light weight, but their effi-
ciency is currently limited to 12%.22 When sunlight is absorbed in OPV devices the
organic semiconductor (OSC) materials do not generate free charge carriers upon
absorption, but instead create a coulombically-bound electron-hole pair (known as
an exciton).23-26 Excitons are the result of a small dielectric screening between the
electron and hole, which leads to a large binding energy between the charges.2 3 In
OPVs, this exciton binding energy is overcome due to the energy offset at an interface
of two OSC materials. 27,28
The photovoltaic process in a functioning OPV starts when (i) sunlight is absorbed
and forms an exciton, (ii) then the exciton diffuses to an interface; (iii) at the interface,
the exciton forms a charge transfer (CT) state, where now the electron and hole are
on two different molecules; (iv) finally the electron and hole separate and diffuse
to the cathode and anode, respectively.2 3,2 7 In order for OPV devices to reach the
Shockley-Queisser limit,29 each one of the four processes needs to be optimized, which
requires a fundamental understanding of each process to guide device engineering.
There are a number of current limitations in OPVs. One issue is that despite the
much stronger absorption in OPV devices they are not able to be made thick enough
to absorb all of the incident sunlight. 30 The main reason for the size limitation of
OPV devices is the diffusion length of the singlet exciton.31 So when an OPV is
made thicker to absorb more sunlight it reaches a point where the added excitons do
not reach the interface to form charges. One way to try and resolve this issue is by
engineering different device structures, such as bulk-hetero-junction OPVs, 32-35 and
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optimizing contacts at the electrodes.3 6 Another problem is that while experimental-
ists have found that charge separation at the organic/organic interface can be very
efficient, 19 ,37,38 the processes governing this fast breakup of the charges are not fully
understood. The lack of understanding of charge separation at the organic/organic
interface makes it difficult to know before making a device if the charges will be able
to separate and make it to the electrodes efficiently.
The key to rational design of fast and efficient exciton break up at the organic/organic
interface is understanding the interplay between molecular properties and device per-
formance. At an organic/organic interface, the key properties are the highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) levels
of each material, the offset between the LUMOs (AL) and HOMOs (AH), and the
difference between the acceptor LUMO and donor HOMO (Egap), all of which are rep-
resented in Figure 1-1. The HOMO and LUMO levels are equivalent to the ionization
potential (IP) and electron affinity (EA) of the material, respectively. The energy
gap, Egap, is the maximum limit to the open-circuit voltage (Voc), and is reduced by
the relative efficiency of charge separation vs. recombination. 3 9
VL (E-O)
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Figure 1-1: General band diagram for an OPV device with the donor (red) and
acceptor (blue) HOMO/IP and LUMO/EA levels. All of the energies are relative to
the vacuum level (VL). The energy difference AL between the LUMO of the donor
and acceptor provide the driving force for charge formation, and Egap is the maximum
possible open-circuit voltage from an organic photovoltaic device.
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A number of papers have been published on potential ways to optimize the proper-
ties of organic semiconductors in order to achieve a better OPV device. 29 ,4 0-4 2 Almost.
all of these studies, however, focus on optimizing the HOMO and LUMO levels with
respect to those of Phenyl-C61-butyric acid methyl ester (PCBM), while keeping the
band gap of the polymer small to use in bulk hetero-junction polymer/PCBM OPV
device.-4 3 - 5 Optimization of the bulk HOMO and LUMO levels is a straightforward
goal, but in actual devices factors such as polymer morphology and charge recombi-
nation complicate the optimization. 46 To avoid unforeseen problems when making an
OPV device with a new material we need an improved molecular understanding of
the static properties and dynamic processes in OPV devices.
1.1 Singlet Fission
A significant loss process that is part of the Shockley-Queisser limit is the energy
lost to heat as a high energy exciton relaxes to the band gap of the material. The
most obvious way to try and fix this issue is to extract the excitons energy and create
charges before the excitons are able to relax down to the band gap,4 7 ,48 but this is very
difficult because of the fast relaxation time scale. Another way to solve this problem
is to create multiple excitons of lower energy from a higher energy exciton, that is
known as multi-exciton-generation (MEG). MEG has been observed since the 60's in
organic acene molecules, 49,50 and has more recently be proposed to occur in quantum
dot systems.,5 1' 2 In the organic materials the MEG process is called singlet fission
because one singlet exciton splits up into two triplet excitons that are at half of the
singlet energy. Including singlet fission molecules in an OPV device can increase the
Shockley-Queisser limit to above 40%,53 and can give internal quantum efficiencies
above 100%,54 since two electrons can be created from one photon.
Unfortunately, like charge separation at the organic/organic interface, the mech-
anism for singlet fission is not fully understood. Once the singlet excited state is
formed, Figure 1-2 left, it has two possible routes to form the triplet-triplet dimer
state, Figure 1-2 right. The singlet can go through an intermediate charge transfer
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state, Figure 1-2 top, before reaching the triplet-triplet state, 55 or the singlet can
directly form the triplet-triplet state through a two electron transfer process. Both
of the mechanisms are possible and will depend on the coupling and energy differ-
ences between the different excited states. If the coupling is large enough between
the singlet and charge transfer state then the excited bright state could be a coher-
ent mixture of the two states. In which case, the coupling for the direct mechanism
would be increased due to the mixing of the charge transfer state, this is called
super-exchange. 53 ,56- 58 Given a large enough singlet and triplet-triplet coupling the
initial bright state could be a coherent mixture of both states, and the triplet-triplet
state would then just be formed by the bright state decohering into the triplet-triplet
state.59 ,
60
Charge Transfer
Direct Fission
Singlet Triplet-Triplet
Figure 1-2: The mechanism for a singlet excited state converting into two triplet
excited states can happen either through a direct two electron transfer process, or
through an indirect one electron transfer process where the charge transfer state is
an intermediate state.
Using time resolved transient absorption measurements6 1 63 researchers have been
able to measure singlet fission rates in many different organic molecules. In the case
of the pentacene molecule the fission process occurs on the order of 80 fs, 59,61 which
indicates that a more direct mechanism of singlet fission is more likely. The singlet
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fission rate for tetracene thin films have been measured between 1-100 ps. 53 Unlike
pentacene, the energetics in tetracene are such that the triplet-triplet state is a little
above the singlet state, which makes it very dependent on minor changes in the
singlet energy. The variation in measured tetracene thin film fission rates might then
be caused by variation in the crystallinity of the measured thin films because the
singlet energy depends greatly on the delocalization lengths, as seen in the difference
between solution and thin film spectra. 64
More recently measurements using time resolved photo-electron spectra (TR-
2PPE) were performed on tetracene and pentacene. 59>6 0 In both of these measure-
ments the authors found a low energy peak, associated with ionization of the triplet
state, that rose with the singlet peak on the time resolution of the experiment, ~25 fs.
The interpretation of these measurements are that the singlet and triplet-triplet ex-
cited states are coherently mixed together upon excitation. Theoretical models have
not found couplings between the singlet and triplet-triplet state to support a coherent
energy transfer process.56-18 ,65 The different calculations have reported varying cou-
pling strength between the singlet, triplet-triplet, and charge transfer state depending
on what approximations are made and what type of quantum chemistry calculations
are performed.
At the moment there is no agreement on what the dominant mechanism for sin-
glet fission is in a given molecule, let alone across a wide variety of different singlet
fission molecules. The complexity of the fission process has made it difficult for re-
searchers to agree on an accurate and reliable theoretical or experimental method
for determining the fission rate. This leaves a lot of opportunity for experimental
and theoretical studies to further the understanding of the singlet fission mechanism
in different systems. Given a better understanding of the singlet fission mechanism,
new molecules can be created from improved design principles that can be used to
drastically increase the efficiency of OPVs.
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1.2 Exciton Diffusion
Another concern for OPVs is the limited diffusion length of the singlet exciton. In
most OPV devices if the active organic layers are made too thick then a large number
of excitons will not reach the organic/organic interface and just decay radiatively or
non-radiatively back to the ground state.30 In typically OPV devices the diffusion
length of the singlet exciton limits the optimal thickness of the donor or acceptor layer
to 10-20 nm,3 0 3 1 ,66 which is not thick enough to absorb all incident photons. One way
to alleviate this problem is to avoid it altogether by using device architectures like that
of a bulk-heterojunction, so that no matter where the exciton is formed in the organic
materials it does not have far to travel to reach an organic/organic interface. While
using the bulk-heterojunction architecture helps resolve the exciton diffusion problem,
it creates a number of new issues with things like charge extraction.4 6 The more direct
way to increase OPV thicknesses is to try and increase the exciton diffusion length
through molecular design.
Optimizing the exciton diffusion length has proven difficult because it depends
on monomer properties, molecular packing, and it is not easy to measure experi-
mentally. The diffusion length of singlet and triplet excitons are mainly measured
using photoluminescence66-69 or photocurrent7 o7 2 methods, but measurements on the
same molecule can sometimes disagree by orders of magnitude for triplet 72-7 4 and sin-
glet7 5 77 excitons. One common complication that can alter the measured exciton
diffusion length is the emission of a photon that is then waveguided in the crystal
and reabsorbed by another molecule. This waveguide effect can incorrectly increase
the measured diffusion length. 78 Furthermore, photocurrent studies can over estimate
the diffusion length due to metal penetration into the organic layer 79 and optical in-
terference near the metal interface.80 While the method for measuring the exciton
diffusion length is improving 66 there is plenty of room for computations to help in
our ability to measure and control exciton diffusion lengths.
One question in the area of exciton diffusion is how important quantum coherence
is to the diffusion of the exciton. While the contribution of quantum coherence in
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photosynthetic systems is still up for debate, 81-83 a number of experiments and theo-
retical models have found that only at low temperatures or in highly ordered systems
does quantum coherence impact the motion of excitons.8 4 8 7 Very little theoretical
work has been done on modeling the motion of triplet excitons in OPVs, mainly be-
cause it is not relevant in most OPVs and it is assumed that the disorder in these
systems makes it very difficult for the very localized triplet exciton to diffuse. For
the case of singlet fission materials it is important to determine how much the triplet
diffusion length is hindered by disorder because if the triplet excitons formed can not
reach the organic/organic interface then the overall singlet fission process will not
help increase the device efficiency. In general there is still the issue of how much
can the diffusion length of singlet or triplet excitons be increased. If there is some
underlying limit to their diffusion length then one must rely on device architecture
to circumvent the problem.
1.3 Organic/Organic Interface
Once the exciton reaches the organic/organic interface and forms a charge transfer
state, the electron and hole still need to separate to the electrodes. Coulombs law tells
us that the electron and hole formed in the acceptor and donor material, respectively,
must be bound by some amount of energy. In most OPV systems the binding energy
for the charge transfer state is around 0.2-0.4 eV, much larger than the available
thermal energy of 0.03 eV. However, many OPVs are nearly 100% efficient at creating
a free charge from an exciton, 37,38 which is counter intuitive to the idea that there is
not enough thermal energy to separate the charges from the organic/organic interface.
The experimental trend that AL and AH (from Figure 1-1) needs to be at least 0.2 eV
for efficient OPV performance has led some to believe that the excess energy from the
exciton goes into vibrationally 88, 89 exciting the charge transfer state. The idea is then
the high charge separation efficiency is due to thermal storage of excess energy
89
,90
into vibrational energy (resulting in what are known as hot charge transfer states),
which then provides the energy necessary to overcome the binding energy between
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the electron and hole of the charge transfer state. It has also been suggested that the
charge transfer binding energy is overcome by storing the excess exciton energy in low-
lying (0.2-0.4 eV) electronic excited states in the anion state of fullerene derivatives. 9 1
Contradictory research has shown that in efficient OPV systems the formation of a
hot charge transfer state makes no significant difference in the charge separation
rate when compared to thermally relaxed charge transfer states.92',93 The conflicting
experimental reports suggest that other possible mechanisms might be contributing
to the efficient charge separation.
If the excess exciton energy does not go into creating a hot charge transfer state,
then it could go into creating an initially delocalized charge transfer state.91,94 9 5 If
the charge transfer state is more delocalized, then it will have a much smaller binding
energy, making it easier to separate. A recent study by Jailaubekov and co-workers
using both experimental and computational methods found fast charge separation at
the copper phthalocyanine (CuPc)/C 6 0 interface.94 The initial charge transfer state
that is found to lead to quick charge separation is one where the electron and hole are
not located on nearest-neighbors. The similarity in energy between delocalized charge
transfer state and the singlet excited state makes the energy transfer rate between
these two states significantly faster.
The work of McMahon et al. provides a similar view through the use of an atom-
istic model of the interface between a poly(3-hexylthiophene-2,4-diyl) (P3HT)/PCBM
interface, where the exciton was proposed to undergo direct dissociation into rela-
tively delocalized charge carriers.96 In addition, it was found that due to an increase
in the disorder of the polymer at the interface relative to the bulk, there is an in-
crease in the band-gap of the polymer at the interface. The increased stability of
the charge carriers away from the interface and delocalized nature of the charges was
proposed as a possible explanation for the increased efficiency and low charge recom-
bination rate observed in devices based on P3HT/PCBM blend. The calculations are
backed by the findings of Guo, who, in a study on regio-regular P3HT and regio-
random P3HT, found that most excitons can dissociate at the interface, but only
in regio-regular P3HT do the majority of excitons lead to free carriers.9 7 This has
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been further studied in the work of Bakulin et al., in which the authors suggest that
charge-separation in highly efficient devices occurs through delocalized band states,
as opposed to energy-gradient driven intermolecular hopping. 93 These delocalized
states help suppress charge-recombination due to the increased distance between the
charge carriers and the reduced binding energy of the resultant delocalized states.
Another possible explanation for the fast separation of charge transfer states at
the organic/organic interface is that the HOMO and LUMO levels bend in such
a way that the electrons and holes are driven away from the interface. This idea
is similar to how inorganic PVs function, and as in inorganic PVs, partial charge
transfer has been measured in organic/organic interfaces to match the charge neutral
levels of the materials. 98', 99 The amount of charge transferred at the organic-inorganic
interface can be significant, while very little to no charge transfer typically occurs at
organic/organic interfaces.100 The lack of partial charge transfer at organic/organic
interfaces does not mean that the HOMO and LUMO levels in an OPV are the same
throughout the device. The electron and hole states can be highly dependent on their
environment, which can be drastically different at the organic/organic interface than
in a bulk OSC material. 10
1
-
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There is still no set consensus on how charges form and separate efficiently at
the organic/organic interface. The complex nature of the organic/organic interface,
coupled with the lack of accurate experimental techniques with which to probe the
charge transfer state at the interface, necessitates further use of simulations and
theory in order to help determine the dominant, if any, charge separation mechanism
for different OPV devices.
1.4 Quantum Chemistry Methods
Almost all of the steps in the photovoltaic processes occur in molecular excited states.
The type of excited states that are important are the low lying singlet, triplet, and
charge transfer (CT) excited state. The singlet excited state will determine the ab-
sorption and exciton diffusion properties of an OSC. Depending on the properties of
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the triplet excited state, the singlet excited state can intersystem cross or undergo
singlet fission to form triplet states. Forming a triplet excited state could potentially
be a loss or a gain process in an OPV depending on the diffusion properties of the
triplet exciton and its energy. Then at the organic/organic interface the singlet or
triplet exciton must form a CT excited state. The performance of an OPV depends
heavily on the energetic and kinetic properties of the molecular excited states.
Almost all excited state methods require to first compute the ground state wave-
functions or density. One of the more original approximate methods used to compute
the ground state is the Hartree-Fock (HF) method,1 0 7 though the most commonly
used ground state method now is Kbhn-Sham density functional theory (DFT). 10 8- 111
The K6hn-Sham equations reduce to a solving a set of one electron equations
IV2 + v(r)ext + pSr'), dr' + vxc(r) i = cii(1.1)
_2 | r - r1
Where the first term on the LHS is the Kinetic energy operator, v(r)ext is an ex-
ternal potential, the third term is the coulombic potential, and vxe is a potential
that is quantum mechanical in nature (called the exchange-correlation potential). In
theory, solving the K5hn-Sham DFT equations will yield the exact solution to the
Schr6dinger equation, but in practice approximations are required because the exact
functional form of the exchange correlation potential (*c-functional) is unknown. The
xc-functional describes all of the complex two-electron interactions in a DFT calcu-
lation. Many different approximations to the xc-functional exist.1 1 2-116 The different
approximate functionals include pure functionals, such as LDA 108 and PBE,1 1 7 which
only use properties of the electron density itself. Hybrid functionals, such as PBE01 18
and B3LYP,119 incorporate some amount (specific to the functional) of exact HF
exchange. Additionally, a recent class of functionals, known as long-range-corrected
(LRC) functionals, smoothly separate electron interactions into short-range and long-
range components and treat the short-range component using a typical functional and
the long-range component using only HF exchange. 120-
123
If the right xc-functional is chosen for a given problem, DFT can perform very
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well.124 12 7 One major error that plagues DFT is the fact that for most xc-functionals
the electron repels itself. 1 28 ,1 29 The self repulsion of the electron causes the electrons
in a molecule to over delocalize, and while for small molecules this isn't a problem it
does start to become an issue for large r-conjugated systems like polymers. Issues like
excess partial charge or spin transfer can occur. 129 ,1 30 In conjugated polymer based
systems the HOMO -+ LUMO gap is under predicted using most xc-functionals.131
The more recent LRC functionals do provide some potential fix to the self-repulsion
issue, though it may be due to a cancellation of errors between DFT and HF because
the exact HF potential has the opposite effect of over localizing the electrons.
The main issue in the HF method is that it is a single determinant method that
does not include any correlation interactions between the electrons, and as such has
limited accuracy. 13 2,1 33 The missing electron correlation can be split into two main
categories, static and dynamic correlation. Static correlation is mainly due to the
true wavefunction having significant contribution from multiple HF-like determinants,
and dynamic correlation is due to weak interactions between the occupied and high
lying virtual orbitals. Higher level wavefunction-based methods such as couple clus-
ter,134-136 configuration interaction,107 ,13 7,138 and active space based139-141 methods
include multiple determinants to incorporate some of the electron-electron correla-
tion. Perturbation theory methods, such as second order Moller-Plesset perturbation
theory,142 go beyond the HF method by perturbatively adding dynamic electron cor-
relation. Many of these correlated wavefunction-based methods have well-defined
ways in which they approach the exact solution to the Schr6dinger equation and thus
have the potential to be extremely accurate, but this accuracy comes at a very high
computational cost.143
To compute the excited state from these ground state based methods one typi-
cally applies a linear response approach to the time dependent form of the method,
for example time dependent density functional theory (TDDFT). Linear response
TDDFT144- 4 6 is the most commonly used excited state method, due to its low com-
putational cost and decent accuracy of +0.3 eV.' 25 ,"4 ,"s The accuracy of TDDFT
depends not only one the choice of xc-functional but also on the type of excited state
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being calculated. For most OSC small molecules or polymers the singlet excited state
is a HOMO -+ LUMO excitation because the extended r-conjugation creates a low
band gap between the 7 bonding and r anti-bonding orbitals. This is useful for
TDDFT since those types of excited states are ones where it is most accurate. How-
ever, if we try and compute Rydberg type excited states or charge transfer excited
states then TDDFT significantly fails. 14 6, 149
The self-interaction error already mentioned also causes issues when computing
excited state properties using TDDFT. Because of the self-interaction error, the CT
state predicted out of TDDFT for a HOMO -+ LUMO excitation reduces down to
the orbital energy differences between the HOMO and LUMO (assuming the electron
and hole are spatially separated). The self-interaction error also creates errors in the
orbital energies. The combination of these two errors gives rise to the drastic under-
estimation of the CT state energy in TDDFT, as well as causes a non 1/R decay in
the CT state energy with separation distance. The LRC functionals discussed above
seem to work much better for troublesome systems in TDDFT and achieve more
accurate CT state energies. 150
For methods like linear response time dependent Hartree-Fock (TDHF) and con-
figuration interactions singles (CIS) there is no self-interaction error due to the exact
treatment of the exchange interaction. However, the lack of correlation in TDHF
and CIS causes these methods to have very limited accuracy for both singlet excited
states and CT states. Which is why TDDFT is still more commonly used to compute
excited state energies.
An old method, but relatively unused, called ASCF is a time-independent method
capable of computing excited states.15 1 In the ASCF method the excited state is com-
puted by selecting a non-Aufbau occupation of the wavefunction/density, Figure 1-3
middle, and enforcing that non-Aufbau occupation during a HF or DFT calculation
until it converges onto the final ASCF state, Figure 1-3 right. It can be sometimes
difficult to stay in the correct non-Aufbau excited state during the minimization, and
as such schemes like the maximum overlap method1 5 2 are very useful to insure con-
vergence onto the right ASCF state. The excited state determinant computed using
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this method will not be an eigenfunction of the spin operator, and will require an
extra step in order to obtain spin pure singlet excited states.
Ground State
Initial
non-Aufbau state
Final
ASCF state
ft
Figure 1-3: The ASCF method computes excited states by first taking the ground
state (left),applying a non-Aufbau occupation (middle), and minimizing the wave-
function/density under the enforced non-Aufbau configuration until the ASCF ex-
cited state is converged (right).
Except for some groups using ASCF to compute core excitations for X-ray spec-
tra,5 2 ASCF has not been tested for these molecules used in OPVs. The HOMO -+
LUMO nature of the lowest energy excited state for OSC materials lends itself to this
type of calculation, though the accuracy of ASCF has not been studied using recent
DFT functionals.
In order to compute CT states more directly and accurately one can employ an-
other time-independent method called constrained DFT (CDFT),is3-is which works
by performing a constrained minimization of the density such that specified regions of
the system have certain amounts of charge and spin. If for example, one wants a CT
state with an extra electron on an acceptor molecule and one less electron on a donor
molecule, then in CDFT an electrostatic potential is applied at each minimization
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step such that the density on the acceptor molecule has one extra electron and the
density on the donor has one less electron. The CDFT method has been applied to
a number of different inter- and intra-molecular charge transfer systems with high
accuracy. 156- 158 The only drawback of CDFT is that you need to have an idea as to
how much charge should be transfered in order to perform the calculation, but for
OPV systems the electronic states have either no net charge or one more/less electron
so this is not an issue.
The other important electronic states for an OPV system is the cation of the donor
and the anion of the acceptor, which are used to compute the ionization potential
(IP) and electron affinity (EA) of a material. The HOMO and LUMO energies in
Figure 1-1 are exactly equivalent to the IP and EA of the material, respectively. For
non polymeric systems, we can typically make the reasonable approximation that the
disorder in an OSC material and the low coupling between molecules causes very
localized states, and as such, we can use the IP and EA of a single molecule. Because
of the self-interaction error in DFT accurate IP/HOMO and EA/LUMO energies are
usually computed using IP = E(cation)-E(ground) and EA = E(ground)-E(anion).
It is important to emphasize, however, that the IP/HOMO and EA/LUMO in the
bulk can vary substantially from what a gas-phase QM calculation predicts, due to
the environment and delocalization effects.
Multi-reference wavefunction based methods like the coupled cluster method and
configuration interactions method can also be used to compute excited state proper-
ties.15 9-1 6 2 These methods can obtain accurate ground state and excited state prop-
erties no matter what type of excited state is being computed. But they are greatly
hindered by the size of the system, typically less than 100 heavy atoms, that can
be computed due to very poor scaling of the methods with the basis set size. One
method that has been shown to get both accurate energies and is more computa-
tionally feasible on larger systems is the complete active space self consistent field
method (CASSCF)." CASSCF works by defining an active space of orbitals, say the
HOMO and LUMO, and minimizing the orbital coefficients and CI coefficients within
the active space. CASSCF obtains a lot of the static correlation, but it does not
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get much of the dynamic correlation. In order to add on dynamic correlation Roos
and co-workers choose to add a second-order perturbation theory correction to the
ground and excited states of the CASSCF wavefunctions. 163 ' 16 4 This CAS method
with perturbation theory, called CASPT2, can compute even more accurate excited
state energies. However, CASSCF and CASPT2 are limited to an active space of
typically 12-13 orbitals, and in CASPT2 there is no set definition for the zeroth-order
Hamiltonian used to apply the perturbation theory correction to. 165 ' 166 Work is con-
tinually being done to try and create a multi-reference perturbation method that is
both fast and highly accurate for excited states due to their importance in many
molecular systems.
6 7
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1.5 Condensed Phase Simulations
All of the above computational methods do not include the environment in which
the molecules exists for OPV models. The molecular packing in OPVs is typically
disordered, due to the weak Van der Waals intermolecular interactions holding the
molecules together2 3 and the processing techniques used to make the devices, such
as spin-casting.17 1 ,17 2 The interplay between structural disorder, molecular distance,
and orientation significantly affect the electronic properties in an OPV, which in turn
affects the nature and mechanism by which free charge carriers can be generated.
Without the inclusion of these considerations, any computational study will be in-
capable of accurately describing the performance of OPV materials. The geometry,
electronic structure, and energetics of an isolated molecule are defined by its gas-
phase Hamiltonian, but the surrounding molecules in an OPV cause perturbations
through electrostatic and polarization interactions. Thus, the singlet, triplet, CT,
HOMO, and LUMO energies can be highly dependent upon the configuration of the
surrounding molecules or, more importantly, the proximity to the interface. Disorder
also affects intermolecular couplings and charge transfer state energies, because they
are highly dependent upon the distance between and the relative orientation of the
molecules involved.
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Unlike the case for triplet excited states, which are very local and have no signifi-
cant multipole moment, the surrounding environment can greatly impact the energy
and properties of the singlet and CT excited states. The main environmental impact
on the singlet excited state is the amount of disorder, which will change how well
the singlet excited state is able to delocalize over many molecules. In the case of a
homo-dimer the two monomer excited states, (bl, 02), can couple together to produce
two dimer excited states IF+ = ' (01 + 2) and 'I_ = 1(1 - '2). The transition
dipoles of the monomer excited states can add or subtract in the same way. When
the monomers are placed head-to-tail I+ is the only excited state that has a non-zero
transition dipole and is the lower energy state. When they are placed parallel to each
other IF+ is still the only excited state with a non-zero transition dipole moment, but
it is now the higher energy state. Any orientation between these two will make it
so that both IF+ and T_ have non-zero transition dipole moments. In a thin film
or crystalline environment these effects are amplified due to coupling between many
monomers causing effects like J-aggragation, H-aggragation, and Davydov splitting
to appear in the absorption and emission spectra.2 3 17 3
The most straight-forward way to compute these coupled excited states, or ag-
gregate states, would be to just apply our favorite procedure, say TDDFT, to a
system composed of many monomers. This, however, is not very feasible due to
the limitations on the number of atoms that can be treated for even methods like
TDDFT. Furthermore, in TDDFT the self-interaction error will become even worse
and the excited state manifold will be plagued with numerous fictitious CT states.
One way to try and get around this issue is to apply semi-empirical type methods.
The spirit of semi-empirical methods is to partially (or fully) ignore or approximate
the two-electron integrals of HF theory, which are, by far, the most expensive part
of the calculation.17 4 1 78 Most semi-empirical methods parameterize some aspect of
the calculation, using parameter values tuned to reproduce experimental or high-
level computational data. They are typically less accurate than DFT and correlated
wavefunction methods, and just like choosing the proper functional in DFT, their per-
formance can depend on which type of semi-empirical approximation is used. 179- 18 1
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They are reasonably accurate at predicting charge distribution in a large system and
can be used to determine the energetics of a charge or CT state in a polarizable
environment, 1 82 ,1 83 such as an interface.1
06
,18 4
Another approach is to break up the system into monomer and dimer calculations.
By computing the energy of each molecule/monomer and the electronic coupling
between them, one can construct a Hamiltonian and the eigenstates of which are the
delocalized states of the system.18 2 This is exemplified by the work of McMahon et.
al. in which they compute the electronic structure of P3HT at the interface with
amorphous PCBM9 6 through the use of a localized molecular orbital method185 to
obtain the eigenstates of the system containing thousands of atoms with a quantum
chemical level of detail. Each individual calculation is feasible using this method,
but the number of dimer calculations quickly grows with the system size. To make
things simpler and drastically cheaper, one can take a Hiickel-type approach and
consider only nearest-neighbor couplings. These types of simulations can provide a
good qualitative estimate on the amount of delocalization within an OPV device.
Unlike the singlet and triplet excited states, the CT state, HOMO level, and
LUMO level significantly depend on the environment they are located in. Since all of
these states are composed of charged molecules, or charged fragments of a molecule,
their energy will be greatly affected by the electrostatic environment. One important
environmental factor in the condensed phase is the surrounding dielectric, which sta-
bilizes charges. A simple option for incorporating effects from the environment into a
QM calculation is to use a dielectric continuum model.' 8 6-'88 The electronic structure
calculation is solved self-consistently in response to the surrounding dielectric. The
calculation only requires the input geometry of the QM system and a few parame-
ters, such as the effective dielectric constant of the surroundings. Unfortunately, an
effective dielectric constant of the system is not always available, and the calculated
charge state energy can be sensitive to the choice. In addition, a continuous dielectric
is a poor model for the environment of a molecule very near to an interface, since
there are two different types of polarizable molecules surrounding it.
One of the more common methods to obtain a detailed description of the environ-
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ment is to use classical forces to describe the surroundings. In this classical technique
the environment is modeled with molecular mechanics (MM) force fields in order to
simplify the simulations. Instead of explicitly treating all the electrons of a system,
MM force fields treat each atom as a particle with a Van der Waals radius, constant
effective charge, and polarizability. The force field contains potential energy functions
that define the energy of bonds, angles, and dihedrals within a molecule. Addition-
ally, force field parameters are not generally transferable between different molecules.
Currently, force fields exist for very few OPV molecules, so one must usually create
a new force field for a given OSC molecule.18 9 The typical scheme for creating force
fields involves matching the parameters to QM calculations and, sometimes, available
experimental data (such as the material density). 19 0 Difficulties arise in the parame-
terization of force fields for polymers, because QM is too expensive and experimental
data can be difficult to trust, due to the existence of multiple possible structures and
morphologies, which can depend on the molecular weight and even how the material
was processed (e.g. two known crystal phases of P3HT exist 1 9 1,192).
By calculating energies using force fields, rather than approximate solutions to
the Schr6dinger equation, MM simulations can handle extremely large system sizes
with thousands to millions of atoms, depending on the complexity of the force field.
Unfortunately, the accuracy of MM force fields can be quite low compared to QM
methods, and energies of excited states and couplings cannot be calculated through
MM. Though, MM simulations do provide snapshots of nuclear geometries that can be
used in QM or semi-empirical calculations. Currently, high-level calculations cannot
be run on the large system cell, so a combined quantum mechanics/molecular me-
chanics (QM/MM) method is typically used to incorporate the effects of the molecular
environment and disorder. In the QM/MM method, the simulation is divided into
system and bath regions, the chosen system being small enough to afford the use of
an accurate QM calculation. The bath then interacts with the system during the QM
calculation through electrostatic and Van der Waals interactions, unless the system
and bath regions are divided across a bond (e.g. for a large polymer), in which case
linker-atoms are necessary. 193 MM atoms are represented in the QM calculation as
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static charges and oscillating dipoles, the specifics of which are determined by the
force field.
There are a few different things to consider with the QM/MM method. One major
issue is selecting the set of MM parameters to represent the MM region, since only
a few molecules related with OPVs have existing parameters, for example C601 94 and
P3HT.' 95 The choice of MM parameters, especially the polarizability parameters, can
greatly alter the results. The results can also depend on the size of the QM region
because delocalization can only occur in the QM region, and so one must be careful
that delocalization in the system and states is not a significant effect, otherwise a
large QM region is needed. For small molecule OPV devices the QM/MM method is
very useful approximation to the system because all of the states except for the singlet
excited state are very localized in the disordered environment. The detailed descrip-
tion of the environment and quantum description of the system make the QM/MM
method a very useful method to investigate the energetics at the organic/organic
interface. Through careful study of the effect of the molecular geometries and the
impact of structural disorder on the electronic structure, a better understanding of
OPV devices can be gained.
1.6 Dynamic Simulations
In order to study the dynamics of singlet fission and exciton diffusion in OPVs one
needs to compute the electronic coupling between different excited states. For triplet
excitons the CDFT method with configuration interactions (CDFT-CI) can be applied
to compute the electronic coupling. 196 19 7 Here we can define two diabatic states, one
with the triplet exciton on the donor molecule and one with the triplet exciton on
the acceptor molecule. Then using these two diabatic states we can compute the
electronic coupling between them. While CDFT-CI can be applied to many types
of energy transfer problems, it is still limited by the requirement that the electronic
states need to be defined by some localization of spins and charges. One method
that relies on the TDDFT method to get couplings for singlet and triplet excitons is
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the fragment excitation difference method, 198, 199 which uses the transition densities
to calculate the coupling between different excited states.
It is well understood that the coupling for singlet excitons will typically be much
larger than the coupling for triplet excitons because of how they transfer the energy.
Singlet excitons transfer their energy from one molecule to another through a non-
radiative energy transfer process. The simplest approximation to this energy transfer
process is the F6rster energy transfer approximation. 200 ,2 01 F6rster energy transfer
approximates the interaction as a dipole-dipole interaction, which decays as R-6, and
is fairly accurate for energy transfer at distances greater than a few nanometers. 20 2,203
Triplet excitons on the other hand require a two-electron transfer process, typically
called Dexter energy transfer, in order to hop from one molecule to the next.2 04 20 1
Dexter energy transfer depends on the overlap of the wavefunctions on the donor and
acceptor molecules, and therefore is typically not very large and decays as exp(-R).
In most dynamic processes in OPVs the energy transfer occurs through an in-
coherent hopping type mechanism due to the large molecular and thermal disorder.
For triplet and singlet exciton diffusion the excited state moves from one location to
another by hopping, and in the case of hopping transport the diffusion length (LD)
is composed of two molecular parameters: the hopping rate (kD) and the exciton
lifetime (r). The lifetime is composed of a radiative and non-radiative part, both
of which can be the dominant factor depending on the molecule and if the exciton
is a singlet or triplet. The hopping rate of an exciton from a donor molecule to an
acceptor molecule can be approximated using the well known Marcus Theory rate.20 6
1 2 (AGO + A)2]k =a IVaal ex - T (1.2)IT 4x kB TA 4I BT
Here, the three important molecular parameters are the coupling between the donor
and acceptor states Vda, the free energy change AG', and the reorganization energy
A.
While one can relate the hopping rate and lifetime directly to the diffusion length"
it typically requires a number of assumptions, such as only nearest neighbor hopping
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and specific packing directions. In order to more accurately model diffusion in a
realistic system we need to apply the Kinetic Monte-Carlo (KMC) method.2 0 7 KMC
works by taking in a list of hopping sites and the rates between each site, and then
using the rates a random site is chosen to hop to. After hoping the time in the
simulation is evolved based on the rate between the initial and final sites. This
process is then repeated over and over to propagate an exciton or charge until the
simulation is stopped. The combination of the KMC code and quantum chemistry
methods can make it easier to determine what molecular properties are controlling
the diffusion length of the exciton in OPVs.
All of the different types of static and dynamic computational methods can be
used together to model and further our understanding of the excitonic properties and
the separation of charges from the organic/organic interface in OPVs.
1.7 Thesis Outline
The body of this thesis is concerned with topics related to modeling the condensed
phase properties of organic photovoltaics. Chapter 2 and 3 focus on refining and
developing computational methods for the use of computing excited state properties
of organic semiconductors. The rest of the thesis focuses on modeling different elec-
tronic processes in an OPV device on the molecular level in order to gain further
understanding of how OPVs work.
The focus of chapter 2 is on the assessment of an alternative DFT approach to
excited states, ASCF, for organic dyes. The ASCF method is a time-independent
based method for computing excited states, and as such it provides a potentially
simpler and faster way of computing excited states. For a test set of vertical excitation
energies of 16 chromophores, we observe surprisingly similar accuracy for the ASCF
and TDDFT approaches over a wide range of DFT functionals. In light of this
performance, we reconsider the ad hoc ASCF prescription and demonstrate that it
formally obtains the exact stationary density within the adiabatic approximation,
partially justifying its use. The relative merits and future prospects of ASCF for
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simulating individual excited states are discussed.
While the performance of both TDDFT and ASCF are similar, they both still can
not obtain accuracies greater than 0.3 eV for the singlet excited state. In order to
try and improve upon the limited accuracy of these methods in chapter 3 we present
a new excited state method, ASCF(2), that has similarities to the CASPT2 method.
In ASCF(2) we take a set of ground and excited non-Aufbau determinants as our
active space. We then apply a second order Moller-Plesset perturbation correction to
the wavefunctions, and in this new active space we diagonalize the Hamiltonian. The
ASCF(2) method avoids a number of problems in CASPT2, such as the choice of state-
averaging weights and what zeroth-order Hamiltonian to use for the perturbation
correction. We find similar accuracy to multi-reference excited state methods with
a reduced cost and smaller active space. Thus making the ASCF(2) a potentially
useful new way to compute accurate excited state properties.
Our focus then shifts from method development to modeling molecular properties
important for the performance of OPV devices. In chapter 4 we investigate the ex-
citon fission process, which is where one singlet exciton splits into two independent
triplets.53 Because fission generates two triplet excitons from a single high energy
photon, fission-based solar cells can produce quantum yields in excess of 100%54 and
could lead to single junction photovoltaics with power conversion efficiencies above
40%.53 Here, experimental collaborators measure the fission dynamics using ultrafast
photoinduced absorption, and we derive a first principles expression that successfully
predicts the rate of fission for a range of materials with vastly different structures.
Our results show that the experimental rates are consistent with a non-adiabatic
Marcus-like mechanism in weakly interacting systems and an adiabatic, coupling in-
dependent pathway at larger interaction strengths. For a range of electronic couplings
covering almost three orders of magnitude, we predict near unit fission efficiency in
any material where fission is energetically favored. This is confirmed experimentally,
as we observe high fission yields even in materials where molecules are oriented or-
thogonal to one another at large separations (>5 A). We conclude that singlet exciton
fission in thin films is robust against variations in molecular structure. The success of
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this kinetic model simplifies the rational design of materials capable of fission. Cru-
cial molecular properties such as solubility and energy level alignment can be safely
tailored by functionalizing an active core while maintaining a high quantum yield.
Once singlet or triplet excitons are formed in an OPV device they must diffuse
to the organic/organic interface. In chapter 5 we present a discussion of the limits
to the diffusion lengths of both singlet and triplet excitons. The diffusion length
of excitons sets an upper bound on the efficiency of OPV devices because current
bilayer OPVs cannot be made thick enough to absorb all incident solar radiation due
to the short diffusion lengths (~ 10 nm) of singlet excitons.31 , 66 By contrast, triplet
excitons can have very long diffusion lengths (as large as 10 microns) in organic solids,
leading some to speculate that triplet excitonic solar cells could be more efficient than
their singlet counterparts.6 8 ,7 4, 208 We demonstrate that while there are fundamental
physical upper bounds on the distance singlet excitons can travel by hopping, there are
no corresponding limits on triplet diffusion lengths. This conclusion strongly supports
the idea that triplet diffusion should be more controllable than singlet diffusion in
organic photovoltaics. To validate our predictions, we model triplet diffusion by
purely ab inito means in various crystals, achieving good agreement with experimental
values. We further show that in at least one example (tetracene) triplet diffusion is
fairly robust to disorder in thin films, due to the formation of semi-crystalline domains
and the high internal reorganization energy for triplet hopping. These results support
the potential usefulness of triplet excitons in achieving maximum organic photovoltaic
device efficiency.
In chapter 6 we present models on the organic/organic interface and their implica-
tions on the charge separation process. Exciton dissociation at organic semiconductor
interfaces is an important process for the design of future organic photovoltaic (OPV)
devices, but at present it is poorly understood. On the one hand, exciton breakup
is very efficient in many OPVs. On the other, electron-hole pairs generated by an
exciton should be bound by Coulombic attraction, and therefore difficult to separate
in materials of such low dielectric. We start by investigating the band levels and CT
states at the interface between two organic semiconductors, metal-free phthalocya-
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nine (H2Pc) and 3,4,9,10 perylenetetracarboxylic bisbenzimidazole (PTCBI), using a
combined QM/MM technique. Near the organic/organic interface significant changes
from the bulk, as large as 0.2 eV, are found in the excited state energies, ioniza-
tion potentials, and electron affinities. We highlight several electrostatic effects that
appear commonly at organic/organic interfaces and can cause such band bending ef-
fects. Using QM/MM simulations we demonstrate that the electric fields generated
in this fashion are large enough to overcome typical electron-hole binding energies,
creating a system where the CT states at the interface can be on average higher in
energy than fully separated charges in the bulk materials despite having a typical
local binding energy of 0.15 eV. Furthermore, we find that thermal fluctuations can
induce variations of up to 0.1 eV in the CT binding energy. These results suggest
that it is possible for bound interfacial CT states to dissociate in a barrier-less fash-
ion without involving "hot" CT states, and that the classical picture of flat bands at
organic/organic interfaces is only qualitatively correct. These observation have direct
relevance to the design of more efficient organic photovoltaics.
Finally in chapter 7 we conclude with describing the key findings of the thesis
and how they relate together in the broader context of understanding and improving
OPV devices. Some further discussion is also provided on ongoing work and future
work for these topics.
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Chapter 2
Assessment of ASCF density
functional theory for electronic
excitations in organic dyes
2.1 Introduction
Conjugated organic dyes have found widespread use: from lasers, paints, and inks to
more exotic technologies such as dye-sensitized solar cells, 2 0 -21 1 organic light-emitting
devices,6,212-214 organic transistors, 2 1 5 and organic solar cells.3 0 ,21' The performance
of these materials relies heavily on the careful tuning of their electronic properties.
Specifically, in organic solar cells the singlet excited state in conjugated molecules
and polymers are tuned to both increase solar absorption while maintining the cor-
rect energy level allignment for charge formation.4 0 4 2 Consequently, there is growing
interest in the development and application of computational methods for character-
izing electronic excitations in condensed-phase organic materials. 21 7 , 2 18
Among the earliest approaches to this challenge were semiempirical molecular or-
bital methods such as complete neglect of differential overlap 219 and the Pariser-Parr-
Pople approach.2 20 As computational resources expanded, ab initio methods such
as time-dependent Hartree-Fock and configuration interaction singles became feasi-
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ble for molecules of moderate size." 6 None of these methods are expected to give
quantitative results, but often they are sufficient to predict trends. More recently,
methods such as complete active space self-consistent field" 1 and equation-of-motion
coupled cluster22 2 havebeen developed, which promise quantitative results for excited
states. Unfortunately, at present, these are too expensive for routine use on organic
dyes that typically have 50-100 atoms. A modern method that offers a good com-
promise between accuracy and efficiency is time-dependent density functional theory
(TDDFT). 144,146,223
TDDFT within the adiabatic approximation (AA) (Refs. 224 and 225) has been
the workhorse method for computing excitation energies in organic molecules over
the last decade. TDDFT excitation energies with commonly employed exchange-
correlation functionals are usually accurate to within 0.3 eV for localized valence ex-
citations in organic molecules. 4 7 However, TDDFT is less reliable for excitations with
long-range character, such as Rydberg22 6 ,22 7 and charge transfer excitations228, 2 29 as
well as excitations in large conjugated molecules. 2 1 2 1 2 Recently developed long-range
corrected functionals have addressed these issues with promising success.123,148,150,233
Several time-independent alternatives for computing excitation energies within a den-
sity functional theory (DFT) framework have been proposed, 4 -3 6 but many of these
methods pose significant implementation challenges23 7 or are too computationally ex-
pensive compared to TDDFT.
The ASCF-DFT (or simply ASCF) method, one of the earliest such time-independent
methods, 151 is straightforward to implement and offers low computational cost. This
method is also known in the literature as excited state DFT 2 38 or constrained DFT 2 39
(not to be mistaken for the method of the same name153 in which constraints are ap-
plied to the density). The ASCF procedure employs non-Aufbau occupations of the
Kohn-Sham orbitals to converge the SCF equations to an excited state that might
have other states of the same symmetry beneath it. Because SCF algorithms are
geared toward energy minimization, they can sometimes cause a collapse to these
lower energy states during the SCF iterations. Techniques such as the maximum
overlap method 5 2 have been developed to address these convergence issues, thereby
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rendering the ASCF method an efficient potential alternative to TDDFT for excited
state geometry optimizations and molecular dynamics. Analytical excited state Hes-
sians, which are needed to obtain infrared or vibrationally resolved electronic spectra,
are also readily accessible from the ASCF approach, in contrast to the current situ-
ation for TDDFT - though progress in this area has been rapid in recent years. 240
ASCF was recently associated with the fourth-order correction to a "constricted"
variational approach to TDDFT, 24 ' but here we focus on its use as a stand-alone
method.
Although ASCF has gained some traction recently as a DFT-based alternative to
TDDFT for excited states, 152 ,227 ,2 42 -24 the performance and range of validity of the
method remain poorly understood. This paper addresses this gap in understanding in
two ways: first, by comparing excitation energies computed by TDDFT and ASCF
with experimental values for a representative set of conjugated organic molecules;
and second, by providing new insight into the approximations that are made when
computing excitation energies from ASCF.
The rest of the chapter is arranged as follows. First, we construct a set of organic
dye molecules that we use as a benchmark test set. Next, we present TDDFT and
ASCF excitation energies and discuss the performance of the two methods relative
to experiment. We find that the two approaches are quite comparable, which we find
surprising given the lack of formal justification for ASCF. We therefore spend some
time in the discussion examining the theoretical underpinnings of TDDFT and ASCF
in order to determine if there might not be a deeper reason for the success of ASCF.
Finally, we conclude our analysis and suggest some potential future directions.
2.2 Test Set
It is of course impossible to construct a single test set that characterizes the quality of
a given functional for excited states. The wide variety of behaviors of different func-
tionals for Rydberg states, 2 26 charge transfer states, 2 29 excited states of conjugated
organic molecules 2 29,2 3 1- 233 ,24 5 and core excitations1 52 suggests a more modest goal:
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to design a test set that assesses a functionals utility for a given purpose. Because of
our interest in organic electronics, we are most keenly interested in testing TDDFT
and ASCF for the low- lying singlet excited states of common dye molecules. Other
test sets consisting of small conjugated organic molecules have been constructed to
assess the performance of TDDFT, with typical errors of roughly 0.2-0.3 eV for the
best-performing functionals. 125 ,148,246 Our chosen test set is tabulated in Tables 2-1
and 2-2. In each case, Eex is the energy of the lowest maximum in the experimental
absorption spectrum.
There were a number of criteria that we used to select the molecules in the test
set. First, they were required to have a significant absorption in the visible region.
This typically requires extensive ir conjugation over most of the molecule, resulting
in low-lying -r -+ r* transitions. Further, as can be seen in Tables 2-1 and 2-2, all of
the excitations are predominantly HOMO -+ LUMO. This restriction is not essential,
but leads to more robust SCF convergence than, say, HOMO -+ LUMO + 1 would.
The single-reference character of the excited states helps us circumvent the general
problem that some excited states require a multireference approach. We make no
restriction on the degree of charge transfer present in the excited state. However, in
order to control for solvatochromic effects, we selected molecules for which experi-
mental absorption spectra are available in gas phase, thin film, or nonpolar solvent.
Ideally, all of the experimental results would be in gas phase, but this restriction
would only leave us with five molecules in our test set, which would be insufficient.
We therefore must accept some degree of inequivalence between the experimental ob-
servable (absorption maximum in a weak environment) and the calculated quantity
(vertical excitation in the gas phase). We should note that methods exist to attempt
to correct theoretical gas phase excitation energies for dielectric 24 7 and vibrational24 6
effects to obtain solvent-corrected 0 - 0 excitation energies, but such shifts will in
any case be smaller than the errors due to the approximate nature of the density
functional.
Despite the fact that all of the molecules satisfy the criteria given above, our test
set includes molecules covering a wide range of current applications. Some molecules
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dye structure environment Eex (eV) % H -4 L
1 pentanes 2.50a 100.0
NH b2 gas phase 1.82 95.3
N
N'3 Ngas phase 1.8 91.9
NQ N thin film 3.46 C 97.50
5 toluene 2.87 95.7
6 NC PHN thin film 2.59 99.5
CH,
(H3C) N--O
7 thin film 3 .55 99.6
N CH3)3
8 gas phase 2.01 95.2
Figure 2-1: Test set, molecules 1-8: chemical structure, absorption maximum mea-
sured in the specified environment, and TD-B3YLP HOMO -+ LUMO character of
the lowest singlet excited state. Experimental excitation energies: 'Ref. 248; bRef.
249; 'Ref. 250; dRef. 251; eRef. 252; fRef. 253; 9Ref. 254.
are found in biological systems (1, 8, 9, 13, 14), others are used for organic electronics
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dye structure environment Eex (eV) % H -+ L
N  N (D
H
gas phase
thin film
9
10
11
12
13
14
15
16
thin film
thin film
benzene
NN N C
CC
SO3 S03
NH N
N HN
NH N
N HN
ZcZoo-Nk 7;t Nz trichlorobenzene
trichlorobenzene
Figure 2-2: Test set, molecules 9-16: chemical structure, absorption maximum mea-
sured in the specified environment, and TD-B3YLP HOMO -+ LUMO character of
the lowest singlet excited state. Experimental excitation energies: 'Ref. 254; bRef.
255; cRef. 256; dRef. 257; eRef. 258; /Ref. 259; gRef. 260.
(2, 3, 4, 15, 16), and some as synthetic organic dyes (5, 6, 7, 10, 11, 12). Thus, we
have made an effort to select a structurally diverse set of molecules that can answer
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2.36a
gas phase
99.7
98.0
98.6
74.6
72.1
57.0
98.0
100.0
d2.11
2 .01 f
2. 0 6 9
the question: how accurate are ASCF and TDDFT for organic dyes?
2.3 Computational Methods
All geometries were optimized at the B3LYP/6-31G* level in the gas phase; these
geometries are provided in Appendix C. TDDFT and SCF excitation energies were
computed in the 6-311+G* basis set with an array of exchange-correlation function-
als. An SRSC pseudopotential was employed for Zn. 2 1i The functionals were chosen
because of their widespread use, and the hybrid functionals intentionally represent a
wide variation in the fraction of exact (Hartree-Fock) exchange. The SCF calcula-
tions include two additional M06 functionals1 21 for which TDDFT excitation energies
were unavailable. An additional functional consists of 60% PBE exchange and 40%
Hartree-Fock exchange with PBE correlation and will be denoted PBE4.
The ASCF procedure was carried out as follows. Starting with the molecular
orbital coefficients of the ground state as an initial guess, the Kohn-Sham equations
were solved using a modified SCF procedure in which the lowest N - 1 orbitals and
the (N+ 1)th orbital were occupied at each update of the density matrix. The shifting
of orbital energies during this procedure occasionally caused the density to collapse
to the ground state. In these cases, the maximum overlap method15 2 provided a way
to retain the target configuration through convergence.
The non-Aufbau electronic state obtained from this procedure is not a spin eigen-
function. To obtain the energy of the singlet excited state, we use the common spin
purification formula,15 1
Es = 2E - ET
Both the spin-mixed (T4) and spin-pure energies are of interest, so we include both
in our analysis. All computations were performed with a modified version of the
Q-CHEM 3.2 software package.26 2
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2.4 Results
Deviations of computed TDDFT and ASCF vertical excitation energies from experi-
ment are presented in Table 2.1, with a more detailed description of the PBEO results
in Table 2.2. Typical mean absolute errors (MAEs) in TDDFT excitation energies
are 0.3 eV, with B3LYP and PBEO outperforming their counterparts with greater or
lesser exact exchange. The magnitude of these deviations is in line with that observed
in previous TDDFT benchmarking studies.14 7 26 3
For ASCF with spin purification, the results parallel the TDDFT results quite
closely for all functionals: B3LYP and PBEO perform best, with MAE and RMSD
similar to those of the corresponding functionals in the TDDFT approach. This
similarity suggests an argument in favor of applying the spin purification procedure.
In keeping with Beckes assertion that the fraction of exact exchange reflects the
independent-particle character of the system, 119 the appropriate fraction of exact
exchange in Kohn-Sham DFT should be a characteristic of the system, not of the
method (TDDFT, ASCF, or another approach) chosen to compute excitation ener-
gies. Of course, it is also convenient from a practical standpoint that TDDFT and
spin-purified ASCF perform similarly for the same functionals.
The energy of the mixed state in ASCF systematically underestimates experi-
mental energies when the employed functional possesses a conventional fraction of
exact exchange (20%-30%). Functionals with twice as much exact exchange (BH&H
and M06-2X) give mixed states that are more accurate, performing comparably to
the best functionals for TDDFT excitation energies. The satisfactory performance of
spin-contaminated ASCF with a larger fraction of exact exchange can be interpreted
as a convenient cancellation of errors. The energy of the mixed state underestimates
the singlet energy by half the singlet-triplet splitting. The addition of surplus exact
exchange systematically increases the singlet-triplet gap. Therefore, the energy of the
mixed state tends to increase with increasing exact exchange. At least on average, one
can thus raise the fraction of exact exchange such that the energy of the mixed state
with surplus exact exchange matches the energy of the pure singlet with the original
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Mean error
Functional TDDFT ASCFmixe ASCFpure
PBE -0.23 -0.72 -0.56
B3LYP 0.08 -0.47 -0.16
PBEO 0.15 -0.42 -0.05
LC-wPBEO 0.23 -0.26 0.24
PBE4 0.28 -0.26 0.26
BH&H 0.33 -0.14 0.45
M06-2X -0.08 0.41
M06-HF 0.52 1.47
MAE
Functional TDDFT ASCFmixed ASCFpure
PBE 0.39 0.72 0.58
B3LYP 0.27 0.49 0.25
PBEO 0.27 0.45 0.21
LC-wPBEO 0.27 0.32 0.26
PBE4 0.31 0.33 0.30
BH&H 0.35 0.27 0.45
M06-2X 0.27 0.42
M06-HF 0.52 1.47
RMSD
Functional TDDFT ASCFmixed ASCFpure
PBE 0.46 0.81 0.66
B3LYP 0.32 0.57 0.32
PBEO 0.32 0.52 0.28
LC-wPBEO 0.33 0.38 0.32
PBE4 0.38 0.38 0.37
BH&H 0.42 0.31 0.50
M06-2X 0.30 0.48
M06-HF 0.74 1.69
Table 2.1: Test set statistics for the three different excited state methods. All values
are in eV.
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Molecule Exp. TDDFT ASCFmixed Mixed (S 2 ) ASCFpure Triplet (S2 )
1 2.50 2.25 1.64 1.015 2.08 2.088
2 1.82 2.08 1.55 1.029 1.91 2.021
3 1.88 2.08 1.54 1.029 1.96 2.047
4 3.46 3.40 3.16 1.017 3.37 2.017
5 2.87 2.96 2.34 1.009 2.84 2.067
6 2.59 2.51 2.01 1.009 2.47 2.027
7 3.55 3.15 2.61 1.008 3.00 2.034
8 2.01 2.42 1.41 1.062 1.72 2.023
9 2.36 2.71 1.68 1.048 2.05 2.020
10 2.26 2.89 2.08 1.056 2.28 2.014
11 2.58 2.49 2.05 1.024 2.38 2.022
12 2.11 2.75 2.06 1.055 2.16 2.009
13 1.94 2.29 1.93 1.046 2.21 2.015
14 2.01 2.30 2.26 1.019 2.63 2.050
15 3.21 3.29 2.71 1.008 3.32 2.024
16 2.06 1.96 1.49 1.009 2.02 2.037
Table
eV.
2.2: PBEO energies and spin multiplicities for the test set. All energies are in
functional. Functionals with roughly 50% exact exchange achieve
our test set.
this cancellation in
The functional LC-wPBE0 (w = 0.1 bohr- 1 , CHF = 0.25) was included in our study
to assess the performance of long-range corrected density functionals. Given that
these functionals are optimized (in part) to give accurate TDDFT vertical excitation
energies, 123 it is somewhat surprising to note that LC-wPBEO performs best neither
for TDDFT nor for ASCF. We suspect this arises from the fact that these excited
states are bright, which selects against the charge transfer excitations (which tend to
be dark) for which LC-wPBEO would outperform all other tested functionals.
It is important to note that while ASCF and TDDFT have statistically similar
accuracy for the singlet states, it does not follow that ASCF and TDDFT predict
similar results for a given molecule. For example, as illustrated in Table 2.2, the
ASCF and TDDFT vertical excitation energies with PBEO can often differ by as
much as 0.6 eV for the same molecule. These fluctuations cancel out, on average,
and the MAEs of ASCF and TDDFT excitation energies differ by only 0.06 eV over
the whole set. Further, the (S2 ) values from the table clearly justify the use of spin
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purification for these states.
2.5 Discussion and Analysis
Based on the results of Section 2.4, it would appear that ASCF and TDDFT predict
vertical excitation energies of organic dyes with approximately equal accuracy, with
ASCF being perhaps slightly better when the best functionals are used. If we combine
this information with existing evidence that ASCF is effective for Rydberg states238
core excitations,1 5 2,2 64 solvent effects 26 5 and double excitations 26 6 we are led to the
pragmatic conclusion that SCF is a powerful tool for excited states. Is this just
a coincidence? Or are there deeper reasons why SCF is so effective? To answer
these questions, we must unpack the approximations inherent to TDDFT and ASCF
calculations.
2.5.1 Linear response TDDFT
According to the Runge-Gross theorem,14 4 there exists a one-to-one correspondence
between the time-dependent density, p(x, t), and the time-dependent potential, vet(x, t).
Thus, one can formulate an equation of motion that involves p(x, t) alone, where x
contains spatial and spin coordinates, x _ (r, o-):
X>( t) = F[p]
where F must be defined. In the Kohn-Sham (KS) formulation of TDDFT, the exact
density is constructed out of a set of time-dependent orbitals,
OCC
p(xt) = 1#i(X, 0)12
i=1
The KS orbitals, in turn, obey a Schrddinger equation,
i0i (x, t) = ( 72 ± vext (X, t) + J ) dx' + v,](x , t)) i(x, t) f1sdi(x, t)
2 |r -r
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where the external potential, vext, is augmented by the classical Coulomb potential
and the unknown exchange-correlation potential, vxc[p]. According to the Runge-
Gross theorem, v,., exists and is uniquely determined by the density. Thus, vxc(x, t) is
a functional of p(x, t), justifying the notation v,[p]. The major challenge in TDDFT is
determining accurate approximations to the exchange-correlation potential.
1 5 0
,267-273
Now, in principle, vex(x, t) can depend on p(x, t) at any point r in space and any
time t in the past. In practice, it is very difficult to obtain approximations to v.c(x, t)
that obey causality and possess all the proper time translation invariance proper-
ties. 274 ,2 75 As a result, nearly all existing approximations to vx(x, t) are strictly local
in time - v,,(x, t) depends only on the density of the system at time t. This ap-
proximation is known as the adiabatic approximation (AA). It greatly simplifies the
construction of approximate potentials, and from this point forward, our manipula-
tions will assume the AA.
In order to obtain excitation energies from TDDFT, the most common route is
to employ linear response (LR).2 25 ,276 Here, one first performs a traditional DFT
calculation to obtain the ground state density. Next, one subjects the system to
a small time-dependent external potential, ov(x, t), that induces a small change in
the density, 6p(x, t), and a corresponding small change in the exchange correlation
potential, 6vxc(x, t). One then uses the time-dependent KS equations to connect
the different linear variations and computes excitation energies as the poles in the
frequency-dependent response function. 2 23 The resulting equations can be cast as a
generalized eigenvalue problem:
A B XM XM
=WM
-B -A YM (YM
Here, XM and YM are vectors of length (occupied) x (unoccupied) that represent
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the density response and the A and B matrices are given by
Aia;jb (e - ei) 6 ij Jab + Bia;jb/ 1 6v, (1
Bia;jb J #i(X1)Oj(X2) - + c #a(Xl)b(X2) dx1 dx 2I (~r12 Jp(X2))
where i, j (a, b) index occupied (unoccupied) orbitals. In principle, the eigenvalues
wM are the exact (within the AA) transition energies between the ground electronic
state and the various excited states: wm = Ej - E0 . Meanwhile the eigenvectors, XM
and YM contain information about the intensity of the transition.
2.5.2 ASCF densities
Now, because quantum mechanics is linear, linear response in Hilbert space start-
ing from any two different reference states will give equivalent transition energies.
However, since most density functionals have a nonlinear dependence on the density,
the excitation energy obtained from LR-TDDFT depends on the reference state one
chooses. Thus, for example, in certain cases it is advantageous to choose a reference
state with a different spin multiplicity.2 77-281
Instead of sifting for excitations in the density response, an alternative approach
is to search directly for the excited state density in TDDFT. Here, one recognizes
that every eigenstate T! of the Hamiltonian is a stationary state. Hence, pi(x, t) is
constant in time and
p(x,t) = F[p] = 0 (2.1)
Within the KS formulation, the density is invariant if each KS orbital changes by a
phase factor
#(x, t) = e-it#(x)
so that
iqj(x, t) = eg#j(Xt)
HKSq(x,t) = cg$j(x,t)
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Thus, the equations obeyed by stationary densities within TDDFT are exactly the
same as the SCF equations for traditional KS-DFT. Viewed in this light, it is clear
that ASCF states - which solve the traditional KS-DFT equations with non-Aufbau
occupations of the orbitals - have a rigorous meaning in TDDFT: they correspond
to stationary densities of the interacting system. Further, these stationary densities
have a clear connection with excited states of the molecule. This connection between
TDDFT and ASCF comes tantalizingly close to rigorously justifying the use of ASCF-
DFT for excited states: ASCF-DFT gives stationary densities that are exact within
the AA.
Before moving on, we note how the AA is expected to influence Eq. 2.1. The above
derivation is so concise that it almost seems as if no approximation has been made at
all. However, we note that in Eq. 2.1 the density is constant at all times. Thus, the
system must have been prepared in the desired eigenstate. This assumption violates
the terms of the Runge-Gross theorem, which applies only to different densities that
originate from the same state (usually assumed to be the ground state at t = -oc).
Only within the AA can different initial densities be justified.2 82
The ASCF scheme implied by Eq. 2.1 is exact within the AA because the system
has no memory of how it was prepared. If our functional has memory, Eq. 2.1 states
that F[pi(x, t)] = 0 when applied to a particular density, pi(x, t), that is constant in
time. To put it another way, Eq. 2.1 depends only on the zero frequency (W = 0)
part of F. In many ways, this is the ideal scenario within the AA. Any adiabatic
functional is time-local and thus frequency independent. However, it is trivial for a
frequency-independent kernel to be correct at one frequency (i.e. w = 0) and so one
suspects that the AA could be well-suited to the ASCF approach. In contrast, within
linear response one relies on the w-independent kernel being a good approximation
to the true kernel at every excitation energy. It is clear that, except in special cases,
the latter condition cannot hold and thus LR-TDDFT would seem more limited by
the AA.
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2.5.3 ASCF energy expressions
ASCF gives us a rigorous route to obtain a stationary density in TDDFT. But how
should we associate an energy with this density? Since there is no Hohenberg-Kohn
theorem for excited states,28 3 there can be no single density functional that gives the
correct energy for all excited states. Instead, one must tackle the problem of defining
different functionals for different excited states23"' 2 36 or else make the functional de-
pend on more than just the density.284,2S' The simplest procedure is to evaluate the
ground state energy expression using the ASCF orbitals
E = E [40e(x)] (2.2)
and this is the "mixed" ASCF energy used above. It should be noted that this energy
expression is not a functional of the density, but rather an explicit functional of the
orbitals. If we used the excited state density (rather than the orbitals), we would
need to derive a corresponding set of KS orbitals to compute the kinetic energy,
T [p]. By definition, these orbitals would be obtained by constrained search 28 6 and
the resulting orbitals would give a different energy than the excited state orbitals.
The orbital dependence lends some measure of robustness to the ASCF predictions.
In practice, it is necessary to correct Eq. 2.2 because Eq. 2.1 is necessary but
not sufficient: not all stationary densities correspond to excited states even though
all excited states give stationary densities. To see this, suppose you have a state that
is a linear combination of two eigenstates:
|W) OC |' 1) + 2)
Then the time evolving wavefunction is
|()) oc e-iEit I -1) + eiE2t JT2)
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and the density is
p(r) = (I(t)16(r - f)|I(t))
oc (Pil6(r - fI T 1) + (P 2 |6(r - il T2)
+e-iaEt (I 16 (r - f) 1 2) - eiAEt (T21 (r - f )
where AE = E1 - E2. If AE is not zero, we do not have an eigenstate and in general
the density is not stationary. However, suppose the transition density between the
two excited states is zero everywhere. That is, suppose that
P12 =(_ 1 6(r - fI T 2 ) = 0
In this situation, the oscillating piece of the density is zero and the density is sta-
tionary even though the wavefunction is not an eigenstate. Thus, it is, in principle,
possible for Eq. 2.1 to locate densities that do not correspond to eigenstates.
How does this affect ASCF in practice? Note that P12 is zero only if no one
particle potential can drive the 1 -+ 2 transition. The most common situation where
this occurs is if the eigenstates have different total spin (e.g. the transition density
for singlet-triplet transitions is always rigorously zero in the absence of spin-orbit
coupling). Thus, any linear combination
|I) oc cs |Ps) + cT IT)
of a singlet eigenstate (Ts) and a triplet eigenstate (PT) will have a stationary density
and could lead to spurious ASCF solutions. In practice, this indeterminacy leads to
spin contamination of the KS eigenstates in the following way. Suppose we have a
singlet ground state and we are interested in the HOMO -+ LUMO transition. The
singlet and one of the triplet states require two determinants:
cx... @HOMOV)UMO) - - -HOMOO LUMO
T) oc ... HOMOOLUMO) ± ... H OMOO LUMO)
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but KS-DFT biases us toward states that are well-represented by a single determi-
nant.2 87 Thus, rather than obtaining a pure singlet or a pure triplet we obtain a
broken symmetry solution like
|U) = --- HOMO LUMO) C JS) ± TFT)
When employed in Eq. 2.2, this mixed spin state gives an energy somewhere between
the singlet and triplet excitation energies. Thus, we are led to the purification formula
ES = 2ET - ETT
This scheme has a long history in predicting exchange couplings, 288 ,289 and the results
above suggest that it predicts singlet HOMO-+LUMO transitions in line with intu-
ition. We thus see that the projection of excited state energies arises directly from
the indeterminacy of the ASCF equations in the presence of spin degeneracy. We
can also explicitly solve the case of three unpaired electrons to obtain two doublet
energies:
1
Eh = (Ein+ EiTT + Eg-Eg"D 2
± (Eg_ - ET-g) 2 + I (EtaT - ETm) 2 + I (Em - ETT)2
The projection scheme can be further generalized to an arbitrary number of unpaired
electrons,2 9 0 although the ensuing equations are overdetermined.2 9 1
A more sophisticated scheme for dealing with spin would involve introducing a
multideterminant reference state into the KS calculation. This is the idea behind the
ROKS and REKS methods 292-294 which will be addressed in the next chapter. As
we will see, techniques of this sort are certainly more elegant than post facto energy
projection, but they also fundamentally change the equations being solved.
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2.6 Conclusion
We have revisited the approximations that define the ASCF approach to excited
states in DFT. The performance of the method was assessed by comparing ASCF
excitation energies for several organic dyes with TDDFT and experimental excitation
energies. We found that deviations of spin-purified ASCF excitation energies from
experimental values are comparable to those of TDDFT for all functionals tested.
Spin-contaminated ASCF energies were found to require more exact exchange to
achieve similar accuracy. As a partial justification of these results, we demonstrated
that ASCF densities are precisely the stationary densities of TDDFT within the
adiabatic approximation, and the necessity of purifying the energies arises from the
indeterminacy of the stationary equations with respect to different spin states.
While this study establishes some expectations regarding the range of applicability
of the ASCF approach, there remain several unanswered questions to be explored in
future work. We have shown that ASCF performs well for HOMO -4 LUMO excita-
tions, but it remains to be determined how it performs for higher energy excitations.
It will also be interesting to compare and contrast the performance of a spin-adapted
approach such as ROKS with the spin purification approach presented here.
Several possible extensions and applications of ASCF methodology also deserve
attention. ASCF gradients are readily available from ground-state SCF codes. There-
fore, if the excited state potential energy surface (PES) obtained from ASCF is rea-
sonably parallel to the true Born-Oppenheimer PES, ASCF could provide an ef-
ficient alternative to TDDFT and other wavefunction based methods for geometry
optimization and molecular dynamics on excited states.2 9 2 97 Furthermore, ASCF
also provides an affordable route to the excited state Hessian, from which one could
construct vibrationally resolved absorption and emission spectra.298,2 99 It is also a
simple matter to incorporate solvation effects in ASCF. 18 9 ,26 5 Together, these features
could provide an affordable way to calculate full absorption and emission spectra in
different environments for large molecules for photovoltaic applications. It will be
intriguing to see if the robustness of ASCF for low-lying excited states extends across
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a wide enough range of excited state properties to make these simulations worthwhile.
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Chapter 3
An efficient and balanced
treatment of ground and excited
states within multireference
perturbation theory
3.1 Introduction
The ASCF method discussed and studied in chapter 2 gave an example of another
fast method with reasonable accuracy (~0.3 eV). However, if we want to go beyond
the 0.3 eV accuracy limit, and more importantly, if we want probe excited state
dynamical processes such as singlet fission (discussed in chapter 4) in organic photo-
voltaics then we need a more accurate method.3 0 1 3 0 3 The properties of electronically
excited states are also very important in many different aspects of chemistry, such as
photoinduced electron transfer,30 4, 305 and solar thermal electrics. 306 -3 08 Our ability to
accurately and affordably compute the properties of molecular excited states is still
not where we would like it to be. A standard approach that only requires knowledge
of the ground state wavefunction is linear response, in which excitation energies are
identified with poles in the linear response function due to electromagnetic perturba-
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tion. 30 9 However, linear response time-dependent Hartree-Fock (TDHF) provides only
limited accuracy for excited state energies and potential energy surfaces (PES). 14 6 Its
counterpart within density functional theory (DFT), linear response time-dependent
DFT", 14 5 (TDDFT) is a relatively affordable way to compute excited states; but its
success with currently available exchange-correlation functionals is limited to certain
classes of excited states. For well-behaved systems, accuracy of around 0.3 eV can be
anticipated, but for charge transfer or Rydberg excitations TDDFT is significantly
worse 1 16 TDDFT fares even worse for excited state PES,231,310 making it unreliable
when searching for a reaction barrier or propagating dynamics in the excited state.
The perennial issue with TDDFT and other DFT-based methods for excited states
is the quality of the exchange-correlation functional. Efforts to improve on these ap-
proximations are ever ongoing, 12 7 ,31 1- 31 3 but the roadmap to chemical accuracy for
excited states in TDDFT remains blurry.
Wavefunction based methods building on the HF determinant, on the other hand,
provide a more systematic way to generate high-quality ground and excited state
wavefunctions. Due to the mean field approximation of HF, the HF wavefunction
lacks all electron correlation. Static correlation can be recovered through the use of a
multireference wavefunction, while the dynamic correlation is often more convenient
to treat perturbatively. 165,1
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A multi-determinant solution to the Schr6dinger equation, capable of recovering
both static and dynamic correlation, can be obtained by applying single, double, and
possibly higher order excitation operators to the ground state HF determinant. The
improved ground state wavefunction is a linear combination of these wavefunctions,
and its coefficients are obtained by variational minimization. Configuration interac-
tion (CI) and coupled-cluster (CC) methods are examples of this scheme. 10 7,134 ,3 14
The variational theorem guarantees that including higher-order excitations gives a
wavefunction at least as accurate as one obtained with only lower-order excitations;
but the computational cost of including these excitations grows rapidly. Excited state
methods rooted in this approach, such as equation-of-motion CCSD, 5 9 CC2,1 6 '16 1
and QCISD,16 2 are even more computationally demanding and are unaffordable for
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excited state dynamics of more than 10-electron systems.
One formalism that efficiently captures static correlation while reducing computa-
tional costs relative to CI is the complete active space self consistent field (CASSCF)
approach.1" In CASSCF, CI is applied to an active space of molecular orbitals, usu-
ally a small number of occupied and virtual orbitals, instead of the full set, the CI
coefficients and orbitals in the active space are then optimized self consistently. The
typical notation is (n, m)-CASSCF, where n indicates the number of electrons in the
active space and m indicates the number of orbitals in the active space. As with
full-CI, the cost of CASSCF grows combinatorially with the size of the active space.
There exist various active space reduction strategies, such as restricted active space
SCF (RASSCF),3 15 to manage the balance between accuracy and cost. However, even
with these tools, CAS methods are not black-box, and in practice one needs to closely
monitor the orbitals during PES scans and dynamics to ensure the consistency of the
active space, and thus the accuracy of the calculation.1 65' 166
The CASSCF method lacks most of the dynamic correlation. Roos and coworkers
extended the CASSCF method to include a second order perturbative expansion to
the CASSCF energies, called the CASPT2 method.16 3,164 There are several choices
to be made in the development of such a formalism, and so a variety of multiref-
erence perturbation theories have since been developed.16 7 ,3 16-3 1 9 While CASPT2
and related methods perform well, they all face two key potential problems. First,
the perturbation series is not guaranteed to converge,32 -3 22 and in particular sec-
ond order perturbation thoery can accumulate an unbounded error in the case of
orbital near-degeneracies; 32 3 typically this is fixed using an empirical correction fac-
tor. The other, more intricate issue is that the perturbation correction is applied after
the CASSCF calculation, which creates some ambiguity regarding what to define as
the zeroth-order Hamiltonian for the perturbation theory.1 68 ,32 4-3 26 To treat excited
states in CASPT2, an additional ambiguity arises in the prescription for the state
averaging procedure used to select the optimal set of orbitals. CASPT2 energies can
depend significantly on the state averaging procedure used.3 2 r Finally, the accuracy
of CASPT2 depends on how large of an active space is used, which is typically limited
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by computational resources.
While state-averaged, or state-specific, CASPT2 is the most widely used multi-
reference perturbation theory method, many other multi-reference perturbation the-
ory methods exist. Multi-reference Moller-Plesset 16 7 and n-electron valence space
perturbation theory 168 are similar to CASPT2 in that they are "diagonalize then
pertrub" theories, but they differ in the nature of the applied perturbation. Other
methods based on the concept of an effective Hamiltonian which, when diagonalized,
only gives some of the exact eigenvalues of the exact Hamiltonian17 0 ,3 28,329 take the
alternative "perturb then diagonalize" approach to the multi-reference perturbation
theory problem. Still other multi-reference methods use coupled-cluster theory in-
stead of perturbation theory to add dynamic correlation to the total energy.1
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,330- 3 32
Like CASPT2 these methods can be accurate, but can depend on the choice of active
space and suffer from intruder state problems.
As shown in chapter 2, recently we 30 and others333 have shown that the ASCF-
DFT method334 can often perform as well as TDDFT for a given choice of exchange-
correlation functional. While the ASCF-DFT method only yields estimates of excited
state properties of roughly the same quality as TDDFT,so the underlying strategy of
ASCF-DFT suggests a unique opportunity to approach the multi-reference purtur-
bation theory problem from a new direction. In HF theory as in Kohn-Sham DFT,
the ASCF approach can be used to enforce a selected non-Aufbau orbital occupation
pattern during SCF energy minimization and converge onto an excited state deter-
minant. In this chapter, we introduce a second-order multireference perturbation
theory rooted in the ASCF approach, which we denote ASCF(2). In this "perturb
then diagonalize" method, the reference states are composed of the HF ground state
wavefunction and a number of non-Aufbau HF excited state wavefunctions, each
dressed with a perturbative correction in the spirit of second order Moller-Plesset
perturbation theory (MP2). Due to the equal treatment of the ground and excited
states the ASCF(2) method is designed to require a small number of wavefunctions
and use a perturb-then-diagonalize strategy to obtain ground and excited states.
In the remainder of this chapter, we describe in detail the ASCF(2) method, and
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then we present applications to some minimal models of bond breaking and a conical
intersection to assess its strengths and weaknesses.
3.2 Theory
In the ASCF(2) method, the HF ground-state wavefunction and several non-Aufbau,
stationary HF wavefunctions (,bOx) =JA)) are used to construct a basis in which
the final ground- and excited-state wavefunctions (II,)) are to be determined via CI,
|WFn) = Ec ^|A) (3.1)
A
To account for dynamic correlation within the HF and ASCF wavefunctions, we
apply second-order perturbation theory with the Fock operator as the zeroth-order
Hamiltonian, which generates a first-order correction for each wavefunction,
IA) = IAC0)) + IA(')) (3.2)
= |A()) + Ztb A) (3.3)
ab
where IAN') is the double excitation i -+ a, j -+ b from |A)) and its amplitude t& is
the standard MP2 amplitude,
ta± = (3.4)
We use indices i, j, k, 1 for occupied orbitals, a, b, c, d for virtual orbitals, and p, q, r, s
for either type of orbital. We also use index notation, so in the following expres-
sions there is an implicit sum over repeated indices. Each wavefunction in this basis
is derived from an independent solution to the HF equations, with an independent
set of optimized molecular orbitals (MOs) for each state. In this sense, all states
in ASCF(2) are determined at the same level of theory, in contrast to CAS meth-
ods which generate excited states from constituent orbitals of the ground state, or
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from a single set of orbitals determined by state-averaging. The orbital relaxation
that occurs in the non-Aufbau excited states during convergence avoids the need for
a state-averaging procedure; instead, all orbitals are chosen by self-consistent mini-
mization of each state's energy. Furthermore, because the basis states in ASCF(2)
are designed to resemble the many-electron states of interest (e.g. ground and low-
lying excited states), far fewer basis states should be required to represent the target
wavefunctions, compared to the relatively large active spaces usually required in CAS
methods. However, since the non-Aufbau wavefunctions are independently obtained
solutions to the HF equations, orbitals obtained from different states will generally
be nonorthogonal.
The MP2-corrected ground state and non-Aufbau states define the basis of single-
determinant wavefunctions for the ASCF(2) method. We can then perform CI in this
basis, i.e. we find the eigenvalues and eigenfunctions of
Hc = ESc (3.5)
where the Hamiltonian and overlap matrix elements are
HAB = (A l-|B) = (A(0)|H B(0)) + I ((A(o)|ft|B 1 ) ± (A(1)IH|B(o))) (3.6)
SAB = (1 AJI B) - (A( 0 )IBC0 )) + ((AC03IB(1)) + (A )|B(0))) (3.7)2
We do not include matrix elements such as (A()|HIBM)) because they are fourth-
order in the perturbation expansion, and we are only interested in perturbation to
second order. We take an average of the two terms on the RHS of Eqs. 3.6 and 3.7 so
that the diagonal Hamiltonian matrix elements will reproduce the MP2 energy and
the off-diagonal terms will be symmetric. The zeroth-order terms in Eqs. 3.6 and 3.7
are straightforward to evaluate, despite the nonorthogonality of molecular orbitals
of A and B.3 35,336 To evaluate the second-order terms (A(0)|HIBM)) and (A(0)|BM)),
we must address the issue that the MO bases of JA()) and IB(0)), {4,^} and {4B1}
respecitvely, are not orthogonal to each other.
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In the MO basis, the overlap matrix S' between two ASCF determinants |A) and
B) will in general have non-zero off diagonal matrix elements in all blocks (occupied-
occupied, occupied-virtual, and virtual-virtual). In order to simplify the evaluation
of (A()IBM)) and (A(0)|B 1 ) we rotate the orbitals, ta, and two electron integrals
into a basis that diagonalizes the occupied-occupied block of the overlap matrix SOIcc,
S'cc = USOCeV- 1  (3.8)
In this new basis, which is called the corresponding orbital basis,3 3 7,33 the matrix
elements of the overlap are
(4Aldf) = S o:;(3.9)
(OA|4B) = Sab (3.10)
(4A 4B) = Sa (3.11)
(4AI4B) = Sai (3.12)
The occupied-occupied block is then diagonal, which simplifies the evaluation of the
Hamiltonian and overlap matrix elements. The diagonal elements in the occupied-
occupied block are well defined up to an overall sign, which we select such that the
product of the determinants of U and V is positive, IUl VI > 0. This choice preserves
the overall sign of the occupied-occupied block.
In the corresponding orbital basis, the second-order terms in Eq. 3.6 can now be
written as
(A(O)JH$B(1 )) EA(A(O)IB )t9p + 1 (k1cd)(AJ|B)t? (3.13)
Here EA is the Hartree-Fock energy of state A. Evaluating Eq. 3.13 using a brute
force approach requires computational effort that scales as Noc x NvAr.
To greatly improve the scaling behavior of Eq. 3.13, we express (A(0)|B) and
(AydlBgO) in terms of the matrix elements of the overlap matrix in the corresponding
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orbital basis, given in Eq. 3.12. For example, the overlap between A(0) and Bg,
(A(0)| Bf), in the corresponding orbital basis set is (A()j( 0 )) (SaiSbj - SajSbi). Using
the symmetry relations of the two electron integrals and tq matrix elements the first
term on the RHS of Eq. 3.13 becomes
EA(A( )|B1)t = -EA (A(0)IB(}))tJ (3.14)4 zJ73 2 SiSj 1
N
where (A(0 ) I B(0 )) = JJ Sk, and our final expression scales as N.cc x N.irt. We repeat
k
this procedure in order to obtain the rest of the terms on the RHS of Eq. 3.13.
In order to simplify the expressions for the second term on the RHS of Eq. 3.13,
we define the following two projected-overlap quantities,
S All =B (#  1 #) (3.15)
koi,j Sk r
S=#l1- ). (3.16)
k~i
The expression for the overlap between doubly-excited determinants (A/I BO) de-
pends on how many occupied orbitals the states have in common, so we break up
(AI lBg) into three cases according to the number of common indices: (1) two com-
mon indices, i = k and j = 1; (2) one common index, i = k and j # 1; and (3) no
common indices, i $ k and j # 1. For each case we give the simplified expression for
the second term on the RHS of Eq. 3.13.
Case 1: i = k, j = l
1 [(ijlcd)Sae] [t&Sb] (A(0)IB( 0)) (3.17)
2 Sisi
We place terms in brackets to indicate where they can be summed independently to
decrease the scaling. Eq. A.10 scales as N.ee x N irt.
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Case II i = k, j $ 1
~(il||cd )Sld tQo S{ A(0)B(0)} 
_ 'ij||cd}Sja't o Sa{A(0) B(0)} 3-8
. S, S.7 Si . Si . Si Si (.8
The second term of Eq. A.11 corrects for the inclusion of j = 1 in the first term. While
this expression is more complex than the one obtained by restricting the implicit sum
in the first term, it permits evaluation with a better scaling, namely Noc cN rt
Case III i $ k, j # 1
1 [Kkl||cd)ScSd1 FtZSaiSbj F (il||cd}SicSld tgSaiS (
4 SkSl j- SiS[ SS SiJ LI S J 0 B)0
(3.19)
S1 [(i j|cd}SicSjd ] Sbi] (A(0) B( 0))
2 SiSi SiSi
Again, the second and third terms in this expression are correction factors which could
be avoided if restrictions were placed on the sums in the first terms; but evaluation
of the expression is more efficient in this form, scaling as Nc x N .
Eqs. 3.13-A.12 allow us to compute the matrix elements of the Hamiltonian
and overlap in the basis of perturbed non-Aufbau states. The second-order overlap
matrix elements are equal to the second term on the RHS of Eq. 3.13 divided by
the energy EA. An important practical consideration is that some diagonal matrix
elements of the overlap in the corresponding orbital basis, Si, may be nearly zero, i.e.
the overlap matrix may be singular. In this case, the derivation of Eqs. 3.14-A.12
requires further modification. One way to circumvent the singular overlap matrix
problem is to drop terms where |Sj| falls below a threshold value, but this is only
an approximate solution. In order to avoid further approximations, we have derived
additional sets of equations, given in the Appendix A, which specially address cases
where some Si = 0. These considerations do not increase the computational cost of
the method, but they do increase the complexity of the equations.
Given these expressions for the Hamiltonian and overlap matrix elements in the ba-
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sis of perturbed ASCF states, we can diagonalize the Hamiltonian to obtain ASCF(2)
energies and wavefunctions for the ground and excited states. In the next section, we
test the method on some simple systems.
3.3 Excited State Potential Energy Surfaces
To test our new approach to a multi-reference MP2 method we consider ground and
low-lying excited states of the H2 , FH, and tetrahedral H4 molecules. The H 2 and FH
molecules provide simple test systems for discerning the performance of ASCF(2) at
dissociation and for comparing to established methods, while tetrahedral H4 provides
a simple test case for conical intersections. The ASCF(2) calculations use a modified
version of Q-Chem 4.0,262 and we use an in-house full-CI code. The convergence of the
ASCF states is aided by the maximum overlap method (MOM).339 To avoid intruder-
state problems at dissociation in the FH and H2 dissociation curves, 32 3 we replaced
the energy difference in the denominator, AE = ca + eb - Ei - Ej with a Lorentzian
approximation that removes the divergence, 1 ~ ,. We use threshold values for
the Lorentzian, 6, of 0.3 and 1.0 Hartree for H2 and FH, respectively; no modification
is needed for the H 4 calculations.
For both H 2 and FH we compute the dissociation curves for the ground and lowest
lying excited states. In the case of H2 we use the 6-311G basis set. The basis states
consist of the ground state, the az- and #-spin HOMO-4LUMO non-Aufbau states,
and the doubly excited HOMO-+LUMO non-Aufbau state. The dissociation curves
for both ASCF(2) and full-CI are shown in Figure 3-1, with a table of the results
for the ASCF(2) states given in Appendix A. The four different potential energy
curves plotted are the ground state (SO), triplet state (To), singlet excited state (S 1),
and the doubly excited state (S 2 ). We are able to compute the triplet excited state
and singlet excited state since they are simple linear combinations of the two broken-
symmetry HOMO-+LUMO ASCF states. Just as in CAS calculations, the ASCF(2)
method gets the correct shape of the potential energy surfaces, but lacking some of
the dynamic correlation, it is consistently above the full-CI curve. 2 21' 3 40 The excited
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states show accuracy similar to that of the ground state, with To having the smallest
mean absolute error (MAE) with full-CI (4 mHartree) and S2 having the largest MAE
(12 mHartree).
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Figure 3-1: H2 dissociation potential energy curves computed with full-CI (circles)
and ASCF(2). The ASCF(2) method performs well for both the ground, singly, and
doubly excited states over the entire potential energy surface.
Interestingly, we find the So state from ASCF(2) is above the full-CI results by
4 mHartree near the equilibrium distance and 13 mHartree at the dissociation limit,
which is the opposite of the effect one would expect from errors due to dynamic
correlation. For example, the CASSCF method has an error of 7 mHartree near
equilibrium and less than 0.001 mHartree at the dissociation limit. The reason the
ASCF(2) methods is worse for H2 at dissociation is due to the orbital relaxation in
the doubly excited ASCF state. At dissociation distances the CASSCF calculation
can yield the exact energy, 2xEH, while due to relaxation of the orbitals in the
ASCF procedure, the ASCF(2) method cannot reproduce the exact dissociation limit.
Using the ASCF(2) wavefunctions at the dissociation limit would be like using state-
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averaged CASSCF to get the ground and doubly excited state. The H2 molecule
provides an extreme example of this problem. At the dissociation limit with a minimal
basis set, the full-CI expansion yields exactly the ground state and the doubly excited
state, both constructed from the same molecular orbital basis, and while these two
states are both included in the ASCF(2) calculation, the relaxation in the doubly
excited-state molecular orbitals introduces an error into the calculation. Across the
potential energy curve, the ASCF(2) method performs about equally well for the
ground and excited states of H2 .
One important property for an excited state method is its ability to locate conical
intersections. Conical intersections are very important for many systems, since in
many molecules the dynamics in an excited state proceeds through a conical intersec-
tion. To test the ability of ASCF(2) to describe conical intersections, we consider a
tetrahedral H4 molecule with the 6-311G basis. Plotted in Figure 3-2 are the ground
state and lowest lying excited state PES of H4 according to ASCF(2). The conical
intersection is located at the symmetric tetrahedral geometry, which is not the min-
imum geometry of the system. To obtain the conical intersection we use a set of six
non-Aufbau determinants that are symmetry equivalent at the symmetric tetrahedral
geometry. The six states come from the four-choose-two combination of two unique
spins distributed over four sites.
For H2 and H4 we find similar non-parallelity errors (NPE) of roughly 2-4 mHartree
for all of the different electronic states. The NPE is computed as NPE= avg(AE -
AEavg), where AE is the difference between ASCF(2) and full-Cl. Just like in CAS
methods the error can typically be reduced if the number of basis states (e.g. for
CASSCF, the size of the active space) is increased. For example, if we add the
HOMO-+LUMO+1 double excitation and the HOMO-+LUMO+2 double excitation
to the H 2 ASCF(2) calculation, the NPE is reduced by a factor of 2.
Finally we compare the ASCF(2) method to existing multi-reference methods by
calculating different electronic states during the dissociation of the FH molecule. The
ground state, E singlet and triplet excited states, and H singlet and triplet excited
states of the FH molecule are computed using the valence double-zeta Dunning-Hay
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Figure 3-2: ASCF(2) reproduces the conical intersection in the tetrahedral H4
molecule with a NPE relative to full-CI of roughly 2 mHartree for both the ground
and excited state.
basis, as implemented in GAMESS.*" At equilibrium, the E excited states are made
up of a HOMO-2 -+LUMO transition; both of these are o- orbitals. The H excited
states come from the degenerate HOMO-+LUMO transition, which are 7r orbitals and
a - orbital, respectively. The wavefunction basis in the ASCF(2) calculations is made
up of the HF ground state and nine ASCF states. The nine ASCF states are made up
of two single and one double transition: HOMO-+LUMO, HOMO-1 -+LUMO, and
HOMO-2 -*LUMO. We plot the deviation of ASCF(2) from the average difference
with full-CI for the FH molecule in Figure 3-3, a table of the ASCF(2) states can be
found in Appendix A. For reference, the full-CI equilibrium bond distance for FH is
0.917 A.
Overall, with a minimum set of 10 determinants, the ASCF(2) method stays
fairly parallel to full-CI. In Figure 3-3 we can see that the ASCF(2) method does not
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Figure 3-3: Deviation of the ASCF(2) potential energy from full-CI for FH as a
function of bond length. The AE variable is AE = EASCF(2) - EFul-CI- The ASCF(2)
ground and excited state average errors very between 6 and 16 mHartree. All of
the states display the most significant deviation with full-CI near the equilibrium
distance (0.917 A) because of the lack of the full dynamical correlation energy in the
MP2 treatement.
perform as well at short distances due to the increased dynamical correlation at short
distances. This is different from H2 because now the full dissociation limit is not
two independent one-electron systems. Such larger errors at short distances have also
been found for CASPT2 and CASSCF methods since the small active space for the
methods makes it much more difficult to pick up all of the dynamic correlation. 33 1
This error is even more prevalent for the S2 excited state in the H2 molecule and
the 3E excited state in the FH molecule.3 1 The drop in the ground state at long
distances in Figure 3-3 is due to the errors in MP2 at long range, and if we increase
the J parameter to above 1.0 then the drop in the ground state is reduced. .
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We can compare the ASCF(2) method for FH with two different CASPT2 cal-
culations from Ref. 340. In Ref. 340 the authors compute the ground state of FH
using a valance and a 1:1 active space in the 6-31G** basis. The valance active space
for FH has 8 electrons and 3011 active determinants per irreducible representation
of the largest Abelian subgroup, and the 1:1 active space consists of 8 electrons and
4022 determinants. The average error of CASPT2 in the valance and 1:1 active space
is 8.2 and 5.6 mHartree, respectively. The average error in the ground state for our
10-wavefunction basis set is 10 mHartree, very similar to CASPT2 errors with a much
smaller number of reference determinants.
More importantly, with our small number of non-Aufbau states and basis set, we
are able to achieve similar accuracy for the ground and excited states. The MAEs of
ASCF(2) for the FH dimer are between 6 and 16 mHartree for the different states,
and while the MAEs are not smaller than those of most multi-reference methods, the
ASCF(2) excited states are fairly parallel to the full-CI excited states. 332 In Figure 3-3
the NPE is as small as 0.3 and 0.9 mHartree for the 1IU and 3II states, and the largest
NPE of 4.12 mHartree is in the 3E state. This is not too surprising since the E states
are less accurate in many multi-reference methods. 33 2 With the ASCF(2) method we
gain accuracy in the ground state and other excited states by computing more excited
states. That is not always the case for state-averaged CASPT2 methods, where one
needs to have a large enough basis set and active space to make sure accuracy is not
lost through the state averaging procedure.
The test cases presented here show that there is promise for the ASCF(2) method
for computing ground and excited state potential energy surfaces. The NPEs for
the different molecular systems ranged from 0.3 to 7 mHartree for all the electronic
states. Like CASPT2, we do not get all of the dynamic correlation when we use a
small number of non-Aufbau states. ASCF(2) is not a black box method because
like CASPT2 we need to choose a proper set of non-Aufbau states, and for ASCF(2)
we then need to converge all of the non-Aufbau states. Given this caveat however,
the ASCF(2) method provides a new and potentially very accurate way to efficiently
compute excited states in molecular systems.
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3.4 Conclusion
Here we have presented a new type of multi-reference perturbation theory method
that treats the ground and excited states equally. The use of ASCF wavefunctions
for the excited states allows for the ground and excited states to have their own indi-
vidually optimized set of molecular orbitals. Adding the perturbation before mixing
the ground and excited state wavefunctions allows us to incorporate the popular MP2
level of dynamic correlation. We have showed how to simplify the computation of
matrix elements in this method such that terms scale no worse than Nc X Nv.rt-
By modeling a few simple systems we have found that the ASCF(2) method is able
to locate conical intersections and obtains ground and excited state PES to similar
degrees of accuracy. The ASCF(2) method also obtains similar accuracy to CASPT2
with only a small number of ASCF states.
Just like picking the active space for CASSCF and CASPT2, the main difficulty
with the ASCF(2) method is that one needs to determine which ASCF states are
most important, and then converge those ASCF states. The nature of the ASCF(2)
method makes it easy to parallelize since each ASCF calculation is independent, as
well as the computation of the Hamiltonian and overlap matrix elements. Since the
ASCF(2) method uses MP2 corrections, the total energies can in principle diverge
when the orbital energies become degenerate, thus making it desirable to develop
a non-emperical remedy for this problem. Future work will explore the ASCF(2)
description of excited states in larger and more complicated systems, such as open-
shell radicals, in order to further asses the abilities and limitations of ASCF(2),
though the present results indicate significant potential for ASCF(2) to compute
excited states with high accuracy.
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Chapter 4
Universal Mechanism for Singlet
Exciton Fission
4.1 Introduction
The optimum efficiency for an single junction organic solar panel is 33%.15 One of
the major loss mechanisms that limits the efficiency to 33% is the energy loss that
occurs when a high energy exciton relaxes to the band gap of the device. This means
that even if we are able to get perfect performance in all of the aspects of the energy
conversion process in an organic solar panel we will still be at 33%. However, if we are
able to reduce the loss due to relaxation of high energy excitons we can increase the
maximum efficiency above 40%. One way this can be achieved is through a process
called singlet fission. The singlet fission process takes one high energy exciton and
converts it into two lower energy excitons. This means that all of the energy that
would have been lost to heat is now converted into creating another charge in the
system.
Singlet exciton fission was first observed in crystalline acene materials in the
1960s. 50 It has since been observed in a handful of materials several acene deriva-
tives, 50,54,59,61,342,343 an isobenzofuran 3" and some carotenoids. 315 Progress toward
new materials for singlet fission-based devices has been slow in part because the mech-
anism of singlet fission is not well understood.5 3 Numerous time-resolved studies have
83
confirmed that fission can occur very quickly on timescales as short as 80 fs59 ,61 and
can be very efficient. 34 6 However, it is not clear why it is so fast or what material prop-
erties must be controlled to ensure efficient fission. In the simplest physical picture,
fission involves electronic states of a dimer in the material. Labeling the monomer
electronic states as So, Si and T,
hv kf.
SOSO ->SOS1 TT (4.1)
The coupling, V = (SiSojIHITT), between the initial singlet excited state and the
final triplet pair state plays a key role in understanding the rate of fission. Accu-
rately computing this coupling is a challenge for electronic structure theory, in part
because the TT state is a doubly excited state.,1 46 34 7 Early calculations3 8 suggested
V was too small to account for the observed ultrafast fission rates. As a result, it
has been proposed that either activated charge hopping5 5 or CT-mediated superex-
change5 3, 5 6- 58 could potentially be accelerating the fission rate. On the other hand,
recent experiments have been interpreted as implying that V is so large that the
bright state is a coherent superposition of SiS0 and TT.60
In order to determine which mechanism singlet fission uses we study the fission rate
in a number of pentacene derivatives using a combined theoretical and experimental
approach. The fission rates are experimentally measured using transient absorption
techniques. We calculate the coupling for each molecule and use it to compute a
theoretical fission rate, which agree with experimental fission rates over two orders
of magnitude change in the fission rate. The fission process undergoes a transition
from non-adiabatic energy transfer in the low coupling regime to adiabatic energy
transfer in the high coupling regime. Therefor, the fission rate is not very sensitive
the electronic coupling and can have a fission rate in the ps time regime with a
coupling only as large as a few meV.
The rest of the chapter is organized as follows. The set of pentacene derivatives
is introduced and their corresponding properties such as crystal packing and their
absorption spectrum are discussed. The computational procedure is then outlined
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and discussed. Using the experimental and theoretical data the mechanism for singlet
fission in the pentacene derivatives and its implications are considered.
4.2 Pentacene Derivatives
In order to quantify which of these models is correct, we study thin films of the six
different pentacene derivatives shown in Figure 4-2: pentacene, 6,13-bis(triisopropyl-
silylethynyl) pentacene (TIPS-P), 6,13-diphenylpentacene (DPP), 6,13-di-biphenyl-4-
yl-pentacene (DBP), 6,13-di(2-thienyl)pentacene (DTP), and 6,13-di-benzothiophene-
pentacene (DBTP). The crystal structures were either obtained from the litera-
ture3 4 9,350 or determined from X-ray crystallography. As is clear from the Figure 4-2,
while chemically similar, these compounds adopt radically different crystal structures
from one another. Pentacene packs in a herringbone arrangement, TIPS-P creates a
2D r-stacked structure, DTP shows cofacial ID wr-stacking, while in DBP, DPP and
DBTP the side-chains prevent significant 7r overlap between the pentacene cores. We
expect that crystals are a valid structural model for dimer pairs in the poly and nano-
crystalline thin films that we study experimentally below. 351 The structural variations
in these materials are expected to have a dramatic impact on the electronic coupling
between monomers, leading to significant variation of kf, 8 . The expected variation
in coupling is validated in part by the 100 nm range of redshifts measured in these
films1 (See Figure 4-1).
Presented in Figure 4-1 is the absorption spectra of the pentacene derivatives
in solution and in thin-film states. Pentacene and TIPS-P feature large red shifts
and significant broadening of their absorption peaks as the structure changes from
solution to thin films. Also, we observe considerable changes in relative intensities
of peaks in vibronic progressions. On the contrary, DBTP, DBP, and DPP show
almost no change in absorption spectra as the state changes from solution to solid-
state, except for a small redshift of -0.05 eV. On each film we studied the effects of
annealing. The absorption of DTP thin films became red-shifted and broadened upon
annealing. In contrast, we observed a blue-shift of the absorption peak of DBP thin
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Figure 4-1: Absorbance spectra of toluene solutions (blue solid) and thin-films (green
dashed) of (a) pentacene, (b) TIPS-P, (c) DTP, (d) DBTP, (e) DBP, and (f) DPP.
The red dotted lines in (c) and (e) show the spectra of annealed DTP and DBP
thin-films, respectively
films after annealing. The subsequent change in fission dynamics is discussed below.
As the thin films with lower-energy absorption peaks are likely to have morphology
closer to crystal structures, we chose annealed DTP and non-annealed DBP films for
reporting fission rates. The other pentacene derivatives showed no discernible change
in absorption upon annealing
Following photoexcitation to the bright state, the formation of triplets is probed
by monitoring the intensity of T1 -+ T 2 (~880 nm) or Ti - T 3 (~530 nm) transitions
86
1
Pentacene TIPS-P DTP DBTP DBP DPP
3.5 A 3.I%76 A I
Crystal 3.5 A
Structure 3.o A
Structure Displaced Displaced OrthogonalHerrngbone 2D 1r stack Slip stacked slip stack slip stack TT stacked
V (me V) 19 56 10 5.6 2.4 1.4
P(meV) 84 72 16 5.4 2.0 0.82
kf (ps') 12.5 10 6.25 1.11 0.26 .085
Figure 4-2: Pentacene derivatives examined in this study along with their crystal
structures, structure types, coupling energies with (V) and without (V) charge trans-
fer mixing, and measured fission rates (kfis).
at various time delays.i,6 2 We obtain the rate of singlet fission by fitting the TA
signal to a single exponential in time. Figure 4-3 presents the kinetics of triplet
formation in a series of pentacene derivatives. The peak of the Ti -+ T3 (T1 -+ T 2)
photoinduced absorption feature was chosen for DBTP, DBP and DPP (pentacene,
TIPS-P and DTP). The pump intensity was 5-45 J/cm 2 , and we verified the absence of
singlet-singlet annihilation by confirming the independence of the transient shape on
intensity dependence. The time-resolved photoinduced absorption of singlet excitons
for DPP presented in the inset in Figure 4-7 was obtained by averaging over the
probe wavelengths of 465-475 nm. As singlet fission in pentacene is exothermic and
thus unidirectional (unlike tetracene 4 ,343,35 2 ), we obtained the rate of singlet fission
by fitting a mono-exponential curve to the data. Fission time constants for DBP
thin films increased from 3.8±0.2 ps to 19.5±0.6 ps upon annealing; slowed singlet
fission in annealed DBP films is consistent with the blue-shift of absorption spectrum
(Figure 4-1), both meaning reduced intermolecular interaction. The time constant of
singlet fission rate in the pentacene derivatives studied here are summarized in Figure
4-2.
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Figure 4-3: Transient absorption kinetics of triplets (blue) for (a) pentacene (850-
870 nm), (b) TIPS-P (790-813 nm), (c) DTP (annealed) (760-810 nm), (d) DBTP
(520-530 nm), (e) DBP (non-annealed) (525-535 nm), (f) DBP (annealed) (525-535
nm) and (g) DPP (525-535 nm). Kinetics were averaged over the wavelength ranges
specified. Green lines are exponential fittings for the corresponding data. Kinetics
taken from the Ti -+ T 3 transition often display a vertical offset due to overlapping
spectral features.
4.3 Theoretical Modeling
For each material, we compute V using constrained density functional theory (CDFT).1 54155
Using the crystal structure of each material we select dimer pairs for the density func-
tional theory (DFT) calculations, and model the electronic states of a dimer embed-
ded in the crystal electrostatic field. Monomer geometries are optimized in the gas
phase using the 6-31G* basis and the PBEO functional. The monomer geometry are
then placed in maximum coincidence with the crystal structure to remove artifacts
from imprecise determination of monomer structures in the diffraction fit, and can
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be found in Appendix C. The QM/MM environment is obtained from a force field
parametrized to quantum chemical calculations and experimental data, and the final
force field parameters can be found in Appendix B. Note that in some cases more
than one dimer pair can conceivably be involved in fission. In these situations, all
the reasonable dimer pairs are computed following the procedure below and only the
largest coupling (corresponding to the fastest rate) is reported. For pentacene, two
different dimers (A and B, See Figure 4-4) corresponding to translation along differ-
ent axes of the herringbone plane, are found to have comparable couplings. Data are
shown for both of these cases in what follows.
Figure 4-4: Pentacene dimer coupling directions considered in this work.
4.3.1 CDFT States
The electronic states were calculated using ASCF 3 o and Constrained-DFT197 on a
dimer. Some dimer pairs are computed using the promolecule feature in Constrained-
DFT in order to correct for the wave function overlap between the monomers. For each
dimer, we obtain ten localized, broken symmetry, diabatic-like states by constraining
the charge and spin of each monomer (M) to match the appropriate physical state:
SiSo, SoS 1 , M+M-, M-M+, TT (See Figure 4-5). Note that in some cases, a
tiny dipolar electric field of 0.0007 debye is applied in order to aid convergence to a
localized state. The coupling between 14 and 4T on a single monomer is extracted
from the computed PBEO/6-31G* singlet-triplet gap of the monomer.151 All other
couplings and overlaps between the ten states are computed using constrained-DFT
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based configuration interaction (CDFT-CI).197
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Figure 4-5: CDFT states computed for each dimer. For each dimer, the ten broken
symmetry CDFT states shown are computed and used as an active space for ex-
panding the wave functions involved in the fission process. For the Si states, CDFT
is employed with non-Aufbau occupation of the orbitals (i.e. a constrained ASCF
procedure). For all other cases, traditional Aufbau occupations are used.
In order to obtain spin eigenstates, we make appropriate linear combinations of
the symmetry broken configurations: 1+2 -* SiSo; 3+4 -+ SOS1; 5+6 - M+M-;
7+8 -* M-M+; 9+10 -+ TT. Note that in the case of the TT state, we are only able
to obtain two of the three spin components required to obtain a pure singlet (we miss
the component with S=1, Ms = 0 on each monomer). Thus our TT state is actually
2/3 singlet and 1/3 quintet. We account for this in what follows by multiplying the
computed TT couplings by V312 before using them in the fission rate expression.
The result of the spin adaption is to reduce the active space to five configurations, as
described in the text: SiSo, SoS1, M+M-, M-M+ and TT. The energies of these
five states for all materials considered in this work are presented in Table 4.1. For
reference, the Si energy of pentacene in a film (solution) is 1.8 (2.1) eV, twice the
T energy is approximately 2xO.86 eV 53 = 1.73 eV and the CT energy in the thin
film is estimated from electroabsorption to be ~0.3-0.6 eV above the singlet (2.1-2.4
eV).35
As noted previously, the computed energies are only expected to be accurate to
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Energy (eV) SiSo SoSi M+M- M-M+ TT
Pentacene (A) 2.32 (2.08) 2.32 (2.09) 1.80 (2.54) 4.73(2.58) 2.49 (1.92)
Pentacene (B) 2.30 (2.07) 2.31(2.10) 1.82 (2.56) 4.74(2.58) 2.50(1.93)
TIPS-P 1.69 1.77 2.11 2.15 1.42
DTP 1.94 2.03 2.63 2.47 1.82
DBTP 1.98 1.98 3.09 3.17 2.08
DBP 2.11 (1.99) 2.16(2.00) 2.03(2.66) 3.17(2.71) 1.96 (1.84)
DPP 2.06 2.05 2.79 2.56 1.99
Table 4.1: CDFT Energies of spin adapted states. The energies of the five relevant
CDFT states are shown in eV relative to the ground state. Results in parentheses
show the result of using the promolecule prescription to obtain the constrained states.
t0.3 eV 3 oo and so they will not be used to predict, e.g., the driving force for the
reaction. However, the fact that the energies of these states are typically within the
expected error bars of the experiment serves to justify that these states are physically
reasonable representations of the states in question. A few notes concerning these
energies:
" For pentacene, the herringbone arrangement leads to significant overlap of the
monomer wavefunctions. DBP also contains significant overlap between the
monomer wavefunctions due to the sidegroups attached to the pentacene core.
Thus, the raw CDFT energies are not accurate. More reasonable energies can be
obtained using the promolecule prescription of CDFT (results shown in italics).
For consistency, we will use the non-promolecule data in what follows, although
similar data could be obtained using the promolecule prescription for pentacene
and DBP.
" For TIPS-P, the Si energy is lower than for the other derivatives, consistent
with the acetylene linkers effectively increasing the conjugation length of the
pentacene core.
" In principle, the SiSo/SoSi and M+M-/M-M+ states should have identical
energies due to translational symmetry. Our QM/MM simulations do not pre-
cisely preserve this symmetry, but the resulting energies typically agree to within
a few hundredths of an eV.
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From Table 4.1 we see that CDFT predicts the energy gaps AECT = Esos1 -
EM+M- to be fairly small (0.31.0 eV). Thus, charge transfer (CT) mediated superex-
change might play a significant role in fission.5 6-58 Indeed, the absorption spectra (see
Figure 4-1) for pentacene, TIPS-P and DTP show the clear signature of CT mixing
in the bright excited state.35 5 We can account for CT-mediated and direct fission
simultaneously by mixing the four states (SiSo, SoS1, M+M-, M-M+) to obtain
four quasi-adiabatic states that account for superexchange-type CT mixing.
4.3.2 Electronic Coupling
In order to compute the raw coupling, V = (SiSolITT), we first compute the
energy eigenstates in the basis spanned by SiSo and SOS 1 . That is, we solve the 2x2
eigenvalue problem Hc=ESc to obtain the coefficients of the Frenkel exciton (FE)
states c1 - SiSo + c2 - SoS1. We then symmetrically orthogonalize those FE states to
the TT state. In practice, this results in two distinct couplings, V1 and V2, and we
report the average V = Vv v. Because both FE states are expected to be close
in energy (less than ~ kT apart) both will be thermally accessible. The resulting
couplings are shown in Table 4.2.
In order to determine the extent of CT mixing in the dimers, we first compute
the energy eigenstates in the basis spanned by SiSo, SoS 1 , M+M- and M-M+.
That is, we solve the 4x4 eigenvalue problem Hc= cSc to obtain the coefficients
of the bright states. We then symmetrically orthogonalize those four states to the
TT state. We then select from among the four states the two bright states with
significant SiSo character. In practice, this again results in two distinct couplings
and we report the average V = in the text. For the case of pentacene, we
report V = 12A+f22A+__ _ 22 . The resulting couplings are shown in Table 4.2.
Several features are worth noting:
* The couplings themselves obey the expected behavior that dimers that are fur-
ther separated have smaller couplings, while those close together have larger
couplings.
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Coupling (meV) V V2  V V2  %CT
Pentacene (A) 6.5 17.3 24.5 77.8 1.1% (5.8%)
Pentacene (B) 10.8 16.1 8.0 87.6 1.8% (9%)
TIPS-P 51.7 60.3 71.7 73.6 1.0%
DTP 8.1 12.5 8.3 21.5 13%
DBTP 7.3 2.9 7.1 2.8 0.1%
DBP 2.8 2.0 2.1 1.9 0.2% (0.1%)
DPP 2.0 0.6 1.0 0.6 0.3%
Table 4.2: Electronic Couplings computed as outlined in the text. The last column
shows the percentage CT character of the lowest bright eigenstate as computed in the
basis spanned by SiS 0 , SoS 1 , M+M- and M-M+. Numbers in parenthesis indicate
the CT character of promolecule-based bright states.
" The effective couplings in DBTP, DBP and DPP are not significantly changed
by including the interaction with CT states. This is consistent with the fact that
the resulting bright states have little CT character (last column of Table 4.2) and
that the experimental spectra do not show significant features of CT absorption.
Two effects contribute to the suppression of superexchange-type mixing in these
cases: 1) Because of the larger separation, AECT is larger in these dimers and
2) Because of the poor wavefunction overlap, the one electron hopping integrals
required for superexchange-CT mixing are exponentially smaller.
* Surprisingly, superexchange actually marginally reduces the coupling for the
DBTP, DBP and DPP. We attribute this to destructive interference between
the direct and superexchange pathways in these dimers.
" Pentacene, TIPS-P and DTP all show appreciable increases in the coupling due
to superexchange effects. This is consistent with the fact that these materials
have the largest computed CT character and the most significant CT signatures
in their absorption spectra.
" The percentage of CT mixing we obtain for pentacene is somewhat lower than
that predicted based on detailed analysis of the polarized absorption spectra.35 5
We attribute this to poor estimation of the AECT gap in our calculations. As
noted previously, we only expect to predict this gap accurate to i0.3 eV. Our
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results are on the high side of the experimental estimate (i.e. we find AECT ~
0.5 eV). If we were to adjust this value to be toward the lower end of the
experimental window (i.e. we shift the CT states down so that AECT 0.3 eV)
we would obtain CT mixing more in line with previous results. However, as the
CT mixing only changes the couplings that are already adiabatic, this would not
change our rate predictions and so we do not employ this element of empiricism.
The couplings, V and V, computed with CDFT-C1196 in Table 4.2 span a range
of almost three orders of magnitude for the materials in Figure 4-2. Our prescription
to compute the couplings has been shown previously to quantitatively predict triplet
hopping rates in acenes. 356 Because triplet hopping relies on a coupling (Vr =
(TSol/IHSoT)) that is physically similar to the fission coupling, one thus expects
that these theoretical estimates should be reliable. For pentacene, our calculations
are in semi-quantitative agreement with more recent theoretical estimates of V.6 5
Furthermore, in agreement with the experimental spectra, we find that superexchange
only appreciably changes the coupling for materials (Pentacene, TIPS-P and DTP)
where CT mixing is significant in the bright state (See Table 4.2).
4.3.3 Rate Model
To model the rate of fission, we borrow from the extensive literature on electron
transfer rates as a function of electronic coupling. 357,358 For weak coupling, kfi,
is expected to follow the celebrated Marcus non-adiabatic rate expression: kna =
2r2 _7 1 , ,)
wV2(DWFC) v4-2 G-T . DWFC is the density weighted Franck-
Condon factor, which can be approximated classically for low frequency modes. 206 kna
assumes activated motion in the bright diabatic state and sudden, rare transitions to
the TT state, as illustrated in Figure 4-6a. For large coupling, this non-adiabatic pic-
ture ceases to be appropriate. Instead, the system follows the adiabatic state, which
evolves continuously from S-like to TT-like as the reaction progresses (Figure 4-6b).
In the adiabatic limit, the rate is governed by the speed of nuclear rearrangement
(which may or may not be activated) and thus kfi, will become independent of V
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for large enough V. These two limits can be unified into a single rate expression as
shown by Bixon and Jortner (BJ): 57
f72 k"
kfj8 =Zf 1tdf7 2
(4.2)
kn__1 _rad ad I In) 12
\kIjne- 4AkT T -TA~U~)
The BJ formula predicts kfi, will follow the non-adiabatic rate (kn) when V is small
but be limited by the adiabatic timescale (Tad) for large V. This rate expression
depends on several parameters the reorganization energy (A), the driving force (AG),
the frequency and displacement of the primary accepting mode (w,A) all of which
can be estimated based on experimental spectra and simple monomer calculations.
(a) Nonadiabatic: kf oc V 2
Reaction Coordinate Reaction Coordinate
Figure 4-6: Kinetic model of singlet fission. As the coupling, V, between the S1 and
TT states increases the fission process transitions from non-adiabatic (a) to adiabatic
(b) energy transfer. In the non-adiabatic regime the transition from one electronic
state to the other is abrupt, and rate depends on the coupling squared. In the
adiabatic case the electronic state changes continuously from SiSo to TT, and the
rate becomes independent of coupling.
In order to compute the BJ rate (Eq. 4.2), we first need to specify several pa-
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Pentacene TIPS-P DTP DBTP DBP DPP
Afull (meV) 138 103 141 140 137 133
Table 4.3: Reorganization Energies computed as outlined in the text. The energies
here are for the full reorganization energy.
rameters. We fix AG based on the experimental estimates of the S1-TT energy gap
in pentacene: AG = -0.11eV. 35 3,314 Meanwhile, we fix the frequency of the accept-
ing mode based on the frequency of the vibrational progression in the Si absorption
spectrum: w = 1450 cm- 1 . Next, we estimate the displacement to be A - 0.3, based
on the vibrational progression in acene absorption and emission spectra. 359 Next,
we compute the overall reorganization energy using PBE/6-31G* geometry optimiza-
tions of the So, Si and T states of each monomer in conjunction with the four point
rule:360
A5ull= ([S1 SO\ITT] + [TTIS 1So| - [S1So| 1So] - [TTITT])
(4.3)
Afu ~ ([S1|T + [SolT] + [TIS1| + [TISO - [S1IS1] - [SoiS 0] - 2 [TIT])
where [AIB] means "the energy of state A at the relaxed geometry of state B".
This results in the reorganization energies shown in Table 4.3. Since all the systems
have similar reorganization energies, we use the same value of Afuil = 0.13 eV for all
cases. The reorganization energy in the BJ formula is the total reorganization energy
less the amount accounted for by the accepting mode: A = Afull - hwA. Finally,
we can estimate Tr0 (which is basically the attempt frequency) based on the C-C
stretching frequency in acenes, so that Tad ~' 40 fs.
We should note that while there are in principle five parameters here, in prac-
tice the five parameters only influence two physical features of the predicted rates.
Changing AG, w, A, A and rad can modify: 1) the DWFC factor that governs the
rate at small coupling and 2) the plateau rate that determines the adiabatic rate of
fission. All other features of the plot are insensitive to the choice of parameters. Thus,
the parameter set outlined above is under-determined and the proposed parameters
should only be considered estimates.
96
V (meV) kfi, (ps-1) V (meV) kfi, (ps-1 ) kef (ps- 1 )
Pentacene 18.9 10.1 84.9 17.3 12.5
TIPS-P 56.1 11.0 72.6 11.3 10.0
DTP 10.6 4.1 16.3 5.6 6.25
DBTP 5.6 1.5 5.4 1.5 1.11
DBP 2.4 0.34 2.0 0.24 0.263
DPP 1.4 0.13 0.82 0.041 0.085
Table 4.4: Fission Rates computed as outlined in the text. The final column shows
the experimental rate for comparison.
Finally, in order to apply Eq. 4.2 to the materials here, we note that for a given
singlet state, there will always be at least two equally likely final states after fission.
If we expand our notation to include three monomers we see this clearly: |SoS 1 SO) -+
ISoTT) or ITTSo). Since there are two equally likely final states, each generated with
a rate according to Eq. 4.2, we assume the observed rate (which corresponds to the
total rate of triplet generation) corresponds to the sum of the rates from the two
initial bright states kfis = kBJ (V1) + kBJ (V2). In the case of pentacene, there are
actually four possible final states (two each along the A and B directions) and so we
assume kfis = kBJ (I^) + kBJ (V2^) + kBJ (VIB) + kBJ (V2B). A more sophisticated
treatment would involve proper treatment of the periodic boundary conditions and
coupling of the manifold of delocalized excitonic states onto the manifold of final TT
states, which is beyond the scope of the present work. The rates predicted by this
model are shown in Table 4.4, using both V and V.
We note several interesting features of the results.
* CT mixing has a minimal effect on the rates. The only couplings that change
significantly due to CT mixing are pentacene (which speeds up, but is ultrafast
in any case) and DPP (which slows down). Thus, superexchange does not
appear to be the dominant mechanism promoting fission.
" The results obtained without CT mixing (first two columns) actually do a
slightly better job of reproducing the experiment than the columns including
CT mixing. This is likely due to a cancellation of errors, as in any case the
agreement between theory and experiment is very good. On the whole, we ex-
97
pect the V couplings to contain more of the proper physics and so we use those
in what follows.
" For pentacene, the presence of twice as many fission pathways means that fission
is faster for pentacene than for TIPS-P, even though the individual monomers
of TIPS-P are more strongly coupled.
" For DPP, it appears that our coupling is slightly underestimated. This may in
part be due to the lack of diffuse functions in our basis set. A set of calcula-
tions in a larger basis might give slightly larger couplings for the well-separated
systems like DPP without materially changing the coupling in a close packed
system like pentacene. But as we have not previously benchmarked the basis
set dependence of our scheme for computing the couplings we adhere to the
established protocol, which uses a 6-31G* basis throughout.
4.4 Fission Mechanism
Now that we have the experimental and theoretical fission rates we can compare
them to determine if the assumed Eq. 4.2 is an appropriate description for the singlet
fission mechanism. The results are shown in Figure 4-7, which shows the comparison
between the observed fission rates to the values of kfi, predicted by Eq. 4.2 for the
compounds in Figure 4-2. The theoretical expression reproduces the experimental
rates with impressive accuracy in all cases. For compounds with IV < VC ~ 20 meV
the rates increase as V 2 while all materials with V > 20 meV show essentially the
same fission rate. Thus the experimental data are in quantitative agreement with the
expected picture of a non-adiabatic-to-adiabatic transition in kfi,.
Our results are in qualitative agreement with recent theoretical predictions that
superexchange can significantly increase the couplings6-5 8 (i.e. V can be much larger
than V). However, we do not find compelling evidence that superexchange is neces-
sary for fast, efficient fission. Even neglecting the contributions of CT mixing, we find
that direct coupling governed by V still results in fast fission rates in every material
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Figure 4-7: Prediction of fission rates for a variety of pentacene derivatives. Theoret-
ical (red) and experimental (yellow) fission rates for the six materials in Figure 4-2.
The theoretical fission rates (kgi,) are computed using the method outlined in the
text (Eq. 4.2). The experimental fission rates are determined from ultrafast transient
absorption (TA). The inset shows experimental TA data for DPP: fitting a single
exponential (black) to the measured transient absorption of the triplet excited state
(blue) gives the rate directly. The measured TA of the singlet excited state (green)
decays with the same rate as the triplet excited state. Experimental data for other
pentacene derivatives are given in Ref. 1.
studied (see Table 4.4). In particular, for cases where CT mixing increases the cou-
pling (pentacene, TIPS-P, DTP) the reaction occurs adiabatically, so that changes in
the coupling have a modest effect on the rate. This observation is significant for the
purposes of rational design, as it implies that one need not control AECT in order to
ensure fast fission. A reasonably large V is sufficient.
While our predicted values of V are among the largest reported in the literature,
they are typically an order of magnitude smaller than would be required to support
coherent fission. We can estimate the TT character of the bright state by simply
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Pentacene TIPS-P DTP DBTP DBP DPP
%TT 2.7% 1.6% 1.1% 0.1% 0.0% 0.0%
Table 4.5: TT character of bright states. For each material the largest TT character
of either of the two bright states is given.
solving for the energy eigenstates in the basis spanned by all five CDFT states. The
resulting percentage TT character for each material is shown in Table 4.5. For all the
materials studied here, coherent coupling of the SiSo, CT and TT states at the ground
state geometry results in less than 3% TT character in the bright state. This is at
odds with the interpretation of time-resolved two-photon photoemission (TR-2PPE)
spectra which show a high energy peak (associated with Si ionization) and a low
energy peak (associated with T ionization) rising together within the time resolution
of the measurement in both tetracene and pentacene59 .6
Clearly, all of the bright states have an extremely small contribution from TT,
casting doubt on the validity of the coherent fission model. A few notes on these
results:
" The TT character increases roughly as the dimer spacing gets smaller. In this
respect, it mirrors both the increase of the coupling V and the %CT character
of the materials.
" There is little chance of increasing the TT character by adjusting the energy of
the TT state. The energies presented in Table 4.1 demonstrate that our com-
puted TT energies are typically within ~0.1 eV of the S1 energy, in agreement
with experimental estimates.3 i6 Assuming a closer spacing of S1 and TT would
actually contradict experiment.
" There is some theoretical work suggesting that lowering the CT energies so that
AECT - 0.1 eV results in a resonance effect that allows the TT character to
dramatically increase.56 -58 We will not use this kind of empirical adjustment
here, but note that unusually small AECT values like this would only be plau-
sible for the most closely packed dimers (e.g. pentacene, TIPS-P and perhaps
DTP) as a small AECT implies a large electron-hole binding energy, which in
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turn requires a very small electron-hole separation, which can only happen for
closely packed systems. So if the electroabsorption experiments3 54 and our cal-
culations of the CT energy are systematically too high, the only rates that
could be affected are, again, the ones that are already exceptionally fast even
neglecting any coherence effects.
Time resolved photoelectron spectra (TR-2PPE) of both tetracene and pentacene5 9 60
show a high energy peak (associated with S1 ionization) and a low energy peak (asso-
ciated with T ionization) rising together with the time resolution of the experiment
(~25 fs), which has been interpreted to mean that the initial excited state is some
superposition of SiSo and TT. Given the calculations here it seems likely that the
prompt low energy signal arises from some other source. For example, ionization
of the CT state, which is coherently mixed with Si in pentacene and tetracene, 355
could potentially lead to a prompt TR-2PPE signal at the same energy as TT ioniza-
tion, as illustrated in Figure 4-8. If the bright state contains both SiSo and M+M~
character, there are clearly two different photoionization pathways: one that takes
an electron out of a LUMO-like orbital and leaves behind a cation and a molecule
in the ground state; and a second path that takes an electron out of a HOMO-like
orbital and leaves behind a cation and a molecule in the triplet state. The latter
photoelectron will have less kinetic energy and thus result in a lower energy peak in
the photoelectron spectrum. Indeed, as long as Es ~ 2ET, the peak will come at
AE = ES - ET - E+ FT: E  - E+. The latter energy is precisely the energy of triplet
ionization and one would therefore expect this photoelectron peak to strongly over-
lap with the peak arising from true triplet ionization. Note that this interpretation is
only one attempt at understanding the prompt TR-2PPE signal and there are other
possible interpretations. In any case, coherence between SiS0 and TT is not required
for efficient fission, as the maximum fission rate (kd) can be realized even when there
is negligible coherence.
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Figure 4-8: Interpretation of TR-2PPE prompt photoelectron peaks.
4.5 Conclusion
The most significant loss mechanism for singlet fission in pure materials is radiative
decay from S1 , which typically occurs on the nanosecond timescale. Thus, every
material in Figure 4-2 undergoes efficient fission, as confirmed by the low (<0.2%)
photoluminescence quantum yield in every sample. Indeed, using Eq. 4.2 we can
predict that kf, > 1 ns- 1 as long as V > 100 peV. This coupling is nearly an order
of magnitude smaller than that for DPP, which itself has very poor wave function
overlap due to the orthogonal alignment of the monomers. As a result, it seems
clear that even materials with fairly poor monomer contact should be capable of
efficient fission. This stands in contrast to the situation for multiple exciton gener-
ation (MEG), where exciton multiplication must out-compete thermal relaxation on
a sub-picosecond timescale, 36 2 necessitating an ultrafast MEG mechanism analogous
to coherent fission.363 Thus, organic materials have a larger dynamic range and more
freedom to accomplish carrier multiplication than their inorganic counterparts.
We have presented experimental confirmation of a fundamental model that cor-
rectly predicts the kinetics of singlet fission across a wide range of organic materials.
Our results suggest that the rational design of novel fission materials should focus
primarily on two features: 1) Making Es, > 2ET and 2) Maintaining a reasonable
coupling, V > 100 peV. For comparison, the best fission materials (like pentacene
and TIPS-P) have couplings almost three orders of magnitude above this threshold.
The broad applicability of this model opens up the possibility of creating photovoltaic
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devices in which fission is fast enough to out-compete potential loss mechanisms, such
as direct charge separation, while retaining the ability to synthetically tune key ma-
terial properties. With new derivatives, singlet exciton fission can now contribute
to important technologies like solution-processed organic, and conventional inorganic
solar cells.
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Chapter 5
Triplet Versus Singlet Energy
Transfer in Organic
Semiconductors: the Tortoise and
the Hare
5.1 Introduction
Efficient energy transfer in condensed phases is an important phenomenon in both ar-
tificial and natural light harvesting systems. The photosynthetic process that sustains
plants and bacteria requires an efficient transfer of energy from an absorption site to
the chemical reaction center.8 The natural light harvesting problem is solved by light
harvesting architectures capable of reaching near 100% efficiency even under very low
illumination conditions and in a disordered condensed phase environment.9-1 1 ,36 4 In
some cases, the high efficiency of some of these systems may be associated with co-
herent energy transfer.8 1,8 2 Just as in photosynthetic systems, artificial photovoltaic
devices rely on efficient conversion of harvested light energy to directly useful forms.
In traditional organic photovoltaics (OPVs), light is absorbed in a thin film bilayer
consisting of two organic semiconductors (OSCs). The exciton must then diffuse to
105
the organic-organic interface in order to break up into charges. 27 In OPVs, coherent
energy transfer has a less pronounced role because the thermal and static energy dis-
order localizes the exciton, 36 5 causing it to undergo incoherent energy transfer.23,3
6 6
The efficiency of this excitation energy transfer process is what determines how thick
an OPV can be, since any exciton created that does not diffuse to the interface is
wasted. Thick OPVs are able to absorb more sunlight, but most OPVs rely on sin-
glet excitons, which have diffusion lengths31' 6 (LD) in the tens of nanometers, thus
limiting the thickness of the devices30 to 100 nm and making it impossible to ab-
sorb most of the incoming sunlight. There are potential ways of avoiding the exciton
diffusion problem, most notably using bulk hetero-junction OPVs, 36 ' but these meth-
ods have other complications such as a significant morphology dependence36 8 due to
the difficulty of charge carrier extraction. The relatively consistent singlet diffusion
length across a wide range of organic materials has led some to suspect a physical
limit to LD in these materials. On the other hand, triplet excitons have been shown
to diffuse up to tens of micrometerses,74,208 in single crystalline OSCs, orders of mag-
nitude longer than singlet excitons. But will poor molecular packing and energetic
disorder greatly reduce the diffusion length in thin film devices?
To address exciton diffusion one must understand the mechanisms of exciton mi-
gration in OSC materials. OPVs typically operate in the incoherent energy transfer
regime. In this regime the singlet or triplet exciton is localized and hops from site
to site. To lowest order in perturbation theory, using the Condon approximation to
factorize the rate into an electronic and a vibrational part, the hopping rate is given
by the familiar Fermi's Golden Rule:
kda = |IVda 2 (FCWD) (5.1)
h
The rate depends on the electronic coupling between the donor and acceptor states
(Vda) and the Frank-Condon-weighted density of states (FCWD), which depends on
the overlap of the density of states of the donor with that of the acceptor. The rate of
exciton hopping is thus governed by an interplay between the energy landscape (via
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the FCWD) and the relative orientations of the monomers (via the coupling).
In this article, we explore the role of these molecular properties in singlet and
triplet exciton diffusion to uncover possible future routes to more efficient OPVs. We
first show that Eq. 5.1 implies a theoretical maximum for singlet diffusion in organic
semiconductors due to a competition between the hopping rate and the radiative
lifetime. There is no corresponding competition at work for triplets, suggesting that
triplet diffusion lengths in OSCs are (in theory) unlimited. To test this hypothesis,
we combine density functional theory (DFT) with kinetic Monte Carlo (KMC)20 7
to model triplet diffusion in a purely ab initio manner. Triplet diffusion constants
obtained through our procedure agree well with experimental data and also expose
potential inaccuracies in some present experimental techniques. We further find that
triplet diffusion constants in disordered thin films of tetracene are nearly isotropic and
comparable in magnitude to the crystalline values. The formation of semi-crystalline
domains plays a significant role in the continued efficiency of triplet diffusion in dis-
ordered systems. We conclude that the long triplet lifetime and apparent indifference
to disorder make triplet excitons an ideal candidate for long range energy transfer.
5.2 Controlling Diffusion
Long diffusion lengths allow for thicker OSC layers that can absorb more sunlight,
but what factors cause the differences in singlet versus triplet diffusion, and what are
their potential maximum diffusion lengths? In order to arrive at theoretical maxima
for the singlet and triplet diffusion lengths, we start by revisiting equation Eq. 5.1
and express the energy transfer rate in terms of physically relevant quantities. First,
the FCWD factor can be defined in terms of the normalized overlap of the emission
spectrum of the donor (ID) and the absorption spectrum of the acceptor (CA). 3 69 if
we assume the absorption and emission spectra are Gaussians of width o- ~ 0.3 eV
and their centers are shifted by Ada, i.e. a Stokes shift, then the spectral overlap is
given by 20
2
(FCWD) = ID EAdU = exp (5.2)
2o- 4a.
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Within this approximation, then, the differences between singlet and triplet diffusion
all arise from differences in the electronic coupling for the process. The electronic
coupling Vda can be split into two parts, Vcoulomb and VExchange, where the Coulomb
term is typically larger, especially at long range, and the exchange piece becomes
relevant at separations less than 1 nm. The question is then which types of coupling
are important for singlet and triplet excitons and how large are they?
5.2.1 Singlet Diffusion
The Coulomb operator can be expanded as a monopole series and approximated to
lowest order with a dipole-dipole interaction. This approximation yields the familiar
F6rster coupling200, 201 (in atomic units)
V2R 3  (5.3)
where we have assumed a homo-dimer situation (i.e. the donor and acceptor are
chemically identical). In this expression, y is the magnitude of the transition dipole
moment, n is the refractive index of the material, and R is the magnitude of the
center of mass separation between the donor and acceptor. F6rster energy transfer is
a radiationless energy transfer like that shown in Figure 5-1a, and the coupling's R-3
dependence makes it capable of transferring energy between molecules over fairly large
distances. The orientational factor, K, has a value between 0 and 2 and is determined
by the relative orientation of the two transition dipoles and has the form
Kda = nd ' na - 3 (e ' nd) (e ' na) (5.4)
Where nd, na, and e are the normalized transition dipole of the donor, transition
dipole of the acceptor, and displacement vector between the donor and acceptor,
respectively.
The F6rster coupling, Eq. 5.3, has been extensively studied 202,369-37 1 for many
molecules. A major problem with this approximation is that it overestimates the
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Figure 5-1: Radiationless F6ster energy transfer (top) is the dominant mechanism
for singlets, while the two electron Dexter energy transfer (bottom) is the dominant
mechanism for triplets.
coupling at short distances, 20 2,203,372,373 where the separation distance is comparable
to or smaller than the transition dipole. Given that the hopping rate is proportional
to the coupling squared, we conclude that if we use Eq. 5.3 without correction, we
will grossly overestimate the maximum singlet hopping rate. To get around this,
we need a simple means of correcting the Fdrster result for the saturation of kda
at short range. Typical ways of refining this treatment are to include higher orders
in the monopole expansion 369,374 or even the full Coulomb term calculated through
DFT.3 7 0 ,37 2 However, in reference 202 the authors pursue a simpler approach, show-
ing that the full Coulomb coupling approaches a constant at small separations and
suggest a modified functional form to fit to the full Coulomb coupling. Using this
idea, we fit the following functional form to coupling curves computed with the frag-
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ment excitation difference (FED)1 98 method on six different homo-dimers with large
transition dipoles.
Vdip-dip Vfit (R) = n2 (5.5)
This functional form captures the asymptotic behavior of the F6rster coupling as
R -+ oc, while properly saturating to a constant as R - 0. The geometries for the
set of six homo-dimers used to obtain the a parameter can be found in Appendix C.
Table 5.1 shows that a is fairly consistent over a range of molecules with different
transition dipoles. We find that a value of a = 1.15 reasonably reproduces the FED
coupling values for the homo-dimers across a range of R values. We will thus take Eq.
5.5 as a rough approximation to the Coulomb coupling between donor and acceptor.
Molecule [p a RMSD (x10~ 7)
cyanine-3 5.3194 1.0335 2.2
cyanine-5 6.0474 1.1066 3.5
dcm 4.232 1.2181 0.39
thiophene 5.7966 1.1615 2.4
thiat 4.879 1.2385 0.66
Table 5.1: Calculated fitting parameter a for five different molecules along with their
transition dipole (p) and RMSD. All numbers are given in atomic units
Inserting equation Eq. 5.5 and Eq. 5.2 into equation Eq. 5.1 we arrive at a
F6rster-based expression for the rate
2 2 4 F 2
kaa i k ai = exp I Ada (5.6)
a d - dip n 4(as + R)6c . 4[ 2
Thus, we have arrived at a rate dependent on the transition dipole, Stokes shift, and
donor-acceptor separation. To gain estimates of the diffusion length, we need to be
able to connect the site-to-site energy transfer rate to a diffusion constant. We do this
by assuming a three dimensional diffusion with equal separation between molecules
and equal hopping rates in every direction. We neglect non-nearest neighbor hopping,
which is somewhat simplistic given the slow R- 6 decay of the hopping rate. We will
thus slightly underestimate the diffusion for larger transition dipoles. Under these
conditions, the diffusion constant has the form 78 D = k, where z is equal to 2, 4,
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or 6 for one, two, or three dimensional diffusion, respectively.
Finally, to obtain the diffusion length, we need the lifetime of the excited state.
The lifetime is determined by the nonradiative and radiative transition rates of the
excited state by T 1/ (krad + knonrad). To capture the ideal theoretical limit on
the diffusion length we assume only radiative losses. Singlet excitons then have the
following lifetime:
1 3c3
3 2 (5.7)krad 4 ESp2
Where Es is the singlet excitation energy. It is important to point out that the
lifetime also depends on the transition dipole, but inversely, so as p increases the
lifetime decreases. Combining all terms gives an approximate diffusion length, LD,
of:
LD2( 2 eXp 42 (5.8)
Thus we arrive at a final expression for LD in terms of molecular and crystal properties.
There are quite a few different parameters in Eq. 5.8. This is misleading though;
most of the parameters are essentially constant or have little effect on the diffusion
length. Material parameters such as n, r,, and R do not change significantly between
different OSCs. The molecular parameter Es is fixed by the desire to have the singlet
energy be in the visible range for optimal solar energy absorption, and Ada is already
very small and will at most make the exponential term unity when optimized. That
just leaves the transition dipole as the only significant way to alter the singlet diffusion
length.
Considering then LD only as a function of the transition dipole yields a maximum
diffusion length. For small y the diffusion length increases linearly with the transition
dipole due to the coupled relationship of the lifetime and hoping rate on the transition
dipole. At large y though, the diffusion constant decays as p-2, and so at some value
of p the diffusion length must reach a maximum. A diagram of this effect is shown in
Figure 5-2. As noted above, at large p we somewhat underestimate the hopping rate,
meaning that we somewhat underestimate the diffusion constant at large t. However
for qualitative purposes, this will not change the picture: it will merely shift the
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Figure 5-2: A rough depiction on a log-log scale of the dependence of the singlet dif-
fusion length (green) on the transition dipole. Values were calculated using tetracene
parameters from Table 5.2 and a nonradiative decay of 5 ns. Both cases of with and
without nonradiative decay are included in the diffusion length. The lifetime (red)
continually decreases with a slope of -2. At low transition dipoles the diffusion con-
stant (black) has a slope of 4, but the slope decreases as the transition dipole grows,
yielding a maximum diffusion length at some value of p.
maximum to LD to a slightly larger value. We should emphasize that our prediction
of a theoretical maximum of LD for singlets is predicated on the hopping model of
energy transfer. For highly ordered systems (such as J-aggregates) where coherence
effects are important, different behavior could be observed.
Using our ideal model for singlet hopping, Eq. 5.8, we can also calculate a rough
maximum for the singlet diffusion length. Assuming no Stokes shift (Ada = 0), a
hopping distance, (R), of 0.45 nm and the optimal transition dipole of pu = 6 along
with other parameters shown in Table 5.2, we get a ideal diffusion length of 230
nm. In practice, the diffusion length of OSCs are a fraction of this due to non-ideal
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Table 5.2: Theoretical singlet diffusion lengths (nm), LD, for the fitted Coulomb
coupling using Eq. 5.8 and values given in the text. Two examples are given, one
with an optimal set of physical values and the other with values found for tetracene.
The singlet energy (Es) is in eV, and the transition dipole (p) is in atomic units.
r, n Es y LD
optimal 2 2 2.0 6 230
tetracene 2 2 2.5 1 115
behavior in the orientation factors (n), there will be a Stokes shifts, and there is
nonradiative decay. Also shown in Table 5.2 is a maximum diffusion length for a
more typical OSC material, tetracene, of 115 nm, significantly larger than what is
observed in experiments, 12 nm.3 75 As mentioned, we only included radiative decay
and the radiative lifetime using Eq. 5.7 for tetracene is 60 nanoseconds, while the
measured lifetime is closer to 0.15 nanoseconds,7 3 a factor of four hundred times
shorter. Using the experimental lifetime gives a diffusion length of 6 nm (instead
of 115 nm), much closer to the measured singlet diffusion length, 66 indicating the
significance of nonradiative decay. The effect of nonradiative decay is also shown in
Figure 5-2. Nonradiative decay does not change the qualitative behavior of LD but
does make the maximal y larger and the maximal LD smaller. In the end, we find
the diffusion length for singlet excitons is roughly limited to 100-200 nm.
The above results suggest the following ways to maximize the singlet diffusion
length: large solution emission quantum yield, small Stokes shift, and reduced disor-
der to minimize the number of trap states and nonradiative decay channels; which
all of these boil down to increasing the singlet lifetime to get longer diffusion lengths.
Unfortunately, most of these properties are already optimized or are too costly to
optimize for a typical OPV device.6 ,37 6 The transition dipole can be optimized to
increase the diffusion constant, but as shown above, there is a limit where it then
starts to hurt the diffusion length. Therefore, existing devices are already close to
the singlet diffusion limit, and even if they could be optimized more, we can not hope
to achieve singlet diffusion lengths long enough to ensure full absorption of the solar
spectrum.
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5.2.2 Triplet Diffusion
Triplet excitons are not able to transfer energy via Coulomb coupling, because the
triplet excited state to singlet ground state transition is a spin-forbidden process.
Therefore, triplets can only transfer their energy through exchange coupling. Energy
transfer through exchange coupling, also known as Dexter energy transfer, 204 ,205 oc-
curs through the exchange of two electrons between the donor and acceptor, as shown
in Figure 5-1b. Conveniently, this form of energy transfer implies that a material with
good hole and electron conductance should also have a larger Dexter coupling,
3 77
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which is already something that is beneficial for a OPV material. Dexter coupling
relies on the overlap of the wavefunction of the donor with that of the acceptor and
has the form
Vda VDexter A exp [-(R] (5.9)
where ( 0.285 nm- 1 describes the spatial extent of this overlap, 37 9 and A is an
exponential prefactor whose value can be calculated using data from reference 379.
Meanwhile, the radiative lifetime of the triplet exciton depends on the spin-orbit
coupling, 380 which is very small unless the molecule contains a heavy atom. Thus
we immediately see a difference between singlet and triplet energy transfer: whereas
for singlets there was competition due to the fact that increasing P affected both the
lifetime and the energy transfer rate, for triplets there is no similar competition. The
Dexter transfer depends on one set of parameters (Stokes shift, electron conductance,
hole conductance, and wavefunction overlap) while the radiative lifetime depends on
a disjoint set of parameters (spin-orbit coupling).38o Thus we see immediately that
there is no theoretical maximum for triplet diffusion lengths in OSCs
Using Eq. 5.9 with a R of 0.45 nm and the same parameters as in Table 5.2,
the triplet diffusion constant is 3.2x 10- 4 cm 2/s. Not surprisingly it is much smaller
than that for singlets at the same R, 0.17 cm 2 /s. Dexter energy transfer decays
exponentially with distance while F6rster energy transfer decays as R 6 . On the
other hand, the lifetimes for triplet excitons are of the order of a millisecond, while
as described above for singlets, the lifetime is closer to a nanosecond. The drastic
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difference is due to the spin-forbidden phosphorescence decay of the triplet state to
the singlet ground state. Using the above values, the triplet diffusion length is 6 pm
while that of the singlet is 0.13 prm. The singlet exciton moves faster but also decays
quickly, while the slower moving triplet exciton keeps its steady pace for a long time,
in the end yielding a much longer diffusion length for the triplet exciton.
Even though triplets have an intermolecular coupling several hundred times smaller
than singlets, they still diffuse greater distances thanks to lifetimes up to a million
times larger. Analogously to singlets, properties like the non-radiative decay rate,
and the energy disorder can be used to optimize the diffusion length. Unlike the case
of singlets, where there is a theoretical maximum limit of a few hundred nanometers,
there is no limit to the triplet diffusion length, because the coupling and lifetime of
triplets are independent of each other. For example, the coupling can be increased
(while not effecting the lifetime) by increasing the size of the molecule to increase the
area for wavefunction overlap. Thus, triplet excitons offer two variables (overlap and
spin-orbit coupling) that can be varied independently to optimize diffusion lengths.
5.3 Organic Crystals
Now, just because triplets can have long diffusion lengths, does not mean they
will in practice. To analyze the feasibility of engineering long triplet diffusion in
organic PVs, we begin by studying triplet diffusion in a few experimentally well-
characterized cases. This will also allow us to investigate what molecular properties
govern observed experimental trends and also provide a control experiment when we
asses the impact of disorder on triplet diffusion. We choose to simulate diffusion
lengths for crystalline anthracene,69,208,381,382 tetracene,74 stilbene, 68 naphthalene, 68
1,4-dibromo-naphthalene,6 8 and rubrene71,383 for which the triplet diffusion length is
experimentally known.
A rough schematic of how we obtain the diffusion constant for a crystal is shown
in Figure 5-3. First, we start by creating a crystal large enough so there are no
boundary effects and compute all unique intermolecular couplings between dimers
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that are separated by less than 1.5 nm. Then we use a KMC code developed in Ref.
207 to propagate a single triplet exciton for 0.5 ns at 300 K; we repeat this 25,000
times to calculate an average diffusion length. The geometries of the molecules studied
can be found in Appendix C.
(NP dynarnics Thermaly-Equlibrated replicate
__*calculate AG and V
-kinetic Monte-Carlo
&_ calculate AG and V
'kinetic Monte-Carlo
Figure 5-3: The computational procedure used to compute the triplet diffusion con-
stant for molecular systems. The top describes our procedure for crystalline cells and
the bottom describes our procedure for disordered cells.
To calculate the hopping rates for triplet energy transfer we need to express Eq.
5.1 in terms of parameters that can be readily obtained through DFT calculations. At
high temperatures the FCWD term can be approximated by the classical Marcus 206
rate expression:
2__1 (AG* + A)21
kaa - V-aI 2  4kTexp -4kT (5.10)B xkTA I 4AkBT
Where the dependence on the temperature (T), change in free energy (AG'), and
reorganization energy (A) are explicitly seen in the rate equation. These parameters
are obtained from DFT calculations using the 6-31G* basis and PBE or B3LYP
functionals. AG* in equation Eq. 5.10 is zero, since all the molecules in a crystal are
energetically equivalent. The reorganization energy can be split into two components:
the relaxation of the molecules involved in the energy transfer -inner sphere (As) -
and the relaxation of the environment - outer sphere (A,). The triplet excitons for
the molecules we study are localized states38 with no charge or large dipole, and
so A is reasonably approximated by Aj. We calculated the reorganization energy
with the 6-31G* basis with the PBE functional using the four-point method. 356 The
reorganization energies obtained for our test set range from 0.3 to 0.7 eV, shown in
Table 5.3. Such large reorganization energies are due to the very localized nature
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of the triplet state.384 Both constrained density functional theory (CDFT)i5 4, 385
and FED methods are used to calculate Vda, and both give good agreement with
experiments for triplet energy transfer rates.1 30 ,37 9
Our results for the six different crystals are displayed in Table 5.3 and show
good agreement with experimental trends. The reported diffusion lengths are ob-
tained using the experimentally measured crystal lifetimes and our computed diffu-
sion constants, and we obtain nearly quantitative agreement with experiments using
FED/PBE. The differences in diffusion lengths calculated with various functionals
and coupling methods result from changes in wavefunction delocalization and thus
overlap. PBE consistently gives the largest couplings, since as the amount of exact
exchange is decreased, the electron self-interaction error increases, causing the wave-
function to become more delocalized than it should.128 FED gives larger couplings
than CDFT, since with currently used functionals, FED contains some fractional
spin/charge error that increases the coupling.130 Though not represented in Table
5.3, but shown in reference 379, if the basis set is increased, the wavefunction over-
lap, and thus the coupling, will increase. One should expect that with a larger basis
set that functionals with less self-interaction error and methods like CDFT should
yield more quantitative results.
Naphthalene, anthracene, and tetracene all have a herringbone crystal structure
like that shown in Figure 5-4a, while rubrene and 1,4 dibromo-naphthalene form a
different herringbone type structure, shown in Figure 5-4b. These packing motifs
explain why diffusion in the C-axis is at least an order of magnitude smaller than in
the A- or B-axis; diffusion in the C-axis occurs between a head to tail pair, which
have very little wavefunction overlap. In fact, packing is a major determinant in the
direction and efficiency of triplet diffusion. As an additional note, when the number
of benzene rings increase across the acene series from naphthalene to tetracene, the
amount of area for wavefunction overlap increases causing the square of the coupling to
increase from 1.76x10-5 to 1.94x 10-3 eV 2 , respectively. The reorganization energy
decreases from 0.65 to 0.33 eV from naphthalene to tetracene, which results in a
further two orders of magnitude increase in kda, both effects resulting in an increased
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Table 5.3: Computed triplet diffusion lengths in pm show good agreement with ex-
perimental values, given in parentheses. The experimental lifetimes (r) are in s and
computed reorganization energies (A) are in eV.
naphthalene , r = 2 x 10-1 Ref. 68, A = 0.64
CDFT FED
Axis PBE B3LYP PBE B3LYP
A 1.10 0.38 5.04 5.78 (25.69)
B 1.32 0.49 10.41 10.53 (23.24)
C 0.27 0.07 4.46 4.88
Total 1.74 0.63 12.40 12.97 (34.64)
anthracene , r = 2.3 x 10-2 Ref.381, A = 0.44
CDFT FED
Axis PBE B3LYP PBE B3LYP
A 6.78 3.20 20.24 6.33 (18.57)
B 8.28 3.85 21.39 12.91 (20.35)
C 0.57 0.16 1.25 3.11 (5.25)
Total 10.72 5.01 29.48 14.71 (27.96)
tetracene , r = 8 x 10-4 Ref. 386, A = 0.33
CDFT FED
Axis PBE B3LYP PBE B3LYP
A 6.28 3.37 19.78 6.07
B 8.01 4.32 25.37 7.68 (17.89)
C 0.05 0.04 0.09 0.44
Total 10.17 5.48 32.17 9.80
1,4-dibromo-naphthalene , T = 3 x 10-3 Ref. 68, A = 0.60
CDFT FED
Axis PBE B3LYP PBE B3LYP
A 2.82 1.58 5.61 2.94 (10.25)
B 0.08 0.02 0.67 0.83
C 0.07 0.01 0.56 0.69
Total 2.83 1.58 5.69 3.14
stilbene , T = 8 x 10-3 Ref. 68, A = 0.70
CDFT FED
Axis PBE B3LYP PBE B3LYP
A 1.22 0.41 2.83 2.01 (8.49)
B 0.57 0.19 1.46 0.91 (7.48)
C 0.25 0.04 0.78 1.33
Total 1.37 0.20 3.27 2.57 (11.31)
rubrene , r = 1 x 10-6 Ref. 71, A = 0.32
CDFT
PBE B3LYP
0.02 0.004
0.54 0.27
< 0.001 <0.001
0.55 0.27
FED
PBE B3LYP
0.03 0.02
0.86 0.50
< 0.001 < 0.001
?1§6 0.50
Axis
A
B
C
Total
(5.00)
diffusion constant and diffusion length in tetracene.
b)
A
C)
Ij
Figure 5-4: a) Rubrene crystal looking down the C axis. b) Tetracene crystal looking
down the C axis, anthracene has identical crystal orientations. c) Disordered tetracene
cell depicting three different semi-crystalline domains.
One noticeable disagreement is in the diffusion constant of rubrene. Our simu-
lations predict a diffusion length of roughly 1 pm along the B-axis; in agreement
with the diffusion length of 4 pm in the same direction from Ref. 383. On the other
hand, in ref 71 the reported value is 5 pLm along the C-axis. Due to the crystal
packing there is almost no overlap between the donor and acceptor wavefunctions in
the C-axis, and as such almost no diffusion in that direction. The diffusion length
of singlet and triplet excitons are mainly measured using photoluminescence 66-69 or
photocurrent7 -7 1 methods, but as in the case of rubrene discussed above, different
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a
experiments on the same molecule can often report diffusion lengths that vary by
orders of magnitudes for both triplet 27 4 and singlet7 5 77 excitons. One complication
common among these methods is the emission of a photon that is then waveguided in
the crystal and reabsorbed by another molecule, which can increase the measured dif-
fusion length by a considerable amount.7 8 This effect is likely the source of the large
error in the experimental prediction of the C-axis diffusion length in rubrene crystals.
In particular, this example shows how our simulations can help resolve discrepancies
in experimental measurements of LD.
Evidence of independence of triplet diffusion constants and lifetimes, as discussed
earlier, is contained within Table 5.3. Rubrene's diffusion constant is only two times
smaller than tetracene's, but its diffusion length is over an order of magnitude smaller
due to its drastically shorter lifetime. Rubrene's shorter lifetime is most likely due
to an increase in nonradiative decay resulting from its more complex structure. As
the conjugation size increases from naphthalene to tetracene, the diffusion constant
increases due to a decrease in the reorganization energy and an increase in the wave-
function overlap. The lifetime however decreases mainly due to the unique effect in the
acenes of triplet-triplet fusion, which is more energetically favorable in tetracene. The
diffusion constant in 1,4-dibromo-naphthalene is an order of magnitude larger than
that of naphthalene, but the presence of bromine increases spin-orbit coupling, which
decreases the triplet lifetime, so naphthalene still has a longer diffusion length. The
above results highlight the independence of triplet diffusion constants and lifetimes
and demonstrate the ability of our method to predict nonradiative triplet diffusion.
5.4 Amorphous Systems
The ability to cheaply process organic solar cells is what gives them a fighting chance
against their highly ordered, expensively processed, but highly efficient inorganic
solar cell competitors. Cheap processing, however, inherently leads to disorder within
the cell, and disorder is typically considered to be an enemy of diffusion. Average
intermolecular distances can increase, stacking arrangements can become less than
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optimal for good wavefunction overlap, and trap states can be formed if the energy
disorder becomes comparable to the reorganization energy. However, the following
results show how surprisingly robust triplet diffusion can be to disorder.
One thing to note immediately is that the difficulties inherent to measuring triplet
diffusion in a crystal are compounded when dealing with a thin film. Thus, our com-
putational procedure provides a relatively simple and reliable way to probe the effect
of disorder. For this part of our study, we choose to model diffusion in amorphous
tetracene, because its lack of side groups results in a smoother transition across the
spectrum of disorder, from crystalline to amorphous. The parameters for the tetracene
force-field were created using a procedure outlined in Ref. 189 and are given in Ap-
pendix B. Our procedure, illustrated in Figure 5-3, is as follows. We first obtain a
disordered cell through a two-step procedure: using molecular mechanics, a crystal
cell made up of 96 tetracene molecules is annealed from 150 to 730 K and back down
on a 1.2 ns interval under constant pressure of 15 bar, after which it is equilibrated
at constant temperature of 300 K and pressure of 1 bar. The crystal cell size was
chosen to be 96 tetracene molecules because it gives 4560 unique dimer pairs and
this number grows very quickly with increasing crystal size. Next, we calculate the
couplings between all molecular pairs using PBE/FED. In a disordered system, AG'
is no longer zero, so we use the difference in triplet exciton energy between the donor
and acceptor, each computed individually. Using the same A as in the crystal, we have
all of the parameters needed to obtain hopping rates in the disordered system and to
run a KMC simulation, using the same parameters as the crystal KMC simulations,
to obtain the diffusion constant. We repeat this entire processes with over twenty
tetracene cells of varying disorder, each obtained by applying additional constant
pressure annealing.
To quantify the disorder of each of the twenty cells, we define an order parameter
based on the intermolecular interaction energy. The interaction energy is the sum of
the Van der Waals interactions and electrostatic interactions and is also known as the
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cohesive energy (Ecoh). Our order parameter AEcoh is defined by
Ecstal ce
AEcoh = coh h(5.11)N
where N is the number of molecules in the cell. This gives the loss in cohesive energy
per molecule in going from the crystal to a disordered system and directly corresponds
to how well the cell is packed.
In what follows, we present our results here in terms of the diffusion constant,
rather than the diffusion length, because the diffusion length depends on both the
diffusion constant and the lifetime, and there is no reason to suspect that the lifetime
will be the same in an amorphous system as in the crystal.3 87 Figure 5-5 displays
the effect of disorder on the total triplet diffusion constant in tetracene. As disorder
is introduced, the diffusion constant decreases by only an order of magnitude, which
corresponds to a three-fold decrease in the diffusion length. After this relatively small
drop, the diffusion constant remains relatively unchanged as disorder increases. The
average over all the total diffusion constants in the disordered cells agrees to within
a factor of 10 with experimental measurements.3 8 The range of disorder covered by
our cells is much greater than kT (0.6 kcal/mol), and any typical device should easily
be within the range of disorder covered here. These results show the triplet diffusion
constant of tetracene to be robust to disorder.
We find that cells in our simulation contain semi-crystalline domains, which are
sometimes rotated with respect to one another (see Figure 5-4c), sometimes with a few
molecules inserted in the domain boundaries, like a wedge in a crack. The cells with
larger AEcoh tend to have more of these domains, which have a smaller degree of crys-
tallinity. Inspection of the nearest-neighbor couplings reveals that the molecules with
the lowest couplings are not the ones wedged between the semi-crystalline domains.
Rather, small couplings are common among molecules that are slipped along the long
molecular axis out of their crystalline position thus decreasing their wavefunction
overlap. Interestingly, the presence of these semi-crystalline domains and their rota-
tion with respect to one another results in significantly more isotropic diffusion, as
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AEcoh (kcal/mol)
5 6
Figure 5-5: The total diffusion constant (Det,) has no correlation to an increase in
intermolecular disorder.
shown in Figure 5-6. As a measure of isotropy, we use the ratio between the diffusion
constant in the direction with the greatest overall diffusion Diarge to the diffusion con-
stant in the direction with the smallest overall diffusion Dsmai, minus one. As shown,
the characteristic two-dimensional diffusion of crystalline tetracene switches to an
isotropic, three-dimensional diffusion as the cells become more disordered, in agree-
ment with experiment. 387 This switch to isotropic diffusion is easily explained. Cells
with greater disorder tend to have more randomly-oriented semi-crystalline domains,
each containing two-dimensional diffusion, and diffusion over these randomly-oriented
domains averages into an overall isotropic diffusion. Additionally, as stated above,
hopping between crystalline domains is not a major bottleneck for the triplet exciton
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Figure 5-6: Triplet diffusion in tetracene goes from an anisotropic two-dimensional
diffusion to an isotropic three-dimensional diffusion as crystal disorder is increased.
In addition to the effect of couplings, it is important for us to also address the pos-
sibility of site energies significantly decreasing the intermolecular hoping rates. Being
a localized electronic state, triplet excitons are influenced little by their environment.
This indifference to environment is why we find fluctuations in site energies staying
below 80 meV across the wide range of disorder. Tetracene has a reorganization en-
ergy of 330 meV, an order of magnitude larger than the these energy fluctuations,
so we are easily outside of the static trapping regime. Based on the reorganization
energies shown in Table 5.3, with tetracene being the smallest, we expect that this
result will hold for most organic semiconductors. In conclusion, we find the localized
nature of the triplet exciton and the semi-crystalline structure of a thin film result in
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diffusion constants comparable to that found for the crystal.
5.5 Conclusions
In this article we have outlined the mechanisms for singlet and triplet exciton trans-
port in OSCs and their potential limitations and advantages. For singlet excitons,
the inability to increase the diffusion constant without decreasing the lifetime creates
a fundamental upper bound on the diffusion length. For triplet excitons, the diffusion
length and lifetime can be varied independently, and there is no theoretical maximum
for diffusion. To demonstrate that these simple predictions are borne out in reality,
we modeled triplet diffusion in crystalline environments, with good agreement to ex-
periments. The triplet diffusion length is also robust to disorder; the total diffusion
constant is only decreased by an order of magnitude when disorder is introduced and
shows no trend with increasing disorder. Site energy fluctuations are an order of
magnitude smaller than the reorganization energy, so the diffusion is not hindered
by static traps. Additionally, the increase in disorder corresponds to an increase in
the number of semi-crystalline domains, which are randomly oriented and result in
more isotropic diffusion. Furthermore, while the hopping rate at the boundaries of
these domains might be decreased by weaker couplings, it is not a major bottleneck
for triplet exciton diffusion. Our simulations show that the Dexter coupling (which
correlates to electron/hole conductance), while much smaller than F5rster, is still
large enough to allow triplets to traverse large distances during their long lifetimes.
The results indicate that the measured triplet diffusion lengths of 2-10 tm should be
possible for most OSC materials.
To utilize the long diffusion lengths of triplet excitons and make thicker OPV
devices, different ways of creating triplet excitons in OPV devices should be explored.
One possible route is to introduce guest molecules that have high intersystem crossing
from the singlet excited state to the triplet excited state and that can also then energy
transfer the triplet to the host material.3 89 Using singlet fission with molecules like
tetracene and pentacene offers both the ability of using triplet excitons and potentially
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getting two electrons from every photon. 49,54 ,390 One of the main potential pitfalls
of using triplets is the difficulty of controlling non-radiative relaxation mechanisms.23
The triplet diffusion length is only long if the triplets maintain lifetimes on the order
of hundreds of microseconds, and so even very slow nonradiative quenching can be a
significant hindrance. In particular, it is not clear if triplet-triplet annihilation places
a fundamental limit on the triplet lifetime (and hence the triplet diffusion length) in
thin film devices, and this is a question that deserves further study. In conclusion, our
results show the long diffusion length of triplets offers a promising route to optically
thick, efficient OPV devices.
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Chapter 6
Study of the Electronic States and
Electrostatic Effects at
Organic/Organic Interfaces: A
Mechanism for "Cold" Exciton
Breakup
6.1 Introduction
The field of photovoltaics (PVs) continues to progress towards creating a device that
is efficient enough to compete in today's energy market.' With this progress a wide
range of PV materials have emerged, such as inorganic, 39 1-393 organic,6' 18' 19 and hy-
brid dye-sensitized21 photovoltaics. All photovoltaic devices operate under the same
general physics in order to create electrical energy from sunlight.2 7 A very impor-
tant but poorly understood step in the photovoltaic process is the formation of free
charges from an exciton. The properties of an exciton, which is a bound electron-
hole pair, are significantly different in inorganic and organic photovoltaics. Inorganic
semiconductors have a large dielectric constant and highly delocalized states, creating
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an environment where the exciton binding energy is on the order of kT or less. 13 An
organic semiconductor, on the other hand, has a low dielectric and predominately
localized states, making the exciton binding energy on the order of 40 kT.2 3,14 In
both photovoltaic materials the exciton binding energy must be overcome in order to
harvest energy from the sun.
The classic inorganic PV is a p-n junction, which consists of two semiconductors,
one doped with extra electrons and the other doped with extra holes. Represented
in Figure 6-1a is the vacuum level, the highest occupied molecular orbital (HOMO),
the lowest unoccupied molecular orbital (LUMO), and the fermi level of the p- and n-
doped semiconductors. In this case, the HOMO and LUMO levels in the p- and n-type
semiconductors are the same, but the fermi levels are not. As the two semiconductors
are brought into electrical contact, charges transfer from one semiconductor the other
in order to reach electrochemical equilibrium, finally yielding the band diagram in
Figure 6-1b. The transferred charges create a dipolar electric field at the interface,
which alters the vacuum level and is what drives the electrons and holes apart to the
electrodes.
Organic photovoltaic (OPV) devices need a large driving force to overcome the
large exciton binding energy and create separated electrons and holes. By using two
organic materials that have different HOMOs and LUMOs, the driving force to break
up an exciton is provided by the HOMO/HOMO or LUMO/LUMO difference of the
two materials. A charge transfer (CT) state is formed after the exciton breakup, and
due to the low dielectric of organic semiconductors, the binding energy of the CT state
is still around 10 kT. Despite the large binding energy, the free carrier formation can
be very efficient and fast in many OPVs.3 7 ,38 One proposed mechanism for this is that
some of the excess exciton energy might be used to create a "hot" CT state, where the
carriers have a hyper-thermal distribution of energy8 9 that helps them to overcome
the dissociation barrier and behave as free carriers. Contradictory studies have shown
that relaxed CT states can form free charges just as easily as "hot" CT states.9 2 While
the exact method of breaking up the charges is not known, it is understood that if the
binding energy is not overcome, the ensuing charge recombination at the interface can
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Figure 6-1: A basic band structure for a) an inorganic p-n junction not in electrical
contact and b) an inorganic p-n junction in electrical contact.
decrease the open circuit voltage (Voc) by 0.3-0.5 eV.3 9 Therefore, knowing how the
CT binding energy is overcome in OPVs is crucial to improving OPV performance.
Most OPV materials are selected solely based on bulk HOMO and LUMO levels,
ignoring any changes that may occur at the organic/organic interface. The progres-
sion of PVs from inorganic to organic materials has driven the research on interfaces
to mainly focus on fermi level alignment at first organic/metal interfaces,394398 and
more recently organic/organic interfaces. 99 ,399 -4 0 1 Using techniques such as ultra-
violet photoelectron spectroscopy (UPS)4 0 2 and inverse photoemission spectroscopy
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(IPES)3 researchers have measured charge transfer at the organic/metal interface that
results from efforts of the materials to match the work function of the metal and the
fermi level, or charge neutral level,98' 99 of the organic material.395 ,403-40' The same
charge transfer concepts have been applied to organic/organic interfaces, 99 ,397,40 1 with
changes in the HOMO and LUMO levels typically measured around 0.0-0.2 eV. 99,4 06
It is not clear how these effects translate over to large scale manufactured devices
where the fabrication process, such as spin casting, can be very different and lead to
much more disordered OSC layers. The focus on charge transfer effects and the lack
of such effects at the organic/organic interface has lead to a typical assumption that
no changes occur in the HOMO and LUMO levels at the interface.
In the past few years the idea of non-charge-transfer effects at organic/organic
interfaces has made its way into the literature. Experimental orientational dependent
studies performed on organic/organic interfaces400' 407 showed that electrostatic mul-
tipoles can create an electric field that shifts the vacuum level. Theoretical work on
the interface between planar organic molecules, like pentacene, with C60 have shown
the orientation of the planar molecule can create HOMO and LUMO shifts on the
order of 0.2 eV at the organic/organic interface.i 03-106,408 These works indicate that
significant stabilization or destabilization of the HOMO and LUMO levels can occur
from non-charge-transfer effects.
In this chapter we us the combined quantum mechanics/molecular mechanics
(QM/MM) model to obtain an atomistic picture of the metal-free phthalocyanine
(H 2 Pc)/3,4,9,10 perylenetetracarboxylic bisbenzimidazole (PTCBI) interface. Our
calculated excitation energies reveal that thermal broadening accounts for only a
fraction of the absorption width. Near the interface we find shifted values in the
IP and EA, showing that band bending effects at the interface must be included to
accurately estimate the binding energies of the interfacial CT states. Further, the CT
binding energy shows sensitivity to the relative molecular orientations and thermal
fluctuations, highlighting the influence of disorder on the energy landscape. Based
on these findings we further study the role of the electrostatic environment on the
HOMO and LUMO levels at the organic/organic interface. We show through simple
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models how a dielectric mismatch between the two organic materials, poor and ineffi-
cient packing at the interface, and molecular multipole moments can all contribute to
significant changes in the HOMO and LUMO levels at the organic/organic interface.
All three effects are found in realistic OPVs, with HOMO and LUMO interfacial
shifts ranging from 0.2 to 1.0 eV. Due to the nature of the simulations we can isolate
the contributions of different molecular properties to further understand how they
alter the energies of localized electron and hole states. Importantly, the combination
of band bending effects and fluctuations in CT binding energies make it possible for
relaxed CT states to dissociate into free carriers with no barrier. This finding im-
proves our understanding of exciton dissociation and carrier generation mechanisms
in OPVs, which is a subject of much current interest. 88 ,89,92 Utilizing the environ-
mental effects can help increase photovoltaic performance in future OPVs by driving
apart the electron and hole at the interface, and thus increasing the Voc and Jsc.
The chapter is organized as follows. First we introduce the QM and MM methods
used, as well as the combined QM/MM method, to compute the relevant energies.
We present our work on the organic/organic interface system composed of H2 Pc and
PTCBI. This study is split into two parts, the first focusing on the accuracy of
the QM/MM method for bulk values, and the second focusing on any changes in the
energy levels at the organic/organic interface, including a detailed investigation of the
charge transfer state. Next we discuss the different electrostatic effects that can alter
the HOMO and LUMO levels at the organic/organic interface and present a number
of different interfacial systems that display band bending due to these effects. Finally
we summarize the implications of these results on the electronic processes that occur
at the organic/organic interface.
6.2 Computational Details
The first organic/organic interface we choose to study is between two molecules that
have been individually well characterized: H 2Pc and PTCBI. Both are planar organic
molecules with extensive r-conjugation, and the combination of these materials is
131
experimentally known to form a functional photovoltaic device.409 PTCBI has been
studied in many different devices with phthalocyanines and other OSCs; 4""' its
high electron affinity and broad absorption in the visible region make it a widely used
acceptor material. Phthalocyanine molecules are widely used as a small molecule
donor material, and there exists a gamut of studies on H2 Pc ranging from gas phase 414
to solid phase.4 15,416
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Figure 6-2: Illustration of the QM/MM method. Left: Disordered cell of the
H2Pc/PTCBI system described by MM. Center: Selection of a H 2Pc and PTCBI
pair at the interface for calculation of the CT state energy. Right: Density-of-states
plot obtained by repeating the calculation over different snapshots of a MM trajectory.
Our study can be divided into 1) calculations performed on bulk H 2Pc and PTCBI
systems and 2) calculations performed on the H 2Pc/PTCBI interface; this allows us
to benchmark our calculations by comparing to experimental measurements on single
crystals and also examine effects of the interface by comparing bulk and interface
calculations. Each study began with a pure NVT MM dynamics simulation, where the
simulation cell contained several hundred molecules that are treated classically (Figure
6-2 left). Our simulation cells were ideal crystals in the sense that there were no site
defects and the interface was constructed from perfectly cleaved crystal faces. Several
snapshots were harvested from this MM dynamics trajectory. In a given snapshot, a
select few molecules were chosen to be treated quantum mechanically while interacting
with the MM environment (Figure 6-2 middle). QM/MM single-point calculations
were then performed in order to obtain the relevant material properties, and repeated
over many snapshots to obtain ensemble averaged values (Figure 6-2 right). We refer
the reader to our previous work 0 1',18 9 and to Appendix B and C for information on
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the MM forcefields and the molecular geometries.
6.2.1 Interface Structure
For construction of the MM systems we started with a pure 14 x 7 x 5 (3 x 14 x 5) super-
cell of the experimental crystal structure for a total of 490 (420) PTCBI (H 2Pc)
molecules. The H2Pc/PTCBI interface was constructed by aligning the (001) and
(010) crystal faces of the H 2Pc and PTCBI super-cells along 2; periodic boundary
conditions were applied along 2 and 9 (i.e. perpendicular to the interface), and the
system was relaxed under constant pressure (1 bar and 300K) for 1 ns. All three
systems were evolved under NVT dynamics for 5 ns at 300 K. The final 4 ns of the
constant-volume dynamics were sampled at 40 ps intervals to obtain 100 snapshots
for QM/MM calculations; the 40 ps time interval was chosen to minimize correlations
between snapshots.
6.2.2 Density Functional Calculations
All of the QM/MM calculations were done using the CHARMM 417 -Q-Chem 26 2 in-
terface, 4 18 and all pure MM calculations were run in Gromacs 4.0.419 All quantum
calculations were performed with Q-Chem 3.2 using the PBEO functional and 6-31G*
basis set. All of the singlet excited state calculations used linear-response time de-
pendent density functional theory (TDDFT)1 6 on one molecule. The charge transfer
states were obtained using constrained DFT"' on two molecules with an extra elec-
tron placed on PTCBI and one electron removed from H 2Pc. The PBEO functional
was chosen because it offered the best compromise between accurate prediction of the
singlet energy and the band offset, as the singlet energies increased and the band off-
set decreased with respect to the fraction of exact Hartree-Fock exchange for various
functionals tested (PBEO contains 25% exact exchange).
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6.3 H 2Pc/PTCBI Interface
We start by computing the band offset and Frenkel exciton energies of bulk H2 Pc and
PTCBI, given in Table 6.2. To obtain the IP and EA values, we collect data from three
different monomers in twenty distinct snapshots; the transport gap (TG) for a single
material was given by E1P - EEA and the bulk band offset by Eogfet = EHPc- EATjCBI.
Here we note that the TGs and band offset, the more critical quantities for device
performance, are in good agreement with experimental values despite larger errors
in the IPs and EAs themselves. This is because, as shown in Table 6.1, there are
roughly equal shifts in the IP and EA when increasing the basis set (+0.2 eV with 6-
311G*). The calculations in Table 6.1 are done using the COSMO solvation model in
Turbomole42 0 with a dielectric of 3. Also, when placing a molecule in the electrostatic
environment of the crystal the IP and EA decrease by 0.3 eV.
Basis H2Pc (PTCBI) IP H2 Pc (PTCBI) EA H2 Pc (PTCBI) TG Band Offset
3-21G 5.71 (6.20) 2.79 (3.37) 2.93 (2.83) 2.35
6-31G* 5.41 (5.98) 2.72 (3.26) 2.69 (2.72) 2.15
6-311G* 5.56 (6.15) 2.92 (3.47) 2.64 (2.68) 2.09
Table 6.1: Calculated transport properties for H2 Pc and PTCBI using PBEO with
the indicated basis set, all values are reported in eV.
6.3.1 Bulk Materials
Material IP EA TG Band Offset
H2 Pc 4.74 (5.2) 2.43 (3.0) 2.31 (2.2) 1.54 (1.6)
PTCBI 5.53 (6.2) 3.20 (3.6) 2.33 (2.6)
Table 6.2: Calculated transport properties for H2 Pc and PTCBI. Experimental values,
taken from Refs. 2, 3, and 4, are given in parentheses. All values are reported in eV;
computed values have a statistical uncertainty of le 0.07 eV.
Turning our attention to optical properties, we note that most OSC materials have
a broad absorption in the solid phase due to many different effects such as heteroge-
neous broadening, coupling between excited states (Davydov splitting), and vibronic
transitions. The inclusion of all of these effects is beyond the scope of this study, and
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here we focus on heterogeneous broadening only. We computed the lowest few singlet
excited state energies and their oscillator strengths for fifteen different molecules over
fifty snapshots. We then plotted each state as a Gaussian weighted by its oscillator
strength to get absorption spectra, which are plotted with the experimental spectra 4 21
in Figure 6-3. Both of the absorption features are in roughly the right spectral region,
but we note that with only heterogeneous broadening the calculated lineshapes are
not nearly as broad as the experimental results. It thus appears that Franck-Condon
(FC) and/or Herzberg-Teller (HT) effects play a significant role in determining OSC
absorption spectra, even in disordered environments298,299
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Figure 6-3: Calculated absorption spectrum (dashed) and experimental spectrum
(solid) of PTCBI (top, blue) and H2 Pc (bottom, red). The calculated spectra con-
tain 750 calculated energies sampled from 15 molecules each over 50 snapshots, each
given a Gaussian distribution with width 1.7 nm. The inserted molecules show the
attachment/detachment (blue/orange) densities of the lowest excited state of PTCBI
and H 2Pc.
Looking at PTCBI in particular, our calculated spectrum is also missing a peak at
around 660 nm. This peak is also absent with the higher-accuracy RI-CC24 2 2 method
in Turbomole4 20 with the larger TZVP basis, which predicts only one bright peak at
~525 nm. We suspect the missing peak is a HT effect; specifically, with either PBEO
or RI-CC2, there is a "dark" state in the 600-700 nm range with an oscillator strength
that is essentially zero. This creates an ideal situation for the HT effect where the
dark exciton could borrow intensity from the bright state via vibronic coupling. 299
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For H2 Pc our calculations underestimate the splitting of the Qx and Qy bands (given
in order of increasing energy). This reflects a shortcoming of TDDFT for individual
H2 Pc molecules, as the splitting of the two peaks and their relative heights arise
primarily from the symmetry lowering brought about by the two hydrogens in the
inner ring, with the Qx (Qy) transition dipole parallel (perpendicular) to the line
connecting the two inner-hydrogens.
To better picture these excitons, the attachment-detachment plots 4 23 of the lowest
singlet excited state both molecules are shown alongside the spectra in Figure 6-3.
Both of the molecules have a strong transition dipole in the plane of the molecules;
for PTCBI it points along the long molecular axis. The strength and alignment of the
transition dipole moments suggest that exciton-exciton coupling in the solid phase
could also have a significant effect on the lineshapes 4 24 ,42 5 of these crystalline materi-
als, although we expect such effects to diminish in more realistic, disordered systems.
In summary, our current implementation of the QM/MM model can reproduce the
band offset accurately and obtain a qualitative picture of the excitonic levels, but ob-
taining a more accurate spectrum would require combining all of the above physical
effects with the heterogeneous broadening presented here.
6.3.2 Organic-Organic Interface
Next, we examine the absorption spectra in the interface system. The absorption
spectra at the interface are plotted in Figure 6-4 along with the bulk spectra re-
produced from Figure 6-3. The absorption curve of PTCBI is red-shifted, and the
splitting in H 2Pc is reduced for excitons closer to the interface; these changes indicate
a shift towards gas phase values, likely due to the less dense packing at the interface.
In contrast, the interface has a negligible effect on molecules located > 2 nm (1-2
molecules) away; this agrees with our expectation that the highly localized exciton is
not very susceptible to electrostatic changes.
The CT state, on the other hand, is more susceptible to changes in the elec-
trostatic environment and is correspondingly more sensitive to the interface. We
sampled five crystallographically distinct nearest-neighbor CT pairs at the interface
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Figure 6-4: Calculated absorption spectrum of H2 Pc (red) and PTCBI (blue) at the
organic-organic interface (solid) and in the bulk (dashed). Each curve was constructed
from 750 different values sampled from 15 molecules each over 50 snapshots and given
a Gaussian distribution with width 1.7nm.
over twenty snapshots and plotted their density of states alongside the absorption
spectra in Figure 6-5. By comparing the energy levels, we see that a singlet exciton
in either material is able to transfer its energy into an interfacial CT state, which
can then separate into isolated charges; thus, our calculations correctly reproduce
the experimental observation that PTCBI/H 2Pc forms a functional photovoltaic de-
vice.4 09 Not surprisingly, the CT states have a broader energy distribution (FWHM
~220 meV) than excitonic states; this is in part due to the distribution of CT pairs,
most notably the variation in the donor-acceptor distance between different pairs. By
contrast, the dynamic fluctuations of the CT energy for a given pair are much smaller
(FWHM ~60 meV).
We perform further analysis on the distance dependence of the CT binding energy
(BE, given by EBE = (E"P - E T31 - EcT). Using the procedure provided
in Ref. 426, we fit the inverse of the BE to a linear combination of intermolecular
distances; our results are shown in Figure 6-6. We choose to use a linear combination
of intermolecular distances for the coordinate in Figure 6-6 in order to filter out the
effects of relative molecular orientation as much as possible.'0 1 The BE has a clear
R- decay as a function of distance, arising from the Coulomb interaction between
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Figure 6-5: Full calculated spectra of all relevant energy states: bulk absorption (left
axis) of H2 Pc (red) and PTCBI (blue), CT density of states (black, right axis), and
the location of the average bulk band offset (brown). Each data point is given a
Gaussians distribution with a width of 1.7 nm.
the electron on the acceptor and the hole on the donor; however, this trend is not
observed when center-of-mass or closest contact distances were used, highlighting the
important orientational dependence for these planar molecules. The average BE for
the closest pairs is 0.2 eV, while averaging over all of the nearest neighbor pairs
yields a BE of 0.15 eV for the CT states. The overall fit is good, with a correlation
of 0.85 between the data and R'; there is also a clear scatter of 0.1 eV on top of
the Coulombic decay which we attribute to thermal fluctuations. From moment to
moment, the CT energy of a given dimer will fluctuate by a few kT. Thus, at any
instant there can easily be a more distant CT pair that has a lower energy than a
compact pair due to random fluctuations in molecular orientation. These variations
are expected to aid the initial charge separation at the organic-organic interface.
Perhaps surprisingly, the average energy of the CT states ( 1.6 eV) is higher than
the bulk band offset (1.5 eV), giving an apparent CT binding energy of s-0.1 eV; that
is to say, the CT states seem to be unbound! We found that this can be explained by
the significant contribution of interface effects to the band offset. In Figure 6-7 we
plot the IP and EA of H2 Pc/PTCBI vs. the distance from the interface, each point
corresponds to an average over four monomers each using twenty snapshots. The EA
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Figure 6-6: Plot of the distance dependence of the PTCBI/H 2Pc CT state binding
energies. The coordinate R is a linear combination of intermolecular distances. Each
different color/shape combination represents distinct dimer pairs in the simulation
cell.
of PTCBI (IP of H2Pc) decreases (increases) as one moves toward the interface by
0.1 (0.15) eV, such that the band offset at the interface is 0.25 eV larger the bulk
value and giving an average CT binding energy of ~0.15 eV. Thus the CT states are
locally bound; the energy of the electron-hole pair at the interface is more stable than
a single electron plus a single hole at the same site. At the same time, the CT states
are globally unbound; the electron and hole gain energy by migrating away from the
interface.
The 'gap bending' effect at the OSC donor-acceptor interface has been previ-
ously calculated in different systems and with different models. 99' 105'408 In those
cases, the effect was caused by an interfacial dipole that shifted the electron and
hole levels asymmetrically. Our calculations did not find a significant dipole at the
H2Pc/PTCBI interface; instead, the gap bending appears to be due to differences in
the polarizability and crystal packing. The interface has a stabilizing (destabilizing)
effect on carriers in H2Pc (PTCBI) because PTCBI has a higher dielectric constant
than H2Pc, and the relatively sparse packing introduces an overall destabilizing effect;
our QM/MM simulations with a polarizable MM model were uniquely able to capture
these effects. 189
There is much discussion in the literature on understanding the origins of the high
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Figure 6-7: Plot of the average IP and EA of H2Pc (red) and PTCBI (blue) crystal
planes as a function of their distance from the interface. Each point has a standard
deviation of about 50 meV.
internal quantum efficiency in OPVs and why the separation of a CT state appears
to be essentially barrierless.12 7 One prominent view is that the excess energy from
exciton dissociation creates a "hot" CT state with sufficient kinetic energy to break
free of the binding energy before thermal relaxation takes place.88' 89 On the other
hand, there is also evidence that thermally relaxed CT states are separating into free
charges. 92,42 8 Our work indicates the latter model to be more accurate, and suggests
that thermally relaxed CT states can break up easily due to competition between the
decreased dielectric screening at the interface and the Coulomb attraction, the first
increasing and the second decreasing the CT energy. For our current H2Pc/PTCBI
model system, the decrease in dielectric screening is larger than the Coulomb attrac-
tion, and thus there is little to no energy barrier for CT separation. Future studies
spanning a broad range of molecules and interfaces would be useful for testing the
generality of these results.
6.4 Theory of charge carrier levels near interfaces
Controlling the amount of band bending at an organic/organic interface requires us
to understand what environmental factors can shift the HOMO and LUMO levels
in an OPV. In the typical example of an inorganic p-n junction, where there is a
140
2.4r
2.6 (ENl
2.8-
3.0 I(EA) --- --
3.2~
4.6
4.8 (p
5.0
5.2
5.4 (p
Er
UJ
build up of negative charge on the p-type material, the holes and electrons in the
neighboring n-type material are stabilized and destabilized, respectively. The result
of the transferred charges is then manifested by the HOMO and LUMO in the n-type
material shifting up at the interface, as seen in Figure 6-1b.
While charge transfer will not be considered in this study of the organic/organic
interface, there are still many electrostatic effects that can alter the bands in OPVs.
An environmental factor that has a significant impact on the energy of a charge and is
always present in any material is the dielectric of the material.4 2 The Born model4 30
gives a simple picture of how the surrounding dielectric, e, can change the energy of
a molecule in a spherical cavity of radius a and charge q.
AE = I- 1) (6.1)
,E 2a
AE is the solvation energy, in atomic units, gained due to the dielectric surround-
ings stabilizing the charge. As the dielectric increases the hole(electron) is stabilized
causing the HOMO(LUMO) band to go up(down). Overall this means the bands get
pinched together as the dielectric increases.
Typically both OSC materials in an OPV will have different dielectrics, so there
will be a lower dielectric (clow) material and a higher dielectric (ehigh) material, as
shown in Figure 6-8a. A molecule at the organic/organic interface is solvated by both
the high dielectric material and the low dielectric material. Therefore, when two
OSCs are placed together the bands in the OSC with dielectric e1o, pinch together at
the interface, while the bands in the OSC with ehigh pull apart at the interface. The
band bending in the chigh material also takes place over a shorter distance because
of the larger dielectric screening of the charges. Combining everything, we arrive at
the band picture in Figure 6-8a, with the lower dielectric material displaying pinched
bands at the interface, and with the bands in the higher dielectric material being
pulled apart over a shorter distances.
Efficient packing and disorder plays just as a significant role in the solvation of
a charge. This is important in OPVs because the weak Van der Waals interactions
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Figure 6-8: A schematic representation of four different environmental effects on
the organic/organic band structure, a) a difference in dielectrics, b) poor molecular
packing at the interface, c) a molecular multipole moment creating an electric field
at the interface, and d) a rough depiction of general disorder at the interface.
holding them together and fabrication techniques, such as spin casting, can lead
to significant disorder in the molecular packing.' By using a more detailed model
for solvation that includes the molecular polarizability and packing density,43 the
authors in Ref 429 showed how poor packing lead to the observed changes in the
HOMO and LUMO levels of their OPV. The poor packing can be even more severe
at the organic/organic interface,96,429,432 causing the dielectric of an organic material
to decrease near the interface. A decreased dielectric caused by poor packing in one
molecular layer at the interface destabilizes the charges in both organic materials,
yielding the HOMO/LUMO diagram in Figure 6-8b. The changes in Figure 6-8b
differ from Figure 6-8a because in the case of a dielectric mismatch only one of the
materials feels a reduced dielectric at the interface, while when there is poor packing,
both materials experience a reduced dielectric at the interface.
The nonzero multipole moments of OSCs can produce bigger changes than any
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dielectric effect, since in typical OSCs the range of dielectrics is only around 2-6. For
example, pentacene contains a non-zero quadruple moment that causes significant
shifts in the C6 0 HOMO and LUMO levels at the pentacene/C 6 0 interface. 0 5 ,4 08 The
quadruple moment locally will produce a positive electric field at the edges of the
pentacene molecules and a negative electric field near the center of the pentacene
molecules, the average of which produces a negative electric field destabilizing the
electron in C60 . Any molecule will have a nonzero multipole moment, whether it be
a dipole, quadruple, octupole, etc.., and these multipole moments contribute to the
interfacial static electric field. If in a real system the molecules pack such that stray
electric fields are not compensated near the interface, then a large, long range electric
field could appear at the interface. The electric field will stabilize or destabilize any
free charges and thus either pull up or down the HOMOs and LUMOs, as shown in
Figure 6-8c. The amount of band bending that occurs will depend on the strength
and type of the multipole moment. On average as one goes to higher order multipole
moments the complexity of the local electric field increases and the strength decreases.
It is worth mentioning that substitutional defects, crystal defects, and other kinds
of structural heterogeneity can also significantly impact the HOMO and LUMO levels
at the organic/organic interface.9 6 Their impact on the HOMO and LUMO levels near
the interface is not easy to quantify. Static disorder can alter the localization length
of the electron and hole, and potentially create trap states. In the end, one can
envision scenarios where defects lead to a variety of different band bending motifs
like those shown in Figure 6-8d. As shown in our previous work, 0 ' an exciton is not
affected by these electrostatic effects due to it having no net charge. Though, simple
structural disorder is expected to affect the energy available to uncharged carriers like
excitons.9 6 While these kinds of structural distortions can be significant, for simplicity
this chapter will largely focus on purely electrostatic effects and their impact on the
HOMO and LUMO levels of OPVs.
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6.5 Modeling electrostatic effects on charge carrier
levels
We now proceed to model the behavior of the electron and hole levels in some realistic
organic/organic interface systems using density functional theory (DFT) calculations.
Our aim here is to see to what extent realistic simulations reinforce the simple pictures
outlined in the previous section. The HOMO and LUMO levels of a semiconductor
are rigorously calculated as its ionization potential (IP) and electron affinity (EA),
respectively. Any significant disorder in an OSC causes localization of the electronic
states,23 and so to a good approximation the HOMO and LUMO levels are just the
IP and EA of single molecules. While this is not the case for more crystalline or
polymeric materials, for thin film small molecule OPVs the amount of disorder will
typically localize the states. Therefore, to model the HOMO and LUMO levels at
an organic/organic interface we use a combined quantum mechanical and molecular
mechanical (QM/MM) method, where the QM region is just a single molecule. Using
this QM/MM model we achieve accurate energy calculations at specific locations
relative to the complex environment at the organic/organic interface.
The first interface system studied is constructed with rubrene and C 60 ,
383, 40 1 ,4 9 4 33
and their calculated bulk HOMO/LUMO values are 5.2/1.9 and 6.1/3.5 eV, respec-
tively. The rubrene/C6 0 interface chosen is the (0,1,0)/(0,1,0) interface. Both of these
molecules have no significant multipole moment, but they do have different dielectric
constants, with a c of 2.7 and 3.8 for rubrene4 4 and C6 0,43 5 respectively. The cal-
culated HOMO and LUMO levels of this interface system are plotted in Figure 6-9.
Changes in the HOMO and LUMO levels occur in both layers, with rubrene's bands
being pinched together and C6 0 's bands being pulled apart at the interface. Figure
6-9 agrees very well with Figure 6-8a, and based on the bulk HOMO and LUMO
values we see the dielectric effect persist for only a few molecular layers. Incidentally,
setting a equal to 0.6 nm in Eq. 6.1 gives a difference in solvation energies between
the two dielectrics of 0.13 eV, which is close to the actual changes of 0.1 eV and
0.15 eV in rubrene and C60 , respectively. The slope in the bands between the first
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Figure 6-9: Rubrene/C 60 interface band diagram showing how two different dielectrics
at the organic/organic interface, with rubrene having the lower, can pinch or pull
apart the bands.
and second layer is on average 0.05 and 0.10 eV/nm in rubrene and C60 , respectively,
again in agreement with the fact that rubrene has the smaller dielectric and so the
polarization effect persists over a longer distance. A minor difference in the dielectrics
of only 1.1 providing a shift in the energy levels greater than 0.1 eV means that in
most OPV devices this dielectric mismatch effect can significantly impact the HOMO
and LUMO levels at the interface.
Next we turn to the effect of poor packing at the organic/organic interface, and
model it by using the (1,0,0)/(0,1,0) copper phthalocyanine (CuPc)/PTCBI interface
system. 4 -4 8 Using Eq 6.1 with a equal to 0.6 nm, and the dielectrics of CuPc4 39 and
PTCBI4" of 5.4 and 4.0, respectively, the change in solvation energy is 0.08 eV, which
as shown above gives a crude estimate of the solvation effect. To further simulate the
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Figure 6-10: CuPc/PTCBI interface band diagram with a normal interface (dashed)
and an interface system where the two layers are pulled apart by 0.6 nm (solid) to
emphasis how the bands pull apart as the packing at the interface becomes worse.
effect of poor packing we compare two systems, a normal interface and an interface
where a 0.6 nm gap is added between the two crystals. The bands for these two
systems are shown in Figure 6-10. In the normal system there are shifts in the HOMO
of CuPc and PTCBI and very little change in the LUMO. A much larger change in
the HOMO is observed for both CuPc and PTCBI in the pulled apart system, as well
as slight changes in the LUMOs. Thus we see that poor packing at the interface (here
mimicked by the vacuum layer) can indeed lead to the expected shifts in the HOMO
and LUMO levels of the two materials, as shown in Figure 6-8b. Similar types of shifts
have been experimentally measured at the interface between CuPc and C60.429 An
important distinction between the band bending seen in Figure 6-10 and in Figure 6-9
is that in Figure 6-10 the changes in the levels are mirrored about the interface, while
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tin Figure 6-9 the shifts are inverted about the interface. While the crystallinity of
our simulations makes it difficult to model poor packing at the interface, comparison
between the normal and pulled apart CuPc/PTCBI interfaces shows how poor packing
at the interface, which creates a lower molecular density, causes the band gap to open
up. The impact of poor packing at an organic/organic interface can be found in
many different types of OPV systems, such as polymer/fullerene blends,96 and can
be relevant in all OPVs.
Interestingly, in Figure 6-10 the LUMO levels of both CuPc and PTCBI appear
relatively constant, while the HOMO levels shift by as much as 0.2 eV. The differences
in HOMO and LUMO level shifts have been observed in an experimental study on
the CuPc/C6o interface. 4 2 The main reason behind this odd behavior is that excess
positive and negative charges concentrate on different regions of a molecule, so a
molecule's orientation to the interface determines the asymmetric solvation of the
electron/hole densities. In most OSC materials, the excess positive charge from the
hole will tend to be more localized on the less electronegative hydrogen atoms that
surround the edges of the molecule, while the excess negative charge from the electron
will tend to be located at the more electronegative carbon atoms in the middle of the
molecule. The CuPc and PTCBI molecules at the organic/organic interface used to
produce Figure 6-10 are facing in such a way that the edges of the molecules are the
only part exposed to the interface. Thus, the HOMO levels are more susceptible to
the environment at the organic/organic interface and so they shift more when the
environment changes. Solvation effects from different dielectrics and poor packing
will display this kind of dependence on the relative orientation of the molecules.
To model the effect of molecular multipoles on the organic/organic interface we
chose a system composed of 4-(Dicyanomethylene)-2-methyl-6-(4-dimethylaminostyryl)-
4H-pyran (DCM) and C6 0 . The calculated bulk HOMO and LUMO for DCM are 5.6
and 1.5 eV, respectively. The dipole of DCM is 14.8 debye and its dielectric con-
stant is 2.28,441 which gives a solvation effect with C60 of 0.23 eV. The unit cell of
DCM has no net dipole, so a partially completed unit cell must used to get a net
dipole at the interface. Therefore, one system is constructed with the (0,1,0)/(0,1,0)
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interface of DCM/C 60 , and the other system is constructed with what we will call
the (0,j,0)/(0,1,0) interface, both shown in Figure 6-11. To make the (0,j,0)/(0,1,0)
interface, only half of a unit cell of DCM is used for the interface layer, the vacancies
formed by removing DCM are filled with C60 to minimize any vacuum effect. In
this modified cell there is no cancellation of dipoles between two DCM molecules at
the interface, so we get the largest possible dipole effect with every dipole pointing
in the same direction. Actual OPV devices will fall somewhere between these two
extremes because there will be much more disorder in the orientation of the dipoles,
and as such in the amount of band bending at the interface. In Figure 6-11b one
can see the mixed interfacial layer highlighted in the (1,j,0)/(0,1,0) cell where both
DCM and C60 exist. In this layer both the DCM and Cro molecules feel drastically
different environments. One major difference is that when compared to the bulk C60
molecules the C60 molecules in the mixed interface layer end up on the other side
of the dipole created by DCM. That plus the different dielectric environment in the
mixed interfacial layer is why we chose not to include the HOMO and LUMO levels
from that layer in our analysis in the rest of the section.
To make it more clear how the dipolar electric field alters the HOMO and LUMO
levels, both the interface systems were also modeled with using the DCM dielectric
constant. Using both types of dielectric environments we can investigate the normal
interface energetics in one system and narrow out the contribution from the dipole
of DCM in the other. The normal interface, plotted in Figure 6-12a, shows relatively
no change in the (0,1,0)/(0,1,0) interface because there is no net electric field at the
interface. Though the difference in the dielectrics pushes apart the C60 bands and
pulls together the DCM bands by 0.1 to 0.3 eV. On the other hand, there is a shift
of 1.0 eV in the (0,j,0)/(0,1,0) system that continues well past the measured 3.0 nm.
The shift due to the dipolar electric field is so significant that at the interface the
LUMO of DCM is actually lower than that of C60 , which further shows the huge
changes that can occur due to molecular multipoles.
A clearer picture of the dipole effect is shown in Figure 6-12b, where the dielectrics
are matched to get rid of their effect on the bands. Again, there are somewhat small
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a)
Mixed Interfacial
Layer
Figure 6-11: Pictures of the DCM/C 6 0 interface for the a) (0,1,0)/(0,1,0) interface
and b) (0,},0)/(0,1,0) interface, where the arrows are used to depict the location and
direction of the dipoles in the DCM layer.
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Figure 6-12: DCM/C 6 0 band diagrams showing a 1 eV band bending effect due to
the DCM dipole at the interface, with the (0,1,0)/(0,1,0) interface (dashed) and the
(0,},0)/(0,1,0) interface (solid) for a) different dielectrics and b) same dielectrics.
shifts in the HOMO and LUMO levels in the (0,1,0)/(0,1,0) interface system, though
some changes occur in DCM due to its complex electrostatic environment within the
unit cell. The clearest changes due to the dipole are seen in the (0,},0)/(0,1,0) system,
where again a 1.0 eV shift in all the bands is observed at the interface. In C6 0 the
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average slope of HOMO and LUMO is 0.2 eV/nm and 0.3 eV/nm, respectively, and in
DCM the average slope is 0.3 eV/nm for both bands. The change from one molecular
layer to the next is as large as a typical CT binding energy, immediately making
CT separation very energetically favorable. The similar slopes and directions in both
molecular layers agree with the assessment that the dipole of DCM is creating a long
range dipolar electric field at the interface, and bending the bands in a fashion similar
to Figure 6-8c. A study on the CuPc/F 1 6 CuPc interface showed that only when the
dipolar C-F bonds faced the interface did the HOMO and LUMO levels shift by 0.5
eV," 0 further emphasizing the large impact of multipole moments on the HOMO and
LUMO levels in an OPV.
We can get a quantitative measure of the contributions of different effects in the
DCM/C 6 0 system by modifying the MM parameters to change the dipole of DCM or
the dielectric of DCM and C60 . Figure 6-13 shows exactly what one would expect
when the dielectric or dipole is increased by 25%. As the dielectric is increased for a
material the HOMO and LUMO get pulled together, but less so at the interface since
both materials are contributing to the dielectric in that region. The change in the
HOMO and LUMO with respect to a 25% change in the dipole of DCM is plotted in
Figure 6-13c. When the dipole of DCM is increased by 25% there is no significant
change in the (0,1,0)/(0,1,0) system, but a large shift is observed in the HOMO and
LUMO levels in the (0,!,0)/(0,1,0) system. The shifts in the (0,},0)/(0,1,0) system
have a linear dependence on the dipole of DCM such that multiplying each point in
Figure 6-13c by the dipole of DCM (14.8 debye) yields the overall change observed
in Figure 6-12b. This detailed analysis helps validate our expectations on how the
electrostatic environment alters the HOMO and LUMO levels.
When considering how to use these electrostatic effects in an OPV one should note
that the relative orientation and location of molecules can further impact the effects of
the environment. The fact that the HOMOs and LUMOs shifted by different amounts
in the CuPc/PTCBI system is not a fluke, it is due to how the molecules pack at
the interface. The hole mainly resides on the less electronegative hydrogens of the
molecules, which are exposed significantly more to the interface, while the electron
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Figure 6-13: Changes in the bands when a) the dielectric of DCM is increased causing
the C60 bands to be pinched, b) the dielectric of C60 is increased causing the DCM
bands to be pinched, and c) the charges of DCM are increased creating band bending
for the (0,},0)/(0,1,0) interface (solid) and no bending in the (0,1,0)/(0,1,0) interface
(dashed).
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resides more on 7r orbitals that are less exposed to the lower dielectric interface region.
In the DCM/C 6 0 interface system the electric field created by the dipole could be
reversed if the DCM stack in the opposite direction. Other detailed studies have also
pointed towards the significance of relative molecular orientations at the interface
on the amount of band bending. 105' 4 08 The shifts in the HOMO and LUMO at the
interface for all the effects discussed can supply a driving force as large or larger than
the charge transfer binding energy, and should be considered when designing OPVs.
6.6 Impact on charge separation efficiency in OPVs
A key step in the photovoltaic process is the separation of a bound charge transfer
state into a free electron and hole. The lack of temperature dependence for charge
separation in many OPVs suggests a barrier-less dissociation pathway. This is diffi-
cult to reconcile with the fact that the typical CT binding energy is around 0.2 eV. It
could be that the 0.2 eV of excess energy needed during the exciton breakup process
is going to creating a vibrationally excited charge transfer state.88 ,89 The extra vibra-
tional energy obtained assists in the formation of the free electron and hole. Further
complicating matters, studies that directly excite a charge transfer state without any
excess energy and found the relaxed charge transfer state is able to break up just as
easily as one formed from the dissociation of an exciton. 2 ,4 28 At present there is no
fully satisfying theory that explains all of these apparently conflicting experimental
results.
Based on the results presented here, it is clear that the electric fields present at
organic/organic interfaces could play a key role in resolving the situation. Reexam-
ining Figure 6-8 we see that when the dielectric of two materials are different then
the bands for the material with the higher dielectric will bend in such a way that the
charges will be repelled from the interface. If there is poor packing at the interface
then both materials will have a less favorable interfacial environment, that drives
away both the electrons and holes. Finally, if there exists a molecular multipole, such
as a dipole, oriented towards the acceptor then a large static electric field that favors
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charge separation is generated. All of the simulations used to calculate these effects
are done on a single electron or hole, and as such lack the ability to determine the CT
state binding energy. Calculating the binding energy provides the last crucial step in
determining the ability of thermally relaxed CT states to separate at the interface.
Though if the HOMO and LUMO level changes are on the order of the typical bind-
ing energy of a CT state, 0.1-0.3 eV, then in most cases the band bending will aid
in charge separation. Then, if in the example given in the previous paragraph, the
HOMO and LUMO levels of the OPV change at the interface increasing the band
gap by at least 0.2 eV, then the exciton will need at least 0.2 eV more energy than
the bulk band gap to break apart. Furthermore, the charges will be pulled away from
the less favorable interface region, explaining both experimental observations.
Band bending effects can also just as easily decrease device performance in an
OPV. It is known that the effect of film morphology is very important to bulk hetero-
junction OPV devices, and that higher efficiencies can be reached if the morphology
of the OSCs are optimized.4 4 2 As discussed in this article the morphology for small
molecule bilayer photovoltaics can be just as important. Different substitutes of
phthalocyanine have shown significantly different Vocs, while still having similar
HOMO and LUMO levels." For example, the much larger dielectric in the lead
phthalocyanine device could cause the electrons in the C60 layer to be more attracted
to the interface, and thus increase charge recombination and lower the Voc.
Controlling the changes in the HOMO and LUMO levels at an organic/organic
interface, and thus the driving force for charge transfer separation, could open up a
new route to increasing the efficiency of an OPV. Since the changes described here
are all fairly short ranged the effective HOMOs and LUMOs can be modified at
the organic/organic interface while keeping them unchanged in the bulk. Also, the
changes provided here on localized states give an upper bound to the amount of band
bending that will occur, since any delocalization of the electron and hole will reduce
the impact of the electrostatic environment. Band bending at the organic/organic
interface can increase the CT state energy to insure a driving force greater than the
Coulombic binding energy is provided to minimize charge recombination. This helps
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both increase the Jsc and Voc of an OPV, and so the environmental effects discussed
in this chapter could prove to be key to improving device performance in OPVs.
6.7 Conclusion
In this chapter we used a QM/MM model to investigate many different organic/organic
interfaces. For the the H 2Pc/PTCBI donor-acceptor interface we calculated thermal
distributions of the exciton, IP, EA, and CT energies, in the bulk and near the in-
terface. We found a strong dependence of the BE on the relative orientation of the
molecules forming the CT pair. We addressed two effects on the CT state energy
that depend on proximity to the interface: the electrostatic changes at the interface
cause the band offset to increase by 0.25 eV, and the CT binding energy is strongest
at the interface with a typical value of 0.15 eV. The competition between two ef-
fects create a situation where thermally relaxed CT states at the interface can easily
separate into free carriers. In our model H2Pc/PTCBI system, charge separation is
downhill by about 0.1 eV. We addressed three molecular properties that yield signif-
icant changes to the HOMO and LUMO levels: 1) the bulk dielectric of an OSC, 2)
the molecular packing structure, and 3) molecular multipole moments. By inspecting
multiple bilayer OPVs we show that differences in dielectrics, poor packing at the
organic/organic interface, and electric fields created by molecular multipole moments
can shift the HOMO and LUMO levels at the interface by up to 1.0 eV. These effects
can provide the driving force for charge separation of thermally relaxed CT states at
the organic/organic interface.
Using the ideas from this chapter a few different approaches could be taken to cre-
ate more efficient OPVs. Avoiding large differences in dielectrics between the donor
and acceptor can help create a favorable environment at the organic/organic inter-
face. Adding side groups that have significant multipole moments to OSC molecules
could be one way to engineer shifts in the HOMO and LUMO levels at the interface.
Having either one OSC layer with a significant multipole moment properly oriented,
or a system with an interfacial layer of a molecule with a significant multipole, could
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increase charge separation and device performance. 4 These ideas can also be ap-
plied to OLEDs, but used to alter the bands in such a way that the charges are
drawn to the interface. Future work needs to be done to better model the packing
at an organic/organic interface to further investigate the effect of disorder, as well as
including delocalization in the simulations. This article provides an initial framework
for understanding how the electrostatic environment can generate band bending at
organic/organic interfaces in ways that significantly impact device performance.
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Chapter 7
Conclusion
As the demand for solar energy increases, so does the need for more efficient organic
solar panels, which are currently limited to a maximum efficiency of 12%.22 The de-
vice efficiency of an OPV, r = Jse-VOV-FF, depends on the open circuit voltage (Voc),PIN
the short circuit current (Jsc), the fill factor (FF)-which is a measure of the actual
power relative to the theoretical power, and the input power (PIN). Properties such
as the charge carrier mobility, the solar absorption efficiency, and the charge carrier
recombination rate modify the fill factor. The maximum achievable Voc is equiva-
lent to the band offset (Egap), but this is rarely realized due to losses arising from,
for example, charge recombination.30 2 ,4 45-448 Recombination of the charge carriers is
made up of two types, geminate recombination which is mainly due to the charge
transfer states inability to overcome its binding energy, and non-geminate recombi-
nation which is caused by poor charge mobility and device morphology.4 4 451 Charge
recombination is a major cause of decreases in OPV efficiency, reducing both the Voc
and Jsc. Guided reduction of each loss mechanism requires a detailed understanding
on the molecular level of the organic molecules and their environment in an OPV
device.
Due to the disordered and widely varying environment present in OPVs, it is
important to account for as many aspects of the environment as possible to obtain
accurate results. The most common way this is done is by treating some or all
of the system in a classical way by explicitly including the multipole moments and
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polarizability of the organic molecules. Current state-of-the-art simulations use either
low cost semi-empirical methods or some sort of multi-scale method-which splits up
the organic/organic interface into a system and surrounding. In the work presented
here we have used different quantum techniques, often combined with a classical
environment, to model the different processes in an OPV device in order to better
understand the electronic processes in an OPV.
We have shown that the ASCF method is capable of achieving similar accuracy to
the more widely used TDDFT method for computing excited state properties, which
is around i0.3 eV. The ASCF method is shown to be a theoretically sound way of
computing excited state determinants, and due to its reliance on ground state methods
it provides an easy way to sample the excited stat potential energy surface. Out of
the ASCF method we created a new multi-reference perturbation theory method,
called ASCF(2), in order to go beyond the t0.3 eV accuracy of the excited states.
After deriving low scaling formulas for computing the energies and couplings between
different ASCF determinants we show that the ASCF(2) method can achieve similar
accuracy to CASPT2. ASCF(2) has a rigorous definition of how to apply the second
order perturbation expansion to the wavefunction and appears to require only a small
number of ASCF states to achieve high accuracy excited states. It would be useful
to expand the applications to excited states in radicals and incorporate the ASCF(2)
method into a quantum chemistry package like Q-Chem. 6 2
One important physical process that could greatly enhance the efficiency of many
OPV devices is the use of singlet fission materials. The common consensus in singlet
fission materials is that the fission process is very sensitive to the coupling between
molecules, and thus on their crystal packing. Our recent experimental/theoretical
work shows that this assumption is not entirely true. Using the ASCF method
combined with constrained DFT with configuration interactions we computed the
couplings between the singlet excited states, charge transfer states, and triplet-triplet
states. Comparing these couplings and computed singlet fission rates with experimen-
tally observed rates we find that the singlet fission process proceeds through either
a direct non-adiabatic or adiabatic energy transfer step, with the crossover between
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the two at - 20 meV. The coupling between the bright state and the triplet-triplet
state determines the type of energy transfer mechanism. While the charge transfer
states aid in increasing the coupling, and thus the fission rate, they are not required
to achieve an overall fast singlet fission rate. This implies that a larger amount of
potential singlet fission materials exist than what one might have previously thought,
since the major requirement is just that the singlet excited state be twice the energy
of the triplet state. Future studies should be done on screening for new singlet fission
materials that can be solution processed and have different singlet excited state ener-
gies to increase the number of device architectures that one could use singlet fission
materials in.
There is some concern with the triplet excitons produced by singlet fission being
able to break up at the organic/organic interface. The wavefunction overlap de-
pendence of the coupling makes it a concern that in disordered systems the triplet
excitons will be trapped. Most OPV devices use singlet excitons which limit the
device thickness to 10-15 nm because of the short singlet exciton diffusion length.
Due to the shared dependence of the diffusion constant and the lifetime of the sin-
glet exciton on the transition dipole the singlet excitons will not be able to diffusion
much further than ~ 100 nm. On the other hand, the triplet exciton, which has
been shown to diffuse over 1 tm, is capable of a much longer diffusion length because
the lifetime and diffusion constant are not coupled together in any way. Because our
method of combining Kinetic Monte-Carlo with ab initio rate constants agrees well
with experimental values we are able to probe the potential diffusion length in dis-
ordered environments. We show in tetracene that the semi-crystalline domains, and
the lack of energy trap states, allow for triplet diffusion to remain very efficient, only
decreasing by a factor of 10. Our results imply that triplet excitons are not trapped
in disordered systems and the route to thicker OPV devices is to use materials where
the primary energy carrier is a triplet exciton and not a singlet exciton, like in the
case of singlet fission materials.
One poorly understood process in OPV systems is the ability of an OPV device to
efficiently separate charges from the organic/organic interface. A number of different
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theories exist, from thermally excited charge transfer states to initially delocalized
charge transfer states, but all of these theories assume a constant HOMO and LUMO
level throughout the donor and acceptor layers. Our models on the organic/organic
interface show that this is only qualitatively accurate at best, and that another poten-
tial way charges are being driven away from the organic/organic interface is because
the HOMO and LUMO levels are changing at the interface due to a changing elec-
trostatic environment. The H 2Pc/PTCBI interface system is a simple example where
the charge transfer state is at a higher energy than the fully separated charges due
to band bending at the organic/organic interface. The charge transfer state in the
H 2Pc/PTCBI system has an average binding energy of 0.15 eV, but due to thermal
fluctuation in the binding energy (~0.1 eV) and changes in the HOMO and LUMO
levels (-0.2 eV) the charge transfer state is locally bound but globally unbound.
In order to better understand the band bending at the organic/organic interface we
studied three main environmental effects, a dielectric mismatch, molecular multipole
moments, and poor molecular packing. The dielectric of the surrounding medium can
influence the HOMO and LUMO levels present in a material, since in any material,
the presence of a large dielectric will act to lower the energy of the charges. At the
interface both materials help solvate the charges, and as such the charges in the higher
dielectric material will be destabilized and the charges in the lower dielectric material
will be stabilized at the interface. In agreement with our study of band bending at the
DCM/C 6 0 interface, one experimental study on a CuPc/CuPcF1 6 interface shows that
when the molecules are stacked head to tail the dipolar nature of the C-H and C-F
bonds shift the HOMO and LUMO levels of both materials.4 00 The effect of molecular
multipole moments can be very significant, for dipole moments we find that an ordered
stacking at the interface could cause up to 1.0 eV shifts in the HOMO and LUMO
levels. At the interface, both materials help solvate one another, and if one material
is inefficiently packed at the interface, and therefore has a lower dielectric, then both
materials will have a decreased effective dielectric constant. Our results and a recent
experimental study on the CuPc/C 60 interface 429 shows that the decreased interfacial
dielectric will drive charges in both layers away from the organic/organic interface.
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The results presented here suggest that the overall efficiency of OPV devices could
be aided by a better consideration of the molecular properties and packing structure.
There is still a lot of improvements that can be made in the field of organic
photovoltaics. The work presented here addresses a number of interesting physics
in OPV devices on the molecular level. In the future it would be useful to apply
the ASCF method to excited state dynamics calculations to further understand its
capabilities and limitations in computing excited state properties in OPV systems.
It would be useful to find a way to fix the intruder state problem in the second order
perturbation expansion of the wavefunction in ASCF(2), which would then get rid of
any empirical parameters to the method.
There are endless numbers of molecules that could preform singlet fission, and
setting up an efficient way to screen them through computations can greatly speed
up the process of discovery. Further work needs to be done on studying the effect
of disorder at the organic/organic interface and delocalization of the charged states.
Increased understanding of the electronic processes in organic photovoltaics can help
create new design principles for more efficient devices.
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Appendix A
Full equations and data for the
ASCF(2) method
A.1 General Solutions to the ASCF(2) Equation
As a review, in Chapter 3 we solve the ASCF(2) equations by transforming into a
corresponding orbital basis, which in this basis the occupied-occupied block in the
overlap matrix is diagonal with matrix elements Si. The Hamiltonian matrix element
we want to evaluate is
(A(0)J$B(1)) = EA(A(0) + 1(kl||cd)(AcdjB (A.1)4 16 k1 ii i
In order to evaluate this expression we use the following definitions:
(#Ol f) = Siij (A.2)
(#Ol$O) = Sab (A.3)
(#5lI5O) Sia (A.4)
(#A#)= Sai (A.5)
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Sr = (#5#1 - |SB) (A.6)
ki,j, Sk r
k#i,s Sk B) (A.7)
N
(A(-)B(0))= I Sk (A.8)
k
In the above equations and below, we use indices i, j, k, 1 for occupied orbitals, a, b, c, d
for virtual orbitals, and p, q, r, s for either type of orbital, as well as index notation.
The sums in Sr and Si have been slightly modified to not include any orbital s in
the sum such that S, = 0. We do this because the solution to Eq. 13 in the main
text are unsuitable if there is an S. = 0, since it leads to division by zero. Instead we
can separate the evaluation of Eq. 13 into cases with different numbers vanishing S.
If all S, are non-zero, then we can use the solution in the main text, and if there are
three or more s such that S, = 0, then the total matrix element is zero. Therefore, all
we need to derive are solutions to Eq. 13 from the main text that take into account
the cases where one or two s give S, = 0.
In general we can write the first term on the RHS of Eq. A.1 as:
SEA(A(O)\BMb)t& =I EASaiSbj(A( I B(0))i tab (A.9)
N
Where here we define (A(0) B(0)) ij = fi Sk. Eq. A.9 is a general solution that will
kAi,j
work no matter how many S. = 0, which means all we need are expressions for the
second term on the RHS of Eq. A.1 for the cases of one and two S, = 0.
A.2 No Ss = 0
For completeness, we first present the case where we have no S, = 0, which is described
in detail in the chapter 3. The solution is broken up into three parts reflecting different
164
numbers of common indicies.
Case 1: i = k, j = l
1 [{{ijlcd)Sa} [tSj] (A(0)|B(0))
Sisi(A.10)
We place terms in brackets to indicate where they can be summed independently to
reduce the scaling. Eq. A.10 scales as Nocc x N irt.
Case II i = k, j # 1
(l_||cd)S_ ~t_ Sic A 0 |B() ' ij|cd)S tS Sic(A(0)|B(0 ))I ac _ ___ ___ _ ____ ac(A.1
S , d ] S i S i [ (_ i S ] S 7 b S i .1 1 )
The second term of A.11 corrects for the inclusion of j = I in the first term. While
this expression is more complicated than restricting the implicit sum in the first term,
it permits evaluation with a better scaling, namely N ccNirt-
Case III i # k, j # 1
1 [(kl||cd)SkcSld1  S (A(0 ) 
- ~(ilI|cd)SicSd tjSai Sbi (A( 0)|B4 _ SkS1 Si Sj AO B() SiS, SiSj A JM
(A.12)
+ I [(ij||cd)SicSjd] [tSaSbi (A(0 )|B(O)}
2 SiSi SiSi
Again, the second and third terms in this expression are correction factors which could
be avoided if restrictions were placed on the sums in the first terms; but evaluation
of the expression is more efficient in this form.
The key to solving Eq. A.10-A.12 is to break up the sum into two sums. The
first sum will be over terms where S, # 0, we will use the same notation as above for
these terms. The second part of the sum will be over terms where S, = 0; here we
will place a bar over these terms to indicate this restriction. We can then solve for
Eq. A.10-A.12 by breaking up the sums into these two different parts for the cases
where there is one or two S. = 0.
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A.3 One S, = 0
Here we assume that only one S, = 0. Our solutions will use the following two
definitions.
Sij= (4A| -~ 4 0[) (A.13)
k ij Sk
S p (OA l - |4 ) (A.14)
Here, the primed sum only sums over the cases where S, = 0. Now we can break up
the second term in the RHS of Eq. A.1 in terms of the number of zeros in the overlap
matrix eigenvalues. Again we need to break up our solution into three cases, based
on the number of common indicies.
Case 1: i = k, j = l
± [(jI~d)~~j t~j~])(A(O)(B(O))~~ (.5
([(ijlcd)Sa'S] [taS$] + [(2jcd)32] [taSi]) 2 ij (A.15)
N
(A( 0)TB(0))ij = J Sk (A.16)
kfi,j,p
Where in Eq. A.16 the index p indicates that Sp = 0, thus the product does not
include any Sk that have a value of 0.
Case 2: i= k, j 41
[(ilJcd)Sld] St 1 (illcd)S [t]abl Sc(A()B(O))i
+ [(ilIjcd)S~d t (Sc(A(0)|B(0 )) + S'c(A()IB(0))) (A.17)
- [(ij|cd)Sd] t Si(A(0)|B(0)) + Sac(A()iB(0))j)
N N
(A(0)iB( 0)) Sk ; (A()|B(0))j = Sk (A.18)
kfi,p kfi
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Here we again have to subract the terms where we included j = l in our sums.
Case 3: i = k, j # l
(F/llld\S1 t~ibJ (kil [~&SaiSbj (A(O)B()
(kl||cd)SkeSid tkl||cd)Skcsd] i i (A. 19)
I SkS I S J Sk . SiSi 2
(il|cd)ScSI1 L tg S Sj (il||cd)S 1ie ta tgSaz1i l ( A( ) B )
SisL Si Si j SiSi]
N
(A(0) = 171 S (A.20)
k#p
These equations resolve the case where one S. = 0. The equations are similar in form
to the case where no S, = 0, but with the sums broken into parts where we sum over
s such that S, # 0 and t such that St = 0.
A.4 Two S, = 0
Finally, we do all of the three cases of common indicies but use the fact that we have
exactly two S, equal to 0. The equations are again a little more complicated in this
case, but still have the same general form. Case 1: i = k, j = l
[S$] (A(0)B())jj + [ijljcd) [ ( B (A.21)
+ ([(ijljcd)Sat] [tgj] (A(O){B(M))i + [(ij||cd)5af] [tbg] (A(o)7B(o))
N N N
(OA B ) )ij = j7 Sk ; (A(0)IB(0))ij = 1J Sk ; (A(0)|B())ij = J Sk (A.22)
kpi,j k4i,jp koi,j,p
In Eq. A.22 the (A(0)iB( 0 ))ij is a little more tricky because it does not include i and
j in its products, as well as one of the S, that equals zero. If for example Si $ 0 and
Sj # 0, then (A(0)jB(0))ig = 0 because it includes one of the two Sp that equal 0, but
if say Si = 0 and Sj $ 0 then (A(0)iB(0 ))ij $ 0.
Case 2: i = k, j # l
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[Si IS[(il|cd)S I [tab]
+ [(ilI|cd)1d] [tSgbj] Sac(A(0)iB(0 )) + (il| d)S]
(Sc A(o)|B(o)} + $e{A(o)B(o))
[tS
(A.23)
- [(ij||cd}Sid] (tabgS] Sic(A(O)IB(0 )} - (i cd)Sjd t
Case 3: i # k, j : 1
(kl|cd)SkcSld
SkSL
[(kl||cd)SkcS~d' t|Sai $ ISk Si ( A(0)1B(
0)) - (ilt cd)Sic$ d
Si .I I
t AiO)Bjl)
t Si ] (A(O)B(O))
(A.24)
(kj I Icd)SkcSjd]
{ k j} I~a
tgSaiSb3
Si ] (A(O)IB(0)) +
Now we have defined all of the equations used to calculate the second term on the
RHS of Eq. A.1, taking fully into account the possibility of singular values in the
overlap. These equations were used in order to compute the ASCF(2) energies in the
text.
A.5 Numerical Results for the ASCF(2) Method
Below are two tables of ASCF(2) energies, which are the source data for Figures 3.1
and 3.3 in chapter 3.
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Table A.1: Distance between the two hydrogens in H 2 is in A and all energies are in
Hartree.
Distance so
0.50 -1.07774685
0.60 -1.13013860
0.70 -1.14783202
0.80 -1.14795740
0.90 -1.13914954
1.00 -1.12594753
1.10 -1.11083046
1.20 -1.09524864
1.30 -1.08011139
1.40 -1.06597554
1.50 -1.05314684
1.60 -1.04176059
1.70 -1.03184035
1.80 -1.02333716
1.90 -1.01615586
2.00 -1.01017315
2.10 -1.00525064
2.20 -1.00124497
2.30 -0.99801614
2.40 -0.99543366
2.50 -0.99338079
2.60 -0.99175658
2.70 -0.99047590
2.80 -0.98946893
2.90 -0.98867898
3.00 -0.98806174
3.10 -0.98757832
3.20 -0.98720221
3.30 -0.98691364
3.40 -0.98669163
3.50 -0.98652355
TO
-0.55819124
-0.66509981
-0.73620109
-0.78815843
-0.82873262
-0.86152737
-0.88829046
-0.91002386
-0.92746919
-0.94128409
-0.95208306
-0.96042957
-0.96681970
-0.97167276
-0.97533158
-0.97806991
-0.98010312
-0.98159935
-0.98268934
-0.98347468
-0.98403414
-0.98442857
-0.98470474
-0.98489822
-0.98503572
-0.98513694
-0.98521606
-0.98528296
-0.98534420
-0.98540385
-0.98546416
S1
-0.49405686
-0.58112701
-0.62922547
-0.65617554
-0.67120807
-0.67937325
-0.68358747
-0.68561832
-0.68654557
-0.68698267
-0.68721204
-0.68729705
-0.68718075
-0.68676320
-0.68595203
-0.68468751
-0.68294910
-0.68075086
-0.67813216
-0.67514768
-0.67185901
-0.66832851
-0.66461535
-0.66077329
-0.65684984
-0.65288603
-0.64891681
-0.64497150
-0.64107437
-0.63724526
-0.63350005
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S2
0.34769141
0.14234507
-0.01160873
-0.13244142
-0.23164291
-0.31617528
-0.38788287
-0.44598684
-0.49195243
-0.52881312
-0.55885545
-0.58338905
-0.60323551
-0.61902623
-0.63130959
-0.64058216
-0.64729733
-0.65186701
-0.65466102
-0.65600609
-0.65618567
-0.65544130
-0.65397548
-0.65195566
-0.64951874
-0.64677573
-0.64381554
-0.64070972
-0.63751532
-0.63427688
-0.63102993
Table A.2: Distance between hydrogen and flourine in FH is given in A and the
energies are in Hartree
Distance XIE
0.529178 -99.54589105
0.661472 -99.96260051
0.793767 -100.10303259
0.917065 -100.13616665
0.926061 -100.13669681
1.05836 -100.12891374
1.19065 -100.10620950
1.32294 -100.07979463
1.45524 -100.05456832
1.58753 -100.03261195
1.83413 -100.00245794
1.85212 -100.00080536
2.11671 -99.98381192
2.64589 -99.97409248
2.75119 -99.97363202
-99.00339860
-99.45951833
-99.65287508
-99.74795798
-99.75331009
-99.81715071
-99.86123848
-99.89200363
-99.91339550
-99.92820279
-99.94456736
-99.94536471
-99.95326201
-99.95826133
-99.95857577
-98.98515497
-99.44035807
-99.63187942
-99.72574352
-99.73107477
-99.79601087
-99.84326395
-99.87790966
-99.90290629
-99.92064497
-99.94066122
-99.94164851
-99.95151163
-99.95791176
-99.95832685
-98.79276499
-99.27100552
-99.49420494
-99.62027524
-99.62792272
-99.72448570
-99.79655796
-99.84858260
-99.88497334
-99.90993507
-99.93680687
-99.93807490
-99.95010361
-99.95665044
-99.95703433
-98.78012818
-99.24773500
-99.44657120
-99.53873349
-99.54366072
-99.60070353
-99.64092659
-99.67258494
-99.69811049
-99.71791755
-99.73978605
-99.74065659
-99.74415963
-99.72183400
-99.71589424
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Appendix B
Forcefield for Organic
Semiconductor Molecules
All of the forcields are created using the same procedure.1 89 Starting from a crystal
structure the monomer geometries are optimized in the gas phase using PBEO and
6-31G*. The optimized geometries are then placed in maximal coincidence with
the experimentally determined crystal structures. The bond lengths, angles, and
diehedral angles are all chosen to match the optimized geometry structure. The force
constants are all selected from an OPLS database, or UFF when not available. The
point charges were minimized under the constraint that they reproduce the monomer
dipole and quadrupole. Any polarizability parameters were chosen such that MM
forcefield reproduced the experimental bulk dielectric constant.
B.1 Forcefields
1: tetracene
E defaults ]
1 2 yes 0.5 0.5
[ atomtypes 0
Cc 12.0107 0.0000 A 3.34748e-01 2.9288e-01
CA 12.0107 0.0000 A 3.34748e-Ol 2.9288e-01
CA 12 .0107 0.0000 A 3.34748e-01 2.9288e-01
HA 1.0079 0.0000 A 2.28571e-01 1.2552e-01
[ bondtypes I
CA CB 1 1.3635e-01 3.9246e+05
CA CC 1 1.4085e-01 3.9246e+05
CA HA 1 1.0881e-01 3.0711e+05
CB CB 1 1.4269e-01 3.9246e+05
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CB HA 1 1.0867e-01 3.0711e+06
CC CC 1 1.4468e-01 3.9246e+06
[ angletypes ]
CA CB CB 1 1.20509+02 5.2718e+02
CA CB HA 1 1.2016e+02 2.9288e+02
CA CC CA 1 1.2220e+02 5.2718e+02
CA CC CC 1 1.1890e+02 5.2718e+02
CB CA CC 1 1.2098e+02 6.2718e+02
CB CA HA 1 1.2064e+02 2.9288e+02
CB CB HA 1 1.1934e+02 2.9288e+02
CC CA CC 1 1.2181e+02 5.2718e+02
CC CA HA 1 1.1886e+02 2.9288e+02
[ dihedraltypes ]
CA CS CB CA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000e+00
CA CB CB HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.00006+00 0.0000e+00
CA CC CA CB 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000e+00
CA CC CA CC 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000.+00
CA CC CA HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.00000+00 0.0000.+00 0.0000e+00
CA CC CC CA 3 3.0334e+01 0.0000.+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000e+00
CB CA CC CC 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000.+00
CS CB CA CC 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000.+00
CB CB CA HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000+00 0.0000e+00 0.0000e+00
CC CA CB HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CC CA CC CC 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000.+00 0.0000e+00 0.0000e+00
CC CC CA CC 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000.+00
CC CC CA HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000.+00 0.0000e+00 0.0000.+00
HA CA CB HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
HA CB CA HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000.+00
HA CB CB HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000.+00 0.0000.+00 0.0000e+00
[ moleculetype ]
TET 3
atoms ]
1 CA 1 TET CA1 1 -0.009545 12.0107
2 CC 1 TET CC2 2 -0.079715 12.0107
3 CA 1 TET CA3 3 -0.065745 12.0107
4 CB 1 TET CB4 4 -0.047835 12.0107
5 CS 1 TET CB5 6 -0.041887 12.0107
6 CA 1 TET CA6 6 -0.051389 12.0107
7 Cc 1 TET CC7 7 -0.088261 12.0107
8 CA 1 TET CAS 8 -0.013825 12.0107
9 cC 1 TET CC9 9 -0.047905 12.0107
10 HA 1 TET HA1O 10 0.107537 1.0079
11 HA 1 TET HAll 11 0.088507 1.0079
12 HA 1 TET HA12 12 0.042291 1.0079
13 HA 1 TET HA13 13 0.060753 1.0079
14 HA 1 TET HA14 14 0.076043 1.0079
15 HA 1 TET HA15 15 0.094225 1.0079
16 CC 1 TET CC16 16 -0.047528 12.0107
17 CA 1 TET CA17 17 -0.009b45 12.0107
18 CC 1 TET CC18 18 -0.079715 12.0107
19 CA 1 TET CA19 19 -0.055745 12.0107
20 CB 1 TET CB20 20 -0.047835 12.0107
21 CS 1 TET CB21 21 -0.041887 12.0107
22 CA 1 TET CA22 22 -0.061389 12.0107
23 CC 1 TET CC23 23 -0.088261 12.0107
24 CA 1 TET CA24 24 -0.013825 12.0107
25 HA 1 TET HA25 25 0.068789 1.0079
26 HA 1 TET HA26 26 0.039306 1.0079
27 HA 1 TET HA27 27 0.090208 1.0079
28 HA 1 TET HA28 28 0.069030 1.0079
29 HA 1 TET HA29 29 0.051965 1.0079
30 HA 1 TET HA30 30 0.084183 1.0079
bonds ]
1 2 1
1 9 1
1 10 1
2 3 1
2 7 1
3 4 1
3 11 1
4 5 1
4 12 1
5 6 1
5 13 1
6 7 1
6 14 1
7 8 1
8 15 1
8 16 1
9 16 1
9 24 1
16 17 1
17 18 1
17 30 1
18 19 1
18 23 1
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4 
m
A 
M
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s 
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4 5 6 14 3
5 4 3 11 3
5 6 7 8 3
6 5 4 12 3
6 7 8 15 3
6 7 8 16 3
7 2 1 9 3
7 2 1 10 3
7 2 3 11 3
7 6 5 13 3
7 8 16 9 3
7 8 16 17 3
8 7 6 14 3
8 16 9 24 3
8 16 17 18 3
8 16 17 30 3
9 16 8 15 3
9 16 17 18 3
9 16 17 30 3
9 24 23 18 3
9 24 23 22 3
10 1 9 16 3
10 1 9 24 3
11 3 4 12 3
12 4 5 13 3
13 5 6 14 3
15 8 16 17 3
16 9 24 23 3
16 9 24 25 3
16 17 18 19 3
16 17 18 23 3
17 16 9 24 3
17 18 19 20 3
17 18 19 29 3
17 18 23 22 3
17 18 23 24 3
18 19 20 21 3
18 19 20 28 3
18 23 22 21 3
18 23 22 26 3
18 23 24 25 3
19 18 17 30 3
19 18 23 22 3
19 18 23 24 3
19 20 21 22 3
19 20 21 27 3
20 19 18 23 3
20 21 22 23 3
20 21 22 26 3
21 20 19 29 3
21 22 23 24 3
22 21 20 28 3
22 23 24 25 3
23 18 17 30 3
23 18 19 29 3
23 22 21 27 3
24 23 22 26 3
26 22 21 27 3
27 21 20 28 3
28 20 19 29 3
exclusions
10 11
10 26
14 15
15 30
25 26
29 30
2: H2Pc
[ defaults I
1 2 yes 0.5 0.5
[ atomtypes J
CP 12.0107 0.0000 A
CQ 12.0107 0.0000 A
CR 12.0107 0.0000 A
HP 1.0079 0.0000 A
HQ 1.0079 0.0000 A
NP 14.0067 0.0000 A
NQ 14.0067 0.0000 A
NR 14.0067 0.0000 A
[ nonbondparams
CP CP 1 3.4154e-Cl
CP CQ 1 3.3338e-01
CP CR 1 3.2987e-01
CP HP 1 2.7796e-01
CP HQ 1 3.3038e-01
CP NP 1 3.8469e-01
3.2390e-01 2.9288e-01
3.2978e-01 2.9288e-01
2.8467e-01 2.9288.-01
2.0793e-01 1.2552e-01
3.2390.-01 1.2552e-01
2.6819e-Cl 7.1128e-01
3.2563e-01 7.1128e-01
3.2563e-01 7.1128e-01
2.9288e-01
2.9288e-01
2.9288e-01
2,0920e-01
2.0920e-01
5.0208e-01
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CP NQ 1 3.4273e-01 5.0208e-01
CP NR 1 3.4012e-01 6.0208e-01
CQ CQ 1 3.6453e-0l 2.9288e-01
CQ CR 1 3.3717e-0l 2.9288e-01
CQ HP 1 2.8750e-01 2.0920e-01
CQ HQ 1 3.7386e-01 2.0920e-01
CQ NP 1 3.3591.-01 6.0208e-01
CQ NQ 1 3.7050e-01 5.0208e-0l
CQ NR 1 3.6012e-01 5.0208e-01
CR CR 1 3.4328e-01 2.9288e-0l
CR HP 1 2.5122e-al 2.0920.-0l
CR HQ 1 4.0479e-01 2.0920e-0l
CR NP 1 3.2194e-al 6.0208.-Ol
CR NQ 1 3.6210e-01 5.0208e-al
CR NR 1 3.4968.-01 5.0208.-01
HP HP 1 2.1209.-0l 1.2552e-01
HP HQ 1 3.9044e-al 1.2552e-01
HP NP 1 2.4282e-01 4.1840.-a1
HP NQ 1 3.4687e-0l 4.1840.-01
HP NR 1 3.4200.-01 4.1840e-01
HQ HQ 1 4.0066e-al 1.2552e-01
HQ NP 1 3.3774e-Cl 4.1840e-01
HQ NQ 1 4.1022-01 4.1840.-0l
HQ NR 1 3.5034e-al 4.1840e-01
NP NP 1 4.5124e-al 7.1128e-01
NP NQ 1 3.7332e-01 7.1128e-01
NP NR 1 3.7748e-01 7.1128e-01
NQ NQ 1 4.4224e-0l 7.1128,-al
NQ NR 1 3.3214e-01 7.1128e-al
NR NR 1 4.1467-C1 7.1128e-01
[ bondtype.s ]
CP CQ 1 1.4628e-01 3.9246e+05
CP NP 1 1.3264e-01 3.5731e+06
CP NQ 1 1.3865.-01 3.6731e+05
CP NR 1 1.3805.-C1 3.6731e+05
CQ COQ 1 1.4110e-01 3.9246e+06
CQ CR 1 1.3914e-01 3.9246e+06
CR CR 1 1.4008e-01 3.9246e+05
CR HP 1 1.0830.-01 2.8451e+05
HQ SQ 1 1.0203e-01 2.8451e+05
7 angletypes ]
CP Co CQ 1 1.0689e+02 5.8576e+02
CP CQ CR 1 1.3191e+02 5.85769+02
CP NP CP 1 1.2483e+02 5.8576e+02
CP NQ CP 1 1.1224e+02 5.8576e+02
CP NQ HQ 1 1.23889+02 2.9288e+02
CP NR CP 1 1.0699e+02 6.8576e+02
CQ CP NP 1 1.2430e+02 5.8576e+02
CQ CP NQ 1 1.0614e+02 5.8576e+02
CQ CP NR 1 1.1046e+02 5.8576e+02
CQ COQ CR 1 1.2119e+02 5.8676e+02
CQ CR CR 1 1.1768e+02 5.8576e+02
CQ CR HP 1 1.2043e+02 2.9288e+02
CR CR CR 1 1.2112e+02 5.8576e+02
CR CR HP 1 1.2026e+02 2.9288e+02
NP CP NQ 1 1.2765e+02 5.8576e+02
NP CP NR 1 1.2714e+02 6.8676e+02
[ dihedraltypes I
CP CQ COQ CP 3 3.0334e+Ol 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000.+00
CP CQ COQ CR 3 3.0334e+0l 0.0000e+00 -3.0334e+01 0.0000.+00 0.0000+00 0.0000+00
CP CQ CR CR 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000+00
CP COQ CR HP 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000G+00 0.0000.+00 0.0000+00
CP NP CP CQ 3 3.0334e+0l 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+O
CP NP CP NQ 3 3.0334e+01 0.0000e+00 -3.0334e+l 0.0000e+00 0.0000e+O0 0.0000-+00
CP NP CP NR 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000G+00 0.0000e+00
CP NQ CP CQ 3 3.0334e+01 0.0000e+00 -3.0334e+l 0.0000e+00 0.0000e+00 0.0000.+00
CP NQ CP NP 3 3.0334e+01 0.0000e+00 -3.0334.+01 0.0000e+00 0.0000.+00 0.0000+00
CP NR CP CQ 3 3.0334e+01 0.0000e+00 -3.0334e+l 0.0000.+00 0.0000e+00 0.0000.+00
CP NR CP NP 3 3.0334e+0l 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000,+00 0.0000e+00
CQ CP NQ HQ 3 3.0334e+01 0.0000e+00 -3.0334e+0l 0.0000.+00 0.0000e+00 0.0000.+00
CQ COQ CP NP 3 3.0334e+01 0.0000e+00 -3.0334e+l 0.0000.+00 0.0000e+00 0.0000+O
CQ CQ CP NQ 3 3.0334e+01 0.0000e+00 -3.0334e+l 0.0000.+00 0.0000.+00 0.0000e+00
CQ CO CP NR 3 3.0334e+01 0.0000e+00 -3.0334e+l 0.0000e+00 0.0000e+00 0.0000e+00
CQ COQ CR CR 3 3.0334e+01 0.0000e+00 -3.0334e+l 0.0000e+00 0.0000e+00 0.0000e+00
CQ CO CR HP 3 3.0334e+01 0.0000e+00 -3.0334e+0l 0.0000.+00 0.0000-+00 0.0000e+O
CQ CR CR CR 3 3.0334e+01 0.0000,+00 -3.0334e+0l 0.0000e+00 0.0000e+00 0.0000.+00
CQ CR CR HP 3 3.0334e+01 0.0000e+00 -3.0334e+l 0.0000,+00 0.0000+00 0.0000e+00
CR COQ CP NP 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000+00
CR CQ CP NQ 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000.+00 0.0000.+00 0.0000e+00
CR CQ CP NR 3 3.0334e+01 0.0000e+00 -3.0334e+l 0.0000e+00 0.0000e+00 0.0000e+00
CR COQ COQ CR 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000+00
CR CR CR CR 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000+00 0.0000e+00
CR CR CR HP 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000,+00 0.0000e+00 0.0000.+00
HP CR CR HP 3 3.0334e+01 0.0000.+00 -3.0334e+01 0.0000e+00 0.0000+00 0.0000.+00
HQ NQ CP NP 3 3.0334e+01 0.0000+00 -3.0334.+01 0.0000e+00 0.0000e+00 0.0000e+00
[ moleculetype ]
PHT 3
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atoms ]
1 NP 1 PHT NP1 1 -0.018477 14.0067
2 CP 1 PHT CP2 2 -0.023938 12.0107
3 CQ 1 PHT CQ3 3 -0.015396 12.0107
4 CR 1 PHT CR4 4 0.018239 12.0107
6 HP 1 PHT HP6 5 0.000000 1.0079
6 CR 1 PHT CR6 6 0.053439 12.0107
7 HP 1 PHT HP7 7 0.000000 1.0079
8 CR 1 PHT CR8 8 0.053439 12.0107
9 HP 1 PHT HP9 9 0.000000 1.0079
10 CR 1 PHT CR10 10 0.018239 12.0107
11 HP 1 PHT HP1I 11 0.000000 1.0079
12 CQ 1 PHT CR12 12 -0.015396 12.0107
13 CP 1 PHT CP13 13 -0.023938 12.0107
14 NQ 1 PHT NQ14 14 -0.029079 14.0067
15 HQ 1 PHT HQ16 15 0.000000 1.0079
16 NP 1 PHT NP16 16 -0.018477 14.0067
17 CP 1 PHT CP17 17 -0.024117 12.0107
18 CQ 1 PHT CQ18 18 -0.015409 12.0107
19 CR 1 PHT CR19 19 0.012703 12.0107
20 HP 1 PHT HP20 20 0.000000 1.0079
21 CR 1 PHT CR21 21 0.042888 12.0107
22 HP 1 PHT HP22 22 0.000000 1.0079
23 CR 1 PHT CR23 23 0.042888 12.0107
24 HP I PHT HP24 24 0.000000 1.0079
25 CR 1 PHT CR25 25 0.012703 12.0107
26 HP 1 PHT HP26 26 0.000000 1.0079
27 CQ 1 PHT CR27 27 -0.016409 12.0107
28 CP 1 PHT CP28 28 -0.024117 12.0107
29 NR 1 PHT NR29 29 -0.030785 14.0067
30 NP 1 PHT NP30 30 -0.018477 14.0067
31 CP 1 PHT CP31 31 -0.023938 12.0107
32 CQ 1 PHT CR32 32 -0.015396 12.0107
33 CR 1 PHT CR33 33 0.018239 12.0107
34 HP 1 PHT 6P34 34 0.000000 1.0079
35 CR 1 PHT CR35 35 0.053439 12.0107
36 HP I PHT HP36 36 0.000000 1.0079
37 CR 1 PHT CR37 37 0.053439 12.0107
38 HP 1 PHT HP38 38 0.000000 1.0079
39 CR 1 PHT CR39 39 0.018239 12.0107
40 HP 1 PHT HP40 40 0.000000 1.0079
41 CQ 1 PHT CQ41 41 -0.015396 12.0107
42 CP 1 PHT CP42 42 -0.023938 12.0107
43 NQ 1 PHT NQ43 43 -0.029079 14.0067
44 HQ 1 PHT HQ44 44 0.000000 1.0079
45 NP 1 PHT NP45 45 -0.018477 14.0067
46 CP 1 PHT CP46 46 -0.024117 12.0107
47 CQ 1 PHT CQ47 47 -0.015409 12.0107
48 CR I PHT CR48 48 0.012703 12.0107
49 HP 1 PHT HP49 49 0.000000 1.0079
50 CR 1 PHT CR50 50 0.042888 12.0107
51 HP 1 PHT HP651 51 0.000000 1.0079
52 CR 1 PHT CR52 52 0.042888 12.0107
53 HP 1 PHT 6P53 53 0.000000 1.0079
54 CR 1 PHT CR54 54 0.012703 12.0107
55 HP 1 PHT HP55 55 0.000000 1.0079
56 CQ 1 PHT CR56 66 -0.015409 12.0107
57 CP 1 PHT CP57 57 -0.024117 12.0107
58 NR 1 PHT NR658 58 -0.030785 14.0067
[ bonds ]
1 2 1
1 57 1
2 3 1
2 14 1
3 4 1
3 12 1
4 5 1
4 6 1
6 7 1
6 8 1
8 9 1
8 10 1
10 11 1
10 12 1
12 13 1
13 14 1
13 16 1
14 15 1
16 17 1
17 18 1
17 29 1
18 19 1
18 27 1
19 20 1
19 21 1
21 22 1
21 23 1
23 24 1
23 2S 1
25 26 1
25 27 1
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41 42 45 46 3
42 45 46 47 3
42 45 46 58 3
43 42 45 46 3
44 43 42 45 3
45 46 47 48 3
46 46 47 56 3
45 46 68 57 3
46 47 48 49 3
46 47 48 50 3
46 47 56 54 3
46 47 66 57 3
46 58 57 56 3
47 46 58 57 3
47 48 50 51 3
47 48 50 52 3
47 56 54 52 3
47 56 54 55 3
47 56 57 58 3
48 47 46 58 3
48 47 56 54 3
48 47 56 57 3
48 50 52 53 3
48 50 52 54 3
49 48 47 56 3
49 48 50 51 3
49 48 50 62 3
50 48 47 66 3
50 52 54 66 3
50 52 54 56 3
51 60 52 53 3
51 50 52 54 3
52 54 56 67 3
53 52 54 66 3
53 52 54 56 3
54 56 67 58 3
55 64 66 57 3
56 47 46 58 3
exclusions
14 58
14 29
14 43
14 44
15 17
15 57
15 68
15 29
15 28
15 43
15 44
28 44
29 43
29 44
29 58
43 58
44 46
44 58
44 67
3: Perylene-3,4,9,10-tetracarboxyl-bis-benzimidazole (PTCBI)
[ defaults I
1 2 yes 0.5 0.5
[ atautypes I
C 12.0107 0.0000 A 3.4926e-01 4.3932e-01
CA 12.0107 0.0000 A 3.4211e-01 2.9288e-01
CB 12.0107 0.0000 A 3.2915e-01 2.9288e-01
Cc 12.0107 0.0000 A 3.4136e-01 2.9288e-01
CD 12.0107 0.0000 A 3.4369e-01 2.9288e-Ol
CE 12.0107 0.0000 A 3.4136e-01 2.9288e-01
CF 12.0107 0.0000 A 3.4211e-01 2.9288e-01
O 12.0107 0.0000 A 3.4625e-01 2.9288e-01
H 1.0079 0.0000 A 1.9630e-01 1.2552e-01
N 14.0067 0.0000 A 3.6771e-01 7.1128e-01
NA 14.0067 0.0000 A 3.4935e-01 7.1128e-01
0 15.9994 0.0000 A 3.0572e-Ol 8.7864e-01
[nonbondparams ]
C C 1 4.5162e-01 4.3932e-01
C CA 1 3.6424e-01 3.6610e-01
C CB 1 3.2306e-01 3.6610.-01
C cC 1 4.6750e-01 3.6610e-01
C CD 1 3.4468e-01 3.6610e-Ol
C CE 1 3.9132e-01 3.6610e-01
C CF 1 4.0011e-01 3.6610e-01
C CG 1 3.8635e-01 3.6610e-01
C H 1 3.3016e-Ol 2.8242e-01
C N 1 4.0404e-Ol 5.7530e-01
180
C NA 1
C 0 1
CA CA 1
CA CB 1
CA CC 1
CA CD 1
CA CE 1
CA CF I
CA CC 1
CA H 1
CA N 1
CA NA 1
CA 0 1
CB CB 1
CB CC 1
CB CD 1
CB CE 1
CB CF 1
CB G 1
CB H 1
CB N 1
CB NA 1
CB 0 1
CC CC 1
CC CD 1
CC CE 1
CC CF 1
CC CG 1
CC H 1
CC N 1
CC NA 1
CC 0 1
CD CD 1
CD CE 1
CD CF 1
CD CC 1
CD H 1
CD N 1
CD NA 1
CD 0 1
CE CE 1
CE CF 1
CE CC 1
CE H 1
CE N 1
CE NA 1
CE 0 1
CF CF 1
CF CC 1
CF H 1
CF N 1
CF NA 1
CF 0 1
CC CC 1
CC H 1
CC N 1
CC NA 1
CC 0 1
H H 1
H N 1
H NA 1
H 0 1
N N 1
N NA 1
N 0 1
NA NA 1
NA 0 1
0 0 1
[ bondtypes J
C CA 1
C N 1
C 0 1
CA CA 1
CA CB 1
CA CC 1
CA CE 1
CA CF 1
CE CB 1
CB CD 1
CE CC 1
CB H 1
CC N I
CC NA 1
CD CC 1
CD N 1
CE CF 1
CC NA 1
[ angletypes J
C CA CB
C CA CF
4.6172e-Cl
4.4611e-0l
3.3649e-01
3.2537e-Cl
3.5296e-01
3.2667e-Cl
3.3687e-Cl
3.2582e-0l
3.2881e-01
3.3512e-0l
3.3822e-01
3.3271.-01
3.9216e-0l
3.1348e-01
3.2262.-1
3.2922e-01
3.5162e-01
3.6835e-01
3.4934e-01
2.5890.-C1
3.3184e-Cl
3.2970-C1
3.1568e-01
4.6162e-01
3.8763e-01
3.2511-C1
3.371e-01
3.4064e-01
3.4111e-01
4.5428e-01
3.9089e-0l
5.4782,-Cl
4.5162e-01
4.0437-C1
3.439e-01
4.3751e-01
3.2938e-01
3.7083e-1
4.6889e-01
3.9665e-01
3.3666e-01
3.5255e-01
4.0819e-01
4.0248e-01
3.5197e-01
3.6322e-01
4.6513e-01
4.1642.-Cl
3.4480e-01
4.0108e-01
3.3839e-Cl
3.4327e-01
4.6411-01
4.5162e-01
3.0737e-01
3.6671-01
3.9745-C1
4.1527e-01
1.8696e-Cl
3.7041e-01
2.7731.-01
2.3906-0l
4.5162.-Cl
4.4718.-01
4.6133.-01
4.6162.-C1
4.4464e-01
4.6162e-01
1.4788e-01
1.402e-01
1.2394e-01
1.4702e-01
1.3916e-01
1.4402e-01
1.4338e-01
1.4233e-01
1.3978e-01
1.3904e-01
1.3960e-C1
1.0818-01
1.4173e-01
1.3199e-Cl
1.4191-01
1.4020e-01
1.4305,-01
1.411e-01
5.7530e-Cl
6.6898e-01
2.9288e-01
2.9288e-Cl
2.9288e-01
2.9288e-01
2.9288e-Cl
2.9288e-01
2.9288.-01
2.0920.-Cl
5.0208e-01
5.0208e-01
5.8576.-C1
2.9288.-Cl
2.9288e-01
2.9288e-01
2.9288.-Cl
2.9288e-01
2.9288e-01
2.0920e-01
5.0208e-01
5.0208e-01
5.8576e-Cl
2.9288.-01
2.9288e-01
2.9288.-Cl
2.9288e-01
2.9288e-Cl
2.0920e-01
5.0208e-01
5.0208e-Cl
5.8576.-01
2.9288e-Cl
2.9288.-Cl
2.9288e-01
2.9288e-Cl
2.0920e-Cl
5.0208.-0l
5.0208e-Cl
5.8576e-01
2.9288,-Cl
2.9288e-Cl
2.92B8e-Cl
2.0920e-01
6.0208-01
5.0208e-01
5.8576e-Cl
2.9288e-01
2.9288e-Cl
2.0920e-01
5.0208-01
5.0208e-01
5.8576e-01
2.9288e-01
2.0920e-01
5.0208.-01
5.0208e-Cl
5.8576e-Cl
1.2552e-01
4.1840e-01
4.1840e-01
5.0208e-01
7.1128e-01
7.1128.-01
7.9496e-01
7.1128e-Cl
7.9496e-01
8.7864e-Cl
3.3472e+05
4. 1003e+05
4.7698e+06
3.9246e+0
3.9246e+06
3.9246e+05
3.9246e+05
3.9246e+05
3.9246e+05
3.9246e+05
3.9246e+05
3.0711e+06
3.5731e+05
3.5731e+05
3.9246e+05
3.5731e+06
3.9246e+05
3.5731e+05
1 1.1772e+02 7.1128e+02
1 1.2242e+02 7.1128e+02
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CD N CC NA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CE CA CA CE 3 3.0334e+O1 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CE CA CB H 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CF CA C N 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CF CA C 0 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CF CA CB H 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CF CA CC N 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CF CA CC NA 3 3.0334e+01 0.0000e+00 -3.0334e+0l 0.0000e+00 0.0000e+00 0.0000e+00
CC CE CB H 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.OO00e+00 0.0000e+00
CC CD CB H 3 3.0334e+01 0.0000e+00 -3.0334e+0l 0.0000e+00 0.0000e+00 0.0000e+00
CC NA CC N 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
H CB CB H 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
H CB CD N 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
H CB CG NA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
N CD CG NA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
[ moleculetype ]
PTC 3
atoms ]
1 0 1 PTC 01 1 0.038815 15.9994
2 N 1 PTC N2 2 -0.067127 14.0067
3 NA 1 PTC NA3 3 -0.040789 14.0067
4 C 1 PTC C4 4 0.012292 12.0107
5 CA 1 PTC CAB 5 0.026565 12.0107
6 CB 1 PTC CB6 6 0.126670 12.0107
7 CB 1 PTC CB7 7 0.078423 12.0107
8 CA 1 PTC CA8 8 0.005038 12.0107
9 CE 1 PTC CE9 9 -0.024213 12.0107
10 CA 1 PTC CA1O 10 -0.017825 12.0107
11 CE 1 PTC CBl1 11 0.023182 12.0107
12 CE 1 PTC CB12 12 -0.008199 12.0107
13 CA 1 PTC CA13 13 -0.047943 12.0107
14 CC 1 PTC CC14 14 -0.108662 12.0107
15 CF 1 PTC CF15 15 -0.030133 12.0107
16 CC 1 PTC CC16 16 -0.025484 12.0107
17 CE 1 PTC CB17 17 0.118987 12.0107
18 CB 1 PTC CB18 18 0.114672 12.0107
19 CB 1 PTC CB19 19 -0.061704 12.0107
20 CB 1 PTC CB20 20 -0.059438 12.0107
21 CD 1 PTC CD21 21 -0.053127 12.0107
22 H 1 PTC H22 22 0.000000 1.0079
23 H 1 PTC H23 23 0.000000 1.0079
24 H 1 PTC H24 24 0.000000 1.0079
25 H 1 PTC H25 25 0.000000 1.0079
26 H 1 PTC H26 26 0.000000 1.0079
27 H 1 PTC H27 27 0.000000 1.0079
28 H 1 PTC H28 28 0.000000 1.0079
29 H 1 PTC H29 29 0.000000 1.0079
30 0 1 PTC 030 30 0.038815 15.9994
31 N 1 PTC N31 31 -0.067127 14.0067
32 NA 1 PTC NA32 32 -0.040789 14.0067
33 C 1 PTC C33 33 0.012292 12.0107
34 CA 1 PTC CA34 34 0.026565 12.0107
35 CB 1 PTC CB35 35 0.126670 12.0107
36 CB 1 PTC CE36 36 0.078423 12.0107
37 CA 1 PTC CA37 37 0.005038 12.0107
38 CE 1 PTC CE38 38 -0.024213 12.0107
39 CA 1 PTC CA39 39 -0.017825 12.0107
40 CB 1 PTC CB40 40 0.023182 12.0107
41 CB 1 PTC CB41 41 -0.008199 12.0107
42 CA 1 PTC CA42 42 -0.047943 12.0107
43 CC 1 PTC CC43 43 -0.108662 12.0107
44 CF 1 PTC CF44 44 -0.030133 12.0107
45 CC 1 PTC CC45 45 -0.025484 12.0107
46 CB 1 PTC CB46 46 0.118987 12.0107
47 CB 1 PTC CB47 47 0.114672 12.0107
48 CB 1 PTC CB48 48 -0.061704 12.0107
49 CE 1 PTC CE49 49 -0.059438 12.0107
50 CD 1 PTC CDSO 50 -0.053127 12.0107
51 H 1 PTC H61 51 0.000000 1.0079
52 H 1 PTC H52 52 0.000000 1.0079
53 H 1 PTC H53 53 0.000000 1.0079
54 H 1 PTC H54 54 0.000000 1.0079
55 H 1 PTC H55 55 0.000000 1.0079
56 H 1 PTC H56 56 0.000000 1.0079
57 H 1 PTC H57 57 0.000000 1.0079
58 H 1 PTC H58 58 0.000000 1.0079
bonds ]
1 4 1
2 4 1
2 14 1
2 21 1
3 14 1
3 16 1
4 6 1
5 6 1
5 15 1
6 7 1
6 22 1
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exclusions
1 3
1 7
1 13
1 16
1 20
1 22
1 19
1 29
2 18
3 5
3 19
3 25
4 8
4 12
4 19
4 29
5 39
5 11
5 16
5 20
6 40
6 10
6 14
7 37
7 41
7 13
7 53
8 42
8 12
8 36
9 44
10 34
10 40
10 14
11 35
11 39
11 52
12 36
12 16
12 21
13 37
14 18
14 19
15 38
15 16
15 21
23 40
23 53
24 36
24 52
30 32
30 36
30 42
30 45
30 49
30 51
30 48
30 58
31 47
32 34
32 48
32 54
33 37
33 41
33 48
33 58
34 45
34 49
34 40
35 43
35 39
36 42
37 41
39 43
41 45
41 50
43 47
43 48
44 45
44 50
4: Copper Phthalocyanine (CuPc)
[ defaults ]
1 2 yes 0.5 0.5
[ atomtypes ]
CK 12.0107 0.0000 A 2.85169e-01 2.9288e-01
188
0.0000 A
0.0000 A
0.0000 A
0.0000 A
0.0000 A
0.0000 A
0.0000 A
1.4571-0l
1.3247.-01
1.3752e-01
1.3751e-01
1.4056-a1
1.3955-01
1.3986-01
1.0861e-01
1.9537e-al
1.9538e-01
CJ 12.0107
CI 12.0107
NK 14.0067
NI 14.0067
NJ 14.0067
CUC 63.5460
HG 1.0079
[ bondtypes ]
CI CJ 1
CI NI 1
CI NJ 1
CI NK 1
CJ CJ 1
CJ CK 1
CK CK 1
CK HG 1
CUC NJ 1
CUC NK 1
[ angletypes ]
CI CJ CJ
CI CJ CK
CI NI CI
CI NJ CI
ci NJ CUC
CI NK CI
CI NK CUC
CJ CI NI
CJ CI NJ
CJ CI NK
CJ CJ CK
CJ CK CK
CJ CK HG
CK CK CK
CK CK HG
NI CI NJ
NI CI N
NJ CUC NJ
NJ CUC NK
NK CUC NK
3.47568e-01 2.9288e-01
3.32e-01 2.9288.-al
3.60453e-01 7.1128e-al
2.65164e-01 7.1128.-01
3.60453e-01 7.1128e-01
4.17487e-01 4.7698e+00
1.99046e-01 1.2652e-01
3.9246e+06
4.0417e+05
4.2007e+05
4.2007e+05
3.9246e+05
3.9246e+05
3.9246e+05
3.0711e+5O
2.2416e+05
2.2416e+05
32 5.2718e+02
32 5.2718e+02
32 5.8576e+02
32 5.8576e+02
32 5.4924e+02
32 5.8576e+02
32 5.4924e+02
32 5.8576e+02
32 5.8576e+02
32 5.8576e+02
32 6.27189+02
32 5.2718e+02
32 2.9288e+02
32 5.2718e+02
32 2.9288e+02
32 5.8576e+02
32 5.8576e+02
32 2.9334e+02
01 1.2445e+03
02 2.9334e+02
[ dihedraltypes ]
CI CJ CJ CI
CI CJ CJ CK
CI CJ CK CK
CI CJ CK HG
CI NI CI CJ
CI NI CI NJ
CI NI CI NK
CI NJ CI CJ
CI NJ CI NI
CI NJ CUC NJ
CI NJ CUC NK
CI NK CI CJ
CI NK CI NI
CI NK CUC NJ
CI NK CUC NK
CJ CI NJ CUC
CJ CI NK CUC
CJ CJ CI NI
CJ CJ CI NJ
CJ CJ CI NK
CJ CJ CK CK
CJ CJ CK HG
CJ CK CK CK
CJ CK CK HG
CK CJ CI NI
CK CJ CI NJ
CK CJ CI NK
CK CJ CJ CK
CK CK CK CK
CK CK CK HG
CUC NJ CI NI
CUC NK CI NI
HG CK CK HG
[ moleculetype ]
CPC 3
[ atoms ]
1 CUC 1
2 CI 1
3 CJ 1
4 CK 1
5 CK 1
6 CK 1
7 CK 1
8 CJ 1
9 CI 1
10 CJ 1
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
0.0000e+00
3.0334e+01
3.0334e+01
3.0334e+0l
3.0334e+01
0.0000+00
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+0l
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
3.0334e+01
CPC
CPC
CPC
CPC
CPC
CPC
CPC
CPC
CPC
CPC
C1 1
C12 2
C33 3
CK4 4
CK5 5
CK6 6
CK7 7
CJ8 8
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+0l
0.0000e+00 -3.0334e+O1
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 0.0000e+00
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 0.0000e+00
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00 -3.0334e+01
0.0000e+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000,+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000.+00
0.0000.+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000.+00
0.00000+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000e+00
-0.013384 63.5460
-0.007730 12.0107
-0.018180 12.0107
-0.009246 12.0107
0.014221 12.0107
0.008501 12.0107
-0.012161 12.0107
-0.010863 12.0107
CI9 9 -0.011716 12.0107
CJ1O 10 -0.005538 12.0107
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1.0640e+
1.3240e+H
1.2291.e+
1.0823e+
1.2589e+H
1.0823e+H
1.2588e+4
1.2285e+
1.0949.e+
1.0949e+H
1.2121e+4
1.1761,e+
1.2071,e+
1.2118e+
1.2017e+
1.2766e+
1.2766e+
1.8000e+
9.0000e+
1.8000e+
0.0000e+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000.+00
0.0000.+00
0.0000.+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000,+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000.+00
0.0000.+00
0.0000e+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000G+00
0.0000.+00
0.0000.+00
0.0000,+00
0.0000,+00
0.0000.+00
0.0000.+00
0.0000.+00
0.0000.+00
0.00000+00
0.0000.+00
0.0000,+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000e+00
0.0000,+00
0.0000e+00
0.0000.+00
0.0000e+00
0.0000,+00
0.0000.+00
0.0000,+00
0.0000.+00
0.0000.+00
11 CK 1 CPC CK11 11 0.001164 12.0107
12 CK 1 CPC CK12 12 0,013859 12.0107
13 CK 1 CPC CK13 13 0.011036 12.0107
14 CK 1 CPC CK14 14 -0.004397 12.0107
15 CJ 1 CPC CJ15 15 -0.006667 12.0107
16 CI 1 CPC C116 16 -0.010383 12.0107
17 CI 1 CPC C117 17 -0.014056 12.0107
18 HG 1 CPC HG18 18 -0.003059 1.0079
19 HG 1 CPC HG19 19 0.046604 1.0079
20 HG 1 CPC HG20 20 0.026872 1.0079
21 HG 1 CPC HG21 21 0.000153 1.0079
22 HG 1 CPC HG22 22 0.030796 1.0079
23 HG 1 CPC HG23 23 0.025030 1.0079
24 HG 1 CPC HG24 24 -0.006728 1.0079
25 NI 1 CPC N125 25 -0.009014 14.0067
26 NJ 1 CPC NJ26 26 -0.010164 14.0067
27 NI 1 CPC N127 27 -0.012146 14.0067
28 NK 1 CPC NK28 28 -0.014490 14.0067
29 NJ 1 CPC NJ29 29 -0.010154 14.0067
30 NK 1 CPC NK30 30 -0.014490 14.0067
31 NI 1 CPC N131 31 -0.012146 14.0067
32 CI 1 CPC C132 32 -0.014066 12.0107
33 CI 1 CPC C133 33 -0.011716 12.0107
34 CI 1 CPC C134 34 -0.007730 12.0107
35 CI 1 CPC C135 36 -0.010383 12.0107
36 CJ 1 CPC CJ36 36 -0.018180 12.0107
37 CJ 1 CPC CJ37 37 -0.010863 12.0107
38 NI 1 CPC NI38 38 -0.009014 14.0067
39 CJ CPC CJ39 39 -0.005538 12.0107
40 CJ 1 CPC CJ40 40 -0.006667 12.0107
41 CK 1 CPC CK41 41 -0.009246 12.0107
42 CK 1 CPC CK42 42 -0.012161 12.0107
43 CK 1 CPC CK43 43 0.001164 12.0107
44 CK CPC CK44 44 -0.004397 12.0107
45 CK 1 CPC CK45 45 0.014221 12.0107
46 HG 1 CPC HG46 46 -0.003069 1.0079
47 CK I CPC CK47 47 0.008501 12.0107
48 CK 1 CPC CK48 48 0.013859 12.0107
49 HG 1 CPC HG49 49 0.000153 1.0079
50 CK CPC CK50 50 0.011036 12.0107
51 HG 1 CPC HG51 51 -0.006728 1.0079
52 HG 1 CPC HG52 52 0.046604 1.0079
53 HG 1 CPC HG53 53 0.026872 1.0079
54 HG 1 CPC HG4 54 0.030795 1.0079
55 HG 1 CPC HG55 65 0.025030 1.0079
56 HG 1 CPC HG56 56 -0.005015 1.0079
57 HG 1 CPC HG57 57 -0.005016 1.0079
bonds ]
1 26 1
1 28 1
1 29 1
1 30 1
2 10 1
2 25 1
2 26 1
3 4 1
3 8 1
3 17 1
4 5 1
4 18 1
5 6 1
5 19 1
6 7 1
6 20 1
7 8 1
7 56 1
8 9 1
9 25 1
9 30 1
10 11 1
10 15 1
11 12 1
11 21 1
12 13 1
12 22 1
13 14 1
13 23 1
14 15 1
14 24 1
16 16 1
16 26 1
16 27 1
17 30 1
17 31 1
27 32 1
28 32 1
28 33 1
29 34 1
29 35 1
31 35 1
32 36 1
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29 34 39 43 3
29 35 40 39 3
29 35 40 44 3
30 1 28 32 3
30 1 28 33 3
30 1 29 34 3
30 1 29 35 3
30 17 31 36 3
31 35 29 34 3
31 36 40 39 3
31 35 40 44 3
32 28 33 37 3
32 28 33 38 3
32 36 37 33 3
32 36 37 42 3
32 36 41 45 3
32 36 41 46 3
33 28 32 36 3
33 37 36 41 3
33 37 42 47 3
33 37 42 57 3
33 38 34 39 3
34 29 35 40 3
34 38 33 37 3
34 39 40 35 3
34 39 40 44 3
34 39 43 48 3
34 39 43 49 3
35 29 34 38 3
35 29 34 39 3
36 40 39 43 3
35 40 44 50 3
36 40 44 51 3
36 37 33 38 3
36 37 42 47 3
36 37 42 57 3
36 41 45 47 3
36 41 45 52 3
37 36 41 46 3
37 36 41 46 3
37 42 47 45 3
37 42 47 53 3
38 33 37 42 3
38 34 39 40 3
38 34 39 43 3
39 40 44 60 3
39 40 44 51 3
39 43 48 50 3
39 43 48 64 3
40 39 43 48 3
40 39 43 49 3
40 44 60 48 3
40 44 50 65 3
41 36 37 42 3
41 45 47 42 3
41 45 47 53 3
42 47 45 52 3
43 39 40 44 3
43 48 50 44 3
43 48 50 55 3
44 60 48 54 3
45 47 42 57 3
46 41 465 47 3
46 41 45 52 3
48 50 44 51 3
49 43 48 50 3
49 43 48 54 3
61 44 50 65 3
52 45 47 53 3
53 47 42 57 3
54 48 50 56 3
5: Rubrene
[ defaults ]
1 2 yes 0.6 0.5
[ atomtypes ]
cc 12.0107 0.0000 A 3.53757e-01 2.9288e-0l
CB 12.0107 0.0000 A 3.47833e-0l 2.9288e-01
CA 12.0107 0.0000 A 3.49663.-01 2.9288.-01
CF 12.0107 0.0000 A 3.53757e-01 2.9288e-01
CE 12.0107 0.0000 A 3.20704.-01 2.9288e-al
CD 12.0107 0.0000 A 4.48460,-01 2.9288.-0l
HB 1.0079 0.0000 A 1.80914e-0l 1.2552.-01
HA 1.0079 0.0000 A 2.08183e-01 1.2552e-01
[ nonbond-params ]
CA CA 1 3.74012e-01 2.9288e-01
CA CB 1 3.59165e-01 2.9288e-01
CA CC 1 4.39462e-0l 2.9288e-01
194
CA CD 1 5.05397e-OX 2.9288e-01
CA CE 1 4.63994e-01 2.9288e-01
CA CF 1 3.67637e-01 2.9288e-01
CA HA 1 3.05612e-01 2.0920e-01
CA HE 1 3.70345e-01 2.0920e-01
CB CB 1 3.73965e-01 2.9288-01
CB CC 1 3.79880e-01 2.9288e-01
CB CD 1 4.36696e-Ol 2.9288e-Ol
CB CE 1 3.53127e-01 2.9288e-01
CB CF 1 3.77568e-01 2.9288e-01
CB HA 1 2.87294e-01 2.0920e-X
CB HE 1 2.72305e-01 2.0920e-X
CC CC 1 5.14660e-01 2.9288e-01
CC CD 1 5.53402e-Ol 2.9288e-01
CC CE 1 5.07467e-X 2.9288e-0
CC CF 1 3.64374e-X 2.9288e-01
CC HA 1 3.50682e-01 2.0920e-Ol
CC HE 1 4.31420e-1 2.0920e-01
CD CD 1 5.57832e-O1 2.9288e-O
CD CE 1 4.56961.-01 2.9288-OX
CD CF 1 4.13141e-01 2.9288e-01
CD HA 1 3.52319e-01 2.0920e-01
CD HBE 1 3.73702e-OX 2.0920e-01
CE CE 1 3.47721e-01 2.9288e-01
CE CF 1 3.50081.-01 2.9288e-OX
CE HA 1 2.97300e-01 2.0920e-OX
CE HE 1 2.58332e-OX 2.0920e-01
CF CF 1 4.130089-01 2.9288e-01
CF HA 1 3.26168e-OX 2.0920e-01
CF HE 1 2.79950e-01 2.0920-01
HA HA 1 3.09261.-01 1.2552e-01
HA HE 1 2.00379.-OX 1.2652e-OX
HE HE 1 1.86339e-01 1.2552e-OX
[ bondtypes ]
CA CA 1 1.4554e-01 3.9246e+05
CA CB 1 1.4389-01 3.9246.+05
CA CC 1 1.4196-01 3.9246e+05
CB CF 1 1.3658e-01 3.9246e+05
CB HA 1 1.0823e-01 3.0711e+05
CC CD 1 1.5020e-OX 3.9246e+06
CD CE 1 1.4026e-01 3.9246e+06
CE CE 1 1.3954e-01 3.9246e+05
CE HE 1 1.0868e-01 3.0711e+05
CF CF 1 1.4237-01 3.9246e+05
CF HA 1 1.0868e-OX 3.0711e+05
[ angletypes ]
CA CA CB 1 1.1798e+02 5.2718e+02
CA CA CC 1 1.1949e+02 5.2718e+02
CA CB CF 1 1.2182e+02 5.2718e+02
CA CB HA 1 1.1867e+02 2.9288e+02
CA CC CA 1 1.2051e+02 5.2718e+02
CA CC CD 1 1.1946e+02 5.2718e+02
CB CA CC 1 1.2182e+02 5.2718e+02
CB CF CF 1 1.2017.+02 5.2718e+02
CB CF HA 1 1.1996e+02 2.9288e+02
CC CA CC 1 1.2217e+02 5.2718.+02
CC CD CE 1 1.2065e+02 5.2718e+02
CD CE CE 1 1.2084e+02 6.2718e+02
CD CE HE 1 1.1929e+02 2.9288e+02
CE CD CE 1 1.1840e+02 5.2718e+02
CE CE CE 1 1.1997e+02 5.2718e+02
CE CE HE 1 1.1998e+02 2.9288e+02
CF CB HA 1 1.1950e+02 2.9288e+02
CF CF HA 1 1.1986e+02 2.9288e+02
[ dihedraltypes ]
CA CA CE CF 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CA CA CB HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000.+00
CA CA CC CA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000.+00 0.0000e+00 0.0000e+00
CA CA CC CD 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000.+00
CA CB CF CF 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CA CB CF HA 3 3.0334e+01 0.0000e+00 -3.0334e+O 0.0000e+00 0.0000e+00 0.0000e+00
CA CC CA CA 3 3.0334e+01 0.0000e+00 -3.0334e+O 0.0000e+00 0.0000e+00 0.0000.+00
CA CC CA CB 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CA CC CA CC 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000.+00
CA CC CD CE 1 1.6132e+02 -2.7332e+00 2
CB CA CA CB 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000.+00
CB CA CA CC 3 3.0334e+01 0.0000,+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CB CA CC CD 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000.+00
CB CF CF CB 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000,+00
CE CF CF HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000e+00
CC CA CA CC 3 3.0334e+O1 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000.+00
CC CA CB CF 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000,+00 0.0000.+00 0.0000e+00
CC CA CE HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CC CA CC CD 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000.+00
CC CD CE CE 3 3.0334e+01 0.0000e+00 -3.0334.+01 0.0000e+00 0.0000e+00 0.00000+00
CC CD CE HE 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000.+00
CD CE CE CE 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CD CE CE HE 3 3.0334e+O1 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000e+00
CE CD CE CE 3 3.0334e+O1 0.0000e+00 -3.0334e+01 0.0000.+00 0.0000e+00 0.0000.+00
195
CE CD CE HB 3 3.0334e+0l 0.0000a+00 -3.0334e+01 0.0000e+00 0.00000+00 0.0000e+00
CE CE CD CE 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000.+00
CE CE CE CE 3 3.0334e+O1 0.0000e+00 -3.0334e+0l 0.0000e+00 0.0000e+00 0.0000e+00
CE CE CE HB 3 3.0334e+01 0.0000e+00 -3.0334e+0l 0.0000e+00 0.0000.+00 0.0000e+00
CF CF CB HA 3 3.0334e+O1 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000e+00
HA CB CF HA 3 3.0334e+O1 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000.+00
HA CF CF HA 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000e+00
HB CE CE HB 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000e+00
[ moleculetype ]
RUB 3
atoms ]
1 CA 1 RUB CA1 1 -0.001082 12.0107
2 CC 1 RUB CC2 2 -0.002186 12.0107
3 CA 1 RUB CA3 3 -0.005771 12.0107
4 CB 1 RUB CB4 4 -0.007521 12.0107
6 CF 1 RUB CFS 5 -0.012987 12.0107
6 CD 1 RUB CD6 6 0.001735 12.0107
7 CE 1 RUB CE7 7 -0.014849 12.0107
8 CE 1 RUB CE8 8 -0.015622 12.0107
9 CE 1 RUB CE9 9 0.008234 12.0107
10 CE 1 RUB CE1O 10 0.022677 12.0107
11 CE 1 RUB CE11 11 0.026831 12.0107
12 HA 1 RUB HA12 12 0.000000 1.0079
13 HA 1 RUB HA13 13 0.000000 1.0079
14 HB 1 RUB HB14 14 0.000000 1.0079
15 HB 1 RUB HB16 15 0.000000 1.0079
16 HB 1 RUB HB16 16 0.000000 1.0079
17 HB 1 RUB HB17 17 0.000000 1.0079
16 HB 1 RUB HB18 18 0.000000 1.0079
19 CC 1 RUB CC19 19 -0.002186 12.0107
20 CA 1 RUB CA20 20 -0.006771 12.0107
21 CB 1 RUB CB21 21 -0.007521 12.0107
22 CF 1 RUB CF22 22 -0.012987 12.0107
23 CD 1 RUB CD23 23 0.001735 12.0107
24 CE 1 RUB CE24 24 -0.014849 12.0107
25 CE 1 RUB CE25 25 -0.015622 12.0107
26 CE 1 RUB CE26 26 0.008234 12.0107
27 CE 1 RUB CE27 27 0.022677 12.0107
28 CE 1 RUB CE28 28 0.026831 12.0107
29 HA 1 RUB HA29 29 0.000000 1.0079
30 HA 1 RUB HA30 30 0.000000 1.0079
31 HB 1 RUB HB31 31 0.000000 1.0079
32 HB 1 RUB HB32 32 0.000000 1.0079
33 HE 1 RUB HB33 33 0.000000 1.0079
34 HB 1 RUB HB34 34 0.000000 1.0079
35 HB 1 RUB HB35 35 0.000000 1.0079
36 CA 1 RUB CA36 36 -0.001082 12.0107
37 CC 1 RUB CC37 37 -0.002186 12.0107
38 CA 1 RUB CA38 38 -0.005771 12.0107
39 CB 1 RUB CB39 39 -0.007521 12.0107
40 CF 1 RUB CF40 40 -0.012987 12.0107
41 CD 1 RUB CD41 41 0.001735 12.0107
42 CE 1 RUB CE42 42 -0.014849 12.0107
43 CE 1 RUB CE43 43 -0.015622 12.0107
44 CE 1 RUB CE44 44 0.008234 12.0107
45 CE 1 RUB CE45 45 0.022677 12.0107
46 CE 1 RUB CE46 46 0.026831 12.0107
47 HA 1 RUB HA47 47 0.000000 1.0079
48 HA 1 RUB HA48 48 0.000000 1.0079
49 HB 1 RUB HB49 49 0.000000 1.0079
50 HB 1 RUB HE0 50 0.000000 1.0079
51 HB 1 RUB HB51 51 0.000000 1.0079
52 HB 1 RUB HB52 62 0.000000 1.0079
53 HB 1 RUB HB53 63 0.000000 1.0079
64 CC 1 RUB OC54 64 -0.002186 12.0107
56 CA 1 RUB CASS 55 -0.005771 12.0107
56 CE 1 RUB CB56 56 -0.007521 12.0107
57 CF 1 RUB CF57 57 -0.012987 12.0107
58 CD 1 RUB CD568 58 0.001736 12.0107
69 CE 1 RUB CE59 69 -0.014849 12.0107
60 CE 1 RUB CE60 60 -0.015622 12.0107
61 CE 1 RUB CE61 61 0.008234 12.0107
62 CE 1 RUB CE62 62 0.022677 12.0107
63 CE 1 RUB CE63 63 0.026831 12.0107
64 HA 1 RUB HA64 64 0.000000 1.0079
65 HA 1 RUB HA65 66 0.000000 1.0079
66 HE 1 RUB HB66 66 0.000000 1.0079
67 HB 1 RUB HB67 67 0.000000 1.0079
68 HB 1 RUB HB68 68 0.000000 1.0079
69 HB 1 RUB HE69 69 0.000000 1.0079
70 HB 1 RUB HB70 70 0.000000 1.0079
bonds ]
1 2 1
1 19 1
1 36 1
2 3 1
2 6 1
3 4 1
3 66 1
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6: Buckminsterfullerene (C60 )
[ defaults ]
1 2 yes 0.5 0.5
[ atomtypes ]
00 12.0107 0.0000 A 2.8978e-01 2.9288e-01
CS 12.0107 0.0000 A 2.8978e-01 2.9288e-01
CR 12.0107 0.0000 A 2.8978e-01 2.9288e-Ol
CP 12.0107 0.0000 A 2.8978e-01 2.9288e-01
CV 12.0107 0.0000 A 2.8978e-01 2.9288e-01
CU 12.0107 0.0000 A 2.8978e-01 2.9288e-01
[ noubond-params ]
CO Co 1 4.63750e-01 2.9288e-01
CO CP 1 4.14705e-01 2.9288e-01
CO CR 1 3.97350e-01 2.9288e-01
CO CS 1 4.14705e-01 2.9288e-01
CO CU 1 2.98470e-01 2.9288e-01
CO CV I 3.12374e-01 2.9288e-01
CP CP 1 4.63750e-01 2.9288e-01
CP CR 1 3.12374e-01 2.9288e-01
CP CS 1 4.14705e-01 2.9288e-01
CP CU 1 3.97350e-01 2.9288e-01
CP CV 1 2.98470e-01 2.9288e-01
CR CR 1 4.87202e-Ol 2.9288e-01
CR CS 1 2.98470e-01 2.9288e-01
CR CU 1 3.98085e-01 2.9288e-01
CR CV 1 3.98085e-01 2.9288e-01
CS CS 1 4.63760e-01 2.9288e-01
CS CU 1 3.12374e-01 2.9288e-01
CS CV 1 3.97350e-01 2.9288e-01
CU CU 1 4.87202e-01 2.9288e-01
CU CV 1 3.98086e-01 2.9288e-01
CV CV 1 4.87202e-01 2.9288e-01
[ bondtypes ]
CO Co 1 1.4533e-01 3.0126e+05
CO CP 1 1.3955e-01 3.0126e+05
CO CR 1 1.3958e-01 3.0126e+05
CO CS 1 1.3955e-Ol 3.0126e+05
CO CU 1 1.3952e-01 3.0126e+05
CO CV 1 1.3962e-01 3.0126e+05
CP CP 1 1.4533e-01 3.0126e+05
CP CR 1 1.3952e-01 3.0126e+05
CP CS 1 1.3955e-01 3.0126e+05
CP CU 1 1.3958-O1 3.0126e+05
CP CV 1 1.3952e-Ol 3.0126e+05
CR CR 1 1.4534e-01 3.0126e+05
CR CS 1 1.3962e-01 3.0126e+06
CR CU 1 1.3955e-01 3.0126e+06
CR CV 1 1.3955e-01 3.0126e+05
CS CS 1 1.4533e-01 3.0126e+05
CS CU 1 1.3952e-01 3.0126e+05
CS CV 1 1.3958e-01 3.0126e+05
CU CU 1 1.4534e-01 3.0126e+05
CU CV 1 1.3955e-01 3.0126e+05
CV CV 1 1.4534e-0l 3.0126e+05
[ angletypes ]
CO CU Co 1 1.0800e+02 6.1547e+02
CO CO CP 1 1.2001e+02 6.1547e+02
CO CO CR 1 1.1997e+02 6.1547e+02
CO CO CS 1 1.2000e+02 6.1547e+02
C0 Co CU 1 1.2001e+02 6.1547e+02
CO CO CV 1 1.2001e+02 6.1547e+02
CO CP CP 1 1.2000e+02 6.1547e+02
C0 CR CR 1 1.2001e+02 6.1547e+02
CO CS CS 1 1.2001e+02 6.1547e+02
CO CU CU 1 1.1999e+02 6.1547e+02
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C
0
CS CP CP CU 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CS CP CP CV 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CS CR CR CU 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CS CS CS CS 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000G+00
CS CS CS CU 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CS CS CS CV 3 3.0334e+01 0.0000e+00 -3.0334e+Ol 0.0000e+00 0.0000e+00 0.0000e+00
CS CS CU CU 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CS CS CV CV 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000+00 0.0000e+00 0.0000e+00
CS CU CU CU 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000.+00 0.0000e+00 0.0000.+00
CS CV CV CV 3 3.0334e+0l 0.0000e+00 -3.0334e+0l 0.0000.+00 0.0000e+00 0.0000e+00
CU CU CO CV 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000.+00 0.0000e+00 0.0000.+00
CU CR CR CV 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000.+00 0.0000,+00 0.0000.+00
CU CU CU CU 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000,+00 0.0000e+00
CU CU CU CV 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000.+00
CU CU CV CV 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000.+00 0.0000e+00
CU CV CV CV 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
CV CV CV CV 3 3.0334e+01 0.0000e+00 -3.0334e+01 0.0000e+00 0.0000e+00 0.0000e+00
[ moleculetype ]
BUK 3
[ atoms ]
1 CU 1 BUK CU1 1 0.000015 12.0107
2 CS 1 BUK CS2 2 0.000013 12.0107
3 CU 1 8UK CU3 3 0.000015 12.0107
4 CU 1 BUK CU4 4 0.000015 12.0107
5 CS 1 BUK CS5 5 0.000013 12.0107
6 CS 1 8UK CS6 6 0.000013 12.0107
7 CR 1 BUK CR7 7 -0.000032 12.0107
8 CU 1 BUK CUe 8 0.000015 12.0107
9 CS 1 8UK CS9 9 0.000013 12.0107
10 CP 1 BUK CPiO 10 0.000028 12.0107
11 CV 1 BUK CV11 11 0.000005 12.0107
12 00 1 8UK C012 12 -0.000031 12.0107
13 CV 1 BUK CV13 13 0.000005 12.0107
14 CV 1 BUK CV14 14 0.000005 12.0107
15 CO 1 8UK CC15 15 -0.000031 12.0107
16 CO 1 BUK C016 16 -0.000031 12.0107
17 CU 1 BUK CU17 17 0.000015 12.0107
18 CV 1 BUK CV18 18 0.000005 12.0107
19 CO 1 BUK C019 19 -0.000031 12.0107
20 CS 1 8UK CS20 20 0.000014 12.0107
21 CR 1 BUK CR21 21 -0.000030 12.0107
22 CP 1 BUK CP22 22 0.000024 12.0107
23 CR 1 8UK CR23 23 -0.000031 12.0107
24 CR 1 UK CR24 24 -0.000031 12.0107
25 CP 1 BUK CP25 25 0.000024 12.0107
26 CP 1 BUK CP26 26 0.000024 12.0107
27 CV 1 BUK CV27 27 0.000005 12.0107
28 CR 1 BUK CR28 28 -0.000031 12.0107
29 CP 1 BUK CP29 29 0.000024 12.0107
30 CO 1 BUK C030 30 -0.000028 12.0107
31 CV 1 BUK CV31 31 0.000002 12.0107
32 CO 1 BUK C032 32 0.000002 12.0107
33 CV 1 8UK CV33 33 -0.000028 12.0107
34 CV 1 BUK CV34 34 0.000002 12.0107
35 CO 1 8UK C035 35 -0.000028 12.0107
36 CO 1 BUK C036 36 -0,000028 12.0107
37 CU 1 BUK CU37 37 0.000015 12.0107
38 CV 1 BUK CV38 38 0.000002 12.0107
39 CO 1 BUK 0039 39 -0.000028 12.0107
40 CS 1 BUK CS40 40 0.000013 12.0107
41 CR 1 BUK CR41 41 -0.000026 12.0107
42 CP 1 BUK CP42 42 0.000028 12.0107
43 CR 1 BUK CR43 43 -0.000026 12.0107
44 CR 1 BUK CR44 44 -0.000026 12.0107
45 CP 1 BUK CP45 45 0.000028 12.0107
46 CP 1 BUK CP46 46 0.000028 12.0107
47 CV 1 BUK CV47 47 0.000002 12.0107
48 CR 1 BUK CR48 48 -0.000026 12.0107
49 CP 1 UK CP49 49 0.000028 12.0107
50 CO 1 BUK 0050 50 -0.000031 12.0107
51 CU 1 BUK CU51 51 0.000015 12.0107
62 CS 1 BUK CS52 52 0.000014 12.0107
53 CU 1 BUK CU53 53 0.000015 12.0107
54 CU 1 BUK CU54 54 0.000015 12.0107
55 CS 1 BUK CS5 55 0.000014 12.0107
56 CS 1 BUK CS66 56 0.000014 12.0107
57 CR 1 BUK CR57 57 -0.000026 12.0107
58 CU 1 BUK CU58 58 0.000015 12.0107
59 CS 1 BUK CS59 59 0.000014 12.0107
60 CP 1 BUK CP60 60 0.000024 12.0107
[ bonds I
1 2 1
1 3 1
1 4 1
2 5 1
2 6 1
3 7 1
3 17 1
4 8 1
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7 11
8 42
8 14
8 23
9 33
9 45
10 12
11 55
12 48
12 56
13 59
13 28
14 21
15 41
15 49
15 20
16 42
16 57
17 46
17 21
18 52
18 24
19 43
19 55
20 22
21 35
22 36
22 58
23 39
25 51
25 59
25 30
26 37
26 52
27 56
28 32
29 35
29 53
31 64
31 57
32 60
33 48
34 41
34 58
35 40
37 41
38 44
38 53
40 42
43 68
44 51
45 50
47 51
48 54
50 52
55 60
7: 4-(Dicyanomethylene)-2-methyl-6-(4-dimethylaminostyryl)4H-pyran (DCM)
E defaults ]
1 2 yes 0.5 0.5
[ atomtypes I
CK 12.0107 0.0000 A 3.19824e-01 2.9288e-01
CJ 12.0107 0.0000 A 3.11789e-01 2.9288e-01
CI 12.0107 0.0000 A 3.28748e-Cl 2.9288e-01
CH 12.0107 0.0000 A 3.3228e-Cl 2.7614e-01
NE 14.0067 0.0000 A 3.3228e-Cl 7.1128e-01
CL 12.0107 0.0000 A 3.492le-01 2.9288e-0l
CC 12.0107 0.0000 A 3.19824e-01 2.9288e-Cl
CB 12.0107 0.0000 A 3.13222e-01 6.2760e-01
NC 14.0067 0.0000 A 2.28979e-01 7.1128e-01
CG 12.0107 0.0000 A 3.31762e-01 3.1798e-01
CF 12.0107 0.0000 A 3.16699e-01 2.9288e-Cl
CE 12.0107 0.0000 A 3.34489e-01 2.7614e-01
CD 12.0107 0.0000 A 3.34489e-01 2.7614e-01
HJ 1.0079 0.0000 A 1.87536e-01 1.2552e-01
HI 1.0079 0.0000 A 1.92787e-01 1.2582e-01
OD 15.9994 0.0000 A 3.11789e-01 6.8576e-01
[ nonbond-params ]
CB CB 1 3.68442e-Cl 6.2760e-Cl
CB CC 1 3.34647e-Cl 4.6024e-01
CB CD 1 3.81572e-01 4.6187,-Cl
CB CE 1 3.7645e-01 4.5187e-01
CB CF 1 4.33241e-01 4.6024e-01
CB cc 1 4.27666e-01 4.7279,-Cl
CB CH 1 6.60636e-01 4.6187e-01
CB CI 1 3.61868e-01 4.6024e-01
CB CJ 1 3.21886e-01 4.6024e-01
C CK 1 3.41766e-01 4.6024e-01
213
CB CL
CB HI
CB Hi
CB NC
CB NE
CH D
CC CC
CC CD
CC CE
CC CF
CC CC
CC CH
CC CI
CC Ci
CC CK
CC CL
CC HI
CC HJ
CC NC
CC NE
CC GD
CD CD
CD CE
CD CF
CD CC
CD CH
CD CI
CD CJ
CD CK
CD CL
CD HI
CD HJ
CD NC
CD NE
CD GD
CE CE
CE CF
CE CC
CE CH
CE CI
CE Ci
CE CK
CE CL
CE HI
CE HJ
CE NC
CE NE
CE OD
CF CF
CF CC
CF CH
CF CI
CF CJ
CF CK
CF CL
CF HI
CF HJ
CF NC
CF NE
CF GD
CC CC
CC CH
CC CI
CC CJ
CC CK
CC CL
CC HI
CC HJ
CC NC
CC NE
CC GD
CH CH
CH CI
CH CJ
CH CK
CH CL
CH HI
CH HJ
CH NC
CH NE
CH OD
CI CI
CI Ci
CI CK
CI CL
CI HI
CI HJ
CI NC
CI NE
CI GD
Ci Ci
CJ CK
4.61632e-Cl
3.10162.-01
3.02154e-Cl
3.43542e-Cl
4.50485e-Cl
4.3374.-01
3.67822e-Cl
4.74628e-Cl
4.43329.-01
5.39288e-Cl
4.95699e-Cl
6.43671-01.
3.67314e-Cl
3.29625.-01
3.29413e-Cl
4.02247e-Cl
3.54905e-01
3.90837e-01
3.47305-01
5.2528e-01
4.02173e-C1
3.54655e-Cl
3.44521.-01
3.45917.-01
3.89903e-Cl
3.68428e-Cl
4.4186e-01
5.15793.-01
3.89977e-Cl
4.75775.-01
3.24688e-Cl
2.7128e-01
3.300e-0l
3.75506-01
4.20619e-01
4.49801-01
4.03301-01
3.74691e-01
5.61045.-01
4.64734e-Cl
3.61443e-01
4.13952.-01
4.11438.-Cl
3.04068e-Cl
3.02173e-01
3.25733e-01
4.80315e-0l
4.97347.-Cl
3.3571e-Cl
3.92186e-Cl
3.33888e-01
4.59732e-Cl
5.48137e-Cl
3.38382.-01
5.05844-01
2.6182e-01
2.7804e-01
3.64658e-01
3.42571e-01
4.53038e-01
4.18927e-01
4.48942e-01
3.41711.-01
3.7065e-01
4.12686e-01
3.83217e-Cl
3.46029e-Cl
2.86306e-01
3.18114e-01
4.59593e-01
3.43495e-01
3.5767-C1
6.27194e-Cl
6.83495e-Cl
3.72483e-01
6.06925e-01
3.64752e-Cl
2.93962e-01
4.74739.-01
3.42247e-01
5.9362e-01
4.72658e-01
3.29875e-Cl
3.61614e-Cl
3.59676e-Cl
3.18826e-Cl
3.64947.-01
3.92094e-Cl
5.79898.-01
3.99972e-Cl
3.4884-01
3.50929e-0l
4.6024e-Cl
3.7656e-01
3.7656e-Cl
6.6944e-Cl
6.6944e-Cl
6.0668e-Cl
2.9288-C1
2.8461e-01
2.8451,-01
2.9288e-Cl
3.0543.-01
2.8451e-01
2.9288e-01
2.9288e-Cl
2.9288e-01
2.9288e-01
2.0920e-Cl
2.0920e-01
6.0208e-01
5.0208e-0l
4.3932e-01
2.7614e-01
2.7614e-01
2.8451e-01
2.9706,-Cl
2.7614e-01
2.8451.-01
2.8461e-Cl
2.8461.-01
2.8451-Cl
2.0083e-Cl
2.0083e-01
4.9371e-01
4.9371e-01
4.3095.-C1
2.7614e-01
2.8451e-01
2.9706e-Cl
2.7614e-Cl
2.8451.-01
2.8451e-01
2.8451e-01
2.8461e-01
2.0083.-01
2.0083e-01
4.9371e-01
4.9371e-01
4.3095e-01
2.9288.-C1
3.0543e-01
2.8451.-C1
2.9288.-Cl
2.9288e-01
2.9288e-01
2.9288.-01
2.0920.-01
2.0920e-01
5.0208e-01
6.0208e-01
4.3932e-01
3.1798e-01
2.9706e-01
3.0543e-Cl
3.0543e-01
3.0543.-0l
3.0543e-01
2.2176-C1
2.2175e-01
5.1463e-Cl
5.1463e-01
4.5187e-Cl
2.7614e-Cl
2.8461e-01
2.8451e-01
2.8451.-01
2.8451.-01
2.0083e-0l
2.0083e-Cl
4.9371.-01
4.9371-Cl
4.3095e-01
2.9288e-Cl
2.9288e-Cl
2.9288.-Cl
2.9288e-Cl
2.0920-01
2.0920e-01
5.0208e-Cl
5.0208e-Cl
4.3932e-01
2.9288e-01
2.9288e-01
214
Ci CL
CJ HI
CJ HJ
Ci NC
CJ NE
CJ OD
CK CK
CK CL
CK HI
CK HJ
CK NC
CK NE
CK OD
CL CL
CL HI
CL HJ
CL NC
CL NE
CL OD
HI HI
HI HJ
HI NC
HI NE
HI GD
HJ HJ
HJ NC
HJ NE
HJ GD
NC NC
NC NE
NC GD
NE NE
NE GD
OD GD
[ bandtypes ]
CB 0C
CB NC
CC CK
CD HJ
CD NE
CE CI
CE HJ
CF CF
CF CH
CF CK
CF HI
CG CG
CG CK
CG CL
CG HI
CH NE
CI Ci
CI OD
CJ CK
Ci CL
Ci HI
CL GD
[ angletypes
CB CC
CB CC
CC CE I
CC CK 
CD NE
CD NE
CE CI
CE CI I
CF CF (
CF CF (
CF CF I
CF CH i
CF CH I
CF CK 
CF CK 
CG CG 
CG 0G 0
CC 0G 0
CC CL i
CG CL I
CH CF I
CI CE I
CI Ci I
CI Ci I
CI GD i
Ci CI I
CJ CK 
Ci CL I
CK CF I
CK O0 I
CK CJ I
CK CJ I
3.4343e-01
3.55608e-01
2.99667e-Cl
3.557e-01
6.33907e-Cl
3.21147e-01
3.68224e-Cl
3.46121e-01
3.29505e-01
3.00887e-Cl
3.88386e-Cl
4.00499e-Cl
3.46759e-01
3.79242e-Cl
3.50939e-01
3.3791e-01
3.83097e-Cl
5.79261e-Cl
3.40417e-01
1.98567e-01
2.13786e-01
2.17208e-01
3.40961.-01
3.43874e-01
1.93157e-01
2.32732e-Cl
3.15599e-Cl
3.70659e-Cl
3.78557e-01
3.9375e-Cl
4.68525e-01
3.44235.-Cl
5.5276.-C1
3.7999e-01
1.4225e-01
1.1664e-01
1.3973e-01
1.0961.-C1
1.4546e-01
1.4934e-01
1.0951.-01
1.3839e-Cl
1.4183e-01
1.410e-01
1.0852e-Cl
1.3572.-01
1.4494e-Cl
1.4392e-01
1.0873e-01
1.377e-01
1.3517.-C1
1.3650e-01
1.4360e-01
1.3682.-C1
1.0839e-01
1.3710e-01
1.1825e+
1.2088e-H
1.7802e+
1.2236e+4
1.1936e-H
1.2006-H
1.2638e+
1.1175e+
1.2100e-H
1.2214e-H
1.1857e+
1.1714e-H
1.2143eH
1.1660e-H
1.2170e+4
1.2741e+i
1.2472eH
1.1921e+
1.2452e+
1.1487e+
1.2030e-H
1. 1055e+
1.2082e+
1.1918e-
1.1994+
1.2186e+
1.1529e+
1.2061e-H
1.1942e+
1.1522e-H
1.2148e-H
1.1997e+
2.9288e-Cl
2.0920e-01
2.0920e-01
5.0208e-Cl
5.0208,-01
4.3932e-Cl
2.9288e-Cl
2.9288e-Cl
2.0920e-Cl
2.0920e-01
5.0208.-Cl
5.028e-01
4.3932e-01
2.9288e-01
2.0920.-01
2.0920e-Cl
5.0208e-Cl
5.0208e-01
4.3932e-0l
1.2552e-01
1.2552e-Cl
4.1840e-01
4.1840e-01
3.5564e-01
1.2552e-Cl
4.1840e-Cl
4.1840e-01
3.5564e-01
7.1128e-01
7.1128e-Cl
6.4862e-Cl
7.1128e-01
6.4852e-01
5.8576.-C1
3.3472e+06
5.4392e+05
3.9246e+05
2.8451e+05
2.8200e+05
2.6527e+05
2.8451e+05
3.9246e+05
2.65279+05
3.9246e+05
3.0711e+05
3.2217e+05
3.2217e+05
4.5940e+05
3.0711e+05
2.8200e+05
4.5689e+05
2.8451e+05
3.9246e+05
4.5689e+05
3.0711e+05
2.8451e+05
22 5.8576e+02
22 5.8576e+02
22 1.2552e+03
02 5.2718e+02
02 4.1840e+02
22 4.1840e+02
22 5.8576e+02
22 5.8576e+02
22 5.8576e+02
22 5.2718e+02
22 2.9288e+02
22 3.3472e+02
22 6.6944e+02
22 5.2718e+02
22 5.8576e+02
22 5.8576e+02
22 2.9288e+02
22 2.9288e+02
22 5.8576e+02
22 5.8576e+02
22 2.9288e+02
22 2.9288e+02
22 5.8576e+02
22 2.9288e+02
22 5.8576e+02
22 5.8576e+02
22 5.2718e+02
22 5.8576e+02
22 2.9288e+02
22 2.9288e+02
22 6.8576e+02
22 2.9288e+02
215
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1 38
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3 6
4 9
7 39
9 24
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11 40
11 17
11 24
12 38
12 25
13 24
14 21
19 28
19 29
20 26
20 29
22 32
22 33
23 30
23 32
B.2 Polarizability Parameters
The CHARMM Drude4 5 2 model was used to model the polarizability of the molecular
mechanics region of the cells. The choice of which atoms in a molecule to attach a
Drude atom and polarizability parameters were done to match the experimental bulk
dielectric constant. 4 5 3 For H2Pc and PTCBI, a total of 8 atoms on each molecule
had a Drude atom attached. For H2Pc the chosen atoms are CR8, CP13, CP17, CR21,
CR37, CP42, CP46, and CR50, with the alpha parameter set to 6.20 and thole set to
1.4. For PTCBI the chosen atoms are CA5, CA10, CB17, CB19, CA34, CA39, CB46,
and CB48, with alpha set to 6.2 and thole set to 1.5. For CuPc the chosen atoms are
CUCI, C12, CK5, CKi, C117, C132, C134, CK45, CK48, with alpha set to 5.50 and
219
thole set to 1.7. For rubrene the chosen atoms are CD6, CC19, CB21, CE28, CD41,
CB56, CE63, with alpha set to 6.20 and thole set to 1.3 For C6 0 the drude site is
located at the center of mass of the C60 molecule. We use two different polarizable
forcefield for C60 , one with an alpha parameter of 92 and a thole parameter of 1.5
that reproduces the bulk dielectric of C6 0 . The other alpha and thole parameters are
29 and 1.5, respectively, and are used for the simulations where the dielectric of C60 is
matched to the dielectric of DCM. For DCM the chosen atoms are ODI, NE2, CK16,
CF19, CB39, CB40, with alpha set to 4.00 and thole set to 1.4.
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Appendix C
Optimized geometries of key
structures
C.1 Test set of large organic dyes
All geometries are optimized at the B3LYP/6-31G* level in the gas phase. The
geometries are provided in .xyz format. All coordinates are specified in A. The
geometry for H2 Pc is given in the organic semiconductor crystal geometries section
below. The geometry for anthracene is given in the crystal diffusion geometries section
below.
1: #-carotene
96
beta-carotene
C 12.745662 -0.445000 0.701009
C 14.041652 0.396507 0.629154
C 13.778523 1.897929 0.708324
C 12.915735 2.321017 -0.479297
C 11.742468 1.399574 -0.741787
C 11.630196 0.169005 -0.179960
C 10.439094 -0.680888 -0.364302
C 9.148869 -0.282707 -0.247826
C 7.972372 -1.119059 -0.420817
C 6.740902 -0.546373 -0.251680
C 5.449240 -1.158543 -0.372973
C 4.283616 -0.475280 -0.179269
C 2.947185 -1.007309 -0.286088
C 1.886951 -0.163011 -0.061397
C 0.490913 -0.461292 -0.120562
C 10.755529 1.987546 -1.723955
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C 13.102178
C 12.250384
C 8.169985
C 2.780483
H 14.554973
H 14.719882
H 13.265698
H 14.722762
H 12.534639
H 13.533249
H 10.626799
H 8.948649
H 6.726710
H 5.400044
H 4.355597
H 2.131007
H 0.182044
H 10.076483
H 10.146153
H 11.299300
H 13.331463
H 13.988645
H 12.299578
H 11.308674
H 12.990344
H 12.073395
H 8.756821
H 7.227016
H 8.726185
H 3.297365
H 3.217168
H 1.734714
C -12.745662
C -14.041652
C -13.778523
C -12.915735
C -11.742468
C -11.630196
C -10.439094
C -9.148869
C -7.972372
C -6.740902
C -5.449240
C -4.283616
C -2.947185
C -1.886951
C -0.490913
C -10.755529
C -13.102178
C -12.250384
C -8.169985
C -2.780483
H -14.554973
H -14.719882
-1.874152
-0.529161
-2.571767
-2.465140
0.182279
0.073345
2.143773
2.456344
3.342823
2.375759
-1.734158
0.755148
0.513693
-2.212738
0.581984
0.869468
-1.474305
1.243603
2.776458
2.468301
-1.893456
-2.228985
-2.593707
-1.084945
-1.039787
0.465653
-3.089381
-3.109378
-2.668928
-3.107554
-2.677224
-2.774933
0.445000
-0.396507
-1.897929
-2.321017
-1.399574
-0.169005
0.680888
0.282707
1.119059
0.546373
1.158543
0.475280
1.007309
0.163011
0.461292
-1.987546
1.874152
0.529161
2.571767
2.465140
-0.182279
-0.073345
0.226580
2.164423
-0.780451
-0.645739
-0.319794
1.430309
1.647179
0.712260
-0.333063
-1.391502
-0.559650
0.015647
0.006058
-0.631502
0.079809
0.192862
-0.372187
-2.144590
-1.259889
-2.549302
-0.845586
0.766098
0.418643
2.226756
2.793978
2.587547
-0.010416
-0.893469
-1.721466
0.078324
-1.630067
-0.673402
-0.701009
-0.629154
-0.708324
0.479297
0.741787
0.179960
0.364302
0.247826
0.420817
0.251680
0.372973
0.179269
0.286088
0.061397
0.120562
1.723955
-0.226580
-2.164423
0.780451
0.645739
0.319794
-1.430309
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H -13.265698 -2.143773 -1.647179
H -14.722762 -2.456344 -0.712260
H -12.534639 -3.342823 0.333063
H -13.533249 -2.375759 1.391502
H -10.626799 1.734158 0.559650
H -8.948649 -0.755148 -0.015647
H -6.726710 -0.513693 -0.006058
H -5.400044 2.212738 0.631502
H -4.355597 -0.581984 -0.079809
H -2.131007 -0.869468 -0.192862
H -0.182044 1.474305 0.372187
H -10.076483 -1.243603 2.144590
H -10.146153 -2.776458 1.259889
H -11.299300 -2.468301 2.549302
H -13.331463 1.893456 0.845586
H -13.988645 2.228985 -0.766098
H -12.299578 2.593707 -0.418643
H -11.308674 1.084945 -2.226756
H -12.990344 1.039787 -2.793978
H -12.073395 -0.465653 -2.587547
H -8.756821 3.089381 0.010416
H -7.227016 3.109378 0.893469
H -8.726185 2.668928 1.721466
H -3.297365 3.107554 -0.078324
H -3.217168 2.677224 1.630067
H -1.734714 2.774933 0.673402
2: zinc phthalocyanine
57
ZnPc
Zn 0.000000 0.000000 0.000000
N 2.906374 1.727951 0.000086
N 0.490205 1.928681 0.000066
N -1.727957 2.906371 -0.000023
N -1.928695 0.490211 -0.000107
C 1.771642 2.421274 0.000077
C 1.714336 3.880351 0.000041
C 2.708259 4.859110 -0.000003
C 2.305381 6.193802 -0.000062
C 0.940874 6.541820 -0.000059
C -0.053634 5.564562 -0.000007
C 0.347809 4.228406 0.000029
C -0.400001 2.973987 0.000030
C -2.421297 1.771647 -0.000070
C -3.880385 1.714334 -0.000045
C -4.859201 2.708209 0.000001
C -6.193878 2.305268 0.000071
C -6.541847 0.940750 0.000098
C -5.564544 -0.053709 0.000032
C -4.228412 0.347798 -0.000044
C -2.973993 -0.399996 -0.000092
N -0.490205 -1.928681 -0.000066
N 1.928695 -0.490211 0.000107
C 2.973993 0.399996 0.000092
223
N -2.906374 -1.727951 -0.000086
C -1.771642 -2.421274 -0.000077
C 0.400001 -2.973987 -0.000030
C 2.421297 -1.771647 0.000070
C 4.228412 -0.347798 0.000044
C -1.714336 -3.880351 -0.000041
N 1.727957 -2.906371 0.000023
C -0.347809 -4.228406 -0.000029
C 3.880385 -1.714334 0.000045
C 5.564544 0.053709 -0.000032
C -2.708259 -4.859110 0.000003
C 0.053634 -5.564562 0.000007
C 4.859201 -2.708209 -0.000001
C 6.541847 -0.940750 -0.000098
C -2.305381 -6.193802 0.000062
C -0.940874 -6.541820 0.000059
C 6.193878 -2.305268 -0.000071
H 5.827925 1.106935 -0.000054
H 7.591846 -0.659481 -0.000191
H 6.981000 -3.054942 -0.000122
H 4.581682 -3.757757 0.000014
H 3.757783 4.581505 0.000000
H 3.055091 6.980889 -0.000125
H 0.659647 7.591830 -0.000109
H -1.106842 5.828019 0.000000
H -4.581682 3.757757 -0.000014
H -6.981000 3.054942 0.000122
H -7.591846 0.659481 0.000191
H -5.827925 -1.106935 0.000054
H -3.757783 -4.581505 0.000000
H -3.055091 -6.980889 0.000125
H -0.659647 -7.591830 0.000109
H 1.106842 -5.828019 0.000000
3: N,N'-diphenyl-N,N'-bis(3-methylphenyl)-1,1'-biphenyl-4-4'-diamine (TPD)
72
TPD
N 5.099263 0.251313 0.116701
N -4.905755 0.085956 -0.211313
C 3.681498 0.224920 0.071445
C 3.004510 -0.106021 -1.113701
H 3.575168 -0.346900 -2.004877
C 1.615093 -0.142109 -1.149769
H 1.124091 -0.431559 -2.074625
C 0.837206 0.172834 -0.021457
C 1.527396 0.513680 1.155114
H 0.967674 0.784673 2.045745
C 2.916755 0.528131 1.209703
H 3.418007 0.787682 2.136750
C -0.643469 0.148095 -0.070924
C -1.344691 0.487516 -1.241412
H -0.794152 0.793998 -2.126228
C -2.733609 0.455762 -1.296926
H -3.243079 0.715593 -2.219381
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-3.487941
-2.800286
-3.362189
-1.410372
-0.910181
-5.611710
-5.214619
-4.362487
-5.906172
-5.583931
-7.013121
-7.553787
-7.416428
-6.719699
-7.028887
-5.627059
-6.775009
-7.097313
-7.506838
-7.058668
-7.607901
-5.912005
-5.573138
-5.199983
-4.314440
-8.762521
-8.919226
-9.650608
-8.724419
5.773571
6.897925
7.243828
7.564471
8.433465
7.114551
7.631978
5.991472
5.633063
5.329719
4.465470
5.853702
5.474372
4.600060
6.196232
7.327868
7.902914
7.719897
8.597148
6.988445
7.285920
5.759049
4.765564
5.697611
6.457368
0.105634
-0.224749
-0.501506
-0.214514
-0.505248
1.089977
2.435116
2.706134
3.412729
4.448604
3.073857
3.839628
1.738587
0.751207
-0.287086
-0.935748
-0.618332
0.417755
-1.605974
-2.932244
-3.710955
-3.255145
-4.287059
-2.271031
-2.526674
-1.245275
-1.912017
-1.324620
-0.216788
1.264909
0.949735
-0.078153
1.947109
1.684103
3.268481
4.041844
3.583622
4.608828
2.596760
2.850406
-0.736774
-2.085045
-2.365029
-3.069824
-2.689232
-3.442196
-1.349456
-1.061942
-0.371939
0.670670
-4.515753
-4.655292
-4.866584
-5.168809
-0.165087
1.014062
1.900322
1.050494
1.969989
-0.928631
-0.855490
-0.240192
-1.568201
-1 .499377
-2.349110
-2.898093
-2.416121
-1.722427
-1.790250
0.467288
1.209205
1.263661
1.875310
1.815740
2.339471
1.089539
1.043577
0.407840
-0.165096
2.636120
3.490847
1.994717
3.010409
0.850125
1.630534
1.676172
2.339522
2.937322
2.301487
2.862091
1.533678
1.486906
0.805751
0.200024
-0.576407
-0.526401
0.055061
-1.210958
-1.941096
-2.474281
-1.986744
-2.560698
-1.319285
-1.366861
-1.142256
-1.586819
-0.104840
-1.674927
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H -8.271934 1.457555
4: 2,9-dimethyl-1,3,8,10-tetraazaperopyrene
60
RiehmGade
C 5.533782 0.018361 -0.018383
C 3.576010 1.217551 -0.012843
C 2.827083 0.016273 -0.009645
C 3.577442 -1.187494 -0.011537
C 2.861482 2.459484 -0.011193
C 1.403649 0.016404 -0.004683
C 0.712098 1.265638 -0.002766
C 1.496962 2.471175 -0.006297
C 0.710913 -1.233305 -0.001832
C 1.496566 -2.440318 -0.003620
C 2.859832 -2.430041 -0.008319
H 3.436755 -3.349277 -0.009484
H 0.990052 -3.398640 -0.000895
H 3.439224 3.378191 -0.013975
H 0.991210 3.429927 -0.005230
N 4.919262 -1.179441 -0.015960
N 4.923461 1.210860 -0.017289
C 7.065265 -0.016892 -0.023671
C 7.542462 -0.777935 1.234777
C 7.533708 -0.778768 -1.284910
C 7.662104 1.399010 -0.026173
H 7.250961 -0.249068 2.150118
H 7.114278 -1.783770 1.269202
H 8.635700 -0.863509 1.228925
H 7.235606 -0.250646 -2.198555
H 8.626968 -0.864140 -1.286757
H 7.105579 -1.784767 -1.315514
H 8.756673 1.333740 -0.030462
H 7.346280 1.966796 -0.906583
H 7.353206 1.967059 0.856529
C -0.710922 -1.233306 0.002733
C -1.403662 0.016402 0.005056
C -1.496572 -2.440320 0.004988
C -2.827096 0.016270 0.009989
C -0.712114 1.265637 0.002583
C -2.859838 -2.430045 0.009642
H -0.990057 -3.398641 0.002656
C -3.576025 1.217548 0.012617
C -3.577452 -1.187499 0.012334
C -1.496981 2.471174 0.005536
H -3.436760 -3.349282 0.011172
C -2.861501 2.459482 0.010404
N -4.923476 1.210856 0.017056
N -4.919272 -1.179448 0.016745
H -0.991231 3.429926 0.004006
H -3.439245 3.378188 0.012722
C -5.533793 0.018355 0.018988
C -7.065280 -0.016901 0.022840
C -7.541255 -0.778820 -1.235542
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-3.025073
C -7.534934 -0.777900 1.284156
C -7.662123 1.399002 0.023765
H -7.248965 -0.250523 -2.150958
H -7.112925 -1.784633 -1.268904
H -8.634487 -0.864520 -1.230646
H -7.237512 -0.249266 2.197729
H -8.628212 -0.863049 1.285119
H -7.107028 -1.783962 1.315760
H -8.756694 1.333733 0.027086
H -7.347116 1.967428 0.904055
H -7.352407 1.966414 -0.859063
5: 10-(4-dimethylamino-phenyl ethynyl)-anthracene-9-carbonitrile (DMAPEAC)
45
DMAPEAC
C 3.626515 -3.668541 -0.000382
C 2.205880 -3.671714 -0.000115
C 4.317776 -2.484552 -0.000418
C 3.630350 -1.233409 -0.000187
C 2.192778 -1.234562 0.000070
C 1.513209 -2.488280 0.000098
C 4.322835 0.002930 -0.000202
C 3.628770 1.238386 0.000067
C 2.191187 1.237757 0.000346
C 1.482295 0.001142 0.000307
C 4.314623 2.490392 0.000071
C 3.621885 3.673520 0.000337
C 2.201251 3.674916 0.000623
C 1.510053 2.490616 0.000624
C 5.750850 0.003833 -0.000496
N 6.916462 0.004535 -0.000736
C 0.067080 0.000158 0.000487
C -1.153535 0.000060 0.000508
C -2.570762 -0.000855 0.000327
C -3.303220 -1.206633 -0.000832
C -3.304867 1.203904 0.001233
C -4.689552 1.208533 0.001020
C -5.425554 -0.002821 -0.000109
C -4.687893 -1.213167 -0.001097
N -6.804290 -0.003735 -0.000192
C -7.533381 -1.260560 -0.002039
C -7.534981 1.252153 -0.000578
H 4.167378 -4.610804 -0.000560
H 1.669120 -4.616241 -0.000080
H 5.403414 -2.481497 -0.000616
H 0.428474 -2.483656 0.000302
H 5.400265 2.488718 -0.000141
H 4.161566 4.616460 0.000335
H 1.663301 4.618766 0.000844
H 0.425328 2.484615 0.000841
H -2.766941 -2.151022 -0.001593
H -2.769909 2.149043 0.002114
H -5.205813 2.160718 0.001751
H -5.202829 -2.166064 -0.002110
227
H -7.306972 -1.864596 -0.892185
H -8.604544 -1.053708 -0.001066
H -7.306013 -1.867464 0.885863
H -7.309373 1.857799 0.888646
H -8.605877 1.043938 -0.001176
H -7.308342 1.858018 -0.889409
6: ambipolar tri(p-phenylene vinylene)
78
OPVia
C 8.063131 -0.528291 0.043519
C 7.601632 0.786181 0.068644
C 6.225566 1.023372 0.074751
C 5.287765 -0.021551 0.056063
C 5.793354 -1.340000 0.031885
C 7.155799 -1.593850 0.025508
H 5.110091 -2.183064 0.018546
H 7.536065 -2.610378 0.006952
0 9.404091 -0.887016 0.034831
H 8.281084 1.631637 0.083568
H 5.872681 2.051348 0.094005
C 3.861161 0.305731 0.062594
C 2.827260 -0.562535 0.035592
C 1.402326 -0.236284 0.041409
C 0.897123 1.078119 0.074065
C 0.463310 -1.288261 0.012821
C -0.902425 -1.048182 0.016413
C -1.407615 0.266215 0.048695
C -0.468589 1.318196 0.077633
C -2.832508 0.592553 0.053814
H -1.583431 -1.893661 -0.005413
H 0.822658 -2.314561 -0.012156
H -0.827953 2.344484 0.102830
H 1.578097 1.923603 0.096490
H 3.038971 -1.630550 0.005056
H 3.649286 1.373205 0.092052
C -3.866550 -0.275381 0.022146
H -3.044149 1.660484 0.087493
C -5.293071 0.052421 0.027610
H -3.654991 -1.342798 -0.011345
C -5.798196 1.370917 0.058584
C -6.231220 -0.991997 0.000631
C -7.607219 -0.754310 0.004945
C -8.068252 0.560171 0.036957
C -7.160546 1.625250 0.063373
H -5.878649 -2.019965 -0.024020
H -8.286999 -1.599348 -0.017031
H -5.114688 2.213644 0.078742
H -7.540515 2.641779 0.087244
0 -9.409074 0.919436 0.044396
C -10.369322 -0.106920 0.031472
C -11.693267 0.664564 0.053400
H -10.261252 -0.759218 0.909794
H -10.272288 -0.727010 -0.871124
228
N -12.962576 -0.180071 0.051802
H -11.746580 1.315027 -0.822686
H -11.731264 1.289193 0.948839
C -13.030934 -1.058712 1.277230
H -12.949462 -0.430964 2.166112
H -12.217906 -1.783363 1.253923
H -13.988857 -1.580958 1.277533
C -13.043592 -1.034094 -1.190164
H -12.969855 -0.388901 -2.067137
H -14.001932 -1.555596 -1.191951
H -12.231110 -1.759770 -1.188779
C -14.145254 0.761091 0.068008
H -14.094872 1.375374 0.967825
H -15.063448 0.171734 0.068460
H -14.106862 1.392538 -0.820484
C 10.363831 0.139809 0.046543
C 11.688214 -0.631020 0.028648
H 10.264962 0.762308 0.947292
H 10.256820 0.789690 -0.833698
N 12.957154 0.214372 0.031864
H 11.728769 -1.256921 -0.865780
H 11.739884 -1.280096 0.905852
C 13.035583 1.069213 1.273385
H 12.960913 0.424505 2.150641
H 12.222529 1.794230 1.270317
H 13.993529 1.591421 1.276373
C 14.140317 -0.726170 0.018478
H 14.092189 -1.340983 -0.881112
H 14.100411 -1.357152 0.907229
H 15.058235 -0.136374 0.019559
C 13.027110 1.092229 -1.194037
H 12.213658 1.816451 -1.172555
H 12.947532 0.463863 -2.082656
H 13.984750 1.615000 -1.193076
7: 1,1-didemethylretinal chromophore
57
retinal B
C 7.090168 -0.361093 0.172283
C 8.363423 0.445587 0.053805
C 8.163928 1.895802 -0.392077
C 7.004169 2.516471 0.385416
C 5.706066 1.752595 0.102384
C 5.854535 0.237317 0.164181
C 7.341717 -1.843118 0.277931
C 4.651393 -0.556410 0.174417
C 3.370221 -0.076572 0.071409
C 2.190082 -0.886509 0.056362
C 2.316418 -2.386047 0.171766
C 0.963008 -0.241997 -0.069861
C -0.308436 -0.841376 -0.115597
C -1.488584 -0.124324 -0.252384
C -2.782969 -0.685257 -0.315714
C -2.954817 -2.184624 -0.230880
229
C -3.873629 0.187747 -0.464267
C -5.208818 -0.185118 -0.564688
N -6.223211 0.662463 -0.718823
C -7.639879 0.293775 -0.807153
C -8.465766 0.825512 0.370137
C -9.948770 0.446371 0.246762
C -10.790477 0.976731 1.411416
H 9.048198 -0.083394 -0.624119
H 8.864761 0.420594 1.035846
H 7.944549 1.926494 -1.467988
H 9.089838 2.461778 -0.241797
H 6.873329 3.572560 0.124963
H 7.226273 2.480404 1.460693
H 5.322558 2.033413 -0.890137
H 4.937106 2.065163 0.819991
H 8.186474 -2.023823 0.953884
H 7.639588 -2.248304 -0.699338
H 6.497037 -2.428973 0.643024
H 4.774749 -1.631354 0.242653
H 3.213407 0.994684 -0.017883
H 2.898822 -2.789018 -0.664885
H 1.354434 -2.898915 0.179943
H 2.841969 -2.658968 1.093712
H 0.987529 0.844406 -0.146083
H -0.373356 -1.923059 -0.043992
H -1.414568 0.959754 -0.322874
H -2.435056 -2.678413 -1.059419
H -3.996200 -2.505831 -0.262472
H -2.525052 -2.568579 0.700596
H -3.651519 1.252802 -0.514633
H -5.505480 -1.229005 -0.527814
H -7.689272 -0.798766 -0.855553
H -8.035401 0.678134 -1.755633
H -8.369382 1.919504 0.418207
H -8.052447 0.431292 1.307680
H -10.039143 -0.647338 0.194123
H -10.344963 0.834171 -0.701695
H -10.440830 0.575843 2.370027
H -11.841426 0.693701 1.295046
H -10.744019 2.070556 1.469297
H -6.011691 1.655268 -0.748403
8: 5,6-dihydroretinal chromophore
65
retinal D
C 6.174197 -1.218460 0.100274
C 7.629792 -0.878688 0.487796
C 8.081940 0.525885 0.040141
C 6.972317 1.587578 0.238180
C 5.940769 1.130298 1.277320
C 5.192682 -0.168628 0.803194
C 4.985807 2.256218 1.695400
C 6.045567 -1.229658 -1.439596
C 5.819521 -2.624891 0.616970
230
4.017520
2.734210
1.585594
1.790853
0.339858
-0.906485
-2.114833
-3.388709
-3.491197
-4.514010
-5.840641
-6.885025
-8.296069
-9.039843
-10.527032
-11.278905
8.299495
7.729214
8.398547
8.971449
6.462573
7.410915
6.495555
4.803269
5.550057
4.249766
4.433570
6.254474
5.045424
6.761947
4.770726
5.977295
6.442552
4.226982
2.529768
2.260425
0.863976
2.462247
0.310931
-0.916384
-2.093866
-3.043845
-4.516150
-2.947119
-4.337467
-6.096350
-8.766306
-8.323579
-8.559017
-8.941375
-10.993413
-10.622186
-11.228554
-12.335464
0.161087
-0.184599
0.155258
0.929354
-0.244557
0.011591
-0.400999
-0.146947
0.627826
-0.632694
-0.463844
-0.945440
-0.744818
0.114552
0.272426
1.134151
-1.637899
-0.967287
0.505852
0.803046
1.799720
2.541274
0.837134
-0.650448
3.079835
1.912332
2.667213
-0.255823
-1.544297
-1.944715
-2.873215
-2.704232
-3.386222
0.734162
-0.752759
1.897896
1.121464
0.384748
-0.802556
0.569286
-0.960295
1.621291
0.767221
0.110982
-1.189538
0.088960
-1.731638
-0.280833
1.099767
-0.344591
-0.720460
0.717938
0.697480
1.226158
-0.060970
0.206476
-0.601951
-1.878511
-0.149340
-0.763477
-0.233565
-0.800395
-2.093470
-0.122351
-0.514403
0.148446
-0.202362
0.827407
0.480368
1.499526
0.064269
1.577103
-1.008557
0.617503
-0.712953
0.554763
2.178687
1.709149
2.146880
2.432071
0.841194
-1.894844
-1.759415
-1.860159
0.409836
1.699374
0.132960
-0.961684
1.113141
-1.670419
-2.419336
-2.552208
0.785627
-1.695410
0.700404
-1.981564
-2.437527
-2.891578
0.796676
-1.413420
-0.290437
-1.193207
0.887532
1.821442
0.420609
-0.519529
2.503805
1.228914
231
H -10.858519 2.145218 1.552183
H -6.703818 -1.460827 1.005266
9: rhodamine-6G
64
C 2.858536 -1.842571 0.253880
C 3.945990 -0.956615 0.118093
C 3.716252 0.391105 -0.354986
C 2.435502 0.772403 -0.660118
C 1.313892 -0.099546 -0.533819
C 1.583944 -1.415316 -0.064969
C -0.016304 0.270498 -0.819106
C -1.036091 -0.696635 -0.682377
0 0.583511 -2.322371 0.084110
C -0.701567 -1.995036 -0.216167
C -1.657485 -2.970039 -0.031470
C -3.020751 -2.717642 -0.305245
C -3.396781 -1.418300 -0.818338
C -2.408801 -0.470791 -0.972966
N -3.884188 -3.761290 -0.116919
C -5.314327 -3.749869 0.226460
C -5.603794 -3.215459 1.632560
H -3.417921 -4.596122 0.217096
N 5.203722 -1.348566 0.423003
C 5.583726 -2.672691 0.912407
C 7.088244 -2.744020 1.152514
H 5.949712 -0.680037 0.295742
C -0.329643 1.626627 -1.367826
C -0.320198 1.785079 -2.759554
C -0.608644 3.021212 -3.339691
C -0.909988 4.117870 -2.532173
C -0.920001 3.974718 -1.146915
C -0.632703 2.738560 -0.551572
C -0.647631 2.578903 0.935468
0 -0.454731 1.517598 1.502514
0 -0.892580 3.731403 1.575036
C -0.928792 3.667340 3.027141
C -1.161967 5.073893 3.540177
H 2.994869 -2.858408 0.601796
C 4.872065 1.348478 -0.499263
H 2.257883 1.782956 -1.013199
H -1.344925 -3.937264 0.350149
C -4.800456 -1.066138 -1.256615
H -2.688674 0.503302 -1.359981
H -5.642675 -4.790170 0.142522
H -5.873250 -3.193591 -0.524514
H -5.088185 -3.808858 2.395370
H -6.678913 -3.260139 1.837772
H -5.278627 -2.174697 1.737485
H 5.280163 -3.431555 0.178430
H 5.039574 -2.882661 1.843014
H 7.646283 -2.560041 0.227530
H 7.361020 -3.738987 1.514811
H 7.405745 -2.014327 1.905714
232
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
10: (Z)-2-(3-((E)-
2-cyanoacetic acid
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TAAS1
N
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
N
0
-0.085368
-0.597039
-1.136263
-1.152062
0.019408
-1.727695
-0.354772
-1.196969
-2.110638
-5.513407
-5.179195
-4.805317
5.386550
4.525475
5.618935
0.932509
3.122862
5.081352
4.819624
3.248151
2.979203
5.744863
5.063098
5.476411
-1.042642
-1.772345
-0.073687
1.513894
2.322304
0.986835
-3.390414
-4.420916
-2.978632
-0.509291
3.376558
3.320227
3.230109
4.634606
3.171471
-0.425204
-2.004223
-1.715003
0.457132
-0.853937
-1.219570
4-(diphenylamino)styryl)-5,5-dimethylcyclohex-2-enylidene)-
4.741370
5.691248
5.228225
3.361692
6.814353
7.757554
7.587500
6.466881
5.527508
6.197845
6.692266
6.218825
5.249941
4.761683
2.432130
1.071533
0.559855
1.500007
2.864471
-0.855500
-1.902435
-3.297989
-4.244130
-3.720902
-5.161674
-6.109998
-5.653750
-5.595038
-5.235509
-6.536506
-6.041628
-8.015489
-5.713555
-8.601367
-0.117929
0.942882
-1.457812
0.146468
0.952944
1.973701
3.003688
2.997834
1.971464
-1.910634
-3.210289
-4.077336
-3.629103
-2.325653
-0.787852
-0.540007
0.655368
1.588841
1.345635
0.966550
0.139887
0.485170
-0.489691
1.886616
2.231055
1.099774
-0.281972
3.544005
2.405741
-1.339364
-2.620440
-1.259202
-3.692974
-0.284016
-0.000764
-0.093737
0.085270
0.044229
0.745779
0.642815
-0.284611
-1.118304
-1.034198
-0.820924
-0.725774
0.261208
1.161613
1.083555
-0.463199
-0.407193
0.142714
0.625045
0.590606
0.234316
-0.029083
0.098917
-0.089520
0.477079
0.041607
0.495913
0.084063
0.714385
-1.489454
-0.084530
-0.475828
0.124914
-0.800447
0.546141
233
0 -8.724125 -2.375937 -0.178068
H 6.941316 0.158116 1.473861
H 8.623080 1.968488 1.299890
H 8.321129 3.801282 -0.358910
H 6.328421 3.788139 -1.851301
H 4.665908 1.958403 -1.694553
H 6.559638 -1.239606 -1.593918
H 7.443056 -3.548861 -1.434797
H 6.602061 -5.091428 0.329307
H 4.880328 -4.291231 1.940047
H 4.020955 -1.973276 1.794865
H 2.792305 -1.706775 -0.912693
H 0.392985 -1.278819 -0.823563
H 1.143390 2.519644 1.060380
H 3.553249 2.079261 0.994923
H -1.070676 1.977067 0.577083
H -1.704549 -0.887671 -0.329643
H -3.909264 -1.488264 -0.358674
H -3.026502 2.619079 0.049083
H -3.639746 1.992050 1.570326
H -7.125634 1.281336 0.143991
H -6.184302 1.105645 1.594738
H -5.559529 3.466045 1.807894
H -6.620520 3.808999 0.431546
H -4.941336 4.372083 0.413867
H -4.920628 1.502798 -2.022208
H -4.590654 3.230462 -1.816651
H -6.260231 2.638843 -1.801547
H -8.143325 -3.087027 -0.503878
11: 5,5',6,6'-tetrachloro-1, 1'-diethyl-3,3'-di(4-sulfobutyl)-
benzimidazolocarbocyanine (TDBC)
78
TDBC
C 3.659824 -2.199905 -3.717044
C 5.031426 -2.258027 -3.982076
C 5.915292 -1.307329 -3.441027
C 5.448205 -0.270128 -2.627782
C 4.083364 -0.214077 -2.374044
C 3.201551 -1.172766 -2.901154
Cl 5.611969 -3.555601 -5.005786
Cl 7.636109 -1.382707 -3.762468
N 1.923009 -0.857738 -2.452170
C 2.003860 0.255770 -1.653885
N 3.319449 0.671796 -1.626470
C 0.695943 -1.390492 -3.096418
C 0.523387 -0.870658 -4.522478
C 3.861593 1.534591 -0.562739
C 4.130743 0.738530 0.721194
C 4.318018 1.636189 1.951068
C 4.394384 0.857983 3.268633
S 2.824701 0.026038 3.748319
0 2.646687 -1.079600 2.746263
0 3.074967 -0.450295 5.130227
234
1.782189
0.965780
-0.061608
-1.157396
-2.067068
-1.835076
-3.393065
-3.020468
-4.007117
-0.511380
-0.165616
-4.099082
-4.372657
-4.704344
-4.560117
-2.821008
-2.067514
-2.427567
-2.891482
-3.310512
-4.623861
-5.613751
-5.313891
-4.994714
-6.089816
2.993031
6.143711
-0.178027
0.774511
0.361832
-0.383528
1.378832
3.131466
4.760427
5.011356
3.287759
3.470219
5.227234
4.624245
5.165201
1.053633
0.004120
-1.381839
-0.515907
0.239746
-0.850072
0.853193
-0.193863
-3.479408
-5.012291
-5.181000
-3.478170
-4.017080
-5.723525
1.087549
0.901275
0.250218
0.889925
0.308660
-0.673523
0.688759
-0.938634
-0.086119
-1.145583
-2.561867
1.428872
0.541202
1.341653
0.515673
0.065375
1.348280
-0.943682
-0.504514
-1.822827
-1.853894
-1.017401
-0.118252
-2.976466
0.521322
-2.940673
0.450538
-1.102870
-2.482413
0.210963
-1.308084
-1.108716
2.324383
2.018604
0.097367
0.069157
2.328842
2.247692
1.537165
0.079614
1.977853
-0.831015
1.901006
-1.079265
-0.430419
-3.310859
-2.766053
-2.656542
2.284314
1.837229
-0.165330
-0.054439
2.192966
1.753146
3.621922
-0.955737
-0.284409
0.293988
1.185770
2.119967
1.290274
2.791611
2.262451
2.579758
2.128602
0.232902
-0.988176
-2.257255
-3.539931
-3.934129
-3.819054
-2.891374
-5.304652
3.822967
4.304395
3.761392
2.732197
5.597475
2.329932
-4.140366
-2.215229
-2.513593
-3.060286
-4.508889
-4.948791
-5.164831
-0.377908
-0.960023
0.577755
0.913833
2.026651
1.840505
4.095410
3.242925
-0.848935
-0.191473
-0.028925
3.671971
2.245403
2.544415
2.468715
1.037370
-0.047288
0.678479
-0.754221
-1.194452
-2.340897
-2.200577
235
H -4.912021 1.087626 -4.403916
H -5.127468 -0.420313 -3.494977
H -2.559836 -2.477299 4.248132
Cl -7.266381 -1.066524 4.346446
12: chlorin
40
chlorin
C 0.930549 -4.219503 0.000273
C -0.442208 -4.263680 0.000068
C -0.932371 -2.915277 -0.000015
N 0.165868 -2.101802 0.000192
C 1.330040 -2.845137 0.000280
C 2.615911 -2.321331 0.000272
C 2.982035 -0.965842 0.000083
N 2.110050 0.083572 -0.000116
C 4.360086 -0.503473 -0.000086
C 4.303028 0.856014 -0.000240
C 2.891152 1.201909 -0.000194
C 2.415157 2.522675 -0.000246
C 1.091258 2.941394 -0.000134
C -2.274506 -2.508319 -0.000343
C -2.783081 -1.215743 -0.000404
C -4.285684 -0.944747 -0.001558
N -2.049587 -0.080830 0.000071
C -4.350670 0.592492 0.001543
C -2.875661 0.989099 0.000520
N -0.010442 2.108125 0.000036
C -1.169580 2.831960 0.000227
C -0.788243 4.214740 0.000189
C 0.583724 4.279910 -0.000037
C -2.474844 2.318918 0.000510
H 1.618533 -5.054854 0.000373
H -1.076371 -5.140402 -0.000031
H 0.153363 -1.088153 0.000147
H 3.423860 -3.048139 0.000351
H 5.236411 -1.140500 -0.000050
H 5.123244 1.563889 -0.000357
H 3.161989 3.312153 -0.000345
H -3.000569 -3.316761 -0.000667
H -4.766687 -1.390626 0.876800
H -4.763934 -1.386471 -0.883571
H -4.864148 0.992608 0.883486
H -4.867110 0.996497 -0.876835
H 0.053159 1.096498 0.000093
H -1.489711 5.038599 0.000327
H 1.203774 5.166884 -0.000123
H -3.263320 3.066731 0.000806
13: free-base porphyrin (porphin)
38
porphin
C 4.260039 -0.682826 0.000028
236
C 4.259003 0.689328 0.000043
C 2.894326 1.132289 0.000038
N 2.116259 0.001641 0.000000
C 2.896026 -1.127843 0.000036
C 2.423407 -2.439201 0.000036
C 1.086754 -2.854952 0.000016
N 0.001518 -2.029789 -0.000012
C 0.681409 -4.257724 -0.000024
C -0.674911 -4.258786 0.000020
C -1.082444 -2.856653 -0.000009
C -2.419723 -2.442935 -0.000004
C -2.894314 -1.132287 0.000001
C 2.419730 2.442931 0.000042
C 1.082441 2.856639 0.000011
C 0.674924 4.258781 -0.000130
N -0.001516 2.029789 -0.000085
C -0.681397 4.257729 0.000075
C -1.086757 2.854965 -0.000017
N -2.116248 -0.001641 -0.000003
C -2.896014 1.127841 0.000009
C -4.260027 0.682827 0.000044
C -4.258991 -0.689328 0.000018
C -2.423400 2.439205 0.000015
H 5.116594 -1.344007 0.000029
H 5.114567 1.351790 0.000055
H 1.100839 0.000898 -0.000036
H 3.182106 -3.216806 0.000039
H 1.356413 -5.105042 -0.000039
H -1.348591 -5.107156 0.000039
H -3.177266 -3.221668 0.000007
H 3.177262 3.221674 0.000042
H 1.348612 5.107144 -0.000207
H -1.356392 5.105054 0.000160
H -1.100827 -0.000898 -0.000016
H -5.116574 1.344017 0.000073
H -5.114548 -1.351800 0.000028
H -3.182110 3.216801 0.000061
14: pentacene
36
pentacene
C 4.941789 -1.410408 0.000240
C 6.117814 -0.716617 0.000127
C 6.117814 0.716617 -0.000127
C 4.941789 1.410408 -0.000240
C 3.678571 0.727467 -0.000115
C 3.678571 -0.727467 0.000115
C 2.467682 -1.407697 0.000171
C 1.226431 -0.728336 0.000048
C 1.226431 0.728336 -0.000048
C 2.467682 1.407697 -0.000171
C 0.000000 1.408315 0.000000
C -1.226431 0.728336 0.000048
C -1.226431 -0.728336 -0.000048
237
C 0.000000 -1.408315 0.000000
H 4.939421 -2.498043 0.000427
H 7.066072 -1.247456 0.000230
H 7.066072 1.247456 -0.000230
H 4.939421 2.498043 -0.000427
H 2.467469 -2.496005 0.000300
H 2.467469 2.496005 -0.000300
H 0.000000 2.496525 0.000000
C -2.467682 1.407697 0.000171
C -2.467682 -1.407697 -0.000171
H 0.000000 -2.496525 0.000000
C -3.678571 0.727467 0.000115
C -3.678571 -0.727467 -0.000115
C -4.941789 -1.410408 -0.000240
C -6.117814 -0.716617 -0.000127
C -6.117814 0.716617 0.000127
C -4.941789 1.410408 0.000240
H -2.467469 2.496005 0.000300
H -2.467469 -2.496005 -0.000300
H -4.939421 -2.498043 -0.000427
H -7.066072 -1.247456 -0.000230
H -7.066072 1.247456 0.000230
H -4.939421 2.498043 0.000427
C.2 Crystal Diffusion Geometries
All geometries are optimized at the PBE0/6-31G* level in the gas phase. The
monomer geometries are put in maximal coincidence with the experimentally de-
termined crystal structure 454 ~45 9 to create the final optimized unit cell (RMSD 0.01
nm). The geometries are given in .gro format. All coordinates are specified in nm.
1: tetracene
tetracene
60
ITET C1 1 -0.0569927 0.3768245 -0.1657946
ITET C2 2 0.0362213 0.4344985 -0.2517048
ITET C3 3 0.0133923 0.4462232 -0.3927829
ITET C4 4 0.1067039 0.5033039 -0.4747739
ITET CS 5 0.2297956 0.5528336 -0.4212768
1TET C6 6 0.2558842 0.5437985 -0.2873891
ITET C7 7 0.1611146 0.4847539 -0.1974250
1TET C8 8 0.1849920 0.4741962 -0.0606233
ITET C9 9 -0.0337130 0.3656865 -0.0271485
1TET H1O 10 -0.1506328 0.3391428 -0.2064700
1TET H11 11 -0.0802489 0.4085207 -0.4332543
1TET H12 12 0.0879569 0.5114725 -0.5815002
238
1TET
1TET
1TET
1TET
1TET
1TET
1TET
1TET
iTET
1TET
1TET
1TET
1TET
iTET
1TET
1TET
1TET
1TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
2TET
H13
H14
H15
C16
C17
C18
C19
C20
C21
C22
C23
C24
H25
H26
H27
H28
H29
H30
Cl
C2
C3
C4
C5
C6
C7
C8
C9
H10
Hl
H12
H13
H14
H15
C16
C17
C18
C19
C20
C21
C22
C23
C24
H25
H26
H27
H28
H29
H30
0.3026163
0.3493917
0.2786198
0.0912233
0.1145030
0.0212891
0.0441180
-0.0491936
-0.1722853
-0.1983739
-0.1036043
-0.1274817
-0.2211095
-0.2918814
-0.2451060
-0.0304466
0.1377592
0.2081431
-0.3962827
-0.3073754
-0.3368875
-0.2477063
-0.1223419
-0.0899167
-0.1801756
-0.1498285
-0.3664472
-0.4916502
-0.4322371
-0.2715092
-0.0528869
0.0053399
-0.0544699
-0.2392028
-0.2093673
-0.2982746
-0.2687625
-0.3579437
-0.4833081
-0.5157333
-0.4254744
-0.4558215
-0.5511801
-0.6109899
-0.5527631
-0.3341408
-0.1734129
-0.1139998
0.5978464
0.5814036
0.5118689
0.4159607
0.4048227
0.3471487
0.3354240
0.2783433
0.2288136
0.2378487
0.2968933
0.3074510
0.2697783
0.2002435
0.1838008
0.2701746
0.3731265
0.4425043
0.1000413
0.1007321
0.1672213
0.1662548
0.0985168
0.0337765
0.0320033
-0.0331234
0.0343755
0.1515635
0.2186681
0.2170999
0.0989708
-0.0177642
-0.0846539
-0.0343755
-0.1000413
-0.1007321
-0.1672213
-0.1662548
-0.0985168
-0.0337765
-0.0320033
0.0331234
0.0846539
0.0177642
-0.0989708
-0.2170999
-0.2186681
-0.1515635
-0.4882052
-0.2465221
-0.0199127
0.0271485
0.1657946
0.2517048
0.3927829
0.4747739
0.4212768
0.2873891
0.1974250
0.0606233
0.0199127
0.2465221
0.4882052
0.5815002
0.4332543
0.2064700
-0.1276476
-0.2348423
-0.3584136
-0.4620166
-0.4492871
-0.3333326
-0.2219267
-0.1026210
-0.0064593
-0.1373112
-0.3678874
-0.5550589
-0.5328587
-0.3234510
-0.0929208
0.0064593
0.1276476
0.2348423
0.3584136
0.4620166
0.4492871
0.3333326
0.2219267
0.1026210
0.0929208
0.3234510
0.5328587
0.5550589
0.3678874
0.1373112
0.62873 0.77725 1.41718 0.00000 0.00000 0.07201 0.00000 0.06032 0.33720
2: anthracene
anthracene
48
1ANT Cl 1 -0.1584124 0.0174255 0.3346886
239
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
1ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
2ANT
C2
C3
C4
C5
C6
C7
H8
H9
H10
H1l
H12
C13
C14
C15
C16
H17
C18
C19
H20
C21
H22
H23
H24
Cl
C2
C3
C4
C5
C6
C7
H8
H9
HIO
H11
H12
C13
C14
C15
C16
H17
C18
C19
H20
C21
H22
H23
H24
-0.0782055
-0.0379675
0.0439453
-0.0828967
-0.1676551
-0.2042577
-0.1831731
-0.0432485
0.0763705
-0.1977085
-0.2648754
0.0828967
-0.0439453
0.0379675
0.1676551
-0.0763705
0.0782055
0.2042577
0.1977085
0.1584124
0.0432485
0.2648754
0.1831731
0.5846824
0.5044755
0.4642375
0.3823247
0.5091667
0.5939251
0.6305277
0.6094431
0.4695185
0.3498995
0.6239785
0.6911454
0.3433733
0.4702153
0.3883025
0.2586149
0.5026405
0.3480645
0.2220123
0.2285615
0.2678576
0.3830215
0.1613946
0.2430969
0.0934368
0.0490318
0.1252234
-0.0792561
-0.1558082
-0.1091799
0.0474695
0.1802640
0.2133124
-0.2439573
-0.1634394
0.0792561
-0.1252234
-0.0490318
0.1558082
-0.2133124
-0.0934368
0.1091799
0.2439573
-0.0174255
-0.1802640
0.1634394
-0.0474695
0.3178655
0.3938768
0.3494718
0.4256634
0.2211839
0.1446318
0.1912601
0.3479095
0.4807040
0.5137524
0.0564827
0.1370006
0.3796961
0.1752166
0.2514082
0.4562482
0.0871276
0.2070032
0.4096199
0.5443973
0.2830145
0.1201760
0.4638794
0.2529705
0.85254 0.60088 0.91645 0.00000 0.00000 0.00000 0.00000 -0.63593 0.00000
3: napthalene
napthalene
36
1NAP Cl
1NAP C2
1
2
-0.0825431
-0.0083015
0.0105798 0.2393944
0.0958803 0.1609037
240
0.2570651
0.1272037
0.0441730
0.0821142
0.1678942
0.2896908
0.4261507
0.2859333
0.0742327
0.1338021
0.3510015
-0.0821142
-0.0441730
-0.1272037
-0.1678942
-0.0742327
-0.2570651
-0.2896908
-0.1338021
-0.3346886
-0.2859333
-0.3510015
-0.4261507
-0.3346886
-0.2570651
-0.1272037
-0.0441730
-0.0821142
-0.1678942
-0.2896908
-0.4261507
-0.2859333
-0.0742327
-0.1338021
-0.3510015
0.0821142
0.0441730
0.1272037
0.1678942
0.0742327
0.2570651
0.2896908
0.1338021
0.3346886
0.2859333
0.3510015
0.4261507
1NAP C3 3 0.0233745 0.0623692 0.0264960
1NAP C4 4 0.0997791 0.1481184 -0.0571951
1NAP C5 5 -0.1287940 -0.1126658 0.1870008
1NAP H6 6 -0.1059558 0.0374702 0.3420570
1NAP H7 7 0.0272776 0.1905418 0.2009654
1NAP H8 8 0.1351432 0.2426933 -0.0167236
1NAP H9 9 -0.1873828 -0.1791907 0.2498725
1NAP C10 10 0.0825431 -0.0105798 -0.2393944
INAP Cl 11 0.0083015 -0.0958803 -0.1609037
1NAP C12 12 -0.0233745 -0.0623692 -0.0264960
1NAP C13 13 -0.0997791 -0.1481184 0.0571951
1NAP C14 14 0.1287940 0.1126658 -0.1870008
1NAP H15 15 0.1059558 -0.0374702 -0.3420570
INAP H16 16 -0.0272776 -0.1905418 -0.2009654
INAP H17 17 -0.1351432 -0.2426933 0.0167236
1NAP H18 18 0.1873828 0.1791907 -0.2498725
2NAP Cl 19 0.4953432 0.3097297 -0.2393944
2NAP C2 20 0.4211017 0.3950304 -0.1609037
2NAP C3 21 0.3894257 0.3615192 -0.0264960
2NAP C4 22 0.3130212 0.4472686 0.0571951
2NAP C5 23 0.5415938 0.1864840 -0.1870008
2NAP H6 24 0.5187561 0.3366201 -0.3420570
2NAP H7 25 0.3855229 0.4896919 -0.2009653
2NAP H8 26 0.2776573 0.5418436 0.0167236
2NAP H9 27 0.6001824 0.1199589 -0.2498725
2NAP C10 28 0.3302568 0.2885703 0.2393944
2NAP C11 29 0.4044983 0.2032696 0.1609037
2NAP C12 30 0.4361743 0.2367808 0.0264960
2NAP C13 31 0.5125788 0.1510314 -0.0571951
2NAP C14 32 0.2840062 0.4118160 0.1870008
2NAP H15 33 0.3068439 0.2616799 0.3420570
2NAP H16 34 0.4400771 0.1086081 0.2009653
2NAP H17 35 0.5479427 0.0564564 -0.0167236
2NAP H18 36 0.2254176 0.4783411 0.2498725
0.82560 0.59830 0.72994 0.00000 0.00000 0.00000 0.00000 -0.46914 0.00000
4: rubrene
rubrene
280
1RUB CAl 1 -0.0000000 0.0000000 0.0736803
1RUB CC2 2 0.1031875 0.0710312 0.1428734
1RUB CA3 3 0.2122921 0.1252862 0.0723126
1RUB CB4 4 0.3219815 0.1894317 0.1398294
1RUB CF5 5 0.4256660 0.2459259 0.0711859
1RUB CD6 6 0.0927311 0.1091879 0.2877733
1RUB CE7 7 0.0143537 0.2205015 0.3217589
1RUB CE8 8 0.0089834 0.2669825 0.4531970
1RUB CE9 9 0.0828546 0.2033171 0.5529963
iRUB CE10 10 0.1625361 0.0934665 0.5201261
iRUB CE11 11 0.1678661 0.0472573 0.3886357
1RUB HA12 12 0.3222872 0.1915023 0.2480435
1RUB HA13 13 0.5079652 0.2918653 0.1253013
1RUB HB14 14 -0.0422618 0.2711352 0.2440056
1RUB HB15 15 -0.0523996 0.3534047 0.4773379
241
1RUB HB16 16 0.0789485 0.2392962 0.6554794
1RUB HB17 17 0.2207234 0.0433720 0.5970536
IRUB HB18 18 0.2299149 -0.0383798 0.3639738
1RUB CC19 19 -0.1031875 -0.0710312 0.1428734
1RUB CA20 20 -0.2122921 -0.1252862 0.0723126
1RUB CB21 21 -0.3219815 -0.1894317 0.1398294
1RUB CF22 22 -0.4256660 -0.2459259 0.0711859
IRUB CD23 23 -0.0927311 -0.1091879 0.2877733
1RUB CE24 24 -0.0143537 -0.2205015 0.3217589
1RUB CE25 25 -0.0089834 -0.2669825 0.4531970
1RUB CE26 26 -0.0828546 -0.2033171 0.5529963
1RUB CE27 27 -0.1625361 -0.0934664 0.5201261
1RUB CE28 28 -0.1678661 -0.0472573 0.3886357
1RUB HA29 29 -0.3222872 -0.1915023 0.2480435
1RUB HA30 30 -0.5079652 -0.2918653 0.1253013
IRUB HB31 31 0.0422618 -0.2711352 0.2440056
1RUB HB32 32 0.0523996 -0.3534047 0.4773379
IRUB HB33 33 -0.0789485 -0.2392962 0.6554794
1RUB HB34 34 -0.2207234 -0.0433720 0.5970536
1RUB HB35 35 -0.2299149 0.0383798 0.3639738
1RUB CA36 36 0.0000000 -0.0000000 -0.0736803
1RUB CC37 37 -0.1031875 -0.0710312 -0.1428734
1RUB CA38 38 -0.2122921 -0.1252862 -0.0723126
1RUB CB39 39 -0.3219815 -0.1894317 -0.1398294
1RUB CF40 40 -0.4256660 -0.2459259 -0.0711859
1RUB CD41 41 -0.0927311 -0.1091879 -0.2877733
1RUB CE42 42 -0.0143537 -0.2205015 -0.3217589
1RUB CE43 43 -0.0089834 -0.2669825 -0.4531970
1RUB CE44 44 -0.0828546 -0.2033171 -0.5529963
1RUB CE45 45 -0.1625361 -0.0934665 -0.5201261
1RUB CE46 46 -0.1678661 -0.0472573 -0.3886357
1RUB HA47 47 -0.3222872 -0.1915023 -0.2480435
1RUB HA48 48 -0.5079652 -0.2918653 -0.1253013
1RUB HB49 49 0.0422618 -0.2711352 -0.2440056
1RUB HB50 50 0.0523996 -0.3534047 -0.4773379
1RUB HB51 51 -0.0789485 -0.2392962 -0.6554794
1RUB HB52 52 -0.2207234 -0.0433720 -0.5970536
1RUB HB53 53 -0.2299149 0.0383798 -0.3639738
1RUB CC54 54 0.1031875 0.0710312 -0.1428734
1RUB CA55 55 0.2122921 0.1252862 -0.0723126
1RUB CB56 56 0.3219815 0.1894317 -0.1398294
1RUB CF57 57 0.4256660 0.2459259 -0.0711859
1RUB CD58 58 0.0927311 0.1091879 -0.2877733
1RUB CE59 59 0.0143537 0.2205015 -0.3217589
IRUB CE60 60 0.0089834 0.2669825 -0.4531970
IRUB CE61 61 0.0828546 0.2033171 -0.5529963
IRUB CE62 62 0.1625361 0.0934664 -0.5201261
1RUB CE63 63 0.1678661 0.0472573 -0.3886357
1RUB HA64 64 0.3222872 0.1915023 -0.2480435
1RUB HA65 65 0.5079652 0.2918653 -0.1253013
1RUB HB66 66 -0.0422618 0.2711352 -0.2440056
1RUB HB67 67 -0.0523996 0.3534047 -0.4773379
1RUB HB68 68 0.0789485 0.2392962 -0.6554794
1RUB HB69 69 0.2207234 0.0433720 -0.5970536
242
1RUB HB70 70 0.2299149 -0.0383798 -0.3639738
CAl
CC2
CA3
CB4
CF5
CD6
CE7
CE8
CE9
CE10
CE11
HA12
HA13
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
2RUB
71 0.3592000
72 0.2560125
73 0.1469079
74 0.0372185
75 -0.0664660
76 0.2664689
77 0.3448463
78 0.3502165
79 0.2763454
80 0.1966639
81 0.1913339
82 0.0369128
83 -0.1487652
0.4014617
0.4115995
0.2802515
0.1384766
0.1292851
0.4623875
0.5714921
0.6811815
0.7848660
0.4519311
0.3735537
0.3681834
0.4420546
0.5217361
0.5270661
0.6814871
0.8671652
0.3169382
0.3068004
0.4381485
0.5799234
0.5891149
0.3592000
0.4623875
0.5714921
0.6811815
0.7848660
0.4519311
0.3735537
0.3681835
0.4420546
0.5217361
0.5270661
0.6814872
0.8671652
0.3169383
0.3068005
0.4381485
0.5799234
0.5891149
0.7216500 0.0736803
0.7926812 0.1428730
0.8469362 0.0723126
0.9110817 0.1398290
0.9675759 0.0711859
0.8308379 0.2877730
0.9421515 0.3217590
0.9886325 0.4531970
0.9249671 0.5529960
0.8151165 0.5201260
0.7689073 0.3886360
0.9131523 0.2480440
1.0135153 0.1253010
0.9927852 0.2440060
1.0750547 0.4773380
0.9609462 0.6554790
0.7650220 0.5970540
0.6832702 0.3639740
0.6506188 0.1428730
0.5963638 0.0723126
0.5322183 0.1398290
0.4757240 0.0711859
0.6124621 0.2877730
0.5011485 0.3217590
0.4546675 0.4531970
0.5183330 0.5529960
0.6281836 0.5201260
0.6743927 0.3886360
0.5301477 0.2480440
0.4297847 0.1253010
0.4505148 0.2440060
0.3682453 0.4773380
0.4823539 0.6554790
0.6782780 0.5970540
0.7600298 0.3639740
0.7216500 -0.0736803
0.6506188 -0.1428730
0.5963638 -0.0723126
0.5322183 -0.1398290
0.4757240 -0.0711859
0.6124621 -0.2877730
0.5011484 -0.3217590
0.4546675 -0.4531970
0.5183329 -0.5529960
0.6281835 -0.5201260
0.6743926 -0.3886360
0.5301477 -0.2480440
0.4297847 -0.1253010
0.4505147 -0.2440060
0.3682453 -0.4773380
0.4823538 -0.6554790
0.6782780 -0.5970540
0.7600297 -0.3639740
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HB14 84
HB15 85
HB16 86
HB17 87
HB18 88
CC19 89
CA20 90
CB21 91
CF22 92
CD23 93
CE24 94
CE25 95
CE26 96
CE27 97
CE28 98
HA29 99
HA30 100
HB31 101
HB32 102
HB33 103
HB34 104
HB35 105
CA36 106
CC37 107
CA38 108
CB39 109
CF40 110
CD41 111
CE42 112
CE43 113
CE44 114
CE45 115
CE46 116
RA47 117
HA48 118
HB49 119
HB50 120
HB51 121
HB52 122
HB53 123
2RUB CC54 124 0.2560125 0.7926812 -0.1428730
2RUB CA55 125 0.1469079 0.8469362 -0.0723126
2RUB CB56 126 0.0372185 0.9110817 -0.1398290
2RUB CF57 127 -0.0664660 0.9675759 -0.0711859
2RUB CD58 128 0.2664689 0.8308378 -0.2877730
2RUB CE59 129 0.3448463 0.9421515 -0.3217590
2RUB CE60 130 0.3502166 0.9886325 -0.4531970
2RUB CE61 131 0.2763454 0.9249670 -0.5529960
2RUB CE62 132 0.1966639 0.8151164 -0.5201260
2RUB CE63 133 0.1913339 0.7689073 -0.3886360
2RUB HA64 134 0.0369129 0.9131523 -0.2480440
2RUB RA65 135 -0.1487652 1.0135153 -0.1253010
2RUB HB66 136 0.4014618 0.9927852 -0.2440060
2RUB HB67 137 0.4115996 1.0750546 -0.4773380
2RUB HB68 138 0.2802515 0.9609461 -0.6554790
2RUB HB69 139 0.1384766 0.7650219 -0.5970540
2RUB HB70 140 0.1292851 0.6832702 -0.3639740
3RUB CAl 141 0.3592000 0.0000000 1.4185303
3RUB CC2 142 0.4623875 0.0710312 1.4877234
3RUB CA3 143 0.5714921 0.1252862 1.4171626
3RUB CB4 144 0.6811815 0.1894317 1.4846794
3RUB CF5 145 0.7848660 0.2459260 1.4160359
3RUB CD6 146 0.4519311 0.1091879 1.6326233
3RUB CE7 147 0.3735537 0.2205016 1.6666089
3RUB CE8 148 0.3681834 0.2669825 1.7980470
3RUB CE9 149 0.4420546 0.2033171 1.8978463
3RUB CE1O 150 0.5217361 0.0934665 1.8649761
3RUB CE11 151 0.5270661 0.0472574 1.7334857
3RUB HA12 152 0.6814872 0.1915023 1.5928935
3RUB HA13 153 0.8671652 0.2918653 1.4701513
3RUB HB14 154 0.3169382 0.2711352 1.5888556
3RUB HB15 155 0.3068004 0.3534047 1.8221879
3RUB HB16 156 0.4381485 0.2392962 2.0003294
3RUB HB17 157 0.5799234 0.0433720 1.9419036
3RUB HB18 158 0.5891149 -0.0383798 1.7088238
3RUB CC19 159 0.2560125 -0.0710312 1.4877234
3RUB CA20 160 0.1469079 -0.1252862 1.4171626
3RUB CB21 161 0.0372185 -0.1894317 1.4846794
3RUB CF22 162 -0.0664660 -0.2459259 1.4160359
3RUB CD23 163 0.2664689 -0.1091879 1.6326233
3RUB CE24 164 0.3448463 -0.2205015 1.6666089
3RUB CE25 165 0.3502166 -0.2669825 1.7980470
3RUB CE26 166 0.2763454 -0.2033170 1.8978463
3RUB CE27 167 0.1966639 -0.0934664 1.8649761
3RUB CE28 168 0.1913339 -0.0472573 1.7334857
3RUB HA29 169 0.0369128 -0.1915023 1.5928935
3RUB HA30 170 -0.1487652 -0.2918653 1.4701513
3RUB HB31 171 0.4014618 -0.2711352 1.5888556
3RUB HB32 172 0.4115996 -0.3534047 1.8221879
3RUB HB33 173 0.2802515 -0.2392961 2.0003294
3RUB HB34 174 0.1384766 -0.0433720 1.9419036
3RUB HB35 175 0.1292851 0.0383798 1.7088238
3RUB CA36 176 0.3592000 0.0000000 1.2711697
3RUB CC37 177 0.2560125 -0.0710312 1.2019766
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3RUB CA38 178 0.1469079 -0.1252862 1.2725374
3RUB CB39 179 0.0372185 -0.1894317 1.2050206
3RUB CF40 180 -0.0664660 -0.2459259 1.2736641
3RUB CD41 181 0.2664689 -0.1091879 1.0570767
3RUB CE42 182 0.3448463 -0.2205015 1.0230911
3RUB CE43 183 0.3502166 -0.2669825 0.8916530
3RUB CE44 184 0.2763454 -0.2033171 0.7918537
3RUB CE45 185 0.1966639 -0.0934664 0.8247239
3RUB CE46 186 0.1913339 -0.0472573 0.9562143
3RUB HA47 187 0.0369128 -0.1915023 1.0968065
3RUB HA48 188 -0.1487652 -0.2918653 1.2195487
3RUB HB49 189 0.4014618 -0.2711352 1.1008444
3RUB HB50 190 0.4115996 -0.3534047 0.8675121
3RUB HB51 191 0.2802515 -0.2392962 0.6893706
3RUB HB52 192 0.1384766 -0.0433720 0.7477964
3RUB HB53 193 0.1292851 0.0383798 0.9808762
3RUB CC54 194 0.4623875 0.0710312 1.2019766
3RUB CA55 195 0.5714921 0.1252862 1.2725374
3RUB CB56 196 0.6811815 0.1894317 1.2050206
3RUB CF57 197 0.7848660 0.2459260 1.2736641
3RUB CD58 198 0.4519311 0.1091879 1.0570767
3RUB CE59 199 0.3735537 0.2205016 1.0230911
3RUB CE60 200 0.3681834 0.2669825 0.8916530
3RUB CE61 201 0.4420546 0.2033171 0.7918537
3RUB CE62 202 0.5217361 0.0934665 0.8247239
3RUB CE63 203 0.5270661 0.0472573 0.9562143
3RUB HA64 204 0.6814872 0.1915023 1.0968065
3RUB HA65 205 0.8671652 0.2918653 1.2195487
3RUB HB66 206 0.3169382 0.2711352 1.1008444
3RUB HB67 207 0.3068004 0.3534047 0.8675121
3RUB HB68 208 0.4381485 0.2392962 0.6893706
3RUB HB69 209 0.5799234 0.0433720 0.7477964
3RUB HB70 210 0.5891149 -0.0383798 0.9808762
4RUB CAl 211 0.0000000 0.7216500 1.4185303
4RUB CC2 212 -0.1031875 0.7926812 1.4877230
4RUB CA3 213 -0.2122921 0.8469362 1.4171626
4RUB CB4 214 -0.3219815 0.9110817 1.4846790
4RUB CF5 215 -0.4256660 0.9675760 1.4160359
4RUB CD6 216 -0.0927311 0.8308379 1.6326230
4RUB CE7 217 -0.0143537 0.9421515 1.6666090
4RUB CE8 218 -0.0089834 0.9886325 1.7980470
4RUB CE9 219 -0.0828546 0.9249671 1.8978460
4RUB CE10 220 -0.1625361 0.8151165 1.8649760
4RUB CE11 221 -0.1678661 0.7689073 1.7334860
4RUB HA12 222 -0.3222871 0.9131523 1.5928940
4RUB HA13 223 -0.5079652 1.0135153 1.4701510
4RUB HB14 224 0.0422618 0.9927852 1.5888560
4RUB HB15 225 0.0523996 1.0750547 1.8221880
4RUB HB16 226 -0.0789485 0.9609462 2.0003290
4RUB HB17 227 -0.2207234 0.7650220 1.9419040
4RUB HB18 228 -0.2299149 0.6832702 1.7088240
4RUB CC19 229 0.1031875 0.6506188 1.4877230
4RUB CA20 230 0.2122921 0.5963638 1.4171626
4RUB CB21 231 0.3219815 0.5322183 1.4846790
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4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
4RUB
0.71840
CF22
CD23
CE24
CE25
CE26
CE27
CE28
HA29
HA30
HB31
HB32
HB33
HB34
HB35
CA36
CC37
CA38
CB39
CF40
CD41
CE42
CE43
CE44
CE45
CE46
HA47
HA48
HB49
HB50
HB51
HB52
HB53
CC54
CA55
CB56
CF57
CD58
CE59
CE60
CE61
CE62
CE63
HA64
HA65
HB66
HB67
HB68
HB69
HB70
1.44330
232 0.4256660
233 0.0927311
234 0.0143537
235 0.0089834
236 0.0828546
237 0.1625361
238 0.1678661
239 0.3222872
240 0.5079652
241 -0.0422618
242 -0.0523996
243 0.0789485
244 0.2207234
245 0.2299149
246 -0.0000000
247 0.1031875
248 0.2122921
249 0.3219815
250 0.4256660
251 0.0927311
252 0.0143537
253 0.0089834
254 0.0828546
255 0.1625361
256 0.1678661
257 0.3222871
258 0.5079652
259 -0.0422618
260 -0.0523996
261 0.0789485
262 0.2207234
263 0.2299149
264 -0.1031875
265 -0.2122921
266 -0.3219815
267 -0.4256660
268 -0.0927311
269 -0.0143537
270 -0.0089834
271 -0.0828546
272 -0.1625361
273 -0.1678661
274 -0.3222872
275 -0.5079652
276 0.0422618
277 0.0523996
278 -0.0789485
279 -0.2207234
280 -0.2299149
2.68970 0.00000
0.4757241
0.6124621
0.5011485
0.4546675
0.5183329
0.6281836
0.6743927
0.5301477
0.4297847
0.4505148
0.3682453
0.4823538
0.6782780
0.7600298
0.7216500
0.6506188
0.5963638
0.5322183
0.4757241
0.6124621
0.5011485
0.4546675
0.5183329
0.6281835
0.6743927
0.5301477
0.4297847
0.4505148
0.3682453
0.4823538
0.6782780
0.7600298
0.7926812
0.8469362
0.9110817
0.9675760
0.8308379
0.9421515
0.9886325
0.9249671
0.8151165
0.7689073
0.9131523
1.0135153
0.9927852
1.0750547
0.9609462
0.7650220
0.6832702
0.00000
5: dibromo-napthalene
dibromo napthalene
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1.4160359
1.6326230
1.6666090
1.7980470
1.8978460
1.8649760
1.7334860
1.5928940
1.4701510
1.5888560
1.8221880
2.0003290
1.9419040
1.7088240
1.2711697
1.2019770
1.2725374
1.2050210
1.2736641
1.0570770
1.0230910
0.8916530
0.7918540
0.8247240
0.9562140
1.0968060
1.2195490
1.1008440
0.8675120
0.6893710
0.7477960
0.9808760
1.2019770
1.2725374
1.2050210
1.2736641
1.0570770
1.0230910
0.8916530
0.7918540
0.8247240
0.9562140
1.0968060
1.2195490
1.1008440
0.8675120
0.6893710
0.7477960
0.9808760
0.00000 0.00000 0.00000 0.00000
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
1DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
2DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
3DBN
Br1
Br2
C3
C4
C5
C6
C7
C8
C9
C1o
C11
C12
H13
H14
H15
H16
H17
H18
Br1
Br2
C3
C4
C5
C6
C7
C8
C9
C1o
C1l
C12
H13
H14
H15
H16
H17
H18
Br1
Br2
C3
C4
C5
C6
C7
C8
C9
C1o
C"1
C12
H13
H14
H15
H16
H17
H18
1 0.0323125
2 0.2035831
3 0.0855804
4 0.0526073
5 0.0887847
6 0.1567147
7 0.2627712
8 0.2955172
9 0.2598137
10 0.1917884
11 0.1560414
12 0.1927993
13 -0.0010829
14 0.0625661
15 0.2902298
16 0.3490819
17 0.2861344
18 0.1644028
19 0.2425383
20 0.0714301
21 0.1893187
22 0.2222914
23 0.1861487
24 0.1182528
25 0.0122330
26 -0.0205129
27 0.0151559
28 0.0831468
29 0.1188925
30 0.0821701
31 0.2759548
32 0.2123667
33 -0.0151989
34 -0.0740506
35 -0.0111646
36 0.1105058
37 0.2849261
38 0.1172448
39 0.2327890
40 0.2654533
41 0.2293857
42 0.1614800
43 0.0549773
44 0.0226527
45 0.0592209
46 0.1272308
47 0.1624486
48 0.1253273
49 0.3189510
50 0.2557375
51 0.0267262
52 -0.0312035
53 0.0335494
54 0.1550765
0.2353462
0.6829435
0.3590143
0.4911871
0.5865641
0.5470446
0.3666584
0.2341470
0.1388523
0.1777323
0.3135031
0.4109763
0.5232137
0.6907145
0.4395735
0.2027616
0.0343821
0.1043945
1.0591380
1.5067488
1.1828102
1.3149814
1.4103613
1.3708462
1.1904661
1.0579563
0.9626588
1.0015344
1.1373034
1.2347796
1.3470047
1.5145105
1.2633835
1.0265743
0.8581898
0.9281944
1.4119983
0.9650209
1.2885257
1.1562991
1.0609392
1.1004603
1.2807651
1.4133501
1.5087988
1.4699187
1.3340555
1.2365162
1.1242406
0.9568124
1.2077091
1.4446824
1.6133828
1.5433390
3.0040654
2.5467700
2.8668996
2.8845613
2.7869044
2.6742425
2.5362649
2.5192703
2.6172167
2.7302730
2.7516231
2.6516348
2.9731378
2.8017185
2.4609023
2.4301258
2.6032745
2.8052314
1.0848928
1.5422358
1.2220736
1.2043995
1.3020664
1.4147504
1.5527643
1.5697712
1.4718149
1.3587365
1.3373731
1.4373716
1.1158056
1.2872425
1.6281346
1.6589331
1.4857669
1.2837705
-0.2788733
0.1803547
-0.1410982
-0.1589300
-0.0612159
0.0514601
0.1892003
0.2064259
0.1089497
-0.0041159
-0.0257554
0.0740340
-0.2476114
-0.0759602
0.2641324
0.2954134
0.1232455
-0.0788236
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4DBN Br1 55 0.0775906 0.5881981 1.6418715
4DBN Br2 56 0.2452657 0.1412212 1.1826409
4DBN C3 57 0.1297259 0.4647256 1.5040957
4DBN C4 58 0.0970608 0.3324992 1.5219273
4DBN C5 59 0.1331271 0.2371394 1.4242125
4DBN C6 60 0.2010322 0.2766605 1.3115362
4DBN C7 61 0.3075351 0.4569650 1.1737959
4DBN C8 62 0.3398605 0.5895499 1.1565705
4DBN C9 63 0.3032936 0.6849985 1.2540473
4DBN C1O 64 0.2352842 0.6461184 1.3671132
4DBN Cl 65 0.2000657 0.5102554 1.3887526
4DBN C12 66 0.2371857 0.4127161 1.2889625
4DBN H13 67 0.0435636 0.3004408 1.6106090
4DBN H14 68 0.1067748 0.1330127 1.4389568
4DBN H15 69 0.3357852 0.3839091 1.0988634
4DBN H16 70 0.3937162 0.6208821 1.0675827
4DBN H17 71 0.3289656 0.7895823 1.2397516
4DBN H18 72 0.2074396 0.7195387 1.4418213
5DBN Br1 73 -0.0796665 0.7483765 0.3841966
5DBN Br2 74 0.0962490 0.3094958 0.8481293
5DBN C3 75 -0.0250943 0.6273371 0.5231824
5DBN C4 76 -0.0569904 0.4946309 0.5076739
5DBN C5 77 -0.0198228 0.4011120 0.6067457
5DBN C6 78 0.0479923 0.4429704 0.7186294
5DBN C7 79 0.1527986 0.6263915 0.8535270
5DBN C8 80 0.1844635 0.7594238 0.8683636
5DBN C9 81 0.1477699 0.8528598 0.7690027
5DBN C10 82 0.0798534 0.8116337 0.6567147
5DBN Cl 83 0.0452065 0.6752488 0.6375807
5DBN C12 84 0.0829767 0.5796755 0.7390155
5DBN H13 85 -0.1105823 0.4607632 0.4197249
5DBN H14 86 -0.0451946 0.2965252 0.5936289
5DBN H15 87 0.1810156 0.5549063 0.9299717
5DBN H16 88 0.2379364 0.7926583 0.9568909
5DBN H17 89 0.1732393 0.9577535 0.7812424
5DBN H18 90 0.0517067 0.8835485 0.5806674
6DBN Br1 91 0.4421818 1.5721795 0.9787976
6DBN Br2 92 0.2662644 1.1332937 0.5148704
6DBN C3 93 0.3876089 1.4511386 0.8398133
6DBN C4 94 0.4195063 1.3184328 0.8553225
6DBN C5 95 0.3823383 1.2249128 0.7562519
6DBN C6 96 0.3145215 1.2667698 0.6443687
6DBN C7 97 0.2097121 1.4501888 0.5094709
6DBN C8 98 0.1780459 1.5832208 0.4946336
6DBN C9 99 0.2147399 1.6766578 0.5939934
6DBN C10 100 0.2826581 1.6354332 0.7062808
6DBN Cl 101 0.3173064 1.4990488 0.7254155
6DBN C12 102 0.2795358 1.4034744 0.6239819
6DBN H13 103 0.4730996 1.2845662 0.9432711
6DBN H14 104 0.4077111 1.1203263 0.7693692
6DBN H15 105 0.1814948 1.3787028 0.4330271
6DBN H16 106 0.1245716 1.6164542 0.4061067
6DBN H17 107 0.1892695 1.7815513 0.5817531
6DBN H18 108 0.3108052 1.7073489 0.7823272
248
7DBN Br1 109 0.3969924 0.8994676 2.3425531
7DBN Br2 110 0.2245075 1.3377493 1.8767697
7DBN C3 111 0.3435040 1.0203177 2.2029825
7DBN C4 112 0.3750905 1.1530781 2.2186593
7DBN C5 113 0.3379987 1.2465845 2.1195473
7DBN C6 114 0.2701755 1.2047284 2.0076676
7DBN C7 115 0.1648894 1.0213926 1.8730279
7DBN C8 116 0.1336471 0.8882862 1.8579619
7DBN C9 117 0.1712397 0.7946916 1.9568363
7DBN CIa 118 0.2391734 0.8359138 2.0691153
7DBN Cl 119 0.2732910 0.9723915 2.0885364
7DBN C12 120 0.2351224 1.0680355 1.9873176
7DBN H13 121 0.4285151 1.1869746 2.3066990
7DBN H14 122 0.3635031 1.3511479 2.1325932
7DBN H15 123 0.1358535 1.0930222 1.7970264
7DBN H16 124 0.0798571 0.8551080 1.7696058
7DBN H17 125 0.1464203 0.6896837 1.9442444
7DBN H18 126 0.2678064 0.7639129 2.1448992
8DBN Br1 127 -0.1220508 0.0756673 1.7464373
8DBN Br2 128 0.0504322 0.5139495 2.2122210
8DBN C3 129 -0.0685630 0.1965175 1.8860081
8DBN C4 130 -0.1001497 0.3292779 1.8703311
8DBN C5 131 -0.0630583 0.4227843 1.9694432
8DBN C6 132 0.0047648 0.3809284 2.0813230
8DBN C7 133 0.1100512 0.1975930 2.2159628
8DBN C8 134 0.1412939 0.0644866 2.2310289
8DBN C9 135 0.1037017 -0.0291081 2.1321544
8DBN C10 136 0.0357681 0.0121139 2.0198753
8DBN Cl 137 0.0016501 0.1485915 2.0004542
8DBN C12 138 0.0398182 0.2442356 2.1016731
8DBN H13 139 -0.1535744 0.3631742 1.7822914
8DBN H14 140 -0.0885631 0.5273477 1.9563973
8DBN H15 141 0.1390868 0.2692227 2.2919644
8DBN H16 142 0.1950839 0.0313086 2.3193851
8DBN H17 143 0.1285214 -0.1341159 2.1447463
8DBN H18 144 0.0071353 -0.0598870 1.9440914
0.40630 1.64760 2.72599 0.00000 0.00000 0.00000 0.00000 -0.08757 0.00000
6: stilbene
stilbene
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ISTL Cl 1 0.0148685 0.0529199 0.0390671
ISTL C2 2 0.1378454 0.0743797 0.1159054
ISTL C3 3 0.1516113 0.1936190 0.1894237
1STL C4 4 0.2661191 0.2198341 0.2643700
1STL C5 5 0.3702161 0.1269892 0.2677964
ISTL C6 6 0.3583245 0.0078896 0.1954857
1STL C7 7 0.2440010 -0.0181560 0.1206632
iSTL H8 8 -0.0580758 0.1332518 0.0485122
iSTL H9 9 0.0708444 0.2664729 0.1870988
1STL H10 10 0.2739941 0.3128315 0.3200757
1STL H1l 11 0.4596949 0.1469285 0.3261357
1STL H12 12 0.4387807 -0.0651787 0.1976322
1STL H13 13 0.2370337 -0.1114927 0.0655785
249
1STL
1STL
1STL
1STL
1STL
1STL
ISTL
1STL
1STL
1STL
1STL
1STL
1STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
2STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
C14
C15
H16
C17
C18
C19
H20
C21
H22
C23
H24
H25
H26
C1
C2
C3
C4
C5
C6
C7
H8
H9
H10
H1l
H12
H13
C14
C15
H16
C17
C18
C19
H20
C21
H22
C23
H24
H25
H26
Cl
C2
C3
C4
C5
C6
C7
H8
H9
H10
H1l
H12
H13
C14
C15
-0.0148685
-0.1378454
0.0580758
-0.1516113
-0.2440010
-0.2661191
-0.0708445
-0.3583244
-0.2370337
-0.3702161
-0.2739941
-0.4387807
-0.4596949
0.6042320
0.4812502
0.4674868
0.3529746
0.2488704
0.2607595
0.3750875
0.6771814
0.5482592
0.3451016
0.1593881
0.1802977
0.3820526
0.6339680
0.7569498
0.5610186
0.7707132
0.8631125
0.8852254
0.6899409
0.9774405
0.8561474
0.9893296
0.8930984
1.0579023
1.0788119
-0.3023292
-0.1752430
-0.1418816
-0.0225285
0.0668677
0.0354168
-0.0837254
-0.3623681
-0.2111122
0.0006119
0.1600457
0.1043034
-0.1059992
-0.3496554
-0.4767416
-0.0529198
-0.0743797
-0.1332518
-0.1936190
0.0181560
-0.2198342
-0.2664729
-0.0078895
0.1114927
-0.1269892
-0.3128315
0.0651787
-0.1469284
0.3389180
0.3603810
0.4796157
0.5058335
0.4129959
0.2939009
0.2678527
0.4192439
0.5524639
0.5988272
0.4329373
0.2208384
0.1745197
0.2330820
0.2116190
0.1527561
0.0923843
0.3041473
0.0661665
0.0195362
0.2780991
0.3974803
0.1590041
-0.0268272
0.3511616
0.1390627
-0.0451362
-0.0394220
-0.1456875
-0.1460778
-0.0396596
0.0668814
0.0671464
-0.1332735
-0.2290177
-0.2295612
-0.0394558
0.1503565
0.1511675
0.0451361
0.0394220
-0.0390671
-0.1159054
-0.0485122
-0.1894237
-0.1206632
-0.2643699
-0.1870988
-0.1954857
-0.0655785
-0.2677964
-0.3200756
-0.1976322
-0.3261357
-0.0390699
-0.1158993
-0.1894255
-0.2643640
-0.2677746
-0.1954558
-0.1206411
-0.0485272
-0.1871130
-0.3200762
-0.3261078
-0.1975900
-0.0655499
0.0390699
0.1158994
0.0485273
0.1894255
0.1206411
0.2643640
0.1871130
0.1954558
0.0655499
0.2677746
0.3200761
0.1975900
0.3261078
0.6828964
0.6100651
0.5240005
0.4520914
0.4644040
0.5493441
0.6211196
0.6607502
0.5140218
0.3864507
0.4084994
0.5595096
0.6862267
0.7712278
0.8440591
250
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
3STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
4STL
1.23820
H16
C17
C18
C19
H20
C21
H22
C23
H24
H25
H26
C1
C2
C3
C4
C5
C6
C7
H8
H9
H10
H11
H12
H13
C14
C15
H16
C17
C18
C19
H20
C21
H22
C23
H24
H25
H26
0.57200
C.3 Vfit Molecular Geometries
The geometries presented here are for all of the molecules used to determine a in
the modified singlet coupling. All geometries are optimized at the PBEO/6-31G*
level in the gas phase. The geometries are given in .xyz format. All coordinates are
specified in A. The geometry for DCM are given in the organic semiconductor crystal
geometries section below.
251
68 -0.2896165 0.1332735
69 -0.5101031 0.1456874
70 -0.5682592 -0.0671464
71 -0.6294561 0.1460779
72 -0.4408725 0.2290177
73 -0.6874014 -0.0668814
74 -0.5459854 -0.1511675
75 -0.7188524 0.0396596
76 -0.6525965 0.2295612
77 -0.7562880 -0.1503565
78 -0.8120303 0.0394558
79 0.2701888 0.2412137
80 0.1440536 0.2471994
81 0.1122062 0.1416604
82 -0.0061870 0.1415594
83 -0.0961149 0.2475466
84 -0.0661639 0.3533656
85 0.0520207 0.3533418
86 0.3308266 0.1535014
87 0.1818576 0.0586682
88 -0.0281643 0.0586380
89 -0.1885484 0.2479740
90 -0.1354743 0.4365019
91 0.0731365 0.4368030
92 0.3160266 0.3307862
93 0.4421618 0.3248006
94 0.2553887 0.4184986
95 0.4740092 0.4303396
96 0.5341947 0.2186582
97 0.5924024 0.4304407
98 0.4043579 0.5133317
99 0.6523793 0.2186344
100 0.5130789 0.1351970
101 0.6823302 0.3244534
102 0.6143797 0.5133620
103 0.7216896 0.1354980
104 0.7747638 0.3240260
1.45412 0.00000 0.00000
0.7933740
0.9301237
0.8330046
1.0020327
0.9401023
0.9047800
0.7678975
0.9897201
1.0676733
0.8946146
1.0456248
0.7719702
0.8464151
0.9339349
1.0074144
0.9952566
0.9088838
0.8355418
0.7941715
0.9438024
1.0741580
1.0523824
0.8988235
0.7693379
0.6821539
0.6077090
0.6599526
0.5201893
0.6185823
0.4467098
0.5103217
0.5452404
0.6847862
0.4588675
0.3799662
0.5553007
0.4017417
0.00000 0.00000 -0.65198 0.00000
1: cyanine-3
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cyanine-3
C
C
C
C
C
C
C
C
H
H
H
H
H
C
C
H
C
C
C
C
C
H
C
C
C
H
C
H
H
H
H
H
N
N
C
H
H
H
C
H
H
H
2: cyanin
4.405920
4.799239
6.170910
7.096901
6.687630
5.358468
2.536029
3.623770
6.473444
8.156772
7.448234
5.082765
3.529289
1.203573
0.001682
-0.001916
-1.195701
-2.530893
-3.612938
-4.408888
-4.793342
-3.511594
-5.368124
-6.162904
-6.694930
-5.099194
-7.095444
-6.458758
-7.460572
-8.153878
-1.102734
1.117627
3.040254
-3.043558
2.280569
1.729604
1.588818
2.965456
-2.291511
-1.738568
-1.602568
-2.981987
-0.068155
0.049548
0.123506
0.077182
-0.037844
-0.110712
-0.040210
0.058421
0.213450
0.131198
-0.065824
-0.187412
0.140970
-0.015455
0.000846
0.000627
0.018064
0.041998
-0.051921
0.067618
-0.043631
-0.130309
0.107312
-0.113628
0.038322
0.179380
-0.070087
-0.198655
0.064364
-0.121254
-0.007523
0.011891
-0.124419
0.121464
-0.322419
0.581868
-1.161329
-0.569235
0.309703
-0.595365
1.152760
0.544905
0.482201
-0.887456
-1.225907
-0.214246
1.138190
1.507480
-0.749335
-1.638913
-2.264828
-0.441235
1.913105
2.553990
-2.714261
-1.179620
-0.476865
0.604224
-1.187305
-0.765568
-1.662639
0.453685
-0.919023
-2.737676
1.472840
-1.266774
1.094553
2.521427
-0.261059
-2.308033
1.864554
-0.495308
-2.272317
-2.265172
0.545952
0.526731
1.759184
2.039591
1.642525
2.570377
1.746258
2.019996
1.643090
2.556165
e-5
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cyanine-5
C
C
C
C
-0.893624
0.493874
1.482544
1.060850
6.020856
5.679602
6.671020
7.986543
-0.021827
-0.015412
-0.018794
-0.028131
252
C
C
C
C
H
H
H
H
H
C
C
H
H
C
C
H
H
C
C
C
C
C
H
C
C
C
H
C
H
H
H
H
N
N
C
H
H
H
C
H
H
H
3: thiat
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thiat
C
C
C
C
C
C
H
H
-0.310046
-1.286713
-1.599155
-0.665746
2.541603
1.807178
-0.581669
-2.340048
-2.673360
-1.044882
-0.302874
-2.126958
0.781850
-0.941886
-0.297599
-2.033011
0.787200
-1.034781
-0.650408
-1.579827
0.516491
-0.869705
-2.654529
1.508874
-1.257694
1.092120
2.567034
-0.277410
-2.310023
1.841411
-0.545074
-2.117348
0.611965
0.629376
1.864170
1.947679
1.968273
2.685464
1.878779
1.964837
1.975499
2.702971
4.84796271
4.86934623
6.09691359
7.25092668
7.23674468
6.00940651
6.16899197
5.97373966
8.343760
7.378779
4.815065
3.763513
6.435801
8.775686
9.394535
7.642717
4.681006
2.411378
1.239602
2.285101
1.256306
-0.001043
-1.238968
-0.003372
-1.250962
-2.413792
-3.764451
-4.819551
-5.676133
-6.022650
-4.689543
-6.663845
-7.382066
-7.980986
-6.424587
-8.343372
-7.650003
-8.767321
-9.395183
-2.291841
4.315249
-4.311322
3.594562
2.973146
2.972565
4.310507
-3.585722
-2.964512
-2.962791
-4.298391
0.22808262 -1.44209242
0.16093390 -0.04384965
0.10502710 0.62384914
0.12619137 -0.14456111
0.19791715 -1.53511851
0.24882306 -2.19792311
0.04047278 1.69908536
0.30248864 -3.27812906
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-0.034352
-0.031474
-0.016009
-0.006906
-0.014965
-0.031087
-0.041642
-0.036360
-0.018855
-0.002031
0.000692
-0.001527
-0.001189
0.004357
0.005963
0.005906
0.004611
0.009385
0.011368
0.016995
0.013085
0.018246
0.020089
0.012770
0.022993
0.017437
0.009219
0.022471
0.026875
0.017354
0.026003
0.011222
-0.006251
0.008936
0.007453
0.904538
-0.887173
0.017220
0.001137
-0.895889
0.895904
-0.003257
N 3.58770799
C 2.52781717
C 1.19632904
C 0.00076859
C -1.19519097
H 1.05679678
H -1.05715671
C -2.52634879
C -4.86802014
C -4.84792174
C -6.09426324
C -6.01059486
C -7.24921443
H -6.16338897
C -7.23693838
H -5.97686519
N -3.58635687
Cl 8.85167015
Cl -8.84897702
C 3.42092988
H 2.55394405
H 4.29730584
C 3.27987326
H 2.40757384
H 4.16325358
C -3.42030386
H -2.54514385
H -4.29020183
C -3.29663744
H -2.43439189
H -4.19085643
S -3.14146759
S 3.14244412
C 0.00114926
H -0.86904586
H 0.87063403
C 0.00448115
H 0.01073084
H -0.88582157
H 0.89146424
C -3.14305300
H -3.99840915
H -2.23108193
C 3.13818017
H 4.00705828
H 2.23924686
H -8.16658562
H 8.16560526
H 3.06480200
H -3.08711619
4: thiophene
32
thiophene
0.15716634
0.18067287
0.15302356
0.14259000
0.14450862
0.13100209
0.11351492
0.17758041
0.16374551
0.23812297
0.10496524
0.26413101
0.13291519
0.03187218
0.21238437
0.32179251
0.15392810
0.05241216
0.05619102
0.06878816
0.66978046
0.53983793
-1.38786609
-1.84679346
-1.95539371
0.04888768
0.63449688
0.52593759
-1.41577415
-1.87971970
-1.96591479
0.28766297
0.27775538
0.14258992
-0.40084088
-0.40392116
1.59234744
1.56604744
2.13416213
2.13314707
-1.48239620
-1.01330052
-0.97063158
-1.43734248
-0.98195549
-0.90594336
0.23022109
0.21133110
-2.47425773
-2.52313643
0.53884339
-0.33464524
0.05933471
-0.68802516
0.05867329
1.13419039
1.13363362
-0.33685557
-0.04591458
-1.44357614
0.62414147
-2.19763027
-0.14229444
1.69889841
-1.53233319
-3.27765323
0.53645416
0.71290225
0.71759602
2.01989567
2.30312211
2.46946819
2.50498069
2.02682049
2.19178557
2.01630421
2.30564020
2.47186412
2.48407210
1.99286228
2.17105667
-2.05420662
-2.05303355
-2.20301292
-2.57777685
-2.57534821
-2.76707940
-3.86090043
-2.43686476
-2.42695330
4.01851987
4.51739852
4.34670242
4.04128901
4.52930357
4.37425517
-2.08341671
-2.08768164
4.38179455
4.35024105
254
C -0.767003 -7.760632 -0.003573
C 0.589882 -7.926676 -0.000338
C 1.287173 -6.693637 0.002231
C 0.459129 -5.589791 0.001351
S -1.207385 -6.096929 -0.003566
H -1.535832 -8.522123 -0.006355
H 1.071837 -8.898238 -0.000790
H 2.368916 -6.605653 0.003874
C 0.868310 -4.211517 0.002248
C 0.065456 -3.119494 0.000298
H 1.948275 -4.061887 0.004605
H -1.017703 -3.249809 -0.002201
C 0.552471 -1.773968 0.001348
C -0.243249 -0.672211 -0.000084
H 1.635082 -1.638304 0.003386
H -1.325738 -0.808486 -0.002146
C 0.243228 0.672183 0.000898
C -0.552491 1.773942 0.000038
H 1.325718 0.808458 0.002413
H -1.635104 1.638279 -0.001497
C -0.065473 3.119466 0.000886
C -0.868325 4.211492 0.000477
H 1.017689 3.249778 0.001915
H -1.948292 4.061867 -0.000635
C -0.459137 5.589765 0.001059
C -1.287174 6.693614 -0.000301
S 1.207387 6.096895 0.001022
C -0.589873 7.926651 -0.000701
H -2.368918 6.605636 -0.001766
C 0.767015 7.760600 -0.000045
H -1.071820 8.898215 -0.002415
H 1.535852 8.522087 -0.000539
C.4 Organic Semiconductor Crystal Geometries
All of the geometries in this section are used in the organic/organic interface sim-
ulations. All geometries are optimized at the PBEO/6-31G* level in the gas phase.
The geometries are given in .gro format. All coordinates are specified in nm. The
geometry for rubrene is given in the crystal diffusion geometries section above.
1: metal-free phthalocyanine (H 2Pc)
H2PC unit cell
116
1PHT NP1 1 0.3220009 0.2501039 1.1091898
1PHT CP2 2 0.2883024 0.1656519 1.0138908
1PHT CQ3 3 0.1717723 0.0784112 1.0148667
255
1PHT CR4
1PHT HP5
1PHT CR6
1PHT HP7
1PHT CR8
1PHT HP9
1PHT CR10
1PHT HP11
1PHT CQ12
1PHT CP13
1PHT NQ14
1PHT HQ15
1PHT NP16
1PHT CP17
1PHT CQ18
1PHT CR19
1PHT HP20
1PHT CR21
1PHT HP22
1PHT CR23
1PHT HP24
1PHT CR25
1PHT HP26
1PHT CQ27
1PHT CP28
1PHT NR29
1PHT NP30
1PHT CP31
1PHT CQ32
1PHT CR33
1PHT HP34
1PHT CR35
1PHT HP36
1PHT CR37
1PHT HP38
1PHT CR39
1PHT HP40
1PHT CQ41
1PHT CP42
IPHT NQ43
1PHT HQ44
1PHT NP45
1PHT CP46
1PHT CQ47
1PHT CR48
1PHT HP49
1PHT CR50
1PHT HP51
1PHT CR52
1PHT HP53
1PHT CR54
1PHT HP55
1PHT CQ56
1PHT CP57
4 0.0713198 0.0613601 1.1098562
5 0.0723858 0.1189561 1.2014910
6 -0.0289601 -0.0314961 1.0823329
7 -0.1085890 -0.0472107 1.1540854
8 -0.0288096 -0.1057445 0.9623790
9 -0.1084077 -0.1770432 0.9444459
10 0.0716175 -0.0888459 0.8671871
11 0.0731136 -0.1450511 0.7747007
12 0.1720461 0.0040055 0.8945142
13 0.2889503 0.0446950 0.8180187
14 0.3537011 0.1408151 0.8942961
15 0.4396600 0.1867991 0.8641777
16 0.3255532 -0.0009748 0.6999452
17 0.4341551 0.0396643 0.6336643
18 0.4708106 -0.0143920 0.5020046
19 0.4120244 -0.1097752 0.4200207
20 0.3208281 -0.1597776 0.4500783
21 0.4749002 -0.1382780 0.2981830
22 0.4317814 -0.2121985 0.2317211
23 0.5932793 -0.0725384 0.2605008
24 0.6394657 -0.0969090 0.1655376
25 0.6521330 0.0235598 0.3435940
26 0.7432847 0.0749664 0.3158559
27 0.5893202 0.0514625 0.4643654
28 0.6210878 0.1436398 0.5744752
29 0.5262305 0.1342392 0.6742719
30 0.7282942 0.2231473 0.5725804
31 0.7619939 0.3075975 0.6678803
32 0.8785281 0.3948330 0.6669079
33 0.9789836 0.4118801 0.5719211
34 0.9779176 0.3542846 0.4802859
35 1.0792670 0.5047318 0.5994473
36 1.1588985 0.5204428 0.5276970
37 1.0791167 0.5789796 0.7194014
38 1.1587175 0.6502747 0.7373370
39 0.9786863 0.5620851 0.8145908
40 0.9771904 0.6182898 0.9070774
41 0.8782545 0.4692383 0.7872606
42 0.7613460 0.4285540 0.8637527
43 0.6965904 0.3324408 0.7874712
44 0.6106242 0.2864661 0.8175836
45 0.7247421 0.4742255 0.9818252
46 0.6161390 0.4335874 1.0481054
47 0.5794809 0.4876477 1.1797627
48 0.6382649 0.5830342 1.2617443
49 0.7294613 0.6330364 1.2316865
50 0.5753867 0.6115407 1.3835799
51 0.6185036 0.6854639 1.4500400
52 0.4570073 0.5458016 1.4212621
53 0.4108190 0.5701752 1.5162235
54 0.3981558 0.4497001 1.3381711
55 0.3070038 0.3982939 1.3659092
56 0.4609711 0.4217935 1.2174019
57 0.4292062 0.3296124 1.1072947
256
1PHT NR58 58 0.5240694 0.3390057 1.0075021
2PHT NP1 59 0.2031465 0.4867283 -0.2683047
2PHT CP2 60 0.2368454 0.4022768 -0.1730055
2PHT CQ3 61 0.3533756 0.3150362 -0.1739814
2PHT CR4 62 0.4538279 0.2979849 -0.2689710
2PHT HP5 63 0.4527617 0.3555806 -0.3606061
2PHT CR6 64 0.5541080 0.2051290 -0.2414477
2PHT HP7 65 0.6337368 0.1894143 -0.3132003
2PHT CR8 66 0.5539579 0.1308810 -0.1214935
2PHT HP9 67 0.6335561 0.0595825 -0.1035603
2PHT CR10 68 0.4535309 0.1477797 -0.0263014
2PHT HP11 69 0.4520351 0.0915749 0.0661851
2PHT CQ12 70 0.3531021 0.2406309 -0.0536287
2PHT CP13 71 0.2361980 0.2813205 0.0228669
2PHT NQ14 72 0.1714469 0.3774401 -0.0534107
2PHT HQ15 73 0.0854880 0.4234241 -0.0232923
2PHT NP16 74 0.1995954 0.2356510 0.1409406
2PHT CP17 75 0.0909936 0.2762901 0.2072217
2PHT CQ18 76 0.0543385 0.2222341 0.3388816
2PHT CR19 77 0.1131249 0.1268513 0.4208656
2PHT HP20 78 0.2043212 0.0768490 0.3908080
2PHT CR21 79 0.0502495 0.0983488 0.5427036
2PHT HP22 80 0.0933684 0.0244285 0.6091656
2PHT CR23 81 -0.0681297 0.1640883 0.5803858
2PHT HP24 82 -0.1143159 0.1397179 0.6753491
2PHT CR25 83 -0.1269837 0.2601862 0.4972924
2PHT HP26 84 -0.2181355 0.3115927 0.5250305
2PHT CQ27 85 -0.0641712 0.2880885 0.3765208
2PHT CP28 86 -0.0959392 0.3802654 0.2664108
2PHT NR29 87 -0.0010820 0.3708647 0.1666139
2PHT NP30 88 -0.2031457 0.4597728 0.2683055
2PHT CP31 89 -0.2368458 0.5442226 0.1730054
2PHT CQ32 90 -0.3533801 0.6314579 0.1739777
2PHT CR33 91 -0.4538354 0.6485052 0.2689647
2PHT HP34 92 -0.4527691 0.5909099 0.3606001
2PHT CR35 93 -0.5541190 0.7413566 0.2414384
2PHT HP36 94 -0.6337504 0.7570678 0.3131888
2PHT CR37 95 -0.5539690 0.8156041 0.1214841
2PHT HP38 96 -0.6335700 0.8868990 0.1035484
2PHT CR39 97 -0.4535388 0.7987094 0.0262945
2PHT HP40 98 -0.4520432 0.8549138 -0.0661922
2PHT CQ41 99 -0.3531068 0.7058628 0.0536248
2PHT CP42 100 -0.2361984 0.6651786 -0.0228674
2PHT NQ43 101 -0.1714425 0.5690657 0.0534143
2PHT HQ44 102 -0.0854763 0.5230910 0.0233019
2PHT NP45 103 -0.1995948 0.7108497 -0.1409401
2PHT CP46 104 -0.0909918 0.6702116 -0.2072203
2PHT CQ47 105 -0.0543340 0.7242716 -0.3388779
2PHT CR48 106 -0.1131183 0.8196576 -0.4208597
2PHT HP49 107 -0.2043147 0.8696598 -0.3908019
2PHT CR50 108 -0.0502404 0.8481639 -0.5426955
2PHT HP51 109 -0.0933575 0.9220868 -0.6091557
2PHT CR52 110 0.0681390 0.7824249 -0.5803777
2PHT HP53 111 0.1143272 0.8067983 -0.6753394
257
2PHT CR54 112 0.1269908 0.6863237 -0.4972866
2PHT HP55 113 0.2181428 0.6349176 -0.5250247
2PHT CQ56 114 0.0641758 0.6584174 -0.3765171
2PHT CP57 115 0.0959411 0.5662367 -0.2664097
2PHT NR58 116 0.0010781 0.5756301 -0.1666170
1.47960 0.47325 1.68177 0.00000 0.00000 0.00000 0.00000 -0.42930 0.00000
2: Perylene-3,4,9,10-tetracarboxyl-bis-benzimidazole (PTCBI)
PTCBI Unit Cell
58
1PTC 01 1 0.2270468 0.4740328 0.5142616
1PTC N2 2 0.2730476 0.2766889 0.4039511
1PTC NA3 3 0.3323338 0.0781516 0.3103473
IPTC C4 4 0.2050671 0.3984484 0.4185253
IPTC CA5 5 0.1075602 0.4258479 0.3107789
1PTC CB6 6 0.0360083 0.5440599 0.3172729
1PTC CB7 7 -0.0575946 0.5762133 0.2188678
1PTC CA8 8 -0.0827174 0.4912026 0.1107673
lPTC CE9 9 -0.0099051 0.3679865 0.1015880
1PTC CA10 10 -0.0308472 0.2763906 -0.0066615
1PTC CB11 11 0.0434870 0.1579616 -0.0097170
1PTC CB12 12 0.1369320 0.1266914 0.0891353
1PTC CA13 13 0.1588310 0.2137396 0.1948063
1PTC CC14 14 0.2546025 0.1841330 0.2982126
IPTC CF15 15 0.0858571 0.3358016 0.2028672
1PTC CG16 16 0.4067010 0.0984953 0.4285287
1PTC CB17 17 0.5034886 0.0175917 0.4883097
1PTC CB18 18 0.5620456 0.0624468 0.6064849
1PTC CB19 19 0.5252314 0.1855030 0.6644361
1PTC CB20 20 0.4287245 0.2677288 0.6061975
1PTC CD21 21 0.3708659 0.2221291 0.4882744
1PTC H22 22 0.0546324 0.6106923 0.4005770
1PTC H23 23 -0.1111014 0.6696217 0.2280515
1PTC H24 24 0.0295315 0.0872772 -0.0902966
1PTC H25 25 0.1936833 0.0345909 0.0852304
1PTC H26 26 0.5310274 -0.0766821 0.4429627
27 0.6374589
28 0.5729813
29 0.3988698
30 -0.4390262
31 -0.4850272
32 -0.5443134
33 -0.4170465
34 -0.3195396
35 -0.2479878
36 -0.1543848
37 -0.1292621
38 -0.2020745
39 -0.1811323
40 -0.2554666
41 -0.3489115
42 -0.3708106
43 -0.4665821
44 -0.2978366
0.0017673 0.6551209
0.2170664 0.7564193
0.3623350 0.6486596
0.3265787 -0.5142616
0.5239225 -0.4039511
0.7224598 -0.3103474
0.4021631 -0.4185254
0.3747635 -0.3107790
0.2565516 -0.3172730
0.2243981 -0.2188679
0.3094089 -0.1107673
0.4326250 -0.1015880
0.5242209 0.0066616
0.6426499 0.0097170
0.6739201 -0.0891353
0.5868718 -0.1948063
0.6164785 -0.2982126
0.4648099 -0.2028672
258
1PTC
1PTC
IPTC
1PTC
1PTC
1PTC
1PTC
1PTC
IPTC
1PTC
1PTC
1PTC
1PTC
1PTC
1PTC
1PTC
1PTC
1PTC
H27
H28
H29
030
N31
NA32
C33
CA34
CB35
CB36
CA37
CE38
CA39
CB40
CB41
CA42
CC43
CF44
1PTC
1PTC
1PTC
1PTC
IPTC
1PTC
IPTC
1PTC
1PTC
1PTC
IPTC
1PTC
1PTC
1PTC
0.47290
CG45
CB46
CB47
CB48
CB49
CD50
H51
H52
H53
H54
H55
H56
H57
H58
0.80061
45
46
47
48
49
50
51
52
53
54
55
56
57
58
-0.6186806
-0.7154683
-0.7740253
-0.7372111
-0.6407041
-0.5828454
-0.2666118
-0.1008781
-0.2415112
-0.4056630
-0.7430071
-0.8494387
-0.7849611
-0.6108494
1.46906 0.00000
3: copper phthalocyanine (CuPc)
CuPc Unit Cell
114
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
1CPC
CUC1
C12
CJ3
CK4
CK5
CK6
CK7
CJ8
C19
CJ10
CK11
CK12
CK13
CK14
CJ15
CI16
CI17
HG18
HG19
HG20
HG21
HG22
HG23
HG24
N125
NJ26
N127
NK28
NJ29
NK30
N131
C132
C133
C134
C135
-0.0000000
-0.1342582
-0.2801566
-0.3504904
-0.4499181
-0.4783063
-0.4080097
-0.3084798
-0.2175254
-0.1331387
-0.2079934
-0.1807606
-0.0812416
-0.0065157
-0.0337922
0.0232493
-0.1726539
-0.3279239
-0.5067875
-0.5565317
-0.2845054
-0.2371470
-0.0626667
0.0703668
-0.2165478
-0.0394120
0.1206284
0.1378817
0.0394120
-0.1378817
-0.1206284
0.1726539
0.2175254
0.1342582
-0.0232493
0.7021161
0.7830197
0.7381646
0.6151084
0.5328827
0.5784823
0.1899193
0.1309898
0.7133342
0.7660206
0.8772935
0.7988440
0.5835450
0.4382764
-0.4285286
-0.4883096
-0.6064848
-0.6644360
-0.6061975
-0.4882745
-0.4005770
-0.2280515
0.0902966
-0.0852304
-0.4429626
-0.6551208
-0.7564192
-0.6486596
0.00000 -0.21198 0.00000 -0.02949 0.00943
-0.0000000
0.1845938
-0.2526756
-0.3697444
-0.3631127
-0.2425651
-0.1256890
-0.1323795
-0.0325124
0.3232305
0.3918326
0.5272559
0.5925848
0.5240216
0.3883934
0.2878420
-0.2232117
-0.4621536
-0.4523082
-0.2410291
0.3407832
0.5837384
0.6982864
0.5734985
0.0936268
0.1672539
0.3145577
0.0905646
-0.1672539
-0.0905646
-0.3145577
0.2232117
0.0325124
-0.1845938
-0.2878420
-0.0000000
-0.1910137
-0.1882659
-0.2169228
-0.3143536
-0.3814899
-0.3528451
-0.2552436
-0.2005816
-0.2357626
-0.3314942
-0.3499273
-0.2746346
-0.1790348
-0.1606542
-0.0719225
-0.0944172
-0.1646360
-0.3392052
-0.4569049
-0.3891413
-0.4236726
-0.2916335
-0.1205209
-0.2410216
-0.0929605
0.0138105
0.1046869
0.0929605
-0.1046869
-0.0138105
0.0944172
0.2005816
0.1910137
0.0719225
259
1CPC CJ36 36 0.2801566 0.1882659 0.2526756
1CPC CJ37 37 0.3084798 0.2552436 0.1323795
1CPC N138 38 0.2165478 0.2410216 -0.0936268
1CPC CJ39 39 0.1331387 0.2357626 -0.3232305
1CPC CJ40 40 0.0337922 0.1606542 -0.3883934
1CPC CK41 41 0.3504904 0.2169228 0.3697444
1CPC CK42 42 0.4080097 0.3528451 0.1256890
1CPC CK43 43 0.2079934 0.3314942 -0.3918326
1CPC CK44 44 0.0065157 0.1790348 -0.5240216
1CPC CK45 45 0.4499181 0.3143536 0.3631127
1CPC HG46 46 0.3279239 0.1646360 0.4621536
1CPC CK47 47 0.4783063 0.3814899 0.2425651
1CPC CK48 48 0.1807606 0.3499273 -0.5272559
1CPC HG49 49 0.2845054 0.3891413 -0.3407832
1CPC CK50 50 0.0812416 0.2746346 -0.5925848
1CPC HG51 51 -0.0703668 0.1205209 -0.5734985
1CPC HG52 52 0.5067875 0.3392052 0.4523082
1CPC HG53 53 0.5565317 0.4569049 0.2410291
1CPC HG54 54 0.2371470 0.4236726 -0.5837384
1CPC HG55 55 0.0626667 0.2916335 -0.6982864
1CPC HG56 56 -0.4292613 -0.4040422 -0.0323622
1CPC HG57 57 0.4292613 0.4040422 0.0323622
2CPC CUC1 58 0.9703500 0.2395000 0.0000000
2CPC C12 59 1.1046095 0.0484881 -0.1845948
2CPC CJ3 60 1.2505049 0.0512317 0.2526756
2CPC CK4 61 1.3208380 0.0225737 0.3697447
2CPC CK5 62 1.4202658 -0.0748570 0.3631126
2CPC CK6 63 1.4486549 -0.1419921 0.2425646
2CPC CK7 64 1.3783590 -0.1133462 0.1256882
2CPC CJ8 65 1.2788290 -0.0157448 0.1323791
2CPC C19 66 1.1878753 0.0389181 0.0325119
2CPC CJ10 67 1.1034910 0.0037406 -0.3232320
2CPC CK11 68 1.1783461 -0.0919903 -0.3918345
2CPC CK12 69 1.1511142 -0.1104221 -0.5272581
2CPC CK13 70 1.0515956 -0.0351287 -0.5925869
2CPC CK14 71 0.9768693 0.0604703 -0.5240233
2CPC CJ15 72 1.0041449 0.0788497 -0.3883948
2CPC CI16 73 0.9471026 0.1675803 -0.2878429
2CPC CI17 74 1.1430024 0.1450807 0.2232120
2CPC HG18 75 1.2982708 0.0748596 0.4621542
2CPC HG19 76 1.4771346 -0.0997094 0.4523082
2CPC HG20 77 1.5268803 -0.2174070 0.2410284
2CPC HG21 78 1.2548578 -0.1496378 -0.3407851
2CPC HG22 79 1.2075011 -0.1841668 -0.5837409
2CPC HG23 80 1.0330215 -0.0521267 -0.6982888
2CPC HG24 81 0.8999871 0.1189847 -0.5735002
2CPC N125 82 1.1868985 -0.0015206 -0.0936277
2CPC NJ26 83 1.0097632 0.1465412 -0.1672545
2CPC N127 84 0.8497237 0.2533135 -0.3145584
2CPC NK28 85 0.8324689 0.3441877 -0.0905645
2CPC NJ29 86 0.9309368 0.3324588 0.1672545
2CPC NK30 87 1.1082311 0.1348123 0.0905645
2CPC N131 88 1.0909763 0.2256865 0.3145584
2CPC C132 89 0.7976976 0.3339193 -0.2232120
260
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
2CPC
1.94070
C133
C134
C135
CJ36
CJ37
N138
CJ39
CJ40
CK41
CK42
CK43
CK44
CK45
HG46
CK47
CK48
HG49
CK50
HG51
HG52
HG53
HG54
HG55
HG56
HG57
0.47900
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
0.7528247
0.8360905
0.9935974
0.6901951
0.6618710
0.7538015
0.8372090
0.9365551
0.6198620
0.5623410
0.7623539
0.9638307
0.5204342
0.6424292
0.4920451
0.7895858
0.6858422
0.8891044
1.0407129
0.4635654
0.4138197
0.7331989
0.9076785
1.3996112
0.5410888
1.25478 0.00000
0.4400819
0.4305119
0.3114197
0.4277683
0.4947448
0.4805206
0.4752594
0.4001503
0.4564263
0.5923462
0.5709903
0.4185297
0.5538570
0.4041404
0.6209921
0.5894221
0.6286378
0.5141287
0.3600153
0.5787094
0.6964070
0.6631668
0.5311267
-0.1645423
0.6435423
-0.0325119
0.1845948
0.2878429
-0.2526756
-0.1323791
0.0936277
0.3232320
0.3883948
-0.3697447
-0.1256882
0.3918345
0.5240233
-0.3631126
-0.4621542
-0.2425646
0.5272581
0.3407851
0.5925869
0.5735002
-0.4523082
-0.2410284
0.5837409
0.6982888
0.0323611
-0.0323611
0.00000 0.00000 0.00000 -0.75187 0.00000
4: Buckminsterfullerene (C6 0 )
C60 Unit Cell
240
1BUK
IBUK
1BUK
1BUK
1BUK
1BUK
1BUK
1BUK
IBUK
1BUK
1BUK
1BUK
1BUK
1BUK
1BUK
IBUK
1BUK
IBUK
1BUK
1BUK
IBUK
IBUK
IBUK
1BUK
CU'
CS2
CU3
CU4
CSS
CS6
CR7
CU8
CS9
CP1O
CV11
C012
CV13
CV14
Cols
CO 16
CU17
CV18
C019
CS20
CR21
CP22
CR23
CR24
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
-0.0541104
-0.0916714
0.0854092
-0.1356722
0.0086470
-0.2123818
0.1817632
-0.0465089
-0.0500226
-0.2516065
0.1593977
0.0282321
0.1909608
0.2402285
-0.0767829
-0.0275471
0.0901176
0.3216750
-0.1974977
0.1866840
0.3125240
0.3417018
0.2868004
0.2234285
0.3125240
0.3417019
0.2868004
0.2234286
0.3463715
0.2831001
0.2913200
0.1425868
0.2906743
0.1670914
-0.0541103
-0.0916714
0.0854092
-0.1356721
0.0086470
-0.2123817
0.1817632
-0.0465089
-0.0500225
-0.2516065
0.1593977
0.0282320
0.1909608
0.2402285
0.1593977
0.0282320
0.1909608
0.2402285
-0.0767830
-0.0275472
0.0901176
0.3216750
-0.1974977
0.1866840
0.3125240
0.3417018
0.2868004
0.2234286
0.3463715
0.2831001
0.2913199
0.1425867
0.2906743
0.1670914
-0.0541104
-0.0916714
0.0854092
-0.1356722
261
1BUK CP25 25 0.3463715 -0.0767829 0.0086470
1BUK CP26 26 0.2831001 -0.0275471 -0.2123818
1BUK CV27 27 0.2913199 0.0901176 0.1817632
1BUK CR28 28 0.1425868 0.3216749 -0.0465089
1BUK CP29 29 0.2906744 -0.1974978 -0.0500226
1BUK C030 30 0.1670914 0.1866840 -0.2516066
IBUK CV31 31 -0.1593977 0.0541103 -0.3125240
1BUK C032 32 -0.0282321 0.0916714 -0.3417018
1BUK CV33 33 -0.1909608 -0.0854092 -0.2868004
1BUK CV34 34 -0.2402285 0.1356721 -0.2234286
1BUK C035 35 0.0767829 -0.0086470 -0.3463715
1BUK C036 36 0.0275471 0.2123817 -0.2831001
1BUK CU37 37 -0.0901176 -0.1817632 -0.2913199
1BUK CV38 38 -0.3216750 0.0465089 -0.1425867
1BUK C039 39 0.1974977 0.0500225 -0.2906743
1BUK CS40 40 -0.1866840 0.2516065 -0.1670914
1BUK CR41 41 -0.3125240 -0.1593977 0.0541104
1BUK CP42 42 -0.3417018 -0.0282320 0.0916714
1BUK CR43 43 -0.2868004 -0.1909608 -0.0854092
1BUK CR44 44 -0.2234285 -0.2402285 0.1356722
1BUK CP45 45 -0.3463715 0.0767829 -0.0086470
1BUK CP46 46 -0.2831001 0.0275471 0.2123818
1BUK CV47 47 -0.2913199 -0.0901176 -0.1817632
IBUK CR48 48 -0.1425868 -0.3216749 0.0465089
1BUK CP49 49 -0.2906744 0.1974978 0.0500226
1BUK C050 50 -0.1670914 -0.1866840 0.2516066
1BUK CU51 51 0.0541104 -0.3125240 -0.1593977
1BUK CS52 52 0.0916714 -0.3417019 -0.0282320
1BUK CU53 53 -0.0854092 -0.2868004 -0.1909608
1BUK CU54 54 0.1356722 -0.2234286 -0.2402285
1BUK CS55 55 -0.0086470 -0.3463715 0.0767830
1BUK CS56 56 0.2123818 -0.2831001 0.0275472
1BUK CR57 57 -0.1817632 -0.2913200 -0.0901176
1BUK CU58 58 0.0465089 -0.1425868 -0.3216750
1BUK CS59 59 0.0500226 -0.2906743 0.1974977
1BUK CP60 60 0.2516065 -0.1670914 -0.1866840
2BUK CUl 61 0.6484899 0.3125243 0.5432020
2BUK CS2 62 0.6109286 0.3417019 0.6743679
2BUK CU3 63 0.7880094 0.2868006 0.5116389
2BUK CU4 64 0.5669277 0.2234285 0.4623716
2BUK CS5 65 0.7112468 0.3463713 0.7793832
2BUK CS6 66 0.4902183 0.2831001 0.7301471
2BUK CR7 67 0.8843632 0.2913199 0.6124825
2BUK CU8 68 0.6560913 0.1425869 0.3809248
2BUK CS9 69 0.6525774 0.2906743 0.9000977
2BUK CP10 70 0.4509935 0.1670914 0.5159160
2BUK CV11 71 0.8619980 -0.0541101 0.3900757
2BUK C012 72 0.7308321 -0.0916714 0.3608981
2BUK CV13 73 0.8935611 0.0854094 0.4157994
2BUK CV14 74 0.9428284 -0.1356723 0.4791715
2BUK C015 75 0.6258169 0.0086468 0.3562287
2BUK C016 76 0.6750529 -0.2123818 0.4194999
2BUK CU17 77 0.7927176 0.1817632 0.4112801
2BUK CV18 78 1.0242751 -0.0465087 0.5600131
262
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
2BUK
3BUK
3BUK
3BUK
3BUK
3BUK
3BUK
3BUK
3BUK
3BUK
3BUK
3BUK
3BUK
263
C019 79
CS20 80
CR21 81
CP22 82
CR23 83
CR24 84
CP25 85
CP26 86
CV27 87
CR28 88
CP29 89
C030 90
CV31 91
C032 92
CV33 93
CV34 94
C035 95
C036 96
CU37 97
CV38 98
C039 99
CS40 100
CR41 101
CP42 102
CR43 103
CR44 104
CP45 105
CP46 106
CV47 107
CR48 108
CP49 109
C050 110
CU51 111
CS52 112
CU53 113
CU54 114
CS55 115
CS56 116
CR57 117
CU58 118
CS59 119
CP60 120
CU1 121
CS2 122
CU3 123
CU4 124
CS5 125
CS6 126
CR7 127
CU8 128
CS9 129
CP1O 130
CV11 131
C012 132
0.5051023 -0.0500225
0.8892840 -0.2516066
1.0151243 0.1593980
1.0443019 0.0282321
0.9894006 0.1909610
0.9260284 0.2402284
1.0489713 -0.0767831
0.9857001 -0.0275471
0.9939199 0.0901175
0.8451870 0.3216751
0.9932744 -0.1974978
0.8696914 0.1866840
0.5432020 0.0541101
0.6743679 0.0916714
0.5116389 -0.0854094
0.4623716 0.1356723
0.7793831 -0.0086468
0.7301471 0.2123818
0.6124824 -0.1817632
0.3809249 0.0465087
0.9000977 0.0500225
0.5159160 0.2516066
0.3900757 -0.1593980
0.3608981 -0.0282321
0.4157994 -0.1909610
0.4791716 -0.2402284
0.3562287 0.0767831
0.4194999 0.0275471
0.4112801 -0.0901175
0.5600130 -0.3216751
0.4119256 0.1974978
0.5355086 -0.1866840
0.7567101 -0.3125243
0.7942714 -0.3417019
0.6171906 -0.2868006
0.8382723 -0.2234285
0.6939532 -0.3463713
0.9149817 -0.2831001
0.5208368 -0.2913199
0.7491087 -0.1425869
0.7526226 -0.2906743
0.9542065 -0.1670914
0.7567101 1.0151243
0.7942713 1.0443019
0.6171905 0.9894007
0.8382723 0.9260286
0.6939532 1.0489713
0.9149817 0.9857001
0.5208368 0.9939199
0.7491087 0.8451870
0.7526226 0.9932743
0.9542065 0.8696914
0.5432020 0.6484900
0.6743678 0.6109287
0.4119257
0.5355086
0.7567101
0.7942713
0.6171905
0.8382723
0.6939533
0.9149818
0.5208368
0.7491088
0.7526226
0.9542066
1.0151243
1.0443019
0.9894006
0.9260285
1.0489713
0.9857001
0.9939199
0.8451869
0.9932743
0.8696914
0.6484899
0.6109287
0.7880095
0.5669277
0.7112467
0.4902182
0.8843632
0.6560912
0.6525774
0.4509934
0.8619980
0.7308321
0.8935611
0.9428284
0.6258168
0.6750529
0.7927175
1.0242752
0.5051023
0.8892840
0.1593980
0.0282320
0.1909610
0.2402284
-0.0767833
-0.0275472
0.0901174
0.3216751
-0.1974978
0.1866840
0.3125243
0.3417019
3BUK CV13 133 0.5116389 0.7880095 0.2868006
3BUK CV14 134 0.4623716 0.5669278 0.2234285
3BUK C015 135 0.7793831 0.7112468 0.3463713
3BUK C016 136 0.7301471 0.4902183 0.2831001
3BUK CU17 137 0.6124824 0.8843632 0.2913198
3BUK CV18 138 0.3809249 0.6560913 0.1425869
3BUK C019 139 0.9000977 0.6525775 0.2906744
3BUK CS20 140 0.5159160 0.4509935 0.1670914
3BUK CR21 141 0.3900757 0.8619980 -0.0541102
3BUK CP22 142 0.3608982 0.7308321 -0.0916714
3BUK CR23 143 0.4157994 0.8935610 0.0854094
3BUK CR24 144 0.4791716 0.9428284 -0.1356723
3BUK CP25 145 0.3562287 0.6258169 0.0086467
3BUK CP26 146 0.4194999 0.6750529 -0.2123819
3BUK CV27 147 0.4112801 0.7927175 0.1817631
3BUK CR28 148 0.5600130 1.0242751 -0.0465088
3BUK CP29 149 0.4119257 0.5051022 -0.0500226
3BUK C030 150 0.5355086 0.8892839 -0.2516066
3BUK CV31 151 0.8619980 0.7567100 -0.3125243
3BUK C032 152 0.7308322 0.7942713 -0.3417019
3BUK CV33 153 0.8935611 0.6171905 -0.2868006
3BUK CV34 154 0.9428284 0.8382722 -0.2234285
3BUK C035 155 0.6258169 0.6939532 -0.3463713
3BUK C036 156 0.6750529 0.9149817 -0.2831001
3BUK CU37 157 0.7927176 0.5208368 -0.2913198
3BUK CV38 158 1.0242751 0.7491087 -0.1425869
3BUK C039 159 0.5051023 0.7526225 -0.2906744
3BUK CS40 160 0.8892840 0.9542065 -0.1670914
3BUK CR41 161 1.0151243 0.5432020 0.0541102
3BUK CP42 162 1.0443018 0.6743679 0.0916714
3BUK CR43 163 0.9894006 0.5116390 -0.0854094
3BUK CR44 164 0.9260284 0.4623716 0.1356723
3BUK CP45 165 1.0489713 0.7793831 -0.0086467
3BUK CP46 166 0.9857001 0.7301471 0.2123819
3BUK CV47 167 0.9939199 0.6124825 -0.1817631
3BUK CR48 168 0.8451870 0.3809249 0.0465088
3BUK CP49 169 0.9932743 0.9000978 0.0500226
3BUK C050 170 0.8696914 0.5159161 0.2516066
3BUK CU51 171 0.6484899 0.3900757 -0.1593980
3BUK CS52 172 0.6109287 0.3608981 -0.0282320
3BUK CU53 173 0.7880095 0.4157993 -0.1909610
3BUK CU54 174 0.5669277 0.4791714 -0.2402284
3BUK CS55 175 0.7112468 0.3562287 0.0767833
3BUK CS56 176 0.4902183 0.4194999 0.0275472
3BUK CR57 177 0.8843632 0.4112801 -0.0901174
3BUK CU58 178 0.6560913 0.5600130 -0.3216751
3BUK CS59 179 0.6525774 0.4119257 0.1974978
3BUK CP60 180 0.4509935 0.5355086 -0.1866840
4BUK CU1 181 0.0541103 1.0151240 0.5432023
4BUK CS2 182 0.0916714 1.0443019 0.6743680
4BUK CU3 183 -0.0854092 0.9894004 0.5116392
4BUK CU4 184 0.1356722 0.9260287 0.4623715
4BUK CS5 185 -0.0086471 1.0489715 0.7793830
4BUK CS6 186 0.2123817 0.9857001 0.7301472
264
4BUK CR7 187 -0.1817632 0.9939199 0.6124825
4BUK CU8 188 0.0465089 0.8451868 0.3809250
4BUK CS9 189 0.0500225 0.9932743 0.9000978
4BUK CP10 190 0.2516065 0.8696914 0.5159160
4BUK CV11 191 -0.1593977 0.6484897 0.3900760
4BUK C012 192 -0.0282320 0.6109286 0.3608982
4BUK CV13 193 -0.1909608 0.7880092 0.4157996
4BUK CV14 194 -0.2402285 0.5669279 0.4791714
4BUK C015 195 0.0767829 0.7112471 0.3562285
4BUK C016 196 0.0275472 0.4902183 0.4194999
4BUK CU17 197 -0.0901176 0.8843632 0.4112801
4BUK CV18 198 -0.3216749 0.6560911 0.5600132
4BUK C019 199 0.1974978 0.6525775 0.4119257
4BUK CS20 200 -0.1866840 0.4509934 0.5355086
4BUK CR21 201 -0.3125241 0.8619977 0.7567104
4BUK CP22 202 -0.3417018 0.7308320 0.7942714
4BUK CR23 203 -0.2868004 0.8935608 0.6171908
4BUK CR24 204 -0.2234286 0.9428285 0.8382722
4BUK CP25 205 -0.3463715 0.6258171 0.6939530
4BUK CP26 206 -0.2831001 0.6750528 0.9149818
4BUK CV27 207 -0.2913199 0.7927176 0.5208368
4BUK CR28 208 -0.1425868 1.0242749. 0.7491090
4BUK CP29 209 -0.2906743 0.5051022 0.7526225
4BUK C030 210 -0.1670915 0.8892839 0.9542066
4BUK CV31 211 0.1593977 0.7567103 1.0151240
4BUK C032 212 0.0282320 0.7942714 1.0443018
4BUK CV33 213 0.1909608 0.6171908 0.9894004
4BUK CV34 214 0.2402285 0.8382721 0.9260286
4BUK C035 215 -0.0767829 0.6939529 1.0489715
4BUK C036 216 -0.0275472 0.9149817 0.9857001
4BUK CU37 217 0.0901176 0.5208368 0.9939199
4BUK CV38 218 0.3216749 0.7491089 0.8451868
4BUK C039 219 -0.1974978 0.7526225 0.9932743
4BUK CS40 220 0.1866840 0.9542066 0.8696914
4BUK CR41 221 0.3125241 0.5432023 0.6484896
4BUK CP42 222 0.3417018 0.6743680 0.6109286
4BUK CR43 223 0.2868004 0.5116392 0.7880092
4BUK CR44 224 0.2234286 0.4623715 0.5669278
4BUK CP45 225 0.3463715 0.7793829 0.7112470
4BUK CP46 226 0.2831001 0.7301472 0.4902182
4BUK CV47 227 0.2913199 0.6124824 0.8843632
4BUK CR48 228 0.1425868 0.3809251 0.6560910
4BUK CP49 229 0.2906743 0.9000978 0.6525775
4BUK C050 230 0.1670915 0.5159161 0.4509934
4BUK CU51 231 -0.0541103 0.3900760 0.8619977
4BUK CS52 232 -0.0916714 0.3608981 0.7308320
4BUK CU53 233 0.0854092 0.4157996 0.8935608
4BUK CU54 234 -0.1356722 0.4791713 0.9428285
4BUK CS55 235 0.0086471 0.3562285 0.6258170
4BUK CS56 236 -0.2123817 0.4194999 0.6750528
4BUK CR57 237 0.1817632 0.4112801 0.7927175
4BUK CU58 238 -0.0465089 0.5600132 1.0242750
4BUK CS59 239 -0.0500225 0.4119257 0.5051022
4BUK CP60 240 -0.2516065 0.5355086 0.8892840
265
1.40520 1.40520 1.40520 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000
5: 4-(Dicyanomethylene)-2-methyl-6-(4-dimethylaminostyryl)-4H-pyran (DCM)
DCM Unit Cell
320
1DCM OD1 1 1.9708726 -0.0670031 0.6000999
1DCM NE2 2 1.3511798 0.4425624 0.3293032
1DCM NC3 3 2.5037096 -0.1372421 0.8526713
1DCM NC4 4 2.3884551 0.2948917 0.8200249
1DCM CI5 5 2.0610010 -0.1620890 0.6384230
1DCM CJ6 6 2.1785881 -0.1296088 0.6966350
1DCM HI7 7 2.2470143 -0.2086376 0.7252036
1DCM CK8 8 2.2135138 0.0083076 0.7207947
1DCM CJ9 9 2.1160754 0.1041495 0.6791024
1DCM HI10 10 2.1345374 0.2099652 0.6937371
1DCM CL11 11 1.9985851 0.0657133 0.6204685
1DCM CG12 12 1.8962073 0.1564697 0.5758079
1DCM HI13 13 1.9194846 0.2613382 0.5918489
1DCM CG14 14 1.7790728 0.1187481 0.5185682
1DCM HI15 15 1.7614419 0.0120498 0.5063089
1DCM CK16 16 1.6724530 0.2047942 0.4712752
1DCM CF17 17 1.5548042 0.1471040 0.4194463
1DCM HI18 18 1.5464862 0.0386916 0.4159351
1DCM CF19 19 1.4488803 0.2235505 0.3733383
1DCM H120 20 1.3608482 0.1732002 0.3352852
1DCM CH21 21 1.4550901 0.3650502 0.3757533
1DCM CF22 22 1.5733832 0.4238195 0.4279140
1DCM H123 23 1.5832198 0.5315966 0.4325952
1DCM CF24 24 1.6779121 0.3457794 0.4737265
1DCM H125 25 1.7662520 0.3958985 0.5122747
1DCM CD26 26 1.2275314 0.3797249 0.2855306
1DCM HJ27 27 1.1583338 0.4568422 0.2513944
1DCM HJ28 28 1.1788019 0.3233022 0.3664088
1DCM HJ29 29 1.2450975 0.3109131 0.2018387
1DCM CD30 30 1.3573652 0.5874420 0.3407913
1DCM HJ31 31 1.2677432 0.6307245 0.2961062
1DCM HJ32 32 1.4442651 0.6280298 0.2874699
1DCM HJ33 33 1.3629077 0.6206761 0.4454944
1DCM CE34 34 2.0124412 -0.2999336 0.6077310
1DCM HJ35 35 2.0854828 -0.3743350 0.6402241
1DCM HJ36 36 1.9953903 -0.3117331 0.5000512
1DCM HJ37 37 1.9171499 -0.3193525 0.6583780
1DCM CC38 38 2.3343131 0.0448051 0.7807884
1DCM CB39 39 2.4287360 -0.0536774 0.8209811
1DCM CB40 40 2.3660357 0.1816535 0.8032999
2DCM OD1 41 0.9356080 -0.0670092 0.5272093
2DCM NE2 42 1.5553537 0.4425620 0.7978741
2DCM NC3 43 0.4026080 -0.1372410 0.2749801
2DCM NC4 44 0.5177648 0.2949048 0.3078116
2DCM CI5 45 0.8454786 -0.1620966 0.4888923
2DCM CJ6 46 0.7278403 -0.1296132 0.4307856
2DCM HI7 47 0.6594155 -0.2086435 0.4022174
2DCM CK8 48 0.6928583 0.0083083 0.4067369
2DCM CJ9 49 0.7903000 0.1041517 0.4484183
266
2DCM HI1O 50 0.7717978 0.2099712 0.4338628
2DCM CL11 51 0.9078435 0.0657121 0.5069433
2DCM CG12 52 1.0102281 0.1564694 0.5515862
2DCM HI13 53 0.9869098 0.2613414 0.5356272
2DCM CG14 54 1.1274146 0.1187452 0.6087175
2DCM HI15 55 1.1450844 0.0120443 0.6208978
2DCM CK16 56 1.2340445 0.2047918 0.6559869
2DCM CF17 57 1.3517470 0.1471025 0.7076946
2DCM HI18 58 1.3600980 0.0386903 0.7111324
2DCM CF19 59 1.4576828 0.2235501 0.7537735
2DCM H120 60 1.5457565 0.1732009 0.7917316
2DCM CH21 61 1.4514316 0.3650495 0.7514510
2DCM CF22 62 1.3330842 0.4238179 0.6994125
2DCM H123 63 1.3232139 0.5315952 0.6948054
2DCM CF24 64 1.2285441 0.3457770 0.6536272
2DCM H125 65 1.1401622 0.3958953 0.6151741
2DCM CD26 66 1.6790514 0.3797320 0.8415181
2DCM HJ27 67 1.7482521 0.4568476 0.8756521
2DCM HJ28 68 1.7277381 0.3233734 0.7605695
2DCM HJ29 69 1.6615652 0.3108633 0.9251798
2DCM CD30 70 1.5491193 0.5874470 0.7864805
2DCM HJ31 71 1.6387615 0.6307269 0.8311276
2DCM HJ32 72 1.4622467 0.6279772 0.8398901
2DCM HJ33 73 1.5434916 0.6207446 0.6818022
2DCM CE34 74 0.8940992 -0.2999466 0.5194634
2DCM HJ35 75 0.8210551 -0.3743483 0.4869770
2DCM HJ36 76 0.9112314 -0.3118082 0.6271234
2DCM HJ37 77 0.9893593 -0.3193073 0.4687353
2DCM CC38 78 0.5720054 0.0448092 0.3468535
2DCM CB39 79 0.4775811 -0.0536749 0.3066679
2DCM CB40 80 0.5402281 0.1816625 0.3244500
3DCM OD1 81 0.5021226 0.6903319 0.6000999
3DCM NE2 82 -0.1175702 1.1998974 0.3293032
3DCM NC3 83 1.0349596 0.6200929 0.8526713
3DCM NC4 84 0.9197051 1.0522266 0.8200249
3DCM CI5 85 0.5922510 0.5952460 0.6384230
3DCM CJ6 86 0.7098381 0.6277262 0.6966350
3DCM H17 87 0.7782643 0.5486974 0.7252036
3DCM CK8 88 0.7447638 0.7656426 0.7207947
3DCM CJ9 89 0.6473254 0.8614845 0.6791024
3DCM HI10 90 0.6657874 0.9673002 0.6937371
3DCM CL11 91 0.5298351 0.8230483 0.6204685
3DCM CG12 92 0.4274574 0.9138047 0.5758079
3DCM HI13 93 0.4507347 1.0186732 0.5918489
3DCM CG14 94 0.3103228 0.8760831 0.5185682
3DCM HI15 95 0.2926919 0.7693848 0.5063089
3DCM CK16 96 0.2037030 0.9621292 0.4712752
3DCM CF17 97 0.0860542 0.9044390 0.4194463
3DCM HI18 98 0.0777362 0.7960266 0.4159351
3DCM CF19 99 -0.0198697 0.9808855 0.3733383
3DCM H120 100 -0.1079018 0.9305352 0.3352852
3DCM CH21 101 -0.0136599 1.1223852 0.3757533
3DCM CF22 102 0.1046332 1.1811545 0.4279140
3DCM H123 103 0.1144698 1.2889316 0.4325952
267
3DCM CF24 104 0.2091621 1.1031144 0.4737265
3DCM H125 105 0.2975020 1.1532335 0.5122747
3DCM CD26 106 -0.2412186 1.1370599 0.2855306
3DCM HJ27 107 -0.3104162 1.2141772 0.2513944
3DCM HJ28 108 -0.2899481 1.0806372 0.3664088
3DCM HJ29 109 -0.2236525 1.0682481 0.2018387
3DCM CD30 110 -0.1113848 1.3447770 0.3407913
3DCM HJ31 111 -0.2010068 1.3880595 0.2961062
3DCM HJ32 112 -0.0244849 1.3853648 0.2874699
3DCM HJ33 113 -0.1058423 1.3780111 0.4454944
3DCM CE34 114 0.5436912 0.4574014 0.6077310
3DCM HJ35 115 0.6167328 0.3830000 0.6402241
3DCM HJ36 116 0.5266403 0.4456019 0.5000512
3DCM HJ37 117 0.4483999 0.4379825 0.6583780
3DCM CC38 118 0.8655631 0.8021401 0.7807884
3DCM CB39 119 0.9599860 0.7036576 0.8209811
3DCM CB40 120 0.8972857 0.9389884 0.8032999
4DCM ODI 121 2.4043580 0.6903258 0.5272093
4DCM NE2 122 3.0241037 1.1998970 0.7978741
4DCM NC3 123 1.8713580 0.6200940 0.2749801
4DCM NC4 124 1.9865148 1.0522398 0.3078116
4DCM CI5 125 2.3142286 0.5952384 0.4888923
4DCM CJ6 126 2.1965903 0.6277218 0.4307856
4DCM H17 127 2.1281655 0.5486915 0.4022174
4DCM CK8 128 2.1616083 0.7656433 0.4067369
4DCM CJ9 129 2.2590500 0.8614867 0.4484183
4DCM HI10 130 2.2405478 0.9673062 0.4338628
4DCM CL11 131 2.3765935 0.8230471 0.5069433
4DCM CG12 132 2.4789781 0.9138044 0.5515862
4DCM HI13 133 2.4556598 1.0186764 0.5356272
4DCM CG14 134 2.5961646 0.8760802 0.6087175
4DCM HI15 135 2.6138344 0.7693793 0.6208978
4DCM CK16 136 2.7027945 0.9621268 0.6559869
4DCM CF17 137 2.8204970 0.9044375 0.7076946
4DCM HI18 138 2.8288480 0.7960253 0.7111324
4DCM CF19 139 2.9264328 0.9808851 0.7537735
4DCM H120 140 3.0145065 0.9305359 0.7917316
4DCM CH21 141 2.9201816 1.1223845 0.7514510
4DCM CF22 142 2.8018342 1.1811529 0.6994125
4DCM H123 143 2.7919639 1.2889302 0.6948054
4DCM CF24 144 2.6972941 1.1031120 0.6536272
4DCM H125 145 2.6089122 1.1532303 0.6151741
4DCM CD26 146 3.1478014 1.1370670 0.8415181
4DCM HJ27 147 3.2170021 1.2141826 0.8756521
4DCM HJ28 148 3.1964881 1.0807084 0.7605695
4DCM HJ29 149 3.1303152 1.0681983 0.9251798
4DCM CD30 150 3.0178693 1.3447820 0.7864805
4DCM HJ31 151 3.1075115 1.3880619 0.8311276
4DCM HJ32 152 2.9309967 1.3853122 0.8398901
4DCM HJ33 153 3.0122416 1.3780796 0.6818022
4DCM CE34 154 2.3628492 0.4573884 0.5194634
4DCM HJ35 155 2.2898051 0.3829867 0.4869770
4DCM HJ36 156 2.3799814 0.4455268 0.6271234
4DCM HJ37 157 2.4581093 0.4380277 0.4687353
268
4DCM CC38 158 2.0407554 0.8021442 0.3468535
4DCM CB39 159 1.9463311 0.7036601 0.3066679
4DCM CB40 160 2.0089781 0.9389975 0.3244500
5DCM OD1 161 0.9459127 1.5816771 0.1515437
5DCM NE2 162 1.5656927 1.0720730 0.4220678
5DCM NC3 163 0.4129956 1.6519524 -0.1008485
5DCM NC4 164 0.5282618 1.2198141 -0.0683036
5DCM CI5 165 0.8557718 1.6767685 0.1132634
5DCM CJ6 166 0.7381665 1.6442967 0.0550837
5DCM HI7 167 0.6697309 1.7233296 0.0265486
5DCM CK8 168 0.7032335 1.5063838 0.0309143
5DCM CJ9 169 0.8006854 1.4105360 0.0725614
5DCM HI10 170 0.7822192 1.3047224 0.0579167
5DCM CL11 171 0.9181941 1.4489637 0.1311639
5DCM CG12 172 1.0205863 1.3582010 0.1757785
5DCM HI13 173 0.9973043 1.2533348 0.1597291
5DCM CG14 174 1.1377388 1.3959143 0.2329868
5DCM HI15 175 1.1553733 1.5026109 0.2452566
5DCM CK16 176 1.2443739 1.3098615 0.2802332
5DCM CF17 177 1.3620388 1.3675443 0.3320335
5DCM HI18 178 1.3703577 1.4759562 0.3355583
5DCM CF19 179 1.4679776 1.2910913 0.3780965
5DCM H120 180 1.5560216 1.3414361 0.4161294
5DCM CH21 181 1.4617675 1.1495919 0.3756622
5DCM CF22 182 1.3434581 1.0908301 0.3235301
5DCM H123 183 1.3336204 0.9830536 0.3188357
5DCM CF24 184 1.2389145 1.1688767 0.2777624
5DCM H125 185 1.1505625 1.1187630 0.2392346
5DCM CD26 186 1.6893548 1.1349044 0.4658107
5DCM HJ27 187 1.7585635 1.0577821 0.4999134
5DCM HJ28 188 1.7380585 1.1913394 0.3849256
5DCM HJ29 189 1.6718150 1.2037036 0.5495185
5DCM CD30 190 1.5595042 0.9271952 0.4105598
5DCM HJ31 191 1.6491405 0.8839062 0.4552101
5DCM HJ32 192 1.4726213 0.8865991 0.4639026
5DCM HJ33 193 1.5539287 0.8939768 0.3058535
5DCM CE34 194 0.9043409 1.8146087 0.1439608
5DCM HJ35 195 0.8312888 1.8890147 0.1115020
5DCM HJ36 196 0.9214258 1.8263921 0.2516369
5DCM HJ37 197 0.9996161 1.8340355 0.0932865
5DCM CC38 198 0.5824154 1.4698949 -0.0290466
5DCM CB39 199 0.4879795 1.5683831 -0.0691947
5DCM CB40 200 0.5506862 1.3330498 -0.0515686
6DCM ODI 201 1.9811984 1.5816759 0.2243660
6DCM NE2 202 1.3614356 1.0721243 -0.0462964
6DCM NC3 203 2.5141899 1.6518921 0.4766176
6DCM NC4 204 2.3990085 1.2197511 0.4438089
6DCM CI5 205 2.0713317 1.6767604 0.2626813
6DCM CJ6 206 2.1889650 1.6442737 0.3207961
6DCM HI7 207 2.2573932 1.7233018 0.3493625
6DCM CK8 208 2.2239374 1.5063517 0.3448557
6DCM CJ9 209 2.1264920 1.4105115 0.3031757
6DCM HI10 210 2.1449871 1.3046918 0.3177392
6DCM CL11 211 2.0089538 1.4489543 0.2446423
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6DCM CG12 212 1.9065660 1.3582002 0.2000002
6DCM HI13 213 1.9298771 1.2533279 0.2159673
6DCM CG14 214 1.7893847 1.3959277 0.1428604
6DCM HI15 215 1.7717220 1.5026289 0.1306721
6DCM CK16 216 1.6827520 1.3098844 0.0955913
6DCM CF17 217 1.5650556 1.3675775 0.0438737
6DCM HI18 218 1.5567113 1.4759900 0.0404283
6DCM CF19 219 1.4591175 1.2911333 -0.0022055
6DCM H120 220 1.3710487 1.3414853 -0.0401713
6DCM CH21 221 1.4653600 1.1496336 0.0001268
6DCM CF22 222 1.5837012 1.0908615 0.0521752
6DCM H123 223 1.5935646 0.9830839 0.0567900
6DCM CF24 224 1.6882437 1.1688991 0.0979607
6DCM H125 225 1.7766206 1.1187780 0.1364216
6DCM CD26 226 1.2377439 1.1349589 -0.0899509
6DCM HJ27 227 1.1685403 1.0578452 -0.1240832
6DCM HJ28 228 1.1890564 1.1913259 -0.0090085
6DCM HJ29 229 1.2552385 1.2038210 -0.1736163
6DCM CD30 230 1.3676605 0.9272397 -0.0348929
6DCM HJ31 231 1.2780180 0.8839623 -0.0795417
6DCM HJ32 232 1.4545334 0.8867007 -0.0882953
6DCM HJ33 233 1.3732809 0.8939487 0.0697880
6DCM CE34 234 2.0227209 1.8146113 0.2320985
6DCM HJ35 235 2.0957680 1.8890107 0.2645837
6DCM HJ36 236 2.0055949 1.8264668 0.1244368
6DCM HJ37 237 1.9274595 1.8339811 0.2828205
6DCM CC38 238 2.3447850 1.4698475 0.4047477
6DCM CB39 239 2.4392133 1.5683285 0.4449316
6DCM CB40 240 2.3765529 1.3329937 0.4271618
7DCM OD1 241 2.4146856 0.8243380 0.1514454
7DCM NE2 242 3.0343564 0.3147861 0.4223180
7DCM NC3 243 1.8818411 0.8945612 -0.1011144
7DCM NC4 244 1.9970672 0.4624262 -0.0683834
7DCM CI5 245 2.3245620 0.9194221 0.1131068
7DCM CJ6 246 2.2069698 0.8869379 0.0549074
7DCM H17 247 2.1385475 0.9659655 0.0263256
7DCM CK8 248 2.1720332 0.7490189 0.0307782
7DCM CJ9 249 2.2694671 0.6531790 0.0724858
7DCM HI10 250 2.2509971 0.5473615 0.0578741
7DCM CL11 251 2.3869629 0.6916192 0.1311059
7DCM CG12 252 2.4893366 0.6008651 0.1757804
7DCM HI13 253 2.4660512 0.4959948 0.1597624
7DCM CG14 254 2.6064765 0.6385905 0.2330064
7DCM HI15 255 2.6241155 0.7452902 0.2452426
7DCM CK16 256 2.7130927 0.5525469 0.2803122
7DCM CF17 257 2.8307481 0.6102398 0.3321231
7DCM HI18 258 2.8390738 0.7186524 0.3356113
7DCM CF19 259 2.9366689 0.5337957 0.3782420
7DCM H120 260 3.0247064 0.5841478 0.4162802
7DCM CH21 261 2.9304493 0.3922959 0.3758569
7DCM CF22 262 2.8121495 0.3335239 0.3237143
7DCM H123 263 2.8023052 0.2257464 0.3190560
7DCM CF24 264 2.7076238 0.4115616 0.2778906
7DCM H125 265 2.6192785 0.3614405 0.2393572
270
7DCM
7DCM
7DCM
7DCM
7DCM
7DCM
7DCM
7DCM
7DCM
7DCM
7DCM
7DCM
7DCM
7DCM
7DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
CD26 266
HJ27 267
HJ28 268
HJ29 269
CD30 270
HJ31 271
HJ32 272
HJ33 273
CE34 274
HJ35 275
HJ36 276
HJ37 277
CC38 278
CB39 279
CB40 280
OD1 281
NE2 282
NC3 283
NC4 284
CI5 285
CJ6 286
H17 287
CK8 288
CJ9 289
HI10 290
CL11 291
CG12 292
HI13 293
CG14 294
HI15 295
CK16 296
CF17 297
HI18 298
3.1580114
3.2272053
3.2067408
3.1404542
3.0281605
3.1177816
2.9412604
3.0226105
2.3731328
2.3000948
2.3901898
2.4684229
2.0512285
1.9568105
2.0194953
0.5124484
-0.1073144
1.0454399
0.9302585
0.6025817
0.7202150
0.7886432
0.7551874
0.6577420
0.6762371
0.5402038
0.4378160
0.4611271
0.3206347
0.3029720
0.2140020
0.0963056
0.0879613
8DCM CF19 299 -0.0096325
8DCM H120 300 -0.0977013
8DCM CH21 301 -0.0033900
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
8DCM
CF22 302
H123 303
CF24 304
H125 305
CD26 306
HJ27 307
HJ28 308
HJ29 309
CD30 310
HJ31 311
HJ32 312
HJ33 313
CE34 314
HJ35 315
HJ36 316
HJ37 317
CC38 318
CB39 319
0.1149512
0.1248146
0.2194937
0.3078706
-0.2310061
-0.3002097
-0.2796936
-0.2135115
-0.1010895
-0.1907320
-0.0142166
-0.0954691
0.5539709
0.6270180
0.5368449
0.4587095
0.8760350
0.9704633
0.3776243
0.3005092
0.4340266
0.4464548
0.1699046
0.1266252
0.1293340
0.1366490
1.0572698
1.1316694
1.0690906
1.0766715
0.7125172
0.8109979
0.5756664
0.8243409
0.3147893
0.8945571
0.4624161
0.9194254
0.8869387
0.9659668
0.7490167
0.6531765
0.5473568
0.6916193
0.6008652
0.4959929
0.6385927
0.7452939
0.5525494
0.6102425
0.7186550
0.5337983
0.5841503
0.3922986
0.3335265
0.2257489
0.4115641
0.3614430
0.3776239
0.3005102
0.4339909
0.4464860
0.1699047
0.1266273
0.1293657
0.1366137
1.0572763
1.1316757
1.0691318
1.0766461
0.7125125
0.8109935
0.4660714
0.5002202
0.3851790
0.5497498
0.4108604
0.4555502
0.4641947
0.3061646
0.1437676
0.1112626
0.2514441
0.0931118
-0.0292018
-0.0694105
-0.0516832
0.2243660
-0.0462964
0.4766176
0.4438089
0.2626813
0.3207961
0.3493625
0.3448557
0.3031757
0.3177392
0.2446423
0.2000002
0.2159673
0.1428604
0.1306721
0.0955913
0.0438737
0.0404283
-0.0022055
-0.0401713
0.0001268
0.0521752
0.0567900
0.0979607
0.1364216
-0.0899509
-0.1240832
-0.0090085
-0.1736163
-0.0348929
-0.0795417
-0.0882953
0.0697880
0.2320985
0.2645837
0.1244368
0.2828205
0.4047477
0.4449316
271
8DCM CB40 320 0.9078029 0.5756587 0.4271618
2.93750 1.51467 0.75158 0.00000 0.00000 0.00000 0.00000 -0.02072 0.00000
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