We present a kinetic Monte Carlo simulation based on ab initio calculations for the thermal desorption of oxygen from a Rh͑111͒ surface. Several models have been used for the parametrization of the interaction between the adsorbed atoms. We find that models based on a parametrization with only pairwise interactions have a relatively large error in the predicted adsorption energies. This error can be significantly reduced by including three-and four-body interactions. In addition, we find that a significant amount of atoms adsorb in a second adsorption site -the hcp-hollow site -at an elevated temperature. Consequently, only a many-body multisite model of the oxygen interactions yields appropriate desorption spectra for the full coverage range, while more simple models only capture the correct shape in the low-coverage case. Our parametrization allows us to predict the adsorption energies of an arbitrary configuration of adsorbates with a mean average error of less than 6 meV/atom.
I. INTRODUCTION
One of the fundamental problems in surface science is the interaction of a surface with its gaseous environment. In recent years, ab initio approaches have contributed to an improved understanding of atomic and molecular adsorption on surfaces. The situation is more complex when dynamical phenomena at surfaces are involved. Although an ab initio molecular dynamics simulation allows one to follow the motion of a few adsorbates for several femtoseconds, the computational cost involved makes the simulation of a larger ensemble of particles on a time scale of seconds unfeasible. Therefore, mainly two approaches are prevalent for the description of the dynamic processes of a large number of adsorbates on a surface on a macroscopic timescale: on the one hand, a dynamic description of the time evolution of averaged properties, such as the coverage, via ͑often phenomenological͒ kinetic equations; on the other hand, the explicit treatment of the single processes and the real-time time evolution using kinetic Monte Carlo ͑kMC͒ algorithms, [1] [2] [3] which therefore allow for the description of nonequilibrium processes. 4 Within the kMC framework, the time evolution of a system is given via the discrete transitions between local minima of the potential energy surface with a time step inverse proportional to the sum of all reaction rates of the system. 4 In the context of theoretical simulations, an accurate description of adsorbate-adsorbate interactions is a central ingredient for both approaches. 5, 6 If the adsorbates are chemisorbed at fixed sites on the surface, it is common to describe the interaction as the sum of many-body interaction terms, the so-called lattice-gas Hamiltonian ͑LGH͒. 5 Nevertheless, it is an open question which explicit terms have to be included in the LGH to obtain an accurate description and how far the dynamic properties, as, for example, reflected in the thermal desorption spectra, are influenced by this choice.
In this paper, we will investigate a prototypical reaction, the desorption of a diatomic oxygen molecule from a transition metal surface in the case of O/Rh͑111͒. The adsorption structures of oxygen on Rh͑111͒ have already been studied in detail experimentally and theoretically. [7] [8] [9] [10] [11] [12] [13] In contrast to the simulation of the desorption spectra of monatomic adsorbates, 14 the adsorption of oxygen is slightly more involved as it results in the dissociation of the O 2 molecule. Hansen and Neurock 15, 16 investigated the interaction of O/Rh͑100͒ on the basis of bond-order conservation models, but we will show in the following that the inclusion of manybody terms is essential for an accurate parametrization of the energies. In Sec. III A, we will discuss the quality of the parametrization within a lattice-gas model, and in Sec. III B the resulting temperature programed desorption ͑TPD͒ spectra on the basis of a kMC simulation.
II. METHODOLOGY
The energies for the parametrization of the LGH have been obtained on the basis of density functional theory ͑DFT͒ calculations using the Vienna ab initio simulation package 17 ͑VASP͒ and gradient corrected ͑GGA-PBE͒ potentials 18 with a cut-off energy of 283 eV within the projector augmented wave method. 19, 20 The Rh͑111͒ surface has been modeled using an asymmetric slab of six layers of rhodium, where the oxygen atoms have been adsorbed on one side of the slab. The three uppermost layers of the substrate have been allowed to relax, with resulting forces smaller than 0.02 eV/Å. For the integration of the Brillouin zone, a Monkhorst-Pack grid 21 corresponding to a ͑24ϫ 24ϫ 1͒ mesh for the primitive ͑1 ϫ 1͒ cell has been employed.
We have simulated the TPD spectra using kMC runs on a 60ϫ 60 lattice grid. Test calculations show that the results are identical using an 80ϫ 80 lattice within the statistical error bars. Each desorption curve was taken as the average over 240 simulation runs. The initial configurations were set up randomly and equilibrated using Metropolis Monte Carlo 22 ͑MC͒ performing 100 passes per lattice site ͑one pass is defined as one trial move per particle͒ for coverages greater than 0.5 ML ͑1 ML= 1 oxygen atom per rhodium atom of the topmost rhodium layer͒ and 200 passes per lattice site for coverages less than or equal to 0.5 ML.
For the simulation of desorption spectra, two relevant processes have to be considered, namely, the diffusion of particles on the surface and the desorption of particles. The readsorption of particles will be neglected in our model. Specifically for the system investigated in this work, the diffusion barrier for an isolated oxygen atom in the limit of a low coverage is about 0.5 eV ͑cf. Table I͒, while barriers for  desorption of an O 2 molecule are significantly higher, between 3 and 4 eV. Consequently, the diffusion rates are orders of magnitudes higher than the desorption rates in this system, and a full kMC simulation would mainly sample the diffusion events at the surface. Yet the high diffusion rate also implies that after every desorption event the system returns to thermal equilibrium before the next desorption event occurs. Therefore, we have chosen a procedure where only the desorption events are treated in the kMC framework, 4 whereas the system is equilibrated after each desorption event using the Metropolis algorithm performing 400 passes. Using twice the number of passes, the spectra remained unchanged within the statistical error.
After equilibrating the system of the adsorbed oxygen atoms using the Metropolis algorithm, all pairs of oxygen atoms are considered. The rate constant for desorption of a pair is calculated and added to the rate catalog if the atoms occupy adsorption sites within a certain distance ͑see Sec. III for details͒.
In order to describe the ͑microscopic͒ desorption of an oxygen molecule, we have taken a reaction rate constant given by
where ⌬E TS is the height of the energy barrier, k is Boltzmann's constant, T is the temperature, and is the frequency prefactor. Figure 1 shows the ͑0 K͒ energy profile for the desorption of O 2 from the Rh͑111͒ surface in the lowcoverage limit. The minimum energy path was found by locating the transition states with the dimer method 23, 24 and mapping the path by a subsequent relaxation using damped molecular dynamics. The energy profile in Fig. 1 displays basically a continuous increase in the energy up to the gas phase without an additional activation barrier; therefore, ⌬E TS equals the effective adsorption energy of the oxygen molecule including the lateral interactions in the case of additional atoms in the local environment. The explicit calculation of this effective adsorption energy via the parametrization of the interactions will be discussed in Sec. III. In passing we note that the energy profile also shows a shallow minimum for a molecular precursor state ͑Fig. 1, inset 2͒. Although it should be possible to observe this precursor state at low temperature, the barrier between the precursor state and the dissociated molecule is only 85 meV. Therefore, the precursor will not be stable at the elevated temperatures present during the TPD experiments, and the desorption process will be simulated in one single step.
Other theoretical studies 16, 25 have shown that the frequency prefactor can be much higher than the frequently used value of 10 13 s −1 . Although the exact value of the prefactor depends on the entropic changes during the desorption, changing the prefactor by an order of magnitude will mainly result in a change in the width of the high-coverage desorption spectra of the order of 100 K, but will only have a small influence on the shape of the curve. As the main focus of this paper is the correlation between the parametrization and the resulting spectra, we have used a constant value of =2ϫ 10 15 s −1 throughout this work since similar values have been used for O/Rh͑100͒ for low coverages in the past. 16 A more accurate value for the prefactor can be obtained by explicitly evaluating the entropic contributions from molecular dynamics simulations, 26 which will be discussed in a forthcoming publication.
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III. RESULTS
In Sec. III A, we will analyze the quality of the model used for the parametrization of the LGH and its influence on the resulting desorption spectra. Energy profile of one selected reaction path for the associative desorption of two oxygen atoms from Rh͑111͒ in the low-coverage limit, starting from oxygen atoms adsorbed in two hollow sites ͑left inset͒ proceeding via a molecular precursor ͑middle͒ to the desorbed molecule in the gas phase ͑right͒.
A. Parametrization of the lattice-gas model
In order to obtain the rate constants, it is necessary to calculate the effective binding energy ⌬E TS of Eq. ͑1͒ for an arbitrary pair of atoms. For the adsorption on a regular grid, the adsorption energy of a configuration of adsorbed particles can be described using a lattice-gas model as
All sums run over the adsorbed particles in the system. E i is the adsorption energy of an isolated particle i adsorbed in either a fcc-or a hcp-hollow site. ͕͕P n ͖ , ͕T n ͖ ,...͖ are effective interaction parameters ͑EIPs͒. Each EIP is associated with a so-called figure, which is an arrangement of oxygen atoms in high symmetry adsorption sites, according to the lattice-gas model. The effective pair interactions ͕P n ͖ are associated with figures consisting of two oxygen atoms, the effective trio interactions ͕T n ͖ with figures consisting of three oxygen atoms, etc. In our lattice-gas model, each adsorbed oxygen atom occupies the high symmetry fcc-or hcp-hollow site, which is closest to its real position. With the double sum ͚ ij all pairs of the adsorbed oxygen atoms in these high symmetry adsorption sites are considered. The coefficient p n,ij is equal to 1 if particles i and j form the figure that the EIP P n is associated with, and 0 otherwise. With the three sums ͚ ijk all trios of oxygen atoms are considered, etc. The effective binding energy ⌬E TS of a pair of oxygen atoms is given by the energy of the system including both atoms minus the energy of the system with the same two atoms removed, where both energies are calculated according to formula ͑2͒.
A full multisite model should include all possible adsorption sites on the ͑111͒ surface. Yet in the experimentally known low-coverage adsorption structures of chemisorbed oxygen on Rh͑111͒, namely, a p͑2 ϫ 2͒ structure at a coverage of 1/4 ML ͓Fig. 2͑a͔͒ and a p͑2 ϫ 1͒ structure at a coverage of 1/2 ML ͓Fig. 2͑b͔͒ only the threefold fcc-hollow sites are occupied. 7, 8 For higher coverages, a ͑2 ͱ 3 ϫ 2 ͱ 3͒R30°structure was found 9 with oxygen atoms adsorbed in fcc-and hcp-hollow sites ͓Fig. 2͑c͔͒. At even higher coverages, a surface oxide has been observed, but its formation is kinetically hindered and occurs only at temperatures above 800 K. 28 As we are aiming to describe the desorption of oxygen from adsorbate covered surfaces that have been prepared at significantly lower temperatures, we will not include this phase in our model. In addition, our results for the adsorption energies of an isolated oxygen atom in the high symmetry adsorption sites ͑Table I͒ show that the bridge and top sites are energetically rather unfavorable and can therefore be neglected for this system. These calculations were performed with a single oxygen atom in a 6 ϫ 6 surface cell, corresponding to a coverage of 0.028 ML.
Only the fcc-hollow and the hcp-hollow site are stable sites where the fcc-hollow site is about 100 meV more favorable than the hcp-hollow site. The bridge site is only metastable with an energy difference of about 0.5 eV, and the top site is an energetic maximum with a value more than 1.5 eV higher than the fcc-hollow site. Because of this energetic difference between the bridge and the top sites compared to the hollow sites, these sites have not been taken into account for our lattice-gas model. Consequently, in order to perform MC simulations for O/Rh͑111͒, we will apply a multisite model to take account of both fcc-and hcp-hollow sites.
Taking fcc-and hcp-hollow sites into account in our lattice-gas model, the shortest distance between two lattice sites ͑in the case of rhodium with a lattice constant of 3.84 Å͒ is 1.57 Å. Yet a calculation of two oxygen atoms adsorbed in these sites ͓Fig. 3͑a͔͒ shows that this configuration is energetically very unfavorable with an energetic penalty of 1.1 eV compared with two oxygen atoms adsorbed in adjacent fcc-hollow sites ͓Fig. 3͑b͔͒.
In practice, therefore, two oxygen atoms in two neighboring fcc or two neighboring hcp-hollow sites ͓Figs. 3͑b͒ and 3͑c͔͒, with a distance of 2.72 Å, are the closest pairs for which desorption can occur. Similarly, desorption may also occur for a pair of oxygen atoms with a distance of 3.14 Å: one in a fcc-hollow site and one in a hcp-hollow site ͓Fig. 3͑d͔͒.
To construct the LGH, we applied the procedure of leave-one-out cross validation ͑CV͒, 29 which has already been used for the characterization of oxygen adsorbed on other transition metals. 30, 31 The CV score is the mean absolute error ͑MAE͒ for configurations, which were not included in the fit, as far as this can be derived from the particular set of input configurations. We calculated energies of system configurations with 2 ϫ 2, 3 ϫ 3, 4 ϫ 4, 6 ϫ 6, and 8 ϫ 8 surface cells. For these cells, integration in the Brillouin zone was performed consistently using a 24ϫ 24 k-point mesh in the 1 ϫ 1 surface cell. To determine the relevant structures, a relatively small starting set of DFT configurations ͑among them the experimentally known structures in Fig. 2͒ was refined iteratively, as new ground state structures, as predicted by the LGH, were included in the fit and the CV scheme was repeated. 30 Details of the ground state search procedure are given at the end of this subsection. Besides the two configurations at a coverage of 1 ML ͑with all fcc-hollow or all hcp-hollow sites occupied͒, a total of 83 structures at coverages ranging from 0.06 to 0.78 ML was used as input for the fit. We obtained a LGH consisting of 18 pair, 17 trio, and 3 quattro interactions, a CV score of 6.7 meV, and a MAE for the input configurations of 2.1 meV.
An unsatisfactory point of this initial parametrization was that the error for the experimentally observed ͑2 ͱ 3 ϫ 2 ͱ 3͒R30°structure ͓Fig. 2͑c͔͒ was as high as 11.1 meV.
For this structure, the relaxation effects are significantly more pronounced than for the other input structures. This problem is not only restricted to the description of the ͑2 ͱ 3 ϫ 2 ͱ 3͒R30°structure but it also worsens the description of all the other input structures since every structure influences the EIPs of the figures it contains. In principle, this problem can be solved by adding an increasing number of complex figures including four and five particle interactions to our pool ͓cf. formula ͑2͔͒. Nevertheless, the configuration space of possibly relevant figures rapidly grows with the lateral extension of the many-body figures, and we did not find a satisfying improvement using figures similar to Fig. 4 . We have therefore decided to address the relaxation effects of the ͑2 ͱ 3 ϫ 2 ͱ 3͒R30°structure directly by extending the formalism. One important effect in the high-coverage structure is the outward relaxation toward neighboring hcp sites of the oxygen atoms in the corners of the triangles consisting of six oxygen atoms ͓cf. Fig. 2͑c͔͒ . Therefore, we have included a figure consisting of three nearest neighbor oxygen atoms with the restriction that two adjacent fcc sites are not occupied ͓Fig. 4͑c͔͒. If one of these two sites were occupied, outward relaxation of the nearest neighboring oxygen atom would be hindered. We also included figures allowing for the outward relaxations of two and three of the oxygen atoms ͓Figs. 4͑a͒ and 4͑b͔͒. The figure without any empty sites ͓Fig. 4͑d͔͒ does not allow for large relaxation effects. We have also included other trio figures with unoccupied sites to our pool. Adding pair figures with unoccupied sites did not help improve the accuracy of the parametrization.
Applying these new figures, the error for the ͑2 ͱ 3 ϫ 2 ͱ 3͒R30°structure was lowered to 5.5 meV, and by adding one more figure consisting of six oxygen atoms arranged in a triangle plus three pairs of empty sites at its corners ͓cf. Fig. 2͑c͔͒ , the error could be further lowered to 1.0 meV. The CV score lowered to 5.6 meV, and the MAE for the input configurations lowered to 1.7 meV. Our final LGH consisted of 15 pair, 22 trio ͑5 taking account of empty sites͒, 3 quattro interactions, and the abovementioned figure consisting of six oxygen atoms and six empty sites ͑see supplementary information 32 ͒. The adsorption energies of the isolated oxygen atom obtained from CV were Ϫ2121.0 meV for the fcchollow site and Ϫ2020.3 meV for the hcp-hollow site, which is almost identical to the values in Table I .
The CV scheme also allows one to gauge the accuracy of several approximations to the LGH. Table II gives an overview of different parametrizations ͑unoccupied sites are indicated as "holes"͒. The most accurate parametrization, based on three-and four-body interactions, which has been presented in the previous paragraph, yields a MAE of only about 2 meV/O atom. If unoccupied sites are not included in the parametrization ͓Table II ͑b͔͒, the CV score remains similar, but the prediction of the high-coverage ͑2 ͱ 3 ϫ 2 ͱ 3͒R30°adsorption energies gets less accurate.
A parametrization based on only pairwise interactions ͓Table II ͑c͔͒ is evidently inappropriate for oxygen adsorbed on Rh͑111͒. Keeping only pair interactions in the LGH, the best parametrization consisted of 16 pair interactions and had values of 16.1 meV for the CV score, 8.2 meV for the MAE for the input configurations, and with a value of 38.6 meV the error is especially large for the high-coverage ͑2 ͱ 3 ϫ 2 ͱ 3͒R30°structure.
We also applied a single-site model which only considers fcc sites. Although a direct comparison of the CV score is not possible because of the different input structures, we find an error of 22.7 meV/O atom at a coverage of 1/3 ML and an error of 64 meV/O atom for the high-coverage ͑2 ͱ 3 ϫ 2 ͱ 3͒R30°structure.
Finally, we also verified that the ground states predicted in our parametrization agree with the experimentally observed structures for an arbitrary oxygen coverage ͑Fig. 5͒. The ground state search was performed using Metropolis MC sampling at different temperatures from 100 to 300 K in 8 ϫ 8 and 12ϫ 12 surface cells. Using these cells, we can directly compare the energies of ground state structures obtained within our parametrization to the actual DFT calculations. The coverage range was investigated using steps of approximately 0.01 ML and, for each coverage, 4 ϫ 10 4 MC passes per lattice site were performed.
The resulting formation energy plot obtained from parametrization ͑a͒ is shown in Fig. 5 . We find indeed good agreement between the lowest formation energies given by the LGH and the DFT ground state line connecting the local minima at the oxygen coverages of 1/4, 1/2, and 2/3 ML. Only in the coverage range between 1/2 and 2/3 ML a slightly larger deviation from the DFT ground state line can be observed. This might be related to the fact that highcoverage structures show more complex reconstructions, i.e., the atoms relax further away from the high symmetry adsorption sites, than low-coverage structures.
Interestingly, the ground state search based on our parametrization also predicts a new ground state structure at a coverage of 1/3 ML ͑Fig. 6͒, which is also stable within the DFT calculations. Yet the energy difference between this new phase and a mixture of a p͑2 ϫ 2͒ phase and a p͑2 ϫ 1͒ phase is rather small, which might hinder an experimental verification at elevated temperatures.
B. Simulated desorption spectra
The results from Sec. III A demonstrate that only a multisite model including both fcc-and hcp-hollow sites yields an accurate parametrization of the DFT energies. In the following, we will discuss the influence of the different parametrizations on the simulation of the desorption spectra. Figure 7 shows a comparison between the simulated desorption spectra for a coverage ranging from 0.1 to 0.6 ML ͑top͒ and two different experimental desorption spectra. 13, 33 While the simulated spectra can be directly compared to the experimental data of Xu and Friend 13 ͓Fig. 7͑b͔͒, who have measured the desorption spectra as a function of the oxygen coverage, the comparison with the second experimental spectrum measured by Root et al. ͓Fig. 7͑c͔͒ is less clear as they have only indicated a dosing of 0.2-13 Langmuir ͑L͒ of oxygen prior to the desorption. 33 While the authors claimed that this dose corresponds to an effective coverage of 0.83 ML, other data in literature point toward a saturation coverage of about 0.5 ML under these preparation conditions. [10] [11] [12] Since the adsorption energies based on DFT calculations using gradient corrected PBE potentials have errors of the order of 0.1 eV and because a constant prefactor has been used, the onset of the desorption curve cannot be described accurately 5 on this level of theory. Both uncertainties, however, hardly affect the general shape of the curve. It has been shown previously that errors introduced by the choice of the exchange correlation functional primarily lead to a constant shift of the adsorption energies but have only little effect on the lateral interaction energies. 30 A stronger binding energy of 0.1 eV shifts the simulated TPD curves to lower temperatures ͑50-100 K͒ and the width of the curves decreases, weaker binding has the opposite effect, but the general shape of the curves remains unchanged. Increasing or decreasing the frequency prefactor by an order of magnitude has similar effects as shifting the adsorption energies, but again has little influence on the shape of the TPD curves. Yet it should be noted that the exact frequency prefactor is not a constant, but a function depending on temperature and coverage. Using accelerated molecular dynamics, Becker et al. 25 simulated TPD of pentane from graphite and found that the prefactor varied over three orders of magnitude with coverage.
The general shape of the curve is reasonably well reproduced in our simulations. While the spectra display only a single peak in the case of a low oxygen coverage, the spectra display a broad plateau at a higher starting coverage and finally display a second peak at a lower temperature for a starting coverage of 0.5 ML ͑Fig. 8͒. A comparison between the simulated and the experimental spectra shows also that the simulations seem to underestimate the relative desorption rate at lower temperatures. This observation can be presumably attributed to the fact that a constant prefactor is used in our approach, but a similar behavior can be observed in other TPD simulations based on DFT data. of 0.4 ML. For the higher starting coverages of above 0.5 ML, the deviations are more pronounced and, in addition, the minimum between the two peaks is clearly shifted to lower energies. This observation reflects the fact that the parametrization using only pairs yields a more pronounced error for the high-coverage structures. Figure 8͑b͒ shows a comparison between the multisite model for the LGH and a single-site model. Although only one single site, the fcc-hollow, is occupied in the experimental ground state structures at a low coverage, a single-site model fails to capture several interactions, which are essential at the elevated temperatures used in the desorption experiments. Deviations between the TPD spectra from the single-site and the multisite model can already be observed at lower coverages present in the higher temperature range: for an intermediate starting coverage of 0.3 ML and higher, the maximum of the curve is shifted to lower temperatures, and the second peak is not discernible at a starting coverage of 0.5 ML, but only appears using a higher starting coverage of 0.6 ML of oxygen. This observation can be related to the small energy differences between adsorption in hcp-and fcchollow sites, resulting in an occupation of hcp sites at elevated temperatures. Figure 9 shows that the fraction of oxygen atoms in hcp-hollow sites is 0.2-0.3, as sampled in the course of the MC simulations. Finally, for the highest starting coverage of 0.7 ML, the high oxygen content results in a drastic overestimation of the adsorbate-adsorbate repulsion, which, in turn, leads to a strong overestimation of the first desorption peak at 600 K.
IV. CONCLUSIONS
We have investigated several models for the parametrization of the interaction of oxygen atoms adsorbed on a Rh͑111͒ surface within a LGH and used this parametrization to simulate TPD spectra with a kMC algorithm. We find that an optimized parametrization only based on pair interactions yields a MAE of 8 meV/O atom, with an especially pronounced deviation of 39 meV for the high-coverage adsorption phases. The average error in the description is significantly reduced including many-body interactions. If a selection of three-and four-body interactions is included in the LGH, the average mean error of all coverages can be reduced to 2 meV/O. Yet we find again an increase in the error ͑6 meV͒ for the high-coverage ͑2 ͱ 3 ϫ 2 ͱ 3͒R30°struc-ture, which can be related to the relaxation effects. Only an inclusion of unoccupied sites in the pool of configurations allows one to reduce the error in the parametrization of this structure to a value of 1 meV.
Using various parametrizations as input for the kMC simulations of the desorption spectra, we find that the description of the low-coverage desorption spectra is rather robust with respect to the models used. Even a model based exclusively on a single adsorption site gives a reasonable description for a starting coverage smaller than 0.3 ML of oxygen, but deviations from the spectra obtained from a full parametrization become evident for a higher starting coverage. The reason for the behavior can be found in the substantial amount of ͑metastable͒ hcp sites that are occupied at the elevated temperatures, which are needed for the desorption of the oxygen atoms. Consequently, the predictive power is significantly enhanced using a multisite model including at least the two most favorable ͑fcc and hcp͒ adsorption sites. We notice that using a multisite model, the parametrization provides a similar shape of the spectra even if the LGH is only restricted to pairwise interactions.
We therefore conclude that an accurate parametrization of the adsorbate interactions is mandatory for the correct prediction of the adsorption phases, but a significantly lower level of accuracy is needed for the prediction of the thermal desorption spectra. Only for the simulation of the desorption spectra starting from a high oxygen coverage improved multisite models have to be taken into account. 
