From the existing research it has been observed that many techniques and methodologies are available for performing every step of Automatic Speech Recognition (ASR) system, but the performance (Minimization of Word Error Recognition-WER and Maximization of Word Accuracy Rate-WAR) of the methodology is not dependent on the only technique applied in that method. The research work indicates that, performance mainly depends on the category of the noise, the level of the noise and the variable size of the window, frame, frame overlap etc is considered in the existing methods.
INTRODUCTION
Many Speech User Interface (SUI) based applications are now a part of daily life. However, a number of hurdles remain to making these technologies ubiquitous [1] . In light of the increasingly mobile and socially connected population, core challenges include robustness to additive background noise, convolutional channel noise, room reverberation and microphone mismatch [2, 3] . Other challenges include the ability to support the world's range of speakers, languages and dialects in speech technology.
Automated speech recognition (ASR) is the foundation of many speech and language processing applications. ASR technology includes signal processing, optimization, machine learning, and statistical techniques to model human speech and understanding. This complete work focuses on following major issues for ASR performance improvement, Methodologies at pre-processing i.e. back-end level; Techniques at signal processing front-end for feature parameter extractions; Multi-environment training for Environment Adaptation and reducing the difference between training and testing environment; Variable parameter optimization using Fuzzy logic that is similar to the way of human thinking. Fuzzy sets are successfully applied for speech recognition due to their ability to deal with uncertainty. This paper focuses on the last issue, as first three issues are already analyzed and results are submitted for publication. This work may be extended to train the system for multi-user and English language speakers from various countries.
FUZZY LOGIC AND FUZZY INFERENCE METHODOLOGY
The concept of fuzzy logic [4] to present vagueness in linguistics, and further implement and express human knowledge and inference capability in a natural way. Fuzzy logic starts with the concept of a fuzzy set.
A fuzzy set is a set without a crisp, clearly defined boundary. It can contain elements with only a partial degree of membership. A Membership Function (MF) is a curve that defines how each point in the input space is mapped to a membership value (or degree of membership) between 0 and 1. The input space is sometimes referred to as the universe of discourse. Let X be the universe of discourse and x be a generic element of X. A classical set A is defined as a collection of elements or objects x Є X, such that each x can either belong to or not belong to the set A, A X. By defining a characteristic function (or membership function) on each element x in X, a classical set A can be represented by a set of ordered pairs (x, 0) or (x, 1), where 1 indicates membership and 0 non-membership. Unlike conventional set mentioned above fuzzy set expresses the degree to which an element belongs to a set. Hence the characteristic function of a fuzzy set is allowed to have value between 0 and 1, denoting the degree of membership of an element in a given set. If X is a collection of objects denoted generically by x, then a fuzzy set A in X is defined as a set of ordered pairs.
The Fuzzy System has Five Parts of the Fuzzy Inference System
Fuzzification of the given set of variables Application of the fuzzy operator (AND or OR) in the antecedent Implication from the antecedent to the consequent Aggregation of the consequents across the rules Defuzzification
Fuzzy Inference System
In this context, Fuzzy Inference Systems (FIS), also known as fuzzy rule-based systems, are well-known tools for the simulation of nonlinear behaviors with the help of fuzzy logic and linguistic fuzzy rules. There are some popular inference techniques developed for fuzzy systems, such as Mamdani [5] , Sugeno [6] , Tsukamoto [6] . Mamdani FIS is selected to use in this experimental study.
PROPOSED METHODOLOGY
From the literature study and analysis of speech processing methods it is observed that performance of the speech processing technique and the word recognition accuracy of a speech recognition system is dependent on windowing and frame size frame overlap size of a speech sample [7] , recoding -training -testing environment, technique/s used at front-end and back-end of a system. Therefore this work uses variable size of windowing, framing and frame overlap size, and the performance evaluation is done on every step of a system model from front-end and back-end techniques.
Speech samples of digits, zero to nine are recorded from different ten Indian English speaking persons (five males and five females) and multiple utterances, in real world noisy environment with sampling frequency 8 kHz and time duration 3 sec. First, these samples are checked for whether voiced / invoiced / or silence [8] . Only voiced samples are considered and others are discarded.
In the pre-processing steps, noise is removed using filters and enhanced [9, 10] using Wiener-Type Filter algorithm [11] . This algorithm is tested on different window size, frame size frame overlap size and for different category of noisy environment (Back-end level). SNR improvement test is performed. Results are given in Table: 1-5.
Features are extracted using MFCC front-end technique [12, 13] . Features are extracted using different window and frame size. Further these feature parameters are passed to Hidden Markov Model (HMM) for training and followed by recognition [14] . Here the aim is to train the system for all types of environment (Multi-environment training) to improve the word recognition accuracy therefore, system is trained for all variety of samples like samples recorded at clean environment (inside glass cabin), samples recorded at all category of real world noise (out-side of room and at crowded places), samples after applying traditional noise removal filters, samples after applying speech enhancement algorithms etc. Accuracy is computed using Word recognition rate separately for different window and frame size. Results are given in Table: 1-5. This experiment is performed adjusting variable parameters like window, frame and frame overlap size manually (using computer program) to find out improvement in word recognition accuracy using iterative method. Please refer Table: 1-5
The aim of this experiment is to find-out variable parameters size to optimized accuracy therefore a ruled base Fuzzy Inference System (FIS) from MatLab [15] is used. Window size and Frame overlap size in % and SNR as an environment are sent to the FIS as input parameters and Word recognition accuracy is computed as output. Rules are framed to compute the output. 
EMPIRICAL PROCESS FOR FUZZY INFERENCE SYSTEM (FIS)
Size of Hamming Window 5. Word Recognition Accuracy is computed using equation:
Number of Words Tested
Fuzzy Inference System (FIS) :
FIS is set using following parameters:
Three inputs are selected in the system, SNR value is passed for the Environment, Hamming windows size as WinSz and Frame overlap percentages as FrOver. Input parameters, their membership function and ranges as follow.
[Input1] Name='Environment' Range= [ 
RESULTS AND DISCUSSION
Frame size, SNR and accuracy results for different Hamming window and frame overlap % are given in table 1-5. Tables are given at the end of paper. 
CONCLUSION
The assumption for this study was that the word recognition accuracy not only depends on the adverse environment conditions but variable size of hamming window, frame overlap and frame length also. It is proved by using traditional algorithm methods and calculations using different size of parameters as well as fuzzy system. The improved word recognition accuracy is observed using hybrid signal enhancement method as compared to results shown in previous literature.
From the tabular data, for all hamming window size, SNR gradually improved till 50 % frame overlap but after going down. There is variation in word recognition accuracy calculated for different hamming window size and frame size. The better accuracy is observed in between 45-55 % frame overlap.
From FIS simulation results, the feasible parameter size for accuracy improvement is found in ranges, that clean environment SNR between 40-50 dB, Hamming window size should be medium 250-260 ms and frame overlap percentage between 40-55 %.
The optimized parameter size for best accuracy is observed by clean environment SNR above 45 db, hamming window size 255 ms and frame overlap percentage 50.6 
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