Abstract-We investigate the stabilization of unstable multidimensional partially observed single-sensor and multi-sensor (single-controller) discrete-time linear systems driven by unbounded noise and controlled over discrete noiseless channels. Stability is achieved under fixed-rate communication requirements that are asymptotically tight in the limit of large sampling periods. Through the use of similarity transforms, sampling and random-time drift conditions we obtain a coding and control policy leading to the existence of a unique invariant distribution and finite second moment for the sampled state. We obtain tight necessary and sufficient conditions for the general multi-sensor case under an assumption related to the Jordan form structure of such systems. In the absence of this assumption, we give sufficient conditions for stabilization.
I. INTRODUCTION
Networked control systems are becoming increasingly commonplace, with recent focus on the design of such systems being on the settings with multiple decision makers connected over rate-limited information channels. The goal for the design of such systems is either stabilization or optimization given information limitations. For a detailed review of the literature for the design of such systems, see [1] , [2] . This technical note investigates stabilization of such networked control systems where the system to be stabilized is driven by noise with unbounded support and the communication channel between the sensors and the controller is a discrete noiseless channel with rate constraints.
A. Problem Statement
In this technical note, we consider the class of multi-sensor LTI discrete-time systems with both plant and observation noise. The system equations are given by (1a) (1b) where and are the state and control action variables at time respectively. The observation made by sensor at time is denoted by . The matrices and random vectors are of compatible size. We require that and each are sequences of i.i.d. random vectors drawn from a distribution , with finite moments in each component for some , which admits a probability density that is positive on every (non-empty) open set. At time , and each are independent of each other and the state . The initial state, , is drawn from the distribution. Assumption 1.1: We require controllability and joint observability. That is, the pair is controllable and the pair is observable but the individual pairs may not be observable. The setup is depicted in Fig. 1 . The observations are made by a set of sensors and each sensor sends information to the controller through a finite capacity channel. At each time stage , we allow sensor to send an encoded value for some . In addition, the controller can send a feedback value at times , where is the period of our coding policy and . The value is seen by all sensors at time . We define the rate at time as . The coding scheme is applied periodically with period and so the rate for all time stages is specified by . The average rate is , accounting for the encoded and feedback signals. For the case with a single sensor, can be taken to be zero in the rate expression, as we discuss further in the technical note.
Information 
B. Brief Literature Review
Due to space limitations, we are unable to give a fair account of the literature. We refer the reader to [1] , [2] and [3] where this note builds on ([3] also contains the proofs of some of the results which are not included here). Of particular importance, [4] and [5] obtained a fundamental lower bound on the average rate of the information transmission for quadratic (mean-square) stabilization as we discuss in the following. For the system (1), letting be the set of eigenvalues of , this bound is (2) Various publications have studied the characterization of minimum information requirements for multi-sensor and multi-controller linear systems with various topologies of decentralization and the fundamental bounds have been extensively studied in [1] , [6] - [20] . These contributions do not consider the noisy case with multi-sensor settings, as well as ergodicity properties for multi-dimensional systems. When a linear system is driven by unbounded noise, the analysis is particularly difficult since a bounded quantizer range leads to a transient state process (see for example Theorem 7.3.1 in [2] or Proposition 5.1 in [4] ). In such a noisy setup, for single-sensor systems, a stability result of the form was given for noisy systems with unbounded support in [4] , which uses a variable-rate quantizer. A fixed-rate scheme was presented in [15] for a scalar noisy system using martingale theory, which achieved the lower bound plus an additional symbol required for encoding. The existence of an invariant distribution was established under the coding and control policy presented, along with a finite second moment of the state; that is, . Authors in [21] considered a general random-time stochastic drift criteria for Markov chains and applied it to erasure channels in a similar spirit. Variable-rate coding schemes for time-varying channels were considered in [17] . Authors in [22] studied conditions for stabilization when the control actions are uniformly bounded, the controlled multi-dimensional system is marginally stable and is driven by noise with unbounded support. The multi-sensor setting with unbounded noise has not been studied to our knowledge.
In view of the literature, the contributions of this note are as follows: (i) The case where the system is multi-dimensional and driven by unbounded noise over a noiseless discrete-channel has not been studied to our knowledge, regarding the existence of an invariant distribution, ergodicity and finite moment properties. (ii) We give sufficient conditions for multi-sensor systems with both system noise and observation noise with unbounded support, which has not been treated previously (see [1] for a review). Even though our approach builds on the program in [15] and [21] , a more general class of stopping times is introduced in this technical note, as more tedious constructions are needed for the vector, partially observed and decentralized settings.
II. SINGLE-SENSOR SYSTEMS
Consider the class of single-sensor LTI discrete-time systems with both plant and observation noise. The system equations are given by (3) where , and are the state, control action and observation at time respectively. The matrices and the noise vectors are of compatible size. The initial state, , has a finite moment as in the noise variables. We label the eigenvalues of as . Without loss of generality, we assume that is in real Jordan normal form and that for all . Assumption 2.1: The pair is controllable and the pair is observable.
The observations are made by the sensor and sent to the controller through a finite capacity channel. At each time stage , we allow the sensor to send an encoded value for some . We define the rate of our system at time as . Now, suppose that the channel is used periodically, every time stages. The rate for all time stages is then specified by . The average rate is (4) Information Structure: At time , the sensor maps its information . The controller maps its information . Our main result for single-sensor systems is the following: Theorem 2.2: There exists a coding and control policy with average rate for some which gives:
(a) the existence of a unique invariant distribution for ; (b) , .
Theorem 2.3:
The average rate in Theorem 2.2 achieves the minimum rate (2) asymptotically for large sampling periods. That is, .
A. Coding and Control Policy
For now, assume that has only one eigenvalue ; that is, this eigenvalue is repeated. We will see later that this assumption is without loss of generality. (5) can be applied at the sensor and the controller. At time the controller has access to and the control action is picked as .
B. Outline of Proof of Theorem 2.2
In this subsection, we outline the supporting results and key steps in proving our main result for single-sensor systems, Theorem 2.2.
Lemma 2.4: We can sample every time stages and apply a similarity transform to in (3) to obtain with for some invertible matrix . This new state satisfies the following system of equations:
The control action is chosen arbitrarily by the controller and the elimination of the matrix can be justified by sampling. The estimate at time is known by the sensor. At time , and are independent of but may be correlated with each other. For , the vectors and are independent. The matrix is in real Jordan normal form and has eigenvalues .
By a slight abuse of notation, we will rewrite system (7) as (8) where , and are the state, control action and observation at time , respectively. Remark 2.5: In case of multiple Jordan blocks, we can apply our control policy to each Jordan block. In all remaining theorems of this section, we will work with system (8) . Where necessary, we will distinguish between the real and complex eigenvalue cases.
Lemma 2.6: The process is Markov. Section II-A gives our control policy in terms of the parameters , and .
Lemma where we have used the ordering of bin sizes as described in Section II-A. Thus, by Theorem 5.1 and so . This implies that Theorem 2.10 holds for as mentioned in the proof and theorem statement. The finite second moment of all components then follows by induction.
In the complex case, we have that the drift condition (9) in Lemma 2.9 also holds with in place of since they are equal. Choosing the functions , ,
, we obtain the result. where is some noise term. We will use the same notation for that we use for . As in Lemma 2.4 for the single-sensor case, we can use the next time stages to apply a control action. We then apply the above scheme repeatedly and sample every time stages. Furthermore, since is the Jordan normal transformation matrix, it follows that where each is a Jordan block. Since we can apply another Jordan transformation to this sampled system, we can assume without loss of generality that is actually in Jordan form and each is actually a Jordan block.
III. MULTI-SENSOR SYSTEMS
To simplify notation, we write where each is a Jordan block, where and similarly for , , and . From the above, we can also see that for each , there exists a such that is known by sensor at time .
Thus our system is equivalent to the following subsystems:
where for each , there exists a sensor which knows at time and is chosen by the controller. As in Section II-A, we let be the vector of bin sizes at time and define the sequence of stopping times
The feedback value is chosen as if for some , otherwise, so that the policy as in Section II-A is implementable at the sensors and at the controller. This reduces the problem to the single-sensor case and we obtain the result.
B. Sufficient Conditions for the General Multi-Sensor Case
Here, we do not assume Assumption 3.1. In this case, the lower components of the state act as noise for the upper components. In particular, we need to bound these lower modes when all quantizers are perfectly-zoomed to achieve (b) of Lemma 2.8. To do this, we must have that the bin sizes of the lower modes are small compared with the upper ones. With many different eigenvalues, we cannot guarantee this in the general case. For this case, we obtain a sufficient condition. Toward this end, we have the following theorem which extends the classical observability canonical decomposition [23] to the decentralized case. 
. . . . . .
where the 's denote irrelevant submatrices, each and each . Below, we give a sufficient rate and an alternative assumption for stability. For Theorem 3.5 below, let us write where is given in (12) . Theorem 3.5: There exists a coding and control policy which gives: (a) the existence of a unique invariant distribution for ; (b) , , and with average rate in the limit of large sampling periods Proof of Theorem 3.5: The proof follows that of Theorem 2.2. The main difference is that we define and the bin numbers for some and treat the lower components of the state as noise. We present the coding and the control policy in detail below.
Clearly, we could also achieve (a) and (b) in Theorem 3.5 with where . Theorem 3.6: If the eigenvalues of in (12) are ordered in decreasing magnitude then Theorem 3.2 holds without Assumption 3.1. That is, the theorem holds if for and we have that when . Proof of Theorem 3.6: The proof follows directly from that of Theorem 3.5. Since the eigenvalues are ordered in decreasing magnitude, we can maintain the ordering of the bin sizes given in (13) . We set , for some . For any , by our coding and control policy (and in particular the choice of ) given above, we can choose such that the following ordering is maintained for all :
Informally, we order the bins within Jordan blocks , within sensor blocks , and also between sensor blocks .
IV. CONCLUSION
We presented a coding and control policy which achieves the minimum rate asymptotically in the limit of large sampling periods for single-sensor and multi-sensor systems (under the assumption that each eigenspace is observed by some sensor) driven by unbounded noise having distributions with a finite moment. In the absence of the aforementioned observability assumption, we obtained sufficient conditions. We established the existence of a unique invariant distribution for the sampled state and a finite second moment of the state. Future work includes the extension to noisy channels as well as multi-controller systems, which introduce further intricacies in view of the presence of signaling among the controllers [2] .
APPENDIX STOCHASTIC STABILITY
Let be a Markov chain with a complete separable metric state space . Let denote the transition probability from to the set . For this chain, a probability measure is invariant on the Borel space if , for all . In the following, let denote the filtration generated by the random sequence . Define a sequence of stopping times , measurable on the filtration described above, which is assumed to be non-decreasing, with . 
I. INTRODUCTION
Mathematical models utilizing concepts and formalisms of fractional calculus have become increasingly popular in various areas of science and engineering during the last few decades [6] , [12] . Fractional control design is an active field of research with several well-established linear and nonlinear methodologies (see, e.g., [6] , [12] ). Various identification techniques targeting fractional-order models, have recently emerged both in the time [1] , [2] , [9] - [11] , [13] and in the frequency [5] , [21] domain. Instrumental variable method has been utilized in [22] - [24] , Kalman filtering in [18] and the use of modulating functions was considered in [7] . On-line methods for estimation of the commensurate order are given in [16] .
Two distinct, yet closely related, problems are considered within the present work. A gradient-based approach to commensurate order estimation, assuming that all other process parameters are known, is presented first. This approach provides a continuous estimate of the system's commensurate order that eventually, under certain conditions, converges to the actual value. Some preliminary results in this regard were previously reported in [16] . The presented methodology involves the use of variable-order fractional operators [3] , [17] , [20] . A simultaneous order and parameter estimation procedure is subsequently illustrated, where a gradient-based algorithm is used to identify the commensurate order and the least-squares procedure is used to identify other process parameters. The two algorithms run in parallel in a synergic fashion. Note that a two-stage algorithm for simultaneous estimation of the process order and parameters, conceptually similar to that proposed in this technical note, has already been investigated in [22] and [23] . In comparison to the result presented there, formal conditions ensuring the convergence of the estimation procedure are provided in the present work. These conditions can be seen as generalizations of
