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Abstract
Opportunistic networks can increase network capacity, support collaborative
downloading of content and oﬄoad traffic from a cellular to a cellular-assisted,
device-to-device network. They can also support communication and content
exchange when the cellular infrastructure is under severe stress and when the
network is down or inaccessible. Fountain coding has been considered as espe-
cially suitable for lossy networks, providing reliable multicast transport without
requiring feedback from receivers. It is also ideal for multi-path and multi-
source communication that fits exceptionally well with opportunistic networks.
In this paper, we propose a content-centric approach for disseminating con-
tent in opportunistic networks efficiently and reliably. Our approach is based
on Information-Centric Networking (ICN) and employs fountain coding. When
tied together, ICN and fountain coding provide a comprehensive solution that
overcomes significant limitations of existing approaches. Extensive network sim-
ulations indicate that our approach is viable. Cache hit ratio can be increased
by up to five times, while the overall network traffic load is reduced by up to
four times compared to content dissemination on top of the standard Named
Data Networking architecture.
Keywords: information-centric networks, opportunistic networks, fountain
coding, in-network caching, multi-source and multi-path content delivery.
1. Introduction
Smartphones are nowadays ubiquitous. They support multiple wireless tech-
nologies, such as LTE, Wi-Fi, Wi-Fi Direct and Bluetooth, which allow them
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to flexibly access the Internet and communicate with devices in their vicinity.
Modern smartphones are able to form wireless networks with other nearby de-
vices opportunistically, while being connected to (and accessing the Internet
through) Wi-Fi access points or cellular providers, e.g., [1][2]. The formation
of such networks can also be assisted by cellular providers, e.g., [3][4]. The
concept of opportunistic networking is about closing the gap between human
and network behaviour through the exploitation of the natural human mobility
as an ideal opportunity to facilitate content dissemination [5][6][7]. Mobility,
which is usually perceived as a degrading factor for the network performance, is
now considered as an opportunity rather than a challenge to cope with [8]. In
an opportunistic network, devices spontaneously connect to each other (ideally
without human intervention) and opportunistic network topologies change over
time due to node mobility and energy preservation strategies (e.g., when a mo-
bile device that is for instance a Wi-Fi Direct Group Owner passes ownership
to become a regular client).
Opportunistic networks operate following the store-carry-forward paradigm,
where intermediate nodes locally store and carry content until a forwarding op-
portunity arises. Usually, the terms opportunistic and delay-tolerant networks
(DTNs) are used interchangeably, but according to the DTN definition given in
[6] opportunistic networks correspond to a more general concept that includes
DTNs. According to [6], DTNs consist of a network of independent networks
that are presented with occasional communication opportunities among them
with known and isolated disconnection points, whereas in opportunistic net-
works both disconnection points and communication opportunities are usually
random.
Opportunistic networks can increase network capacity [9][10], support collab-
orative content downloading [11] and oﬄoad traffic from a cellular to a cellular-
assisted device-to-device network [3][12]. They can also support communication
and content exchange when the cellular infrastructure is under severe stress
[2][13][14], since it is un-economical to provide more capacity (e.g., through
portable cells or Wi-Fi access points) for events that take place rather in-
frequently. At the same time, opportunistic networks are the only means of
communication when the network infrastructure is down or inaccessible due to
natural disasters or government censorship (or just because it is not trusted1).
In most of the above-mentioned scenarios communication is all about the ex-
change of content (e.g., news, video-on-demand, emergency announcements,
etc.), which in many cases can be of interest to multiple participants; e.g.,
updates on concurrent sports matches, departure times for public transporta-
tion after a football match, assembly points for emergency scenarios or public
demonstrations, etc.
In opportunistic networks, connectivity among devices is intermittent and
communication can be very lossy. This might decrease the possibility for suc-
cessful content forwarding. However, the fact that user movement and mobility
1See http://tinyurl.com/ogsz75o as an example of a real world scenario.
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patterns have limited degree of freedom and variation, and rather exhibit struc-
tural patterns due to geographical and social constraints [8][15][16], minimizes
this uncertainty. The dynamic and collaborative nature of opportunistic net-
works suggests that the usage of multiple content origins (along with caches)
and multiple network paths to disseminate content would be extremely advan-
tageous, especially when connectivity is not stable. The volatility of resource
availability urges for efficient network utilization; e.g., avoiding unnecessary
(re-)transmissions. At the same time, all these need to be supported in the con-
text of a lossy wireless environment, calling for mechanisms that ensure reliable
content delivery. All in all, caching, multi-source, multi-path and multicast for-
warding, along with reliable content delivery emerge as crucial properties that
opportunistic networks should support.
However, opportunistic networks are mainly built on top of TCP/IP, which
only supports unicast data transport among devices (even if the underlying
wireless medium is a broadcast one). Sporadic connectivity results in network
layer configuration and requires TCP connection re-establishment as the net-
work topology changes. Moreover, wireless connectivity can be very lossy, bring-
ing TCP, which reacts to stochastic losses as if congestion existed, to its knees.
Current approaches require (usually application-level) coordination in order to
fetch all data chunks from potentially multiple devices to complete a data trans-
fer. A rarest-first approach is commonly followed (just like in BitTorrent) when
deciding which data chunk to exchange so that the probability that a few (ex-
tinct or very rare) content chunks, which prevent the successful completion of
content transmission, remains low.
In this paper, we deal with the challenges identified above by combining the
Named Data Networking (NDN) [17] architecture and fountain coding [18][19],
as follows:
• In NDN, communication is not based on end-to-end connectivity. Instead,
the focus is on the content and routing is based on content names; there-
fore, topology changes do not result in broken connections that must be
constantly rebuilt. In-network caching and multicast forwarding are in-
herently supported.
• In fountain coding, encoding symbols equally contribute to the decoding
of the original content and, therefore, there is no need to retransmit lost
data. Instead, the reception of new symbols will eventually lead to the
successful decoding of content. Accordingly, there are no “rare” symbols
that devices need to desperately keep alive in the network.
• With fountain coding, multiple sources (e.g., devices that can fetch data
from the Internet or have previously cached encoding symbols) can send
symbols to a requesting device without any coordination among them.
They only need to randomize the way symbols are created to avoid sending
duplicate symbols.
• In fountain coding, there is no ordering of symbols; all received symbols
decode the content (with some probability). Therefore, multiple paths
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can be used in multi-hop opportunistic networks. Receivers can also re-
ceive symbols of the same content from different network interfaces (e.g.,
Bluetooth and Wi-Fi).
In our approach, Persistent Interests (PIs) [20] (see Section 3) are forwarded
(through scoped flooding [21]) to connected devices, requesting fountain-coded
symbols for specific content. By employing scoped flooding of PIs at NDN’s
strategy layer [17] and fountain coding, we enable multi-source and multi-path
forwarding. Additionally, we incorporate Bloom filters as part of the PI name
[22] to minimize sending duplicate symbols from in-network caches (i.e., other
mobile devices in the network) (see Section 3.2). Network dynamics (i.e., user
mobility and frequent disconnections) are modelled by changing the set of de-
vices that supply the network with newly requested content and by breaking
already established connections among mobile devices.
The proposed approach successfully inherits the benefits of Information-
Centric Networking, as realized by NDN [17], i.e., in-network caching and mul-
ticast, while at the same time it avoids redundancy associated with multi-source
and multi-path communication in the considered environment, without necessi-
tating any complex error control or source coordination mechanisms. The pro-
posed solution, not only overcomes the limitations of TCP/IP, but also utilizes
available resources more efficiently compared to its standard NDN counterpart,
achieving higher cache-hit ratio and lower traffic overhead in the network. In
particular, we observe that the usage of fountain coding can increase the cache-
hit ratio by up to five times compared to the standard NDN [17], maintaining at
the same time the overall traffic load of the opportunistic network in less than
25% of the load of the standard NDN.
2. Background
In this section, we briefly discuss relevant research regarding information-
centric networking and fountain codes that forms the foundations of our work.
2.1. Information-Centric Networking
Internet usage patterns have been constantly changing over the last decades,
especially after the wide adoption of smartphones, reaching a situation that was
not foreseen when it was originally designed. The engineering principles under-
pinning today’s Internet architecture were created in the 1960s and 1970s with
the assumption that Internet would be mainly used for host-to-host communi-
cations. Differently, nowadays the vast majority of Internet usage is related to
content distribution and retrieval and this trend is forecast to continue in the
foreseeable future [23]. This has altered the network communication paradigm
from simply routing packets between hosts (using endpoint addresses) to binding
information producers and consumers together.
The mismatch between the original design assumptions (host- or node-centric)
and the current usage patterns (information-centric) has been partially ad-
dressed through application layer, problem-specific solutions overlaid on top
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of IP, e.g., Content Distribution Networks (CDNs). However, the lack of na-
tive network support for content distribution restricts the efficiency of such ap-
proaches, and also potentially hinders the evolution of the Internet as a whole.
This has created a trend towards content-oriented networking, which has re-
cently been realized through the ICN paradigm. ICN puts content itself in
the forefront of attention when it comes to content delivery. That is, content
can be delivered from any network location/device, provided that this device
holds a valid copy of the requested content. Several ICN architectures [24] have
been proposed to support information access and delivery based on location-
independent names, instead of endpoint network addresses.
Given the information-oriented nature of ICN, each information item is
uniquely identified and authenticated without being associated to a specific
host. This, in turn, means that multiple devices can be used to relay and/or
serve interests for requested data. Furthermore, the in-network, name-based
caching and forwarding capability of ICN [17][25][26], enables ubiquitous con-
tent distribution. That is, every cache-enabled network node potentially caches
items that traverses it, and, hence, may serve future matching interests faster
than the content origin/server.
The important role that ICN has in mobile and opportunistic networks, has
been extensively analysed in [27] by identifying several challenges and discussing
appropriate solutions for them. The unique characteristics of ICN has led to an
attempt to combine its capabilities with those of DTNs in order to assist content
delivery in challenged scenarios. A protocol stack which integrates the DTN
architecture in native NDN [17] to deal with network disruptions is presented in
[28]. In particular, the authors in [28] extend NDN routing strategies to integrate
the Bundle protocol (BP) of the DTN architecture. Integrating BP in NDN,
enhances the connectivity options of NDN and allows it to deal with network
disruptions. Also, in [29], the authors propose a disruption-tolerant information-
centric ad-hoc network to provide low-cost, bandwidth-efficient operations for
Vehicular ad-hoc networks (VANET). Their solution is inspired by the family
of peer-to-peer data dissemination networks (e.g., Haggle [30]) and the usage of
specialized interest and cache summary messages to synchronize the nodes of
the VANET.
Our approach here is orthogonal to the works presented so far and is based
on the NDN architecture [17] mainly because of its inherent support for mobil-
ity, multicast and caching. NDN relies on Interest packets, as content chunk
requests for its content access operations, whereby each Interest has a one-to-
one correspondence to a Data packet. A NDN router undertakes the following
steps when an Interest packet is received.
1) Content Store (CS) lookup – The router tries to satisfy the request lo-
cally by checking if the respective content is cached in its local CS. If
found, the router replies by forwarding the requested Data packet to the
face the Interest arrived from and discards the Interest packet.
2) Pending Interest Table (PIT) lookup – If the router cannot serve the
Interest, it checks if there is a pending request for the same content; if so,
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an Interest packet with the exact content name would exist in its PIT;
the Interest’s arrival face is added to the PIT entry’s Requesting Faces list
and the Interest is discarded.
3) Forwarding Information Base (FIB) lookup – The Interest is forwarded
upstream towards the content provider based on a matching FIB entry.
The arrival face is removed from the face list of the matching FIB entry,
and if the resulting list is not empty, the packet is sent out to one or more
of the remaining faces (in the case of multiple content origins/replicas and
based on a Forwarding Strategy [17]). A new PIT entry that records the
Interest and its arrival face is also created.
When the requested Data packet is found (or created), it is forwarded back
to the requesting node following the reverse path of the Interest packet whereby
each router forwards the packet based on the arrival face indicated in the cor-
responding PIT entry. At each hop, the Data packet may be cached based
on specific caching policies (e.g., [17][31][32]) that are applied locally at each
network node.
It has been argued that the one-to-one correspondence of Interest to Data
packets can waste bandwidth and burden routers with the maintenance of
state [20]. Furthermore, if an Interest is lost, the corresponding Data packet
will not be forwarded; a “transport protocol” (e.g., ICP [33]) is required to
handle retransmissions of Interest packets. Our approach is based on Persistent
Interests (PIs) similarly to [20] (see Section 3). PIs are not consumed directly
by the first Data packet. Instead, they persist in a router’s PIT, as soft state,
potentially “serving” the whole content. In our approach, a PI will match any
encoding symbol for that specific content. A PI is eliminated either when a
fixed timer is triggered (to avoid stale Interests) or when an adequate number
of symbols has been matched by the Interest. This number is slightly larger than
the number of content fragments carried in Data packets so that the receiver
can decode the original data (see the description of Fountain Codes below). An-
other similar approach to PIs that allows push-based delivery using multicast
for timely but efficient delivery is the mechanism described in [34] [35] and can
be used for the realization of the proposed content delivery mechanism.
2.2. Fountain Codes
Fountain coding was originally designed for point-to-multipoint transmis-
sions of large files over lossy channels [18][19][36], but its use in content dis-
tribution networks [37][38], collaborative downloading [39], content retrieval in
sensor networks [40] and ICN [41][42] has demonstrated significant benefits.
Fountain coding is ideal for supporting the following types of data transport, all
of which are compatible with ICN and opportunistic network communication.
Multicast (One-to-Many) – Fountain coding has been a major component
of reliable multicasting proposals [43], where clients acquire bulk data in
the absence of feedback channels. Congestion control can be implemented
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Figure 1: Fountain Coding Example
in a layered, receiver-driven fashion, where a client reacts to network con-
gestion by registering to and un-registering from different layers (multicast
groups).
Multi-Source (Many-to-One, Many-to-Many) – Regardless of the num-
ber of receivers, multiple senders can contribute to the production of
encoding symbols. As long as all sources of the data produce different
encoding symbols, then all symbols are of “equal value” to the decoding
of the data at the receiver’s side. This can be easily achieved by ran-
domising the seeds that are used to produce the degree of each symbol
(see below) and requires no coordination among senders and receivers.
Multi-Path and Multi-Home – Symbols may follow different paths in the
network and be received through different network interfaces without af-
fecting decoding efficiency. The receiver only requires a specific number
of encoding symbols to decode the original data.
In the following, we overview the encoding and decoding operations of the
Luby Transform codes [18] through the example illustrated in Fig. 1. A piece
of content is first fragmented into a set of k equal size input data packets (i.e.,
source symbols), F = {F1, F2, . . . , Fk} where k = |F|. From the set F , a (very)
large number of encoding symbols can be created (ES = {ES1, ES2, . . . , ESN})
for transmission. Symbols have the same size as the original content fragments.
They can be constructed on the fly or pre-constructed and cached prior to any
request for the content. In total, the number of encoding symbols required to
decode the requested content is slightly larger than the number of its fragments.
Receivers can recover the requested item from any such set of symbols. Symbol
losses and reordering are not important [18].
Encoding. To construct an encoding symbol, a sender first randomly generates
a seed, which is associated to this symbol and seeds a pseudo-random generator,
which underlies the degree and neighbour generators. After seeding the gen-
erator, the sender calculates the symbol’s degree, d, which is sampled from a
degree distribution s(d) (e.g., the Robust Soliton distribution in [18]). The de-
gree specifies the number of content fragments that will be encoded (XORed) in
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each symbol. An edge connects each encoding symbol with one of its neighbours
in a bipartite graph as shown in Fig. 1. The sender then selects uniformly at
random degree fragments as neighbours of the encoding symbol. The neighbours
are XORed together to form an encoding symbol. For example, ES1 has d = 2
and is the result of XORing fragment F1 with F3 (i.e., ES1 = F1 ⊕ F3). The
properties of s(d) are crucial for efficient encoding and decoding as well as for
minimizing the network overhead [18][19] from having to send a slightly larger
amount of encoding symbols compared to the number of original fragments.
Decoding. In its simplest form, decoding is based on belief propagation [18].
A symbol with d = 1 represents a fragment of original data. A receiver utilizes
such a symbol to start the decoding process (e.g., ES4 in Fig. 1) by XORing it
with previously received symbols of higher degrees that have this fragment as a
neighbour. This may trigger further decoding of other (or even all) previously
un-decoded symbols.
Let us assume that a receiver receives the encoding symbols in the following
order:
ES1, ES6, ES3, ES4, ES5, ES8.
We further assume lossy transmission whereby ES2 and ES7 are erased (e.g.,
corrupted and dropped). We note that, in our example, the encoding symbols
arrived “out-of-order” (quoted since there is no concept of ordering in fountain
coding) but as mentioned, this has no effect on the decoding process. With each
received symbol, its associated seed is also sent. The receiver can then recal-
culate its degree and neighbours by seeding its own pseudo-random generator
with the symbol’s seed (all devices run identical pseudo-random generators; e.g.,
Mersenne Twister). The first symbol received is ES1 which encodes (XORed)
two original fragments, F1 and F3. The receiver, at this stage, is unable to
decode it and thus stores it locally. It also stores symbols ES6 and ES3 for the
same reason. The next symbol received, ES4, is the original fragment F4. It
is XORed with all previously stored symbols that contain fragment F4 (in this
case, only with symbol ES6). This action effectively removes the edge between
nodes F4 and ES6 in the bipartite graph of Fig. 1. ES6 now contains fragments
F1 and F5 whereby fragment F4 has been XORed out of symbol ES6. The next
received symbol, ES5, with d = 2, contains fragments F2 and F5, none of which
is yet decoded. Therefore it is stored until it can be decoded. The last symbol,
ES8, encodes fragments F2 and F4. F4 has been previously decoded and it can
be used to decode F2 by XORing it out of ES8 (i.e., removing the edge between
nodes F4 and ES8 in Fig. 1). In turn, this enables a chain decoding. The newly
decoded fragment F2 can be used to decode F1 and F5 from the previously
received symbols ES3 and ES5 respectively. Finally, F3 can be decoded from
ES1 using F1. At this point, the original content is fully decoded.
Degree Distributions, Computational and Network Overhead. In the
description above, we assumed the usage of LT Codes for encoding and decoding
content. In LT codes, the degree of each encoding symbol is calculated based
on the Robust Soliton Distribution (RSD) [18]. RSD is characterised by the
parameters c and δ. δ is the probability that decoding will fail after N =
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(1 + )k encoding symbols have been received, where k is the number of source
symbols and  is the overhead2. c is a positive constant that heavily affects
the performance of LT codes, in terms of network and computational overhead.
Moreover, both δ and c affect the average degree of the produced encoding
symbols, which in turn affects the computational overhead for encoding and
decoding3. A thorough analysis on how these parameters affect the performance
of LT codes can be found in [44] (in the Evaluation section we use the values
c = 0.2 and δ = 0.3 that are inline with the analysis of [44]). Note that
the erasure probability of the channel is not related to the decoding failure
probability. In other words, the receiver will successfully decode the received
symbols with probability δ after receiving N = (1+)k, regardless of the number
of encoding symbols that were discarded during transmission; the receiver just
needs to receive N encoding symbols. Fountain codes, such as R10 [45] and
RaptorQ [36], support failure probabilities of around 10−6 with an overhead of
only a few symbols, regardless of the number of source symbols. This means that
for large pieces of content (e.g., 56,403 source symbols for RaptorQ codes), the
overhead is essentially negligible for practical applications. Equally importantly,
encoding and decoding performance is linear to the number of source symbols,
k. Note that we chose LT codes only for presentation simplicity and there is
nothing that would prevent us from using RaptorQ codes in our ICN-based
approach.
3. Information-centric Content Dissemination with Fountain Codes
In the following, we describe the targeted communication environment and
scenarios and present our approach as a set of core components, focussing on
the integration of fountain coding within the NDN architecture.
3.1. Communication Environment
Our work focuses on scenarios where a large concentration of mobile users
is observed e.g., during a sports event, concert, or demonstration. Although
users are mobile, the nature of the considered events results in limited mobility.
Mobile devices are assumed to be equipped with both cellular and Wi-Fi net-
work interfaces, enabling Internet access through a cellular base station (BS)
or Wi-Fi access point (AP), respectively. They are also enabled for opportunis-
tic, infrastructure-less communication with other devices through Wi-Fi Direct
and/or Bluetooth. Internet access is assumed to be a scarce resource either
because the large concentration of users stresses the infrastructure or due to the
infrastructure being damaged/malfunctioning (e.g., after a natural disaster) or
because it is costly (e.g., group of tourists with expensive roaming plans). We
2Note that LT codes are asymptotically optimal; i.e.  → 0 as k → ∞. However, in
practical applications  can be as low as 5% [44].
3A larger average symbol degree means that more source symbols are encoded in each
encoding symbol and therefore more XOR operations are required for each encoding symbol.
9
also assume that only a limited amount of devices can have access to the In-
ternet at the same time; this set of devices changes over time and therefore
there is no single point in the opportunistic network where data can be down-
loaded from. Instead, many (or all) devices undertake that role through time.
Depending on the application scenario the number of devices that have access
to the Internet at any time and the duration that they can stay connected can
vary. For example, in a very crowded network environment the bottleneck is the
network provider that could potentially be unable to serve all devices. In such
a scenario all devices try to connect to the Internet (e.g., through their cellular
network interface) but only a few get access at specific times (based on the ISP’s
capacity). In a natural disaster scenario, access to the Internet can be very dif-
ficult and only in specific regions (e.g., where a network cell is still operating).
Finally, there can be cases where Internet access may be constantly available
but, because of privacy concerns (e.g., in public demonstrations) or access costs
(e.g., when roaming charges apply), users actively disable it and exchange in-
formation in a peer-to-peer fashion (e.g., by chatting to other users through the
opportunistically created network in public demonstration scenario).
Users are considered to be interested in information related to the attended
event (e.g., other football match scores, song lyrics, news updates) or the general
context (e.g., after a natural disaster), although this is not a strict requirement.
The shared interest in specific content motivates the sharing of network re-
sources and the collaboration in the form of opportunistic networking, in an
effort to address the scarcity of bandwidth. However, energy constraints of
mobile devices, along with intermittent connectivity between them, even under
the assumption of limited mobility, and the error-prone nature of the wireless
medium present significant challenges in sharing content.
3.2. Core Architectural Components
In this work, opportunistic collaboration between users takes place in the
following forms:
Seeding – Mobile devices (called edge devices as they reside at the edge of the
network being associated with an AP/BS) that have access to the Internet
download content and provide it to other devices, which have expressed
interest in it. Multiple edge devices may be downloading the same content
from one or more requesting devices to speed up delivery time and ensure
that the content will be successfully delivered.
Forwarding – Devices forward content to other devices. In dense environ-
ments, this may result in the formation of multicast trees where a single
device forwards content to multiple receivers or other devices that merely
forward content. In multi-hop opportunistic networks, multiple paths can
be used in order to fully utilize resources among connected devices.
Caching – Devices cache content as they forward it; they can later serve it to
other interested devices.
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Figure 2: Sending symbols from multiple devices through multiple paths
The integration of fountain coding in the way content is disseminated in the
NDN architecture ensures that the required collaboration is efficiently imple-
mented. The core architectural components of our approach are as follows:
Naming – Content is named following NDN’s hierarchical scheme [17] e.g.,
/a/b/c. In the context of our work, naming granularity for PIs is at the
content level; i.e., no specific chunks are identified in each PI, which re-
quests fountain coded symbols for some content. As explained below, we
further extend PI with a Retrieved Information Base (RIB) name compo-
nent, which is used to minimize the dissemination of duplicate encoding
symbols. On the returning path, data packets carry the same name aug-
mented with the value of the seed used to calculate the degree and neigh-
bours’ set for the encapsulated encoding symbol (e.g., /a/b/c/seed-x).
Receivers however cannot know (and do not care about) the origin of each
symbol i.e., the appended seed is not used to identify a host. /a/b/c/seed-x
uniquely identifies an encoding symbol for content with name /a/b/c.
Forwarding Persistent Interests – When a user requests access to some
content, a PI is created and forwarded to the devices it is currently con-
nected with. Since connectivity and content availability are subject to
constant change, in our design we do not consider the population of FIB
tables in the NDN-enabled devices (as in standard NDN routers); requests
must be disseminated as fast as possible to all available devices to ensure
that the content is successfully transferred. PIs are propagated through-
out the network through limited flooding, e.g., as in [21]. The scope of
flooding presents a trade-off with respect to the incurred signalling over-
head; its effectiveness is also related to the availability of the content i.e.,
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the more the seeding edge users, the smaller the required flooding scope
to discover them. As we show in Section 4, in most cases, a small scope
value is enough to discover the content; a finding in agreement to [21]
[46]. When content cannot be found with the default scope (i.e., after an
associated timer has expired), the scope is gradually increased. Interests
are soft state in the mobile devices. They expire after a timeout is trig-
gered. A device also erases a PI when the number of forwarded encoding
symbols matching the PI reaches a specific threshold. Both the timeout
and threshold can be dynamically set based on the size of the requested
content4.
Forwarding Data (Encoding Symbols) – In our approach, edge devices cre-
ate and forward encoding symbols throughout the lifetime of a PI (i.e.,
until it expires). Caches also forward (but cannot create new) symbols.
As shown in Fig. 2, each edge device streams encoding symbols, which
follow the reverse PI path (edge devices are shown as digital fountains
and encoding symbols are shown as drops of different colours based on
their origin). Each device generates a different stream, which contains
statistically unique symbols (see Section 2.2). Edge devices may decide to
download the content through their Internet connection and start sending
symbols in response to a PI or just ignore the request and let the Inter-
est packet expire (e.g., when their battery levels are low)5. The level of
mobility may drastically vary for different opportunistic network scenar-
ios. In very dynamic scenarios, reverse paths only refer to specific wireless
interfaces from which a device can broadcast symbols. Controlling the
flow at which devices (edge and in-network caches) send encoding sym-
bols can be done through approaches similar to layered multicasting [47]
where PIs for the same content can be used to dynamically vary the rate
at which symbols are sent6. Designing and evaluating such a layered ap-
proach for controlling symbols’ flows in the network is part of our future
work. Finally, it is worth highlighting that our approach does not require
nor assume global adoption of NDN. Instead, edge devices can download
content from the Internet through their co-existing TCP/IP stack, similar
to [48].
Caching – As a PI propagates through the network, it may encounter devices
that currently have one or more encoding symbols for the requested con-
tent cached. Given that PIs represent requests for any encoding symbol of
the requested content item, a cache hit results in the delivery of all relevant
4Note that the size of the content must be sent along with encoding symbols in order for
receivers to decode the content.
5Providing appropriate incentives for users to participate in opportunistic networks is a
separate research area; e.g., in [2] trust arises from the sense of camaraderie among fans of
the same team.
6Note that this can be easily supported using fountain coding where all symbols contribute
to the decoding of the original content.
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cached symbols. The nature of the communication is such that an encod-
ing symbol is cached at more than one devices along a path. However,
the cache-everything-everywhere approach of NDN [17] has been shown
to be suboptimal, e.g., [31][32]. For this reason, we adopt opportunistic
caching where each user caches a passing by symbol with some probability
p, regardless of whether the symbol is cached elsewhere along the path or
not. In our approach, multiple devices, including caches, may be sending
symbols to one or more receivers at the same time. Given the probabilis-
tic nature of caching, this means that multiple caches may store the same
symbol and try to replay it at a later time. Sending identical symbols is a
waste of network resources, therefore their existence should be eliminated
or, at least, minimized.
We ensure that a receiver will never receive the same symbol from multiple
caches by employing a name-based mechanism we call Retrieved Information
Base (RIB) [22]. RIB is a name component that is appended at the end of
the name included in each PI. This new name component represents the seeds
of all encoding symbols that are cached by routers (at the time the Interest
was processed by each device) on the path that has been followed by the PI so
far. Essentially, with the RIB component, each router can know which of its
currently cached symbols have not been already replayed to the receiver(s) by
other routers in the path. RIB is updated at each hop along the path followed
by the Interest. A client initially sends an Interest with an empty RIB. Each
router along a path towards a content origin includes in the RIB the seeds of
the matching cached encoding symbols that will be sent back to the client in
response to the received Interest. Finally, the content origin, upon receiving
an Interest, sends to the client symbols that are not included in the RIB until
either the PI expires or the user notifies the server that the content item has
been retrieved (and fully decoded).
A realization of the RIB could be using Bloom filters [49]. A simple Bloom
filter-based approach would require each device in the network to support a
fixed set of hash functions for producing Bloom filters. Every time a device
receives an Interest packet, for each locally cached encoding symbol, it uses the
hash functions to calculate the bits of the filter that will be set for the respective
seed values. Note that the Bloom filter is of fixed size and does not grow with the
number of hops nor the number of cached encoding symbols. In response to an
Interest packet, a device will only forward encoding symbols that have not been
previously forwarded to the requesting device by testing whether each one of its
cached symbols has been previously added to the Bloom filter (by other devices
downstream to the requesting client device). The bits that are used to test the
membership in the filter are calculated based on the fixed set of hash functions.
Given that Bloom filters are of fixed size, their usage may yield false positives,
which in our case it means that a router might assume that cached packets have
already been transmitted to the requesting user. Note that false positives only
result in some extra (but not redundant) network traffic, since more encoding
symbols should be transmitted from another device further along the path or
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from the content origin itself (because the device erroneously assumed that a
specific cached encoding symbol had been already sent to the requesting device
from some other device that previously processed the PI). The probability of
a false positive depends on the number of bits used and the number of hash
functions [50]. For example, using four bits per seed we can create filters for
ten thousand encoded packets using less than a five KB packet and yielding an
accuracy in the area of 85% (less than 15% of false positives). Higher accuracy
can be achieved using more bits and larger packets or compressed Bloom filters.
4. Evaluation
In this section, we evaluate the performance of the proposed data dissemi-
nation approach and compare it to NDN architecture.
4.1. Evaluation Setup and Metrics
We implemented the proposed approach in a discrete event simulator. The
simulator relies on a set of parameters which can be tuned to control the be-
haviour of the system. We assume that V = |V| users holding a mobile device
each are randomly deployed in a square area of D = 150 × 150 distance units.
Each user v ∈ V can communicate with a subset of other users that are within
a range R. A range R = Θ
(√
log V
V
)
· D ≈ 22 distance units, is adopted to
make the whole network fully connected (i.e., for the default number of users
parameter), which has already been verified in [51]. Also the formed default
network topology has a diameter D′ equal to 20 hops.
Each device is equipped with a cache of same capacity, C (i.e., each user
contributes the same amount of network storage), defined as a percentage of the
entire content catalogue size, M . Request generation at each device follows a
Poisson process and the corresponding λ parameter of the exponential distribu-
tion is equal to λ = 0.01. The request rate, rmv , of user v for item m is given by
rmv = λ · 1/j
z∑M
i=1 1/i
z (assuming that the Zipf exponent of the item’s popularity is
z and the item is ranked j-th out of the M information items within the Zipf
distribution). Generally, the popularity of each item may vary between users. In
our model, we assume that the request popularity exponent has the same value
z at each user, but the ranking/order of the items within the Zipf distribution
is different. It is well known that the user demand is characterized by a) the
total volume of requests for each item in the network, which defines the global
content popularity (GCP), and b) the number of locations where each content
is requested, defining the geographic distribution of the interests (GDI) [52]
and [53]. Here, despite the fact that we assume a very specific and small area
where users are deployed we assume the same model (different ranking/order
of the items within the Zipf distribution at each user) to examine the perfor-
mance of the proposed approach in a more generic scenario, since homogeneous
popularity of items among the users would definitely benefit the overall system
performance.
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Table 1: Default evaluation parameter values
Parameter Value
Number of users/devices (V ) 100
Number of content items (M) 104
Cache size at each device (C) 0.5%M = 50
Number of edge devices (S) 5
Caching probability at each device (p) 0.5
Popularity Zipf exponent (z) 0.7
Fragments of each item (k) 1000
Network diameter (D′ in hops) 20
In order to satisfy the scalability constraint of our simulator, while preserv-
ing a good approximation of a realistic content catalogue, we consider a list of
M = |M| = 104 content items. Additionally, without loss of generality, we
assume that each item is fragmented into k = 103 equally sized fragments, i.e.,
source symbols. Assuming that each fragment is 1500 bytes long (i.e., typical
MTU size), the size of each item m ∈ M is equal to 1.5 MB. Although 104
items may not seem representative of the current Internet content space, here
we focus on overcrowded areas (e.g., football stadiums, music festivals) [2] or
disaster scenarios [54] where the network infrastructure is heavily stressed and
the available Internet access bandwidth through Wi-Fi APs or cellular BSs gets
swallowed up very quickly. In such cases, it appears that the likely desired data
services (e.g., updates from other music scenes, travel information, evacuation
plans) are limited [2]. It is also important to highlight that even if the size of
some content is very large, fountain coding approaches require fragmenting it
into smaller encoding blocks (e.g., blocks of 56,403 source symbols each [36])7.
This is also a realistic assumption as the fragmentation of items into equally
sized chunks is a requirement of many replication mechanisms, e.g., [55], [56],
and is also present in various content distribution systems such as BitTorrent
and modern streaming technologies (e.g., Apple HLS, MPEG DASH) that usu-
ally operate on fixed duration segments. Finally, we assume that at each time
instance, each content item can be served by S different edge devices. In order
to model the dynamics of an opportunistic network, which can be the result of
mobility and battery preservation strategies, we assume that the set of users
serving a particular item changes randomly every 25 seconds. This further vali-
dates our design choice for the usage of PIs since in such a volatile environment
7Note that for LT codes, the overhead depends on the total size of the content and therefore
fragmenting the content to smaller encoding blocks does not affect the performance of encoding
and decoding. For RaptorQ codes the overhead is extremely small compared to the maximum
number of source symbols (a few encoding symbols for a decoding failure probability of 10−6)
therefore fragmenting the content does not result in any significant extra overhead.
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Figure 3: The distance to edge devices (in hops).
FIB entries quickly become obsolete.
We have simulated four different dissemination schemes. Specifically, we
evaluated schemes where the proposed dissemination approach (FC ) is used
with and without the RIB name component (denoted as FC-RIB and FC-noRIB
accordingly), as well as the standard NDN dissemination approach with and
without the RIB component (denoted as NDN-RIB and NDN-noRIB accord-
ingly). Our evaluation is based on the following metrics:
• Cache Hit Ratio: The ratio of the retrieved Data packets (encoding sym-
bols or plain packets depending on the dissemination scheme) found cached
in the network (and not fetched by edge devices) and used for the decod-
ing of an item in the FC schemes and for the retrieval of an item in the
standard NDN schemes.
• Transmission Overhead (in number of items): The average number of
extra items that a requesting user receives from the network in order to
retrieve/decode the requested content. This is the amount of content that
the RIB component (wherever used) and the duplicate dropping mecha-
nisms of the NDN architecture did not manage to save due to the multi-
path and multi-source forwarding of the Interests.
• Link Stress (in Mbps): We present both the average link stress as well as
the maximum link stress. The Average Link Stress is the mean load of
traffic that traverses each link of the network. The Maximum Link Stress is
the maximum load of traffic that traverses the most constrained/congested
link of the network. The link stress metrics are indicative of the load
balancing capabilities of each examined scheme.
4.2. Performance Evaluation
In the following, for each dissemination scheme, we evaluate i) the influence
of the number of users/devices V participating in the opportunistic network,
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ii) the number of edge devices S serving each information item, iii) the stor-
age/cache capacity C available at each participating device, iv) the probability
p at which each en-route device caches passing by items, v) the value of the Zipf
distribution parameter z of the content popularity, vi) the scope value of the
scoped flooding disseminations of the PIs, and finally vii) the transmission link
failure probability. For the first six experiments we assume that no link failures
occur nor any packets are lost in order to examine the impact of the exam-
ined parameters. With the last experiment we investigate the behaviour of the
proposed approach for various transmission failure probabilities (per wireless
link).
For the rest of this section, unless otherwise stated, we consider the reference
values presented on Table 1 for the different system parameters. For these
baseline values, Fig. 3 shows the cumulative distribution of the distance for
finding the closest and all (i.e., distance to the furthest) edge devices for four
different values of the edge devices per item accordingly. From the figures,
we observe that in our baseline setup almost 96% of the issued Interests can
reach at least one edge device within 3-4 hops away from the requesting user, a
finding in agreement to recent empirical observations [46]. In the same setup,
almost 80% of the issued Interests can reach all the edge devices (S = 5 in the
corresponding setup) in less than 6 hops away from the requesting user. Based
on the above observation, we consider a default scope value of 5 hops, for the
Interest packet propagation (the baseline opportunistic network has a diameter
equal to 20 hops).
4.2.1. Impact of the number of users/devices
We investigate the impact of the number of users/devices V that participate
in the formation of the opportunistic network in the performance of the exam-
ined schemes. The results are shown in Fig. 4. The number of users/devices in
the network varies from 10 to 250.
It is obvious that the different number of devices, as well as the way the
network is formed result in different network topologies. Fig. 4 shows a repre-
sentative result, where we observe that a linear increase in the number of devices
results in almost an exponential increase in the cache hit ratio performance of
the fountain coding schemes, whereas such an increase has limited impact on
the performance of the NDN schemes. An increase in the number of devices
increases the number of available paths towards the edge devices. This, along
with the versatility of the different encoding symbols available at each cache
allows the fountain coding-based schemes to retrieve more unique symbols from
the network and decode more items without contacting the content origin. For
instance, a number of devices larger than 150, which is very moderate for a
festival or a football match or even a train platform, allows the retrieval of more
than 50% of the requested items locally. On the other hand, the NDN schemes
keep replicating the same packets along the different paths, minimizing the po-
tential benefits of multi-path and multi-source Interest forwarding, something
that is evident from the overhead plot, where the NDN schemes produce up to
five times more overhead compared to the FC ones. Finally, the usage of the
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Figure 4: The impact of the number of devices participating in the opportunistic network in
the performance of the examined schemes.
RIB might not have significant impact for small networks, but can save up to
10% of overhead transmissions for relatively large opportunistic networks.
Regarding the Link stress metric, we initially observe an increase for both
the maximum and the average load of the links with the increase of the network
size, since a larger and denser network implies more and longer paths to exploit
for cached content. In other words, the 5 hops limitation in the forwarding of
the interests cannot be spent for small networks leading to less responses as
also shown from the other plots. However, for larger topologies interests can
reach more edge devices and intermediate users something that increase the load
of the links as well. When the topology is relatively large the interests spend
their ”quotas” faster and they don’t reach the whole network, something that
decreases slightly the average link stress (i.e., more available links and smaller
the radius of each interest).
4.2.2. Impact of the number of edge devices per item
We investigate the impact of the number of different edge devices S per item
in the performance of the examined schemes. The results are shown in Fig. 5.
The number of different edge devices varies from 1 to 30. Note that as with all
other experiments, edge devices change over the course of each experiment (the
set of edge devices for each item change randomly every 25 seconds).
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Figure 5: The impact of the number of edge devices for each information item in the perfor-
mance of the examined schemes.
Generally, we observe that the usage of fountain coding significantly out-
performs the standard NDN schemes even when there is only one edge device
available each time, despite the overhead (in terms of required encoding sym-
bols) that is associated with the decoding of the original data. As explained
above, this out-performance is mainly due to the multipath forwarding of the
Interest packets and the caching of the same packets along a path of the NDN
mechanism. Note that in a given network topology (the basic topology used in
the Evaluation section) there exist three to twelve different paths (overlapped
or not) between any two nodes of the network. The fountain coding schemes are
not affected by the number of edge devices regarding the link stress metrics and
they perform up to 4.5 times better regarding the cache hit ratio compared to
the NDN schemes. Also, the usage of the RIB mechanism can save up to 8% of
the overhead traffic comparing similar schemes (even without being combined
with fountain coding) and is useful for the minimization of the overhead even
in the NDN architecture.
4.2.3. Impact of the cache capacity of each device
We investigate the impact of the cache capacity C of each device, expressed
as the fraction of the items’ population in the performance of the examined
schemes. The results are shown in Fig. 6. The cache capacity varies from 0.1%
to 15% of the content catalogue M .
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Figure 6: The impact of the cache capacity of each device participating in the opportunistic
network in the performance of the examined schemes.
Again, the FC schemes perform significantly better compared to the rest,
even for very small cache capacities. For larger cache capacity sizes (C/M >
0.05), we observe that the cache hit ratio is twice as high as in the NDN scheme.
For smaller capacities, the performance of the FC schemes is even more impres-
sive, performing for instance 4.2 times better when the cache of each device
can accommodate 0.5% of the content catalogue. This means that in real-world
scenarios (i.e., devices with relatively small cache capacity), more than 25% of
the requested items are found in the network, which, in turn, means that com-
bining fountain coding with our proposed RIB approach could be very useful for
future ICN applications in opportunistic device-to-device networks. Also, as in
the previous experiment, the usage of the RIB component can save up to 10%
of the duplicate transmissions (16% in the non-encoding schemes) even for very
small cache capacities.
4.2.4. Impact of the caching probability
We investigate the impact of the caching probability p in the performance of
the examined schemes. The results are shown in Fig. 7. The caching probability
varies from 0.01 to 1.
From Fig. 7 we observe that the caching probability has almost no impact
on the overhead and link stress metrics; and as in every other conducted ex-
periment, the FC schemes perform significantly better than the NDN schemes.
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Figure 7: The impact of the caching probability of each packet at each passing by device in
the performance of the examined schemes.
Also, the caching probability has minimum impact to the cache hit ratio of the
NDN schemes. This is mainly due to the fact that devices along the path tend
to replicate the same packets even for very small values of p. On the other
hand, when fountain coding is used the almost infinite number of different en-
coding symbols allows devices to cache different content and the actual value
of the caching probability severely impacts the performance of the system. For
example, we observe a 30% decrease in the cache hit ratio when the caching
probability changes from 0.01 to 1. Finally, as already shown in [31][32], from
Fig. 7, we also observe that the cache-everything-everywhere approach (i.e.,
p = 1) performs worse, regarding cache hit ratio, than any other caching mech-
anism for every examined scheme.
4.2.5. Impact of the content popularity Zipf exponent
We investigate the impact of the content popularity distribution, which is
driven by the Zipf parameter z in the performance of the examined schemes.
The results are shown in Fig. 8. Parameter z varies from 0 to 2.
The distribution of the content popularity becomes more uniform as z de-
creases. In the cases where z is in the order of 0 − 0.5, FC schemes perform
almost 3.5 times better regarding cache hit ratio. However, various studies, e.g.,
[57] [58], suggest that the Zipf parameter z for web traffic lies in the range of
0.64 − 0.84, and is larger than 1.2 for online video applications. In those real
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Figure 8: The impact of the content popularity distribution in the performance of the exam-
ined schemes.
world environments, where the distribution of content popularity is less uniform
(especially in video delivery systems), the proposed FC schemes perform up to
6 times better that the NDN schemes regarding cache hit ratio. The link stress
metrics, on the other hand, are not affected by the content popularity dynamics.
4.2.6. Impact of the Interest Scope value
We investigate the impact of the interest scope value in the performance of
the examined schemes. The results are shown in Fig. 9 for the scope value
varying from 1 to 20.
In Fig. 9 we also depict the satisfied interest ratio, which is the ratio of
the issued interests that where finally satisfied by either cached content or by
content fetched through the edge nodes. This metric is inline with Fig. 3 for
S = 5, where we observe that with only 4-5 hops radius all interests are satisfied,
which means that at least one edge node was found. This is also obvious in the
rest plots, where we observe an exponential increase in the cache hit ratio for
the fountain coding schemes with the increase of the interest scope, whereas
this increase follows a linear pattern for the NDN schemes. On the other hand,
we have an inverse pattern in the overhead metric, where the NDN schemes
result in an exponential increase in the overhead responses due to the multiple
replication of the same items at the intermediate nodes. Regarding link stress
metric, we observe that max link stress is not influenced by the scope value,
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Figure 9: The impact of the Interest scope in the performance of the examined schemes.
since this usually refers to the a link that connects an edge node with the rest of
the network and as long as an interest reaches an edge node is typically stable.
This is not the case for the average link stress metric though, where we initially
observe an increase with the increase of the scope value, since this implies more
and longer paths to exploit for cached content, that result in more responses.
However, after 5 hops all the source nodes are found and the interests are not
propagated further in the network. This is also observed in the rest of the
metrics, where any scope value larger than 5 is redundant (i.e., the interests are
not forwarded further; all available source nodes have been found/reached).
4.2.7. Impact of the transmission link failure probability
Communications in opportunistic networks are highly susceptible to losses.
We investigate next the impact of the transmission link fail probability in the
performance of the examined schemes. The results are shown in Fig. 10 for the
transmission link fail probability varying from 0 to 0.1.
Despite the advances in the wireless communication area for the avoidance
of collisions and dropped packets (i.e., CSMA/CD and RTS/CTS in 802.11
WLANS), wireless networks still suffer from dropped packets due to various
reasons (e.g., hidden terminal problem and/or exposed node problem). In the
above experiments, we assumed that there are no failures during the transmis-
sion of the packets. Here, we examine the performance of the proposed schemes
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Figure 10: The impact of the transmission link failure probability in the performance of the
examined schemes.
when each transmission over a wireless link fails with a given probability. Note
that when failures exist, we cannot enable the RIB mechanism for the NDN
schemes, since a failed transmission might prevent a content origin to send a
packet of an item that is set to be delivered according to a RIB entry (i.e.,
failed transmission from an intermediate device). However, the usage of foun-
tain coding allows the usage of RIB even in the case of failures, since an edge
device dos not necessarily has to transmit specific symbols. For that reason, we
don’t examine here the NDN-RIB scheme.
From Fig. 10 we observe that the transmission fail probability has a signif-
icant impact on the cache hit ratio of every examined scheme. In particular,
we observe up to 25% decrease in the cache hit ratio when the fail probability
is 0.1 compared to the failure free scenario. Also, the increased transmission
failure probability has a similar impact on the overhead transmissions, since
after a failure a packet/symbol has to be retransmitted. As in every other con-
ducted experiment, the FC schemes perform significantly better than NDN and
the RIB mechanism can still save a non-trivial portion of extra retransmissions,
even when the fail probability is considerably high (more than 8% even for fail
probabilities larger that 0.01).
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5. Conclusions
In this paper we proposed a content-centric approach for disseminating
content in opportunistic, device-to-device networks. Opportunistic networks
should support crucial functionality, such as in-network caching capabilities,
multi-source, multi-path and multicast forwarding along with the requirement
for reliable content delivery. To support these, we depart from traditional
TCP/IP network approaches and, instead, we combine inherent characteristics
of information-centric networking with key properties of fountain codes. We
also proposed an enhancement to the NDN Interest forwarding mechanism to
minimize duplicate transmissions. The proposed approach follows the content-
centric principles of the network and is crucial in the fountain coding-based
content dissemination. In addition, we employed scoped flooding and the use
of Persistent Interests to fully exploit the benefits of multi-source and multi-
path forwarding, which are inherent in opportunistic networks. Our extensive
evaluations show that the proposed solution benefits from the ICN, while at
the same time the use of fountain codes minimizes redundancy (and the result-
ing waste of network resources) without requiring any centralized coordination
mechanisms. We believe this is a promising approach to maximize the benefits
of future opportunistic networks.
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