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Abstract 
 Data on 17258 weaning weight records of calves from a crossbreeding project were utilized to investigate 
the problem of collinearity and its effect on the estimation of direct, maternal and the non-additive genetic 
effects.  Several criteria were used to detect the near-dependency among the independent variables.  The results 
indicated that there was a near-dependency among both the direct and the maternal genetic effects causing 
unstable estimates.  It was attempted to solve the collinearity problem using ridge regression.  An improved 
model fit was evident at a ridge value of k = 0.8 with large reductions in standard errors and estimates with more 
meaningful biological interpretation.  Ridge regression is recommended for the estimation of crossbreeding 
effects where inevitable collinearity amongst the independent variables is evident. 
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Introduction 
 Crossbreeding parameter estimates are important in setting up effective crossbreeding systems.  It helps the 
producer to fully utilize genetic differences between breeds.  Genetic effects in terms of breed additive, breed 
maternal, individual heterosis and maternal heterosis have widely been estimated and used for breed 
characterization and for predicting the performance of crosses that have not actually been tested (Alenda et al., 
1980; Dillard et al., 1980; Robison et al., 1981; Schoeman et al., 1993; Skrypzeck et al., 2000a). 
 In most studies of this nature, multiple regression procedures were used, especially where pedigree records 
are not available.  The proportion of genes contributed by each breed was used as the independent variables.  
However, the possibility of linear dependencies among the independent variables, or collinearity, and its effect 
and means to handle this have not been addressed.  The impact of collinearity on least squares can be serious.  In 
such cases the estimates of the regression coefficients may differ greatly from the parameters they are 
estimating, even to the point of having incorrect sign (Rawlings, 1988).  It impairs the usefulness of the 
regression analysis with respect to the interpretation of the regression coefficients.  If there is a collinearity 
problem, standard procedures used to estimate regression coefficients therefore fail. 
 The problem of multicollinearity is often solved by selection or omission of highly correlated variables.  For 
the animal breeder, however, the most accurate estimates of all crossbreeding parameters and their relative 
magnitudes are of interest.  Variable selection is therefore not an appropriate option. 
 The objective of this study was to assess the impact of a possible collinearity problem amongst the 
independent or x-variables on crossbreeding parameter estimates and ways to overcome the problem. 
 
Material and Methods 
 Weaning weight records of calves were obtained from the initial crossbreeding phase of the composite 
breed development programme of the Johannesburg Metropolitan Council.  The environment and management 
of the herd, as well as replacement and selection procedures, were described in detail by Paterson et al. (1980), 
while the various crossbreeding combinations and breeds involved were described by Schoeman et al. (2000) 
and Skrypzeck et al. (2000a; b). 
 The data consisted of 17258 weaning weight records which were recorded between 1968 and 1992.  Five 
breeds, namely the Afrikaner (AF), Hereford, Angus, Simmentaler (ST) and Charolais (CH) were used in the 
crossbreeding programme to produce 129 different breed groups of calves.  No distinction was made between 
The South African Journal of Animal Science is available online at http://www.sasas.co.za/Sajas.mtl 
South African Journal of Animal Science 2002, 32 (4) 
© South African Journal of Animal Science 
240
the Hereford and the Angus, as earlier studies (Fredeen et al., 1982; Schoeman, 1996; Tosh et al., 1999) did not 
detect important differences between them.  Therefore, they were pooled and considered as one breed (HA). 
 The data were classified into sex (male and female), age of dam (ranged from 2 to 9 years), herd-year-
season (HYS) and breed groups as discreet variables.  Some of the HYS subclasses contained only a small 
number of observations.  Thus, they were pooled with the next HYS subclass having the same season in the 
following year within the same farm.  Season of birth was recorded as winter born or summer born.  Age at 
weaning was also recorded. 
 Least squares analysis of variance was conducted using Proc. GLM of SAS (2000).  The initial model fitted, 
included the fixed effects of HYS, sex, age of dam as well as weaning age as a covariate and all one-way 
interactions.  All interactions with no effect (P > 0.05) were subsequently removed from the model.  The model 
was: 
 
Yijkl = µ + HYSj + Sk + Dl + Age + eijkl  
 
where: 
Yijkl = the record, 
µ = the overall mean, 
HYSj= the effect of the jth HYS contemporary group, 
Sk = the effect of the kth sex of calf, 
Dl = the effect of lth age of dam, 
Age = the age at weaning, and 
eijkl = the random error which is assumed to be randomly and independently distributed with mean zero and 
variance σe2. 
 
 Subsequently, after eliminating a few outliers on the predicted observations, a multiple regression analysis 
was conducted on them, using the Proc. REG procedure of SAS (2000).  The model fitted to the adjusted data 
included the genetic effects, which were defined in terms of breed additive, breed maternal, average individual 
and average maternal heterosis.  The coefficients used for the genetic effects were the proportions of the genes 
contributed by each breed to either the calf or the dam.  These proportions were considered as continuous 
variables and were calculated as follows:  gi = ½ (αsi + αdi), hij = αsiαdj + αsjαdi , where gi and hij denote the 
coefficients for the direct and heterotic effects, respectively, and αsi and αdi the gene proportions of breed i in the 
sire and dam of the calf, respectively (Wolf et al., 1995). Since the mating plan did not allow for the estimation 
of individual and maternal heterosis, due to a lack of observations in specific crosses, only average individual 
and maternal heterosis could be estimated.  The following regression model was used: 
 
Y = β0 + β1DAF + β2DCH + β3DST + β4DHA + β5MAF + β6MCH + β7MST + β8MHA + β9HI + β10HM + e 
 
where: 
Y = the adjusted or predicted record,  
β0 = the constant (the intercept), 
β1, β2, β3, β4 =  the regression coefficients of breed additive effects, 
DAF, DCH, DST, DHA =  the percentages of genes contributed by AF, CH, ST and HA, respectively, 
β5, β6, β7, β8 =  the regression coefficients of breed maternal effects, 
MAF, MCH, MST, MHA =  the percentages of genes contributed by dams of AF, CH, ST and HA, respectively, 
β9 = the regression coefficient of average individual heterosis, due to the interaction of two alleles at the same 
locus, with alleles being from different breeds, 
HI = the percentage of genes contributed to the average individual heterosis, 
β10 = the regression coefficient of average maternal heterosis, 
HM = the percentage of loci in the dam with one gene from one breed and the other from a different breed, 
e = the error term. 
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 Several diagnostic procedures were subsequently used for detecting collinearity (Rawlings, 1988; 
Bowerman & O’Connell, 1990).  These procedures included simple correlation coefficients between the 
independent variables, the variance inflation factor (VIF) which is an indicator of the severity of 
multicollinearity and the eigenanalysis of X, or principle component analysis.  These analyses were conducted 
using the Proc. PRINCOMP of SAS (2000).  Ridge regression was fitted as a remedial procedure for the 
estimation of the ridge point estimates.  This procedure allows an approach to detect collinearity and 
simultaneously estimating new coefficients through the artificial reduction of the correlations between the 
related X-variables to overcome collinearity by adding a constant (k) to the diagonal of the correlation matrix 
among predictors before inverting it for least squares estimation (Bowerman & O’Connell, 1990).  The k-values 
were incremented by 0.2 from zero to 1.2 so as to minimize the residual sum of squares while a quantitative 
measure of stability, called the “Index of Stability of Relative Magnitude  (ISRM)”, proposed by Vinod (1976)  
was used to locate the position (k-value) where the best estimates were obtained. 
 
Results and Discussion 
 Regression coefficients and their standard errors for the direct effects, maternal effects and average 
individual and maternal heterotic effects are presented in Table 1.  The estimates of the direct effects 
corresponded to what was expected according to the results of earlier studies (Alenda et al., 1980;  Dillard et al., 
1980;  Schoeman et al., 1993; Skrypzeck et al., 2000a).  The Charolais, as expected, has the largest direct effect 
while the Simmentaler has the largest maternal effect.  Standard errors are fairly large, especially for the 
maternal effects.  The large negative direct effects vs. the large positive maternal effects for all breeds, 
furthermore, complicated the biological interpretation thereof.  The same applied to the average individual and 
average maternal heterotic effects, where only the individual heterotic component was significant (P < 0.05). 
 
Table 1  Regression coefficients (±s.e.), variance inflation factors (VIF) and tolerance values for direct effects, 
maternal effects and heterotic effects for weaning weight in crossbred calves 
 
Genetic effects Regression coefficient (±s.e.) VIF Tolerance value 
Intercept 
DAFa 
DCH 
DHA 
DST 
MAF 
MCH 
MHA 
MST 
HI 
HM 
144.0 (93.6) 
-277.7 (48.7)** 
-228.3 (48.7)** 
-266.7 (48.9)** 
-240.0 (48.8)** 
301.3 (73.4)** 
297.2 (73.3)** 
301.7 (73.6)** 
312.3 (73.3)** 
1.61 (0.70)* 
0.50 (0.53) 
- 
1386 
4132 
5512 
6609 
11240 
4069 
19402 
13396 
1.78 
1.90 
- 
0.0007 
0.0002 
0.0002 
0.0002 
0.0001 
0.0002 
0.0001 
0.0001 
0.56 
0.53 
 a Abbreviations:  D - direct effects;  M – maternal genetic effects of AF – Afrikaner, CH – Charolais;  HA – Hereford-
Angus and ST – Simmentaler.  HI – individual heterotic effect; MH – maternal heterotic effect 
  *P < 0.01, **P < 0.001 
 
 According to Rawlings (1988), large standard errors of the partial regression coefficients may indicate near 
linear dependencies, or collinearity, among the X-variables, in which case they contribute overlapping 
information for describing the dependent variable (Y).  In such cases, the regression coefficients become 
extremely unstable and are very sensitive to small random errors in Y and may fluctuate widely as individual 
independent variables are either added or removed from the model.  It thus gives a misleading impression of the 
importance of individual X-variables and might even appear less important than they really are. 
 Pairwise correlation coefficients between the coefficients of the individual different effects and pairwise 
variance inflation factors (1 / (1 – r2)) are presented in Table 2.  Correlation coefficients of the direct effects 
between different breeds were all negative and varied between –0.03 and –0.58.  Those between the maternal 
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effects were also negative, with the exception of the correlation between MAF and MHA which was 0.50.  
Those negative correlations are obvious, since they involve mutually exclusive proportions and are thus 
obviously not independent.  The within-breed correlations between the direct and maternal effects were positive 
and ranged from 0.48 to 0.92, while those between breeds were all negative and varied from –0.01 to –0.45.  A 
few highly correlated variables were thus observed, which clearly suggested the existence of a possible 
collinearity problem.  These included those between DCH and DST, DCH and MCH, MHA and HM, MST and 
MHA, and especially between DAF and MAF, with VIF’s which varied from 1.43 to 6.67.  However, when 
several variables are involved in linear dependencies, individual pairwise correlations do not need to be large to 
indicate collinearity (Rawlings, 1988).  Although the correlation matrix is a useful starting point for 
understanding the structure of the X-space, it has certain limitations. It is in the first place incapable of 
diagnosing the coexistance of near-dependencies among the various individual X-variables.  In addition, it 
cannot support evidence of a collinearity problem in the absence of a high correlation.  Further diagnostic 
procedures are therefore needed. 
 
Table 2  Correlation coefficients above the diagonal and variance inflation factors (VIF) below the diagonal 
between the proportions of the direct genetic, maternal genetic and heterotic effects for weaning weight in 
crossbred calves between Afrikaner, Charolais, Hereford-Angus and Simmentaler cattle 
 
Genetic effects 
DAFa DCH DHA DST MAF MCH MHA MST HI HM 
 
 
DAF 
DCH 
DHA 
DST 
MAF 
MCH 
MHA 
MST 
HI 
HM 
- 
1.00 
1.19 
1.01 
6.67 
1.01 
1.25 
1.06 
1.13 
1.11 
-0.03 
- 
1.05 
1.51 
1.00 
1.43 
1.01 
1.05 
1.04 
1.02 
-0.40 
-0.22 
- 
1.46 
1.21 
1.01 
1.48 
1.06 
1.14 
1.23 
-0.07 
-0.58 
-0.56 
- 
1.00 
1.08 
1.07 
1.30 
1.00 
1.02 
0.92 
-0.01 
0.42 
-0.03 
- 
1.01 
1.33 
1.06 
1.11 
1.16 
-0.11 
0.55 
-0.12 
-0.28 
-0.11 
- 
1.07 
1.02 
1.00 
1.06 
-0.45 
-0.07 
0.57 
-0.26 
0.50 
-0.25 
- 
1.53 
1.01 
1.81 
-0.24 
-0.21 
-0.23 
0.48 
-0.24 
-0.14 
-0.59 
- 
1.19 
1.12 
0.34 
0.20 
-0.36 
-0.01 
0.32 
-0.03 
0.11 
-0.40 
- 
1.00 
0.32 
0.13 
-0.43 
0.15 
0.37 
0.23 
-0.67 
0.33 
-0.04 
- 
a Abbreviations:  See Table 1 
 
 Variance inflation factors of bi (VIF) of the model and tolerance values are simple diagnostic procedures for 
detecting overall collinearity problems, with  
      VIFj = 1 / (1 – R2j), 
where R2j is the coefficient of determination from the regression of one (Xj) of the dependent variables on the 
others.   These values are also presented in Table 1.  In all cases, except for HI and HM , the VIFs were 
considerably larger than the cut-off value of 10, proposed by Gill (1986), while the corresponding tolerance 
values were much less than the proposed value of 0.10.  These results thus indicate a serious collinearity problem 
among these variables, i.e. some variables have a trivial impact on the estimates of the parameters, while the 
contribution of others is redundant, however, without identifying specific near-dependencies among the 
explanatory variables.  The VIFs should, however, also be evaluated relative to the fit of the model. Models with 
lower R2-values (R2 = 20.9% in this study), also have considerably lower VIFs than the proposed 10, thus 
causing poor parameter estimates (Freund & Wilson, 1998).  
 For the analysis of multiple regression, where collinearity is evident, principle component (PC) analysis is 
suggested (Gill, 1986; Rawlings, 1988; Khattree & Naik, 2000).  It is a procedure that creates a set of new 
uncorrelated variables which are linearly related to the original variables without altering the total variability 
thereof.  Principle component analysis derives a number of linear combinations of a set of variables that retains 
as much of the information in the original variables, i.e. it seeks collections of related variables. They are 
orthogonal rotations of the original variables and are used to uncover approximate linear dependencies among 
the independent variables (Xi).  However, it does not reflect the “true” underlying sources of the variability 
among the Xi’s.  Principle components are derived from the eigenvalues and eigenvectors of the correlation 
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matrix.  Eigenvalues, along with the cumulative eigenvalue proportions and condition indices of the first eight 
PCs are presented in Table 3, while the elements of the eigenvectors of the (co)variance matrix between the PCs 
and the original variables are presented in Table 4.   
 
Table 3  Eigenvalues of the correlation matrix, cumulative contributions and condition indices of the genetic 
effects for weaning weight in crossbred calves between Afrikaner, Charolais, Hereford-Angus and Simmentaler 
cattle. 
 
Principle component Eigenvalue Cumulative 
proportion 
Condition index 
PC1 
PC2 
PC3 
PC4 
PC5 
PC6 
PC7 
PC8 
3.22 
2.36 
1.86 
1.15 
0.54 
0.44 
0.33 
0.09 
0.32 
0.56 
0.74 
0.86 
0.91 
0.96 
0.99 
1.00 
1.00 
1.17 
1.31 
1.67 
2.44 
2.72 
3.13 
5.82 
 
Table 4  Elements of the eigenvectors of the (co)variance matrix of the correlations between the components and 
the original variables of the genetic effects for weaning weight in crossbred calves 
 
Principle components Genetic 
effects PC1 PC2 PC3 PC4 PC5 PC6 PC7 PC8 
DAFa 
DCH 
DHA 
DST 
MAF 
MCH 
MHA 
MST 
HI 
HM 
0.40 
0.04 
-0.44 
0.19 
0.42 
0.05 
-0.47 
0.15 
0.14 
0.40 
0.28 
0.34 
0.04 
-0.44 
0.27 
0.16 
0.18 
-0.54 
0.36 
-0.10 
-0.23 
0.51 
-0.02 
-0.28 
-0.22 
0.58 
-0.22 
0.14 
-0.21 
0.24 
-0.31 
0.21 
-0.48 
0.41 
-0.30 
0.14 
0.17 
-0.01 
0.51 
-0.13 
0.08 
0.02 
-0.11 
0.06 
0.06 
-0.06 
0.09 
-0.12 
0.24 
-0.18 
0.02 
-0.47 
0.03 
0.33 
0.05 
0.64 
0.05 
-0.46 
-0.17 
0.07 
-0.17 
-0.12 
0.24 
-0.04 
-0.12 
-0.15 
0.24 
-0.09 
0.34 
0.82 
0.03 
-0.30 
0.41 
-0.15 
-0.07 
0.29 
-0.37 
0.34 
0.58 
-0.21 
a Abbreviations:  See Table 1 
 Eigenvalues, which provide measures of the amount of variation in the dimensions of the datapoints 
dispersed in the multidimensional X-space, were large for the first seven  PCs, accounting for 99% of the 
standardised variance (Table 3).  It thus appears that eight sample PCs effectively summarise the total variance.  
Large condition indices, which are simply the eigenvalue of a PC relative to the sum of all the eigenvalues, also 
indicate a collinearity problem (Besley et al., 1980), so does the multicollinearity index (mci = 1.15) suggested 
by Thisted (1980).  The first four PCs accounted for 86% of the total variation, while the next four accounted for 
only 14% thereof.  Small eigenvalues (or large condition indices) indicate possible problems with 
multicollinearity. 
 The first PC, which accounted for 32% of the total variation (Table 3), seems to represent a contrast 
between mainly the AF and HA, while in the second PC, differences were primarily between the AF, CH and ST 
(Table 4).  The eigenvector corresponding to the first eigenvalue (PC1) defines the dimensions causing the 
collinearity problem as:   
 0.40 DAF – 0.44 DHA 
and 0.42 MAF – 0.47 MHA 
      or 
 0.40 DAF – 0.47 MHA 
and 0.42 MAF – 0.44 DHA 
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 These variables are primarily responsible for the near-singularities as shown by the fact that they are very 
similar in magnitude, but opposite in sign, or the sum of the coefficients which is in each case close to zero.  
Likewise, the third PC, which accounted for an additional 12% of the variation, seems to highlight the 
differences between AF and ST with CH.  PC4, PC7 and PC8 were greatly affected by the heterotic effects, 
although their contributions to the overall variance were very small.  From PC8, having the smallest eigenvalue, 
the linear dependencies amongst the direct and maternal effects within each breed are evident (Table 3). 
 Although most of the elements of the PCs have little obvious or meaningful interpretation, it is clear that 
there were near-dependencies among the direct effects on the one hand and the maternal effects on the other 
hand.  Likewise, the direct effects, as well as the maternal effects, were all collinear among themselves, all 
contributing redundantly to the regression coefficients leading to the instability in the regression results and the 
very high standard errors.  Such near-dependencies may arise from an inbuilt mathematical constraint on 
variables that forces them to add to the constant, inadequate sampling or bad experimental design such as a lack 
of information on some the pure breeds and an inadequate number of crossbred combinations (Rawlings, 1988; 
Sölkner & James, 1990).  All these could have contributed to the problem in this study.  
 Ridge coefficients of the direct, maternal and non-additive genetic effects fitted on increasing k-values are 
shown in Figure 1.  A large degree of instability was observed in these coefficients at low values of k (k = 0 – 
0.4), but stabilizes thereafter.  Ridge regression coefficients converged towards zero as k increases. 
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Figure 1  Ridge regression coefficients of direct, maternal, average individual heterosis and average maternal 
heterosis for weaning weight with increasing k-values (Abbreviations:  See Table 1).  
 
 Means squares error (MSE), the Index of Stability of Relative Magnitude (ISRM) and variance inflation 
factors of the different genetic effects are presented in Table 5.  Means squares error slightly increased with 
increasing k-values, while the ISRM values decreased and reached a stable point at k = 0.8, which could be 
regarded as the point of maximum model improvement.  Likewise, the VIFs decreased sharply with increasing k-
values from k = 0 (which are the VIFs from the ordinary least squares estimates) to considerably lower estimates 
at higher k-values.  Differences among the VIFs also decreased between the different genetic effects with 
increasing k-values.  This indicated the successful elimination of the collinearity problem. 
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Table 5  Means squares error (MSE), Index of Stability of Relative Magnitude (ISRM) and variance inflation 
factors (VIF) of direct, maternal, average individual and average maternal heterotic effects from ridge regression 
with k-values between 0 and 1.2 for weaning weight in crossbred calves 
 
VIFs of the genetic effects k-
value 
MSE ISRM 
DAFa DCH DHA DST MAF MCH MHA MST HI HM 
0 
0.20 
0.40 
0.60 
0.80 
1.00 
1.20 
25.9 
26.2 
26.6 
27.0 
27.4 
27.8 
28.2 
64.01 
5.00 
3.61 
3.23 
3.16 
3.23 
3.38 
1386 
0.73 
0.34 
0.22 
0.16 
0.13 
0.11 
4132 
0.54 
0.36 
0.26 
0.21 
0.17 
0.14 
5512 
0.49 
0.31 
0.23 
0.17 
0.14 
0.12 
6609 
0.37 
0.26 
0.20 
0.17 
0.14 
0.12 
11240 
0.56 
0.28 
0.19 
0.14 
0.11 
0.10 
4069 
0.71 
0.46 
0.33 
0.25 
0.20 
0.17 
19402 
0.41 
0.25 
0.17 
0.14 
0.11 
0.09 
13396 
0.51 
0.33 
0.23 
0.18 
0.15 
0.12 
1.78 
0.83 
0.52 
0.36 
0.27 
0.21 
0.17 
1.90 
0.89 
0.54 
0.37 
0.27 
0.21 
0.17 
a  Abbreviations:  See Table 1 
 
 Ridge regression coefficients of the direct, maternal and heterotic effects at k = 0.8 are presented in Table 6.  
These estimates indicated a substantial improvement in model fit with large reductions in standard errors as 
compared to the estimates from the ordinary least squares analysis (Table 1).  They also provide a more 
meaningful biological interpretation with regard to the magnitude and signs of these estimates.  Contrary to the 
large negative estimates of the direct effects and the large positive maternal effects from the ordinary least 
squares analysis, ridge regression estimates were considerably lower and more in line with what could be 
expected (Cunningham & Magee, 1988; Schoeman et al., 1993).  Both direct and maternal effects of both the 
Afrikaner and HA were negative, while those of both the Charolais and Simmentaler were positive, with the 
Charolais having the largest direct effect and the Simmentaler the largest maternal effect.  Estimates of the 
heterotic effects were also significant (P ≤ 0.01), with the estimate of the maternal heterotic effect larger than 
that of the individual heterotic effect.  This is also in accordance to theoretical expectations for weaning weight 
(Gregory & Cundiff, 1980). 
 
Table 6  Estimates of ridge regression coefficients (±s.e.) at k = 0.8 of direct, maternal, average individual and 
average maternal heterotic effects for weaning weight 
 
Genetic effects Intercept 
DAFa DCH DHA DST MAF MCH MHA MST HI HM 
121.7** 
(0.93) 
-7.2** 
(0.65) 
8.1** 
(0.41) 
-10.0** 
(0.32) 
7.2** 
(0.31) 
-1.9** 
(0.33) 
6.9** 
(0.69) 
-5.7** 
(0.21) 
8.5** 
(0.29) 
1.3** 
(0.33) 
2.4** 
(0.24) 
a  Abbreviations:  See Table 1   **P ≤ 0.01 
 
Conclusions 
 In the analysis of crossbreeding data using regression procedures, the breed contributing fractions or 
explanatory variables are inevitably not independent, the severity thereof also influenced by the data structure.  
Collinearity or near-singularity among these x-variables may cause a problem in analysing crossbreeding data, as 
is proved in this investigation.  Such collinearity could allow “important” variables to be replaced in the model 
with “incidental” variables that are involved in near-singularity.  In such case, the regression analysis provides 
little indication of the relative importance of the independent variables and interpretation of estimates in such 
cases should be done with caution.  Ridge regression eliminated the collinearity problem and yielded more stable 
and accurate estimates also having a more meaningful biological interpretation.   
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