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A atual tendeˆncia de globalizac¸a˜o da economia em pa´ıses industrializados tem acir-
rado a concorreˆncia entre as empresas, provocando uma busca incessante por maior
qualidade e menor custo dos produtos e servic¸os. Com isso, a eficieˆncia e a flexi-
bilidade dos meios produtivos e gerenciais teˆm sido fatores decisivos ao sucesso das
empresas. A busca por competitividade, aliada a` crescente escassez dos recursos natu-
rais e a valorizac¸a˜o da ma˜o-de-obra, tem justificado grandes esforc¸os na otimizac¸a˜o e
automac¸a˜o flex´ıvel dos processos [de Queiroz, 2004].
Esse contexto tem favorecido o surgimento de sistemas dinaˆmicos cada vez mais
complexos e que envolvem diversas aplicac¸o˜es, tais como redes de computadores, sis-
temas automatizados de manufatura, robo´tica, controle de tra´fego, automac¸a˜o predial,
entre outras. Entre esses sistemas, destaca-se a classe de Sistemas a Eventos Discretos
(SEDs), que sa˜o caracterizados por uma dinaˆmica dirigida pela ocorreˆncia de eventos.
Sa˜o exemplos de eventos discretos a ativac¸a˜o de um sensor e o in´ıcio de operac¸a˜o de
uma ma´quina. A ocorreˆncia desses eventos na˜o depende diretamente da passagem do
tempo, mas sim de uma mudanc¸a discreta no estado do sistema.
A natureza discreta dos SEDs faz com que os modelos matema´ticos convencionais,
baseados em equac¸o˜es diferenciais, na˜o sejam adequados para trata´-los. Por outro lado,
a sua importaˆncia faz com que seja altamente deseja´vel encontrar soluc¸o˜es para pro-
blemas relacionados ao seu controle. Em raza˜o disso, existe uma intensa atividade de
pesquisa voltada a` busca de modelos matema´ticos adequados a` sua representac¸a˜o, sem
que se tenha conseguido ate´ agora encontrar um modelo que seja matematicamente ta˜o
conciso e computacionalmente ta˜o adequado como o sa˜o as equac¸o˜es diferenciais para
os sistemas dinaˆmicos de varia´veis cont´ınuas. Dentre os modelos existentes, destaca-se
o proposto por Ramadge e Wonham, baseado na Teoria de Linguagens e Autoˆmatos e
aqui denominada Teoria de Controle Superviso´rio (TCS).
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1.1 Teoria de Controle Superviso´rio
A TCS faz uma distinc¸a˜o clara entre o sistema a ser controlado, denominado planta,
e a entidade que o controla, que recebe o nome de supervisor. A planta e´ um modelo
que reflete o comportamento fisicamente poss´ıvel do sistema, isto e´, todas as ac¸o˜es que
este e´ capaz de executar na auseˆncia de qualquer ac¸a˜o de controle. Em geral, este
comportamento inclui a capacidade de realizar determinadas atividades que produzam
um resultado u´til, sem contudo se limitar a este comportamento desejado. Por exemplo,
dois roboˆs trabalhando em uma ce´lula de manufatura podem ter acesso a um depo´sito
de uso comum, o que pode ser u´til para passar pec¸as um ao outro. No entanto, cria-se
com isso a possibilidade f´ısica de ocorrer um choque entre ambos, o que e´ indeseja´vel.
O papel do supervisor e´, enta˜o, o de exercer uma ac¸a˜o de controle restritiva sobre a
planta, de modo a confinar seu comportamento a`quele que corresponde a uma dada
especificac¸a˜o [Cury, 2001].
Uma vantagem desta abordagem e´ a de permitir a s´ıntese de supervisores, sendo
estes obtidos de forma a restringir o comportamento da planta apenas o necessa´rio
para evitar que esta realize ac¸o˜es proibidas. Desta forma, pode-se verificar se uma
dada especificac¸a˜o de comportamento pode ou na˜o ser cumprida e, caso na˜o possa,
identifica-se a parte dessa especificac¸a˜o que pode ser implementada de forma minima-
mente restritiva.
Muito embora a complexidade dos algoritmos de s´ıntese de supervisores referentes
a` TCS seja polinomial em relac¸a˜o ao nu´mero de estados dos sistemas que representam
a planta e as especificac¸o˜es, este nu´mero varia exponencialmente com o nu´mero de
subsistemas presentes nos mesmos. Este fator inviabiliza a aplicac¸a˜o dos algoritmos
originais de s´ıntese para sistemas de grande porte, tal como um sistema de manufatura
real. Estudos veˆm sendo realizados com o objetivo de solucionar ou diminuir este
problema. Dentre as poss´ıveis soluc¸o˜es encontradas, pode-se citar:
• Abordagem Modular: visa reduzir a complexidade computacional da s´ıntese
dos supervisores por interme´dio da construc¸a˜o de um supervisor para cada res-
tric¸a˜o, de forma que, atuando em conjunto, estes supervisores satisfac¸am a es-
pecificac¸a˜o global.
• Abordagem Hiera´rquica: visa reduzir a complexidade computacional por
interme´dio da decomposic¸a˜o do problema de controle original em problemas
menores, hierarquicamente relacionados (Sec¸a˜o 1.1.2).
Ale´m do problema computacional, a explosa˜o combinato´ria de estados torna um
supervisor calculado a partir da TCS ileg´ıvel. Como soluc¸a˜o deste, cita-se a Reduc¸a˜o
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de Supervisores. Um supervisor minimamente restritivo incorpora informac¸o˜es redun-
dantes, visto que ele conte´m restric¸o˜es ja´ realizadas pela planta. Isto significa que e´
poss´ıvel reduzir o nu´mero de estados deste supervisor sem afetar sua ac¸a˜o de controle,
tornando-o mais leg´ıvel.
Na literatura, outras extenso˜es da TCS vem sendo desenvolvidas. Extenso˜es cujo
objetivo e´ o refinamento da TCS para o tratamento de problemas espec´ıficos. Dentre
estas, citam-se os Sistemas Condic¸a˜o/Evento e o Controle Multitarefa, introduzidos
nas Sec¸o˜es 1.1.1 e 1.1.3.
1.1.1 Sistemas Condic¸a˜o/Evento
Os Sistemas Condic¸a˜o/Evento podem ser vistos como uma classe de SEDs que
permitem a modelagem do sistema como a interconexa˜o de subsistemas com sinais
de entrada e sa´ıda discretos. Nesta extensa˜o, pode-se modelar o sistema de modo
que eventos sejam associados a sa´ıdas da planta e comandos gerados pelo supervisor
sejam associados a entradas da planta, denominadas condic¸o˜es. Em muitos casos, esta
metodologia de modelagem mostra-se mais intuitiva e natural que aquela baseada no
modelo de Ramadge e Wonham. Ale´m disso, ela possibilita que a modelagem de SEDs
baseie-se em diagramas de blocos e em fluxos de sinais, tal como normalmente ocorre
na teoria de sistemas [Leal, 2005].
1.1.2 Abordagem Hiera´rquica
A Abordagem Hiera´rquica explora a decomposic¸a˜o vertical da arquitetura do sis-
tema. Para que uma estrutura hiera´rquica de controle seja eficaz, e´ necessa´rio que
haja consisteˆncia hiera´rquica entre os n´ıveis da mesma. Essencialmente, dois n´ıveis
sa˜o hierarquicamente consistentes quando os comandos aplicados a um dado n´ıvel da
hierarquia produzem os resultados esperados no n´ıvel inferior.
O trabalho de [da Cunha, 2003] teve como objetivo o desenvolvimento de uma nova
proposta de hierarquia de dois n´ıveis com consisteˆncia hiera´rquica. Na abordagem de
[da Cunha, 2003], o n´ıvel inferior e´ modelado pelo modelo de Ramadge e Wonham e
o superior e´ modelado por uma nova classe de SEDs, os Sistemas a Eventos Discretos
com Marcac¸a˜o Flex´ıvel (SEDMF) [Cury et al., 2004].
1.1.3 Controle Multitarefa
Em muitos problemas reais, diversos tipos diferentes de tarefas sa˜o executados.
Nestas situac¸o˜es, a modelagem da planta por um u´nico autoˆmato pode ser proble-
1. Introduc¸a˜o 4
ma´tica, ja´ que a realizac¸a˜o de qualquer tipo de tarefa seria identificada pela mesma
marcac¸a˜o. O Controle Multitarefa e´ uma abordagem que trata mu´ltiplos tipos de
tarefas no controle superviso´rio de SEDs.
Quando um SED inclui mu´ltiplos tipos de tarefas, e´ chamado de Sistemas a Even-
tos Discretos Multitarefa (SEDMT). Para a modelagem de SEDMTs, introduz-se um
novo tipo de autoˆmato, o Autoˆmato com Marcac¸a˜o Colorida, que permite a s´ıntese de
supervisores mais refinados em problemas de controle nos quais a distinc¸a˜o de tipos de
tarefas e´ necessa´ria [de Queiroz et al., 2005].
1.2 Computac¸a˜o Aplicada a` TCS
A Teoria de Controle Superviso´rio veˆm sendo amplamente estudada e consequ¨en-
temente expandida, tornando-se uma teoria promissora para a resoluc¸a˜o de problemas
que envolvem Sistemas a Eventos Discretos. A computac¸a˜o se encaixa aqui como uma
ferramenta de aux´ılio, cujo objetivo e´ facilitar a investigac¸a˜o pra´tica e teo´rica da TCS
e suas extenso˜es.
Neste contexto, esta˜o sendo desenvolvidas diversas ferramentas para a s´ıntese de
supervisores para SEDs. Suas implementac¸o˜es ocorrem, em sua maioria, em ambientes
acadeˆmicos e seus objetivos sa˜o educacionais. Citam-se aqui as seguintes ferramentas:
• TCT [Wonham, 2005], desenvolvida pela Universidade de Toronto;
• UMDES Software Lybrary [UMDES, 2005], desenvolvida na Universidade de
Michigan;
• VALID, desenvolvida na Siemens;
• CONDES [Torrico, 1999], desenvolvida na Universidade Federal de Santa Cata-
rina;
• GRAIL [Raymond and Wood, 2002], desenvolvida na Universidade de Ontario.
Dentre estas ferramentas, destaca-se o Grail. Este e´ um ambiente de computac¸a˜o
simbo´lica que envolve linguagens finitas, expresso˜es regulares e ma´quinas de estados
finitos [Raymond and Wood, 1996a]. Foi desenvolvido sob o paradigma da orientac¸a˜o
a objeto e implementado em C++. Caracteriza-se por sua modularidade, por sua
facilidade de expansa˜o e por se tratar de um ambiente de co´digo aberto.
O Grail versa˜o 2.5 foi sendo expandido, dentro do Departamento de Automac¸a˜o e
Sistemas (DAS) da Universidade Federal de Santa Catarina, com o objetivo de focar
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sua utilizac¸a˜o na Teoria de Controle Superviso´rio. Esta expansa˜o ocorreu de forma
descontrolada e o resultado disso foram verso˜es diferentes e incompat´ıveis de um Grail
na˜o documentado.
1.3 Objetivos
O presente trabalho teve como objetivo a reorganizac¸a˜o e a definic¸a˜o de uma es-
trutura mais adequada a` expansa˜o do Grail para func¸o˜es relacionadas ao controle
superviso´rio de SEDs, sendo o resultado disso o denominado Grail para Controle
Superviso´rio. Dentro dos aspectos da reestruturac¸a˜o do Grail, cita-se a criac¸a˜o de
mo´dulos, cuja func¸a˜o e´ o tratamento das va´rias extenso˜es da TCS da forma mais mo-
dular poss´ıvel.
Citam-se tambe´m como objetivos deste trabalho a implementac¸a˜o de no-
vas funcionalidades para o Grail para Controle Superviso´rio e a criac¸a˜o dos
mo´dulos Condic¸a˜o/Evento, Hierarquico e Multitarefa. Estes lidam com Sistemas
Condic¸a˜o/Evento, SEDs com Marcac¸a˜o Flex´ıvel e Controle Multitarefa, respectiva-
mente.
1.4 Estrutura da Dissertac¸a˜o
Este documento esta´ organizado da seguinte forma. A Teoria de Controle Super-
viso´rio, iniciada por Ramadge e Wonham, e´ descrita no Cap´ıtulo 2. O Cap´ıtulo 3
explora tanto o Grail versa˜o 2.5 como a reeestruturac¸a˜o do mesmo. Os filtros do Grail
que referem-se a` teoria base sa˜o apresentados no Cap´ıtulo 4. Algumas extenso˜es da
TCS, tais como os Sistemas Condic¸a˜o/Evento, os SEDs com Marcac¸a˜o Flex´ıvel e o
Controle Multitarefa sa˜o apresentadas nos Cap´ıtulos 7, 6 e 5, respectivamente. Estes
cap´ıtulos apresentam, ale´m da teoria que cerca as extenso˜es em questa˜o, os mo´dulos
referentes as mesmas. Sa˜o elas: o mo´dulo Condic¸a˜o/Evento, o Hierarquico e o Mul-
titarefa. Por fim, o Cap´ıtulo 8 apresenta as concluso˜es e perspectivas desta dissertac¸a˜o.
Cap´ıtulo 2
A Teoria de Controle Superviso´rio
Neste cap´ıtulo, os principais conceitos da Teoria de Controle Superviso´rio, iniciada
por Ramadge e Wonham (1987), sa˜o apresentados. Esta teoria aborda o controle de
Sistemas a Eventos Discretos (SEDs), os quais podem ser modelados por linguagens.
Estas, por sua vez, podem ser representadas por autoˆmatos.
As Sec¸o˜es 2.1 e 2.2 apresentam os elementos ba´sicos da Teoria de Linguagens e de
Autoˆmatos de Estados Finitos, respectivamente. A Sec¸a˜o 2.3 trata especificamente do
Controle Superviso´rio de SEDs e algumas extenso˜es e a Sec¸a˜o 2.4 mostra exemplos que
envolvem a modelagem de SEDs atrave´s de autoˆmatos, indicando a forma de resoluc¸a˜o
do problema de controle associado a eles. Este cap´ıtulo e´ baseado em [Cury, 2001].
2.1 Linguagens como Modelos para SEDs
Uma linguagem L definida sobre um alfabeto Σ e´ um conjunto de cadeias formadas
pela concatenac¸a˜o de s´ımbolos pertencentes a Σ. Por exemplo, L1 = {α, β, γ} e L2 =
{α, αββ} sa˜o linguagens sobre o alfabeto Σ = {α, β, γ}.
O conjunto de todas as poss´ıveis cadeias finitas compostas por elementos de Σ e´
denotado por Σ∗ e este inclui a cadeia vazia ². Uma linguagem sobre Σ e´, portanto,
um subconjunto de Σ∗.
2.1.1 Operac¸o˜es sobre Linguagens
Algumas operac¸o˜es podem ser executadas sobre linguagens. Ale´m das operac¸o˜es
usuais sobre conjuntos, como a unia˜o e a intersecc¸a˜o, citam-se:
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1. Concatenac¸~ao: Dadas duas linguagens L1,L2 ⊆ Σ∗, a concatenac¸a˜o de L1 e L2,
representada por L1L2, e´ definida por
L1L2 = {s ∈ Σ∗ : s = s1s2, s1 ∈ L1, s2 ∈ L2} (2.1)
2. Prefixo-Fechamento: Seja uma linguagem L ∈ Σ∗, enta˜o, o prefixo-fechamento
de L, denotado por L, e´ definido por
L = {s ∈ Σ∗ : ∃t ∈ Σ∗, st ∈ L} (2.2)
Em palavras, L consiste em todas as cadeias de Σ∗ que sa˜o prefixos de L. L e´
dita prefixo-fechada se L = L, ou seja, se qualquer prefixo de qualquer cadeia de
L for tambe´m uma cadeia de L.
3. Fechamento-Kleene: Seja uma linguagem L ⊆ Σ∗, enta˜o o fechamento Kleene
de L, dado por L∗, e´ definido por
L∗ = {²} ∪ L ∪ LL ∪ LLL ∪ ... (2.3)
Uma cadeia de L∗ e´ formada pela concatenac¸a˜o de um nu´mero finito de cadeias
de L, incluindo a cadeia vazia ².
4. Projec¸~ao Natural: Sejam Σ e Σi alfabetos, tal que Σi ⊂ Σ. Pi : Σ∗ → Σ∗i , a




², caso σ /∈ Σi
σ, caso σ ∈ Σi
(2.4)
Pi(sσ) = Pi(s)Pi(σ) s ∈ Σ∗, σ ∈ Σ
O conceito de projec¸a˜o natural pode ser estendido para linguagens como Pi(L) =
{si ∈ Σ∗i : si = Pi(s) para algum s ∈ L}. A projec¸a˜o inversa e´, enta˜o, definida
como P−1i (Li) = {s ∈ Σ∗ : Pi(s) ∈ Li}.
5. Composic¸a˜o S´ıncrona: Sejam Li ⊆ Σ∗i , i = 1, ..., n. Seja Σ = ∪ni=1Σi e
Pi : Σ
∗ → Σ∗i . Define-se a composic¸a˜o s´ıncrona de linguagens ‖ni=1Li ⊆ Σ∗ como:
‖ni=1Li = ∩ni=1P−1i (Li) = {s ∈ Σ∗| ∧ni=1 Pi(s) ∈ Li} (2.5)
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2.1.2 Representac¸a˜o de SEDs por Linguagens
Se considerarmos o alfabeto Σ como correspondendo ao conjunto de eventos que
afeta um SED, enta˜o o comportamento deste sistema pode ser descrito na forma de
um par de linguagens (L,Lm), sendo que:
• L ⊆ Σ∗ representa o comportamento gerado do sistema, ou seja, possui todas
as palavras fisicamente poss´ıveis de ocorrerem no sistema. Esta linguagem e´
prefixo-fechada.
• Lm ⊆ L descreve o comportamento marcado do sistema. Trata-se de um subcon-
junto de L que possui apenas as cadeias que correspondem a tarefas completas
do sistema.
2.1.3 Expresso˜es Regulares
Uma linguagem pode ser vista como uma maneira formal de descrever o compor-
tamento de um SED. Pore´m, a descric¸a˜o de uma linguagem feita pela enumerac¸a˜o das
cadeias que a definem e´ uma tarefa pouco pra´tica. E´ necessa´rio, portanto, utilizar es-
truturas compactas que possam representar estas linguagens. Dentre estas estruturas
pode-se citar as Expresso˜es Regulares (RE).
Para um alfabeto Σ dado, define-se recursivamente uma RE da seguinte forma:
1. (a) ∅ e´ uma expressa˜o regular que representa a linguagem vazia,
(b) ² e´ uma expressa˜o regular denotando a linguagem {²},
(c) σ e´ uma expressa˜o regular denotando {σ} ∀σ ∈ Σ;
2. Se r e s sa˜o expresso˜es regulares, enta˜o rs, r∗, s∗, (r+s)1 sa˜o expresso˜es regulares;
3. Toda expressa˜o regular e´ obtida pela aplicac¸a˜o das regras 1 e 2 um nu´mero finito
de vezes.
2.2 Autoˆmatos como Modelos para SEDs
Um autoˆmato e´ uma qu´ıntupla A = (Q,Σ, δ, q0, Qm), onde:
• Q representa um conjunto na˜o-vazio e finito de estados;
1r unia˜o com s.
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• Σ e´ o conjunto de s´ımbolos que definem o alfabeto;
• δ : Q× Σ → Q representa a func¸a˜o de transic¸a˜o definida em alguns ou todos os
estados para os s´ımbolos de Σ, na˜o necessariamente todos;
• q0 ∈ Q e´ o estado inicial do autoˆmato;
• Qm ⊆ Q e´ o conjunto de estados finais ou marcados.
A func¸a˜o de transic¸a˜o δ pode ser naturalmente estendida para palavras como a
func¸a˜o δ : Q × Σ∗ → Q tal que, para q ∈ Q, s ∈ Σ∗ e σ ∈ Σ, δ(q, ²) = q e δ(q, sσ) =
δ(δ(q, s), σ) sempre que q′ = δ(q, s) e δ(q′, σ) estiverem ambas definidas. Ale´m disso, o
conjunto de s´ımbolos habilitados em todo estado q ∈ Q e´ denotado por Σ(q), ou seja,
Σ(q) = {σ ∈ Σ : δ(q, σ)! 2}.
A representac¸a˜o de um autoˆmato pode ser feita atrave´s de grafos dirigidos, onde
os no´s representam estados e os arcos etiquetados representam as transic¸o˜es entre os
estados. O estado inicial e´ identificado atrave´s de uma seta apontando para ele e os
estados finais, ou marcados, sa˜o representados por c´ırculos duplos.
O autoˆmato A = (Q,Σ, δ, q0, Qm) reconhece duas linguagens, a linguagem gerada
L(A) = {s ∈ Σ∗ : δ(q0, s)!} e a linguagem marcada Lm(A) = {s ∈ L(A) : δ(q0, s) ∈
Qm}.
2.2.1 Operac¸o˜es sobre Autoˆmatos
Um autoˆmato A e´ dito ser acess´ıvel se todos os seus estados forem acess´ıveis. Um
estado q ∈ Q e´ acess´ıvel se ∃s ∈ Σ∗ tal que δ(q0, s) = q, ou seja, se existir pelo menos
uma cadeia que, partindo do estado inicial, alcance o estado q.
Um estado q ∈ Q e´ coacess´ıvel se ∃s ∈ Σ∗ tal que δ(q, s) ∈ Qm, isto e´, se houver
uma cadeia aceita por A que, partindo de q, alcance um estado marcado. Diz-se que
um autoˆmato e´ coacess´ıvel se todos os seus estados forem coacess´ıveis e que e´ trim se
todos os seus estados forem acess´ıveis e coacess´ıveis.
Um autoˆmato na˜o-determinista e´ aquele que possui um ou mais estados a partir dos
quais transic¸o˜es etiquetadas com um mesmo evento alcanc¸am mais do que um estado.
Um exemplo e´ mostrado na Figura 2.1. Pode-se observar que o estado 0 possui duas
transic¸o˜es etiquetadas com o evento a, sendo que uma retorna ao estado 0 e a outra
leva ao estado 1, o que caracteriza o na˜o-determinismo.
2δ(q0, s) esta´ definida.






Figura 2.1: Exemplo de um Autoˆmato Na˜o-determinista
Todo autoˆmato na˜o-determinista corresponde a um autoˆmato determinista equi-
valente, ou seja, que reconhece a mesma linguagem gerada e marcada. O me´todo de
construc¸a˜o de um equivalente determinista e´ apresentado em [Cury, 2001].
Na˜o existe um modelo u´nico para a representac¸a˜o de um dado par de lingua-
gens (L,Lm). No entanto, e´ deseja´vel, por razo˜es computacionais ou mesmo pela
legibilidade, que se trabalhe com autoˆmatos que tenham o menor nu´mero poss´ıvel
de estados. Um algoritmo de minimizac¸a˜o que agregue estados considerados equiva-
lentes e´, portanto, interessante. Dois estados sa˜o considerados equivalentes se, dado
A = (Q,Σ, δ, q0, Qm), temos que:
1. Se q1 ∈ Qm, enta˜o q2 ∈ Qm (e vice-versa);
2. δ(q1, σ) = δ(q2, σ) para todo σ ∈ Σ.
Um algoritmo para a minimizac¸a˜o de autoˆmatos, extensa˜o do algoritmo de
Hopcroft, pode ser encontrado em [Cury, 2001], outro e´ apresentado no Cap´ıtulo 4.
O autoˆmato mı´nimo e´ u´nico, a menos de poss´ıvel isomorfismo. Dois autoˆmatos sa˜o
ditos isomorfos se forem iguais a menos da numerac¸a˜o dos estados.
Sejam autoˆmatos Ai, i = 1, ..., n. A composic¸a˜o s´ıncrona A = ‖ni=1Ai e´ obtida
fazendo-se a evoluc¸a˜o em paralelo dos n autoˆmatos Ai, na qual um evento comum a
mu´ltiplos autoˆmatos so´ e´ executado se todos os autoˆmatos que contiverem este evento




Formalmente, a composic¸a˜o s´ıncrona de dois autoˆmatos A1 = (Q1,Σ1, δ1, q01, Qm1)
e A2 = (Q2,Σ2, δ2, q02, Qm2) e´ definido como o autoˆmato:
A1‖A2 = Ac(Q1 ×Q2,Σ1 ∪ Σ2, δ, (q01, q02), Qm1 ×Qm2) (2.6)
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onde Ac(A) e´ uma operac¸a˜o que elimina todos os estados na˜o acess´ıveis de A e:
δ((q1, q2), σ) =

(δ1(q1, σ), δ2(q2, σ)), se σ ∈ Σ1 ∩ Σ2, δ1(q1, σ)!, δ2(q2, σ)!
(δ1(q1, σ), q2), se σ ∈ Σ1, σ /∈ Σ2, δ1(q1, σ)!
(q1, δ2(q2, σ)), se σ /∈ Σ1, σ ∈ Σ2, δ2(q2, σ)!
indefinida, caso contrario
(2.7)
No caso da composic¸a˜o s´ıncrona em que Σ1 = Σ2, a linguagem do autoˆmato re-
sultante e´ a intersecc¸a˜o das linguagens de A1 e A2. Ou seja, a intersecc¸a˜o de duas
linguagens e´ a linguagem gerada pelo autoˆmato que representa a ac¸a˜o sincronizada de
dois autoˆmatos que operam sobre o mesmo alfabeto.
2.2.2 Representac¸a˜o de SEDs por Autoˆmatos
Se considerarmos o alfabeto Σ como correspondendo ao conjunto de eventos que
afeta um SED, enta˜o o comportamento deste sistema pode ser descrito de forma que
L(A) represente o comportamento gerado e Lm(A) o comportamento marcado do SED
em questa˜o. Um autoˆmato trim que representa um SED e´ dito ser na˜o-bloqueante.
2.3 Controle Superviso´rio de SEDs
Um sistema a ser controlado corresponde, em geral, a um conjunto de subsistemas
arranjados segundo uma distribuic¸a˜o espacial dada. Estes subsistemas, vistos isolada-
mente, teˆm um comportamento ba´sico original que, quando atuando em conjunto com
os demais subsistemas, deve ser restringido de forma a cumprir a func¸a˜o coordenada a
ser executada pelo sistema global. A composic¸a˜o dos comportamentos de cada subsis-
tema isolado pode, enta˜o, ser identificado como planta. Enquanto que o conjunto de
restric¸o˜es de coordenac¸a˜o define uma especificac¸a˜o a ser obedecida [Cury, 2001].
Na abordagem proposta por Ramadge e Wonham, a modelagem do comportamento
de um SED e´ feita por interme´dio de um autoˆmato, sendo P o autoˆmato que representa
a planta e E o que representa a especificac¸a˜o.
De modo a fazer com que os subsistemas atuem de forma coordenada, introduz-se
um agente de controle denominado supervisor, que direciona a atuac¸a˜o da planta con-
forme um comportamento deseja´vel por interme´dio da desabilitac¸a˜o de eventos poss´ıveis
de ocorrer na planta. Entretanto, nem todos os eventos que afetam a planta podem
ser desabilitados. O conjunto de eventos da planta Σ e´ particionado em eventos con-
trola´veis Σc, que podem ser inibidos de ocorrer no sistema, e eventos na˜o-controla´veis
Σu, cuja natureza na˜o permite a desabilitac¸a˜o.
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Um supervisor pode ser representado por um autoˆmato S, definido sobre o mesmo
alfabeto que a planta P , cujas mudanc¸as de estado sa˜o ditadas pela ocorreˆncia de
eventos na planta. A ac¸a˜o de controle de S, definida para cada estado do autoˆmato,
e´ desabilitar em P os eventos que na˜o possam ocorrer em S apo´s uma palavra ob-
servada. O funcionamento do sistema controlado S/P e´ descrito pelo SED resultante
da composic¸a˜o s´ıncrona de S e P . De fato, na composic¸a˜o s´ıncrona S‖P , somente as
transic¸o˜es permitidas na planta P e no supervisor S sa˜o permitidas, ja´ que os alfabetos
sa˜o os mesmos.
Dada uma linguagem K ⊆ Lm(P ), na˜o-vazia, representando a linguagem desejada
para P , existe um supervisor pro´prio S que implemente K se e somente se K for
Lm(P )-fechada e controla´vel em relac¸a˜o a P . Uma linguagem K e´ Lm(P )-fechada se
K = K ∩ Lm(P ), ou seja, se todos os prefixos de K que forem palavras de Lm(P )
tambe´m forem palavras de K.
Uma linguagem K ⊆ Σ∗ e´ controla´vel em relac¸a˜o a P se KΣu ∩ L(P ) ⊆ K. Esta
propriedade garante que um supervisor que implemente a linguagem K na˜o vai tentar
desabilitar eventos na˜o-controla´veis na planta P . O conjunto de linguagens controla´veis
contidas na linguagem K, denotado por C(P,K), e´ fechado para unia˜o, consequ¨en-
temente, C(P,K) possui um elemento supremo, denominado SupC(P,K), que e´ a
ma´xima linguagem controla´vel em relac¸a˜o a P contida em K.
Caso na˜o seja poss´ıvel construir um supervisor S que implemente K, e´ poss´ıvel
projetar um supervisor pro´prio que implemente SupC(P,K). Conve´m citar que, se K
for Lm(P )-fechada, enta˜o SupC(P,K) tambe´m sera´ Lm(P )-fechado.
2.3.1 Abordagem Monol´ıtica
A s´ıntese de um supervisor monol´ıtico e´ feita com base nos seguintes passos.
1. Modelagem do funcionamento do sistema sem coordenac¸a˜o. Este passo inclui a
identificac¸a˜o do conjunto de subsistemas que fazem parte da planta e a obtenc¸a˜o
do modelo ba´sico Pi de cada subsistema envolvido.
2. Modelagem das restric¸o˜es de coordenac¸a˜o do sistema. Este consiste na construc¸a˜o
de autoˆmatos Ej para cada restric¸a˜o de coordenac¸a˜o j do sistema a ser controlado.
3. S´ıntese de uma lo´gica de controle coacess´ıvel e o´tima:
(a) Obtenc¸a˜o da planta atrave´s da composic¸a˜o s´ıncrona dos subsistemas Pi;
(b) Construc¸a˜o da especificac¸a˜o por meio da composic¸a˜o de todas as restric¸o˜es
Ej modeladas;
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(c) Composic¸a˜o s´ıncrona da planta P com a especificac¸a˜o E e determinac¸a˜o
da componente trim desta, obtendo, assim, o autoˆmato que representa a
linguagem-alvo K;
(d) Computac¸a˜o do supervisor minimamente restritivo S, cuja linguagem e´ dada
por SupC(P,K). O algoritmo para o ca´lculo da ma´xima linguagem con-
trola´vel por ser encontrado em [Cury, 2001].
A s´ıntese de supervisores compreende, basicamente, os seguintes procedimentos:
composic¸a˜o s´ıncrona e ca´lculo da ma´xima linguagem controla´vel. A complexidade
computacional destes procedimentos e´ polinomial ao produto do nu´mero de estados da
planta P e da especificac¸a˜o E. Entretanto, o nu´mero de estados de P e de E cresce
exponencialmente em relac¸a˜o ao nu´mero de subsistemas e restric¸o˜es de coordenac¸a˜o,
respectivamente. Algumas extenso˜es da abordagem monol´ıtica veˆm sendo desenvolvi-
das na literatura com o objetivo de solucionar ou diminuir este problema. Dentre estas
extenso˜es, pode-se citar a Abordagem Modular (Sec¸a˜o 2.3.2) e o Controle Hiera´rquico
[da Cunha, 2003].
Ale´m do problema da complexidade computacional, o supervisor de um sistema de
grande porte torna-se ileg´ıvel e dif´ıcil interpretac¸a˜o por causa do seu grande nu´mero
de estados. Por disso, verificou-se a possibilidade de reduc¸a˜o do nu´mero de estados do
supervisor sem afetar a ac¸a˜o do controle, conforme apresenta a Sec¸a˜o 2.3.3.
2.3.2 Abordagem Modular
A abordagem modular e´ uma extensa˜o da monol´ıtica que visa reduzir a comple-
xidade computacional da s´ıntese dos supervisores. Nessa abordagem, ao inve´s de se
projetar um u´nico supervisor que satisfac¸a todas as restric¸o˜es, procura-se construir um
supervisor para cada restric¸a˜o, de forma que, atuando em conjunto, os supervisores
satisfac¸am a especificac¸a˜o global. A ac¸a˜o conjunta de supervisores modulares desabilita
um evento controla´vel sempre que este for desabilitado por pelo menos um deles [Cury,
2001].
A s´ıntese dos supervisores modulares se da´ por interme´dio da modelagem dos sub-
sistemas e restric¸o˜es, conforme especificado na Sec¸a˜o 2.3.1, e da s´ıntese dos supervisores
modulares conforme os seguintes passos:
1. Obtenc¸a˜o da planta atrave´s da composic¸a˜o s´ıncrona dos subsistemas Pi;
2. Composic¸a˜o s´ıncrona da planta P com cada restric¸a˜o Ej e determinac¸a˜o da com-
ponente trim desta, obtendo, assim, o autoˆmato que representa a linguagem-alvo
correspondente a cada uma das restric¸o˜es;
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3. Computac¸a˜o dos supervisores minimamente restritivos Sj, cuja linguagem e´ dada
por SupCj(Kj, P ).
A s´ıntese por interme´dio da abordagem modular propicia uma maior flexibilidade
sendo mais fa´cil de atualizar, modificar e corrigir supervisores que na monol´ıtica. En-
tretanto, a ac¸a˜o dos diferentes supervisores pode ser conflitante.
Sejam linguagens Lj ⊆ Σ∗, j = 1, ...,m. Diz-se que o conjunto de linguagens Lj
e´ modular, ou na˜o-conflitante, se ∩mj=1Lj = ∩mj=1Lj, ou seja, se um prefixo for aceito
por todo o conjunto de linguagens, enta˜o todo o conjunto tem que aceitar uma palavra
contendo esse prefixo. A condic¸a˜o necessa´ria e suficiente para que o resultado obtido
pela abordagem modular seja equivalente a` obtida pela monol´ıtica e´ a modularidade
das linguagens marcadas pelas ac¸o˜es dos supervisores Sj.
A abordagem modular e´ bastante vantajosa, quando a modularidade entre os su-
pervisores e´ verificada, no sentido de promover maior flexibilidade, maior eficieˆncia
computacional e seguranc¸a na aplicac¸a˜o do controle. Pore´m, essa abordagem explora
apenas a modularidade das restric¸o˜es, mas na˜o a da planta. Ambas as modularidades,
tanto a das restric¸o˜es quanto a dos subsistemas da planta, sa˜o exploradas na abordagem
modular local proposta por [de Queiroz, 2000] e apresentada a seguir.
2.3.2.1 Abordagem Modular Local
Seja a planta P formada por subsistemas Pi = (Qi,Σi, δi, q0i, Qmi), i = 1, ..., n.
Sejam, para j = 1, ...,m, restric¸o˜es gene´ricas Ej definidas, respectivamente, sobre
subconjuntos de eventos Σj ⊆ Σ. De forma alternativa a` abordagem modular cla´ssica,
pode-se representar o comportamento desejado do sistema como o conjunto de res-
tric¸o˜es expressas apenas em termos dos subsistemas que elas restringirem, chamados
de plantas locais. Para j = 1, ...,m, a planta local Plocal,j associada a restric¸a˜o Ej e´
definida por:
Plocal,j = ‖i∈IjPi, Ij = {k ∈ I|Σk ∩ Σj 6= ∅} (2.8)
Assim, a planta local Plocal,j e´ composta apenas pelos subsistemas da modelagem
original que esta˜o diretamente afetados por Ej.
A s´ıntese de uma lo´gica de controle o´tima por interme´dio da abordagem modular
local se da´ atrave´s dos seguintes passos:
1. Obtenc¸a˜o das plantas locais Plocal,j atrave´s da composic¸a˜o s´ıncrona dos subsis-
temas Pi envolvidos com a restric¸a˜o Ej;
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2. Composic¸a˜o s´ıncrona de cada planta local Plocal,j com sua respectiva especificac¸a˜o
Ej e determinac¸a˜o da componente trim desta, obtendo, assim, o autoˆmato que
representa a linguagem-alvo Klocal,j correspondente a cada uma das restric¸o˜es;
3. Computac¸a˜o dos supervisores locais minimamente restritivos Slocal,j, cuja lin-
guagem e´ dada por SupClocal,j(Klocal,j, Plocal,j).
A exemplo da abordagem modular cla´ssica, a ac¸a˜o dos diferentes supervisores pode
ser conflitante. Sejam linguagens Lj ⊆ Σ∗, j = 1, ...,m. Diz-se que o conjunto de
linguagens Lj e´ localmente modular se ‖mj=1Lj = ‖mj=1Lj. Em outras palavras, sendo as
linguagens Lj marcadas por autoˆmatos Slocal,j, a modularidade local e´ verificada se e
somente se S = ‖mj=1Slocal,j for trim.
A s´ıntese da ma´xima linguagem controla´vel de mu´ltiplas restric¸o˜es pode ser exe-
cutada diretamente a partir das plantas locais sem aumento da restric¸a˜o em relac¸a˜o
a` abordagem monol´ıtica e, por conseguinte, a` abordagem modular cla´ssica, desde que
a modularidade local seja verificada. Tambe´m o tamanho dos supervisores locais de-
pendem apenas do tamanho da planta local, podendo ser pequeno mesmo quando o
sistema a ser controlado e´ de grande porte.
E´ importante ressaltar que o teste de modularidade local, feito apo´s a s´ıntese dos
supervisores para garantir a validade da abordagem, exige a composic¸a˜o de todos os
supervisores locais. Assim, a complexidade da verificac¸a˜o da modularidade local cresce
exponencialmente com o nu´mero de subsistemas e de restric¸o˜es envolvidos.
2.3.3 Reduc¸a˜o de Supervisores
Um supervisor minimamente restritivo incorpora informac¸o˜es redundantes, visto
que ele conte´m restric¸o˜es ja´ realizadas pela planta. Isto significa que e´ poss´ıvel reduzir
o nu´mero de estados deste supervisor sem afetar sua ac¸a˜o de controle.
Diz-se que dois supervisores S1 e S2 sa˜o equivalentes se suas ac¸o˜es de controle sobre
a planta P produzirem o mesmo comportamento, ou seja, se S1/P for equivalente a
S2/P . Portanto, S2 e´ um supervisor reduzido para S1 se:
• O nu´mero de estados de S2, denotado por |S2|, for menor que |S1|;
• L(P ) ∩ L(S2) = L(S1);
• Lm(P ) ∩ Lm(S2) = Lm(S1).
Dado um supervisor S, pode-se obter um supervisor reduzido Sred agregando-se os
estados de S‖P em blocos, na˜o necessariamente disjuntos. No processo de agregac¸a˜o,
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deve-se garantir que as desabilitac¸o˜es dos estados de um bloco na˜o entrem em conflito
com os eventos habilitados em outros estados do mesmo bloco e que o supervisor
reduzido, representando a estrutura de transic¸a˜o entre os blocos, seja determinista. De
forma a preservar a igualdade das linguagens marcadas, deve-se tambe´m garantir que
estados pertencentes ao mesmo bloco estejam consistentemente marcados.
Um algoritmo de reduc¸a˜o de supervisores e´ apresentado em [Vaz and Wonham,
1986]. Esse algoritmo tem complexidade exponencial no tempo e, devido a isso, e´ re-
aliza´vel apenas para autoˆmatos de pequeno porte. Neste mesmo artigo, Vaz e Wonham
provam que existe um tamanho mı´nimo de supervisor reduzido para um dado S, mas
pode haver mu´ltiplos supervisores com o nu´mero mı´nimo de estados.
A busca por supervisores suficientemente reduzidos atrave´s de algoritmos de menor
complexidade computacional e´ va´lida. [Su and Wonham, 2003] apresentam um algo-
ritmo de complexidade polinomial para a reduc¸a˜o de supervisores baseado na agregac¸a˜o
dos estados em blocos disjuntos, na˜o computando, desta forma, um supervisor mı´nimo.
Uma documentac¸a˜o sobre a reduc¸a˜o de supervisores mais detalhada e´ apresentada
no Cap´ıtulo 4, onde o algoritmo implementado no Grail para Controle Superviso´rio
esta´ descrito.
2.4 Exemplos
Para elucidar as ide´ias apresentadas no decorrer deste cap´ıtulo, dois exemplos sa˜o
abordados nesta sec¸a˜o. As composic¸o˜es s´ıncronas necessa´rias a resoluc¸a˜o dos exemplos,
assim como a computac¸a˜o dos supervisores minimamente restritivos, foram feitos com
o aux´ılio do ambiente Grail, apresentado no Cap´ıtulo 4.
2.4.1 O Gato e o Rato num Labirinto
Um gato e um rato compartilham o labirinto apresentado na Figura 2.2, sendo que
as setas gi sinalizam as passagens em ma˜o u´nica exclusivas para gatos e as setas ri as
passagens para o rato [Ramadge and Wonham, 1989]. Todas as passagens, com excec¸a˜o
da g7, podem ser fechadas pelo controlador. O gato e o rato encontram-se inicialmente
nos recintos indicados pelos respectivos ı´cones. Espera-se obter um controlador que
garanta a maior liberdade de movimento evitando que ambos os animais ocupem o
mesmo recinto ao mesmo tempo e que ambos possam sempre voltar ao estado inicial.
Modela-se o movimento do gato e do rato pelos autoˆmatos Pg e Pr, respectivamente.
Estes autoˆmatos sa˜o apresentados na Figura 2.3. Importante salientar que os nu´meros
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Figura 2.2: Labirinto do Gato e do Rato
associados aos estados de cada autoˆmato, Pg e Pr, correspondem ao recinto em que





















Figura 2.3: Modelos Obtidos para o Gato (Pg) e para o Rato (Pr)
O autoˆmato K˜, que representa a linguagem-alvo K, e´ obtido de P , apagando-se
os estados em que os dois animais ocupem o mesmo recinto, e a ma´xima linguagem
controla´vel contida em K, supC(K,P ), e´ enta˜o computada. Obteve-se o supervisor
mostrado na Figura 2.4.
2.4.2 Ce´lula de Manufatura
Uma ce´lula de manufatura e´ composta por uma mesa circular de quatro posic¸o˜es
(M0), onde sa˜o efetuadas as operac¸o˜es de enchimento e tampamento de garrafas, e
por mais quatro dispositivos operacionais: um alimentador (M1), um enchedor (M2),
um tampador (M3) e um manipulador robo´tico (M4), como ilustrado na Figura 2.5
[Bouzon et al., 2004].
O programa de controle original da mesa permite operar em sequ¨eˆncia apenas uma
garrafa por vez, ou seja, o alimentador so´ pode posicionar uma garrafa na mesa no-














Figura 2.4: Supervisor Obtido para o Labirinto do Gato e do Rato
Figura 2.5: Mesa Girato´ria
vamente depois que o manipulador tiver retirado a garrafa anterior da mesa. Esta
restric¸a˜o da lo´gica de controle evita os problemas que podem ocorrer na operac¸a˜o de
mu´ltiplas garrafas em paralelo, sendo estes:
1. Giro da mesa sem a presenc¸a de garrafa na mesma;
2. Giro da mesa sem que as garrafas em P2, P3 e P4 tenham sido enchidas, tampadas
ou retiradas da mesa, respectivamente;
3. Giro da mesa enquanto o alimentador, o enchedor, o tampador ou o manipulador
estiverem operando;
4. Operac¸a˜o do alimentador, do enchedor, do tampador ou do manipulador enquanto
a mesa estiver girando;
5. Operac¸a˜o do alimentador, do enchedor, do tampador ou do manipulador sem que
haja pec¸as em P2, P3 e P4, respectivamente;
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6. Sobreposic¸a˜o de garrafas em P1;
7. Enchimento ou tampamento da mesma garrafa duas vezes.
Esse modo de funcionamento - de uma garrafa por vez - e´ muito pouco eficiente,
visto que o alimentador, o enchedor, o tampador e o manipulador passam a maior parte
do tempo ociosos enquanto poderiam estar operando em paralelo.
O objetivo deste exemplo e´, portanto, sintetizar um programa de controle que
garanta uma maior eficieˆncia da ce´lula de manufatura, isto e´, que permita a operac¸a˜o
concorrente de 0 a 4 pec¸as pelas 5 ma´quinas sem que ocorram os problemas ja´ especi-
ficados.
Para a obtenc¸a˜o do modelo global que representa o funcionamento em malha aberta
da ce´lula, faz-se, inicialmente, a modelagem independente de cada dispositivo, em
termos dos eventos de in´ıcio e final de operac¸a˜o. Assim, considera-se que os subsistemas
Mi, i = 0, ..., 4, teˆm suas operac¸o˜es iniciadas pelos eventos controla´veis si e terminam de
operar com o evento na˜o-controla´vel fi. As ma´quinas Mi podem, enta˜o, ser modeladas
pelos autoˆmatos Pi, representados na Figura 2.6.
Pi, i = 0, ..., 4 : start 0 1Si
Fi
Figura 2.6: Autoˆmatos para Mi, i = 0, ..., 4
A planta da ce´lula de manufatura e´, enta˜o, representada de forma monol´ıtica por um
autoˆmato P obtido a partir da composic¸a˜o s´ıncrona dos modelos dos cinco dispositivos,
P = ‖4i=0Pi .
As restric¸o˜es a serem modeladas tem como objetivo evitar os problemas que ocorrem
na operac¸a˜o de mu´ltiplas garrafas em paralelo. Inicialmente, modela-se uma restric¸a˜o
que garanta que a mesa na˜o vai girar a` toa, isto e´, sem ao menos uma garrafa vazia
em P1, uma garrafa cheia em P2 ou uma garrafa tampada em P3. De acordo com essa
restric¸a˜o, pelo menos um dos eventos f1, f2 e f3, que representam respectivamente o
fim de operac¸a˜o em P1, P2 e P3, deve preceder a ocorreˆncia do evento s0, que inicia o
giro da mesa. Essa restric¸a˜o e´ modelada pelo autoˆmato Ea, apresentada na Figura 2.7.
As quatro restric¸o˜es de seguranc¸a que impedem a mesa de girar enquanto algum
dos outros quatro dispositivos estiverem operando e vice-versa podem ser descritas pelo
autoˆmato Ebi, i = 1, ..., 4, da Figura 2.8. De forma gene´rica, a restric¸a˜o Ebi garante
que, quando a mesa M0 ou algum dispositivo Mi comec¸ar a operar, os eventos s0 e si
na˜o podera˜o mais ocorrer ate´ que seja sinalizado o fim de operac¸a˜o.
Os poss´ıveis problemas decorrentes do fluxo de mu´ltiplas garrafas na mesa podem
ser evitados pelas restric¸o˜es: Ec1, relativa a` movimentac¸a˜o de garrafas vazias entre as










Figura 2.7: Autoˆmatos para a Especificac¸a˜o Ea





Figura 2.8: Autoˆmatos para as Especificac¸o˜es Ebi, i = 1, ..., 4
posic¸o˜es P1 e P2; Ec2, para a manipulac¸a˜o de garrafas cheias entre P2 e P3; e Ec3,
correspondente ao fluxo de garrafas cheias e tampadas entre P3 e P4. Para isso, a
restric¸a˜o Ec1 evita sobrepor garrafas em P1, encher sem garrafa vazia em P2 e girar a
mesa com garrafa vazia em P2. Ja´ Ec2 pro´ıbe encher duas vezes a mesma garrafa em
P2, tampar sem garrafa cheia em P3 e girar a mesa com garrafa na˜o-tampada em P3.
Enquanto que a restric¸a˜o Ec3 impede o tampamento de uma garrafa ja´ tampada em P3,
o acionamento do manipulador sem garrafa em P4 e girar a mesa com garrafa em P4.
Como as restric¸o˜es teˆm a mesma estrutura, pode-se ilustra´-las pelo modelo indexado
em i, Eci, da Figura 2.9.









Figura 2.9: Autoˆmatos para as Especificac¸o˜es Eci, i = 1, 2, 3
A especificac¸a˜o monol´ıtica E e´ calculada atrave´s da composic¸a˜o das restric¸o˜es Ex,
x ∈ {a, b1, b2, b3, b4, c1, c2, c3}. Os pro´ximos passos consistem no ca´lculo do comporta-
mento desejado do sistema, K˜ = E‖P , e da ma´xima linguagem controla´vel contida em
K, supC(K,P ).
Resolve-se este problema tambe´m por interme´dio da abordagem modular local.
Neste caso, deve-se obter as plantas locais Px respectivas a`s restric¸o˜es Ex fazendo-
se a composic¸a˜o dos modelos de Pi, i = 1, ..., 4, que tenham eventos comuns a elas.
Formam-se, desta forma, os seguintes autoˆmatos:
• Pa = P0‖P1‖P2‖P3;
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• Pbi = P0‖Pi, i = 1, ..., 4;
• Pci = P0‖Pi‖Pi+1, i = 1, 2, 3.
Calculam-se, enta˜o, os comportamentos desejados locais K˜x, x ∈ {a, b1, b2, b3, b4,
c1, c2, c3}, pela composic¸a˜o s´ıncrona das restric¸o˜es Ex com suas respectivas plantas
locais Px. Os supervisores locais sa˜o, enta˜o, computados e a modularidade local entre
eles e´ verificada. A resoluc¸a˜o deste exemplo e´ mostrada no Cap´ıtulo 4.
2.5 Concluso˜es
Este cap´ıtulo apresentou, baseado em [Cury, 2001], os conceitos ba´sicos da Teoria
de Controle Superviso´rio incluindo linguagens, expresso˜es regulares e autoˆmatos. O
pro´ximo cap´ıtulo introduz um ambiente computacional que manipula estes, servindo,
portanto, como uma ferramenta de aux´ılio para a Teoria de Controle Superviso´rio
apresentada por Ramadge e Wonham e suas extenso˜es. O ambiente Grail e´ descrito
desde sua u´ltima versa˜o original, a 2.5, ate´ as contribuic¸o˜es fornecidas por este trabalho.
Cap´ıtulo 3
O Grail e sua Nova Estrutura
O Grail e´ um ambiente de computac¸a˜o simbo´lica para pesquisa, ensino e aplicac¸o˜es
que envolvem Linguagens Finitas (FLs), Expresso˜es Regulares (REs) e Ma´quinas de
Estados Finitos (FMs). Ele consiste de uma colec¸a˜o de programas que operam so-
bre arquivos de entrada, cujo conteu´do e´ uma descric¸a˜o textual de seus objetos de
manipulac¸a˜o.
A implementac¸a˜o do Grail foi iniciada por Darrell Raymond [Raymond, 2005] e
Derick Wood [Wood, 2005] no Departamento de Cieˆncias da Computac¸a˜o da Universi-
dade de Western Ontario, Canada´ [Raymond and Wood, 1996a]. O projeto [Raymond
and Wood, 2002] encontra-se estagnado desde 2002, sendo sua u´ltima versa˜o esta´vel a
2.5, apresentada na Sec¸a˜o 3.1.
O Grail versa˜o 2.5 vem sendo expandido, sob a orientac¸a˜o de Jose´ Eduardo Ribeiro
Cury [Cury, 2005], no Departamento de Automac¸a˜o e Sistemas da Universidade Fede-
ral de Santa Catarina, como documentado na Sec¸a˜o 3.2. O objetivo principal desta
expansa˜o tem sido focar a utilizac¸a˜o deste ambiente para a Teoria de Controle Super-
viso´rio.
Com o propo´sito de controlar esta expansa˜o, que vem ocorrendo de forma descontro-
lada, este trabalho visa uma reestruturac¸a˜o, e consequ¨entemente documentac¸a˜o deste
ambiente, e o resultado disso e´ o Grail para Controle Superviso´rio, introduzido na
Sec¸a˜o 3.3.
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3.1 O Grail Versa˜o 2.5
3.1.1 Conceitos Ba´sicos
Os treˆs objetos principais do Grail sa˜o as FLs, as REs e as FMs. Sendo que estes
objetos sa˜o recebidos, e tambe´m retornados, pelos filtros do Grail como uma descric¸a˜o
textual ASCII que podem ser geradas a partir de qualquer editor de texto.
Uma FL e´ um conjunto finito de palavras de comprimento finito. Um exemplo de





As REs seguem a notac¸a˜o convencional e suportam a unia˜o, a concatenac¸a˜o e o
fechamento Kleene. Sa˜o exemplos de REs: a+b, ((a+bcde*)+c)*, {} e ’’+a. O Grail
segue tambe´m as regras normais de precedeˆncia, sendo a do fechamento Kleene a maior
e a da unia˜o, a menor [Raymond and Wood, 1996d].
Uma FM e´ definida por uma tripla FM = (Qi,Θ, Qf ), onde Qi e´ o conjunto de
estados iniciais, Θ e´ o conjunto de instruc¸o˜es e Qf e´ o conjunto de estados finais. Cada
instruc¸a˜o θ ∈ Θ e´ composta por:
• Um estado fonte θsource, a partir do qual uma transic¸a˜o sai;
• Uma etiqueta de transic¸a˜o θevent;
• Um estado destino θsink, aonde a transic¸a˜o em questa˜o chega.
Um autoˆmato A = (Q,Σ, δ, q0, Qm) e´ representado por uma FM = (Qi,Θ, Qf ), tal
que:
• Q = Qi ∪ {(θsource ∪ θsink),∀θ ∈ Θ} ∪Qf ;
• Σ = {θevent,∀θ ∈ Θ};
• (∀θ ∈ Θ)δ(θsource, θevent) = θsink;
• q0 = {q ∈ Qi};
• Qm = Qf .








Figura 3.1: Representac¸a˜o de um Autoˆmato A por uma FM
Um exemplo e´ apresentado na Figura 3.5. Note que os estados iniciais e os finais de
uma FM sa˜o indicados atrave´s de instruc¸o˜es que possuem como estado fonte e destino
os pseudo-estados (START) e (FINAL), respectivamente.
No Grail, todos os estados sa˜o designados por nu´meros naturais. Ja´ o alfabeto de
uma FM e´ dado pelos s´ımbolos que aparecem nas instruc¸o˜es, a menos das pseudo-
etiquetas |- e -|. O tipo de alfabeto e´ parametriza´vel, podendo este ser constitu´ıdo
por caracteres, a exemplo da Figura 3.1, sequ¨eˆncias de caracteres ou, ate´ mesmo, REs.
Os algoritmos do Grail sa˜o independentes do tipo de alfabeto estabelecido.
Os filtros do Grail sa˜o acess´ıveis em linha de comando. Utiliza-se qualquer janela de
terminal do sistema para acessa´-los, incluindo janelas telnet e ssh. Os objetos a serem
utilizados como paraˆmetros podem ser direcionados diretamente a partir do teclado ou
redirecionados a partir de arquivos. Por exemplo, a concatenac¸a˜o de duas FMs, fm1 e
fm2, pode ser computado da seguinte forma.
% fmcat fm1 fm2 > fm12
Neste caso, o resultado esta´ sendo redirecionado para o arquivo fm12. Se este
arquivo ja´ existir, ele sera´ sobrescrito sem confirmac¸a˜o. Se a sa´ıda na˜o for redirecionada,
o resultado e´ impresso no pro´prio terminal.
A sa´ıda de um filtro pode ser utilizada como primeiro paraˆmetro para um segundo
filtro. Por exemplo, para se computar a concatenac¸a˜o de treˆs FMs, fm1, fm2 e fm3,
utiliza-se o seguinte comando.
% fmcat fm1 fm2 | fmcat fm3 > fm123
Os operadores | e > sa˜o suportados por qualquer terminal do sistema UNIX assim
como pelo MS-DOS.
A instalac¸a˜o do Grail e´ feita manualmente. Para isso, deve-se baixa´-lo e des-
compacta´-lo para o direto´rio desejado. Ale´m disso, e´ necessa´rio inserir o caminho
[grail dir]\bin no path do sistema, ja´ que e´ ali que os filtros do Grail esta˜o ar-
mazenados.
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3.1.2 Organizac¸a˜o dos Arquivos
O Grail e´ um pacote organizado nos seguintes direto´rios [Raymond and Wood,
1996b]:
• bin: possui os filtros do Grail para um dado alfabeto;
• binaries: conte´m o co´digo do Grail compilado para os tipos de alfabeto definidos;
• classes: armazena as classes que definem os objetos que o Grail pode manipular;
• doc: documentac¸a˜o;
• man: documentac¸a˜o online;
• tests: composta por ma´quinas de teste, ou seja, exemplos resolvidos sobre os
quais os filtros podem ser testados.
3.1.3 Implementac¸a˜o
O Grail e´ implementado em C++, ja´ que esta linguagem encoraja o encapsulamento
e a definic¸a˜o de interfaces [Raymond and Wood, 1996b]. Como o Grail foi criado
com o objetivo de ser continuamente expandido, este preza pela reutilizac¸a˜o de co´digo
facilitada pela programac¸a˜o orientada a objetos, caracter´ıstico da linguagem C++, e
pelo uso em larga escala de gabaritos. Gabaritos sa˜o um dos recursos mais poderosos
de C++ para a reutilizac¸a˜o de co´digo [Deitel and Deitel, 2001]. Entretanto, eles devem
ser usados com cautela, pois o seu poder de instanciac¸a˜o e´ proporcional ao aumento
da complexidade do co´digo.
A programac¸a˜o orientada a objetos encapsula dados, aqui chamados atributos,
e func¸o˜es que manipulam este dados, denominadas me´todos, em pacotes chamados
classes. A partir de uma classe, um programador pode criar um ou mais objetos [Dei-
tel and Deitel, 2001]. O Grail versa˜o 2.5 possui 18 classes, sendo que praticamente
todas elas sa˜o gabaritos de classes.
Os gabaritos sa˜o mecanismos de abstrac¸a˜o existentes em C++ que fornecem su-
porte para a programac¸a˜o gene´rica e flex´ıvel. Gabaritos de classes sa˜o chamados de
tipos parametrizados porque exigem um ou mais paraˆmetros de tipo a especificar. A
especificac¸a˜o deste(s) paraˆmetro(s) personaliza um gabarito de uma classe gene´rica for-
mando uma classe gabarito espec´ıfica. O programador que deseja usar classes gabarito
escreve um gabarito de classe. Quando o programador necessita de uma nova classe
para um tipo espec´ıfico, ele usa uma notac¸a˜o concisa e o compilador escreve o co´digo-
fonte para a classe gabarito [Deitel and Deitel, 2001]. Em outras palavras, os gabaritos
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definem classes como se estas fossem caixas pretas prontas para serem instanciadas de
acordo com a escolha dos paraˆmetros do programador [Stroustrup, 2000].
As classes do Grail versa˜o 2.5 sa˜o: FL, RE, FM, State, Inst, Subexp, Empty set,
Empty string, Symbol exp, Cat exp, Plus exp, Star exp, Array, Set, List, String,
Bits e Pool. Suas classes principais, que definem seus objetos de manipulac¸a˜o, sa˜o:
FL (Linguagem Finita), RE (Expressa˜o Regular) e FM (Ma´quina de Estados Finitos).
As classes secunda´rias podem ser divididas em dois grupos. O primeiro define
estruturas ba´sicas, sendo elas Array, String, List, Set, Pool e Bits. A classe Bits
gerencia bitmaps e Pool gerencia memo´ria alocada. Set, List e String sa˜o classes que
herdam de Array seus atributos e me´todos [Raymond and Wood, 1996b]. A heranc¸a e´
uma forma de reutilizac¸a˜o de co´digo na qual novas classes sa˜o criadas a partir de classes
existentes pela absorc¸a˜o de seus atributos e me´todos e redefinindo ou embelezando-as
com recursos que as novas classes requerem. A nova classe e´ chamada de uma classe
derivada. Cada classe derivada se torna, ela pro´pria, uma candidata a ser uma classe
base para uma futura classe derivada [Deitel and Deitel, 2001].
O segundo grupo caracteriza as sub-estruturas das classes principais, que sa˜o State,
Inst e Subexp. Esta u´ltima, Subexp, e´ uma classe abstrata, cujo u´nico objetivo e´
fornecer uma classe base apropriada a partir da qual outras classes podem herdar a in-
terface e/ou a implementac¸a˜o. Nenhum objeto desta classe pode ser instanciado [Deitel
and Deitel, 2001]. Suas classes derivadas sa˜o: Empty set, Empty string, Symbol exp,
Cat exp, Plus exp e Star exp. Uma descric¸a˜o mais detalhada das classes do Grail e´
encontrada na pro´xima sec¸a˜o.
3.1.3.1 Classes
Esta sec¸a˜o apresenta as classes do Grail versa˜o 2.5 detalhadamente. Alguns dia-
gramas de classes foram constru´ıdos no decorrer deste trabalho para um melhor en-
tendimento do relacionamento existente entre as mesmas. Foi utilizado o padra˜o UML
(Unified Modelling Language)[Fowler, 2003] para a construc¸a˜o destes diagramas. Um
diagrama de classes descreve os tipos de objetos presentes no sistema e os va´rios tipos
de relacionamentos esta´ticos existentes entre eles. Ele tambe´m mostra os atributos e
os me´todos de cada classe, assim como as limitac¸o˜es aplicadas as formas com as quais
os objetos esta˜o conectados.
Os diagramas de classes constru´ıdos na˜o mostram os me´todos de cada classe, pois
isso os tornaria um tanto quanto ileg´ıveis. Quanto aos atributos, conve´m citar que os
s´ımbolos # e − presentes antes de cada declarac¸a˜o indicam se o atributo e´ protegido1
1Pode ser acessado apenas por membros e friends da classe base e de suas classes derivadas.
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ou privado2, respectivamente. O s´ımbolo + indicaria que o atributo e´ pu´blico3, pore´m
nenhuma classe do Grail possui atributos pu´blicos. Algumas classes possuem atributos
de tipo a especificar, o que indica que sa˜o gabaritos de classes. Estas classes possuem
uma caixa de anotac¸a˜o no seu canto superior e o paraˆmetro a especificar esta´ escrito
dentro desta anotac¸a˜o [Fowler, 2003].
As classes existentes no Grail versa˜o 2.5 sa˜o, portanto:
• FL: Gabarito de classe que implementa as linguagens finitas, compostas por um
conjunto finito de palavras de comprimento finito. Possui apenas um atributo,
sendo este um conjunto, cujos elementos sa˜o sequ¨eˆncias compara´veis de algo a
ser instanciado Item.
Teoricamente, o paraˆmetro Item pode ser instanciado como caracteres, sequ¨eˆncias
de caracteres ou expresso˜es regulares. Entretanto, o modo com que o Grail dife-
rencia as formas de abstrac¸a˜o para a classe FL na˜o esta´ bem definido, sendo esta
funcional apenas quando a classe e´ instanciada em caracteres.
A Figura 3.2 mostra o diagrama de classes cuja classe principal e´ FL.
Figura 3.2: Diagrama de Classes FL
Tanto os conjuntos (Set) como as sequ¨eˆncias compara´veis (Strings) que estru-
turam FL sa˜o definidos como classes derivadas de uma outra classe do Grail, a
Array.
• Array: Gabarito de classe que define uma estrutura de dados ba´sica. Seus ob-
jetos sa˜o vetores cujos elementos podem ser caracteres, sequeˆncias de caracteres,
expresso˜es regulares, estados, instruc¸o˜es, ma´quinas de estados finitas e assim por
diante.
Array possui treˆs classes derivadas, que sa˜o:
2Pode ser acessado apenas por membros e friends da classe base.
3Pode ser acessado por todas as func¸o˜es do programa.
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– Set: define conjuntos que na˜o sa˜o ordenados e que na˜o possuem elementos
duplicados.
– List: cujos objetos sa˜o conjuntos ordenados que possuem elementos dupli-
cados.
– String: define conjuntos ordenados que possuem elementos duplicados e
que podem ser comparados entre si.
A Figura 3.3 mostra o diagrama de classes cuja classe principal e´ Array. Esta
classe possui va´rios atributos, com destaque a um deles, o Item. Item e´ um tipo a
especificar e pode ser instanciado de acordo com os paraˆmetros do programador.
Item e´ o paraˆmetro que caracteriza Array como um gabarito de classe.
O diagrama de classes Array mostra as treˆs classes derivadas da mesma: List,
Set e String. Algumas instaˆncias de Set sa˜o mostradas como exemplo. Observe
tambe´m que String na˜o e´ uma classe derivada diretamente de Array, e sim de
uma instaˆncia desta. Em outras palavras, String na˜o pode ser instanciada com
a mesma variedade de tipos que Array.
Figura 3.3: Diagrama de Classes Array
• RE: Gabarito de classe que implementa as expresso˜es regulares, as estruturas
mais complexas do Grail. Como mostra a Figura 3.4, a classe RE e´ composta
por uma subexpressa˜o, sendo que a classe que caracteriza esta subexpressa˜o,
Subexp, e´ abstrata e serve apenas como base para suas seis classes derivadas,
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todas gabaritos de classe. A subexpressa˜o de uma RE e´, portanto, composta
por um agrupamento ordenado de objetos das classes derivadas de Subexp. Por
exemplo, a expressa˜o (a∗ + bc) e´ dada por:
Plus_exp<x,y>, onde: x=Star_exp<Symbol_exp<char>>
y=Cat_exp<Symbol_exp<char>,Symbol_exp<char>>
Figura 3.4: Diagrama de Classes RE
• Subexp: Gabarito de classe abstrata que serve como base para o conjunto de
poss´ıveis subexpresso˜es. Cada tipo de subexpressa˜o caracteriza um gabarito de
classe derivada, sendo eles:
– Empty set: representa o conjunto vazio {}.
– Empty string: caracteriza a sequ¨eˆncia de caracteres vazia ’ ’.
– Symbol exp: define um s´ımbolo simples, presente em um dos intervalos
a-z ou A-Z. Possui apenas um atributo, que e´ o pro´prio s´ımbolo em questa˜o.
– Cat exp: implementa a concatenac¸a˜o xy. Possui dois atributos, x e y,
sendo que estes paraˆmetros representam outras subexpresso˜es.
– Plus exp: representa a unia˜o x+ y. Possui dois atributos, x e y, sendo que
estes paraˆmetros representam outras subexpresso˜es.
– Star exp: define o fechamento Kleene x∗. Possui apenas um atributo, x,
sendo que este paraˆmetro representa outra subexpressa˜o.
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• FM: Gabarito de classe que implementa as ma´quinas de estados finitos. Possui
treˆs atributos, como mostra a Figura 3.5, sendo estes Sets de objetos de outras
classes do Grail. Sa˜o elas:
– State, cujos objetos compo˜em os conjuntos de estados iniciais e finais;
– Inst, cujos objetos representam as instruc¸o˜es da FM.
FM pode ser instanciada de acordo com o alfabeto desejado, seja ele composto por
caracteres, sequ¨eˆncias de caracteres e, ate´ mesmo, expresso˜es regulares.
Figura 3.5: Diagrama da Classes FM
• State: Implementa os estados de uma ma´quina de estados finitos. Os estados
sa˜o representados por nu´meros inteiros na˜o-negativos acrescidos, internamente,
de 2, ja´ que os nu´meros 0 e 1 representam os pseudo-estados START e FINAL,
respectivamente.
• Inst: Gabarito de classe que implementa as instruc¸o˜es de uma ma´quina de es-
tados finitos. Possui treˆs atributos, que sa˜o source (θsource), label (θevent) e
sink (θsink). Os atributos source e sink sa˜o objetos da classe State, ja´ label
e´ um paraˆmetro de tipo a especificar e sera´ especificado de acordo com o tipo de
alfabeto utilizado pela FM.
A Figura 3.6 representa o diagrama de classes Inst, aonde esta˜o presentes alguns
exemplos de instanciac¸a˜o desta.
Figura 3.6: Diagrama de Classes Inst
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• Bits: Classe que gerencia bitmaps. Bitmaps sa˜o um tipo de uma tabela, de
tamanho a ser definido, cujos elementos podem ser setados em 0 ou 1.
• Pool: Gabarito de classe que gerencia memo´rias dinaˆmicas de propo´sito geral
para classes que possuem um grande nu´mero de pequenos objetos, como a RE e a
FM. O objetivo principal desta classe e´ eliminar o tempo desperdic¸ado pelo Grail
na criac¸a˜o e destruic¸a˜o de arrays tempora´rios. Afinal, programas em C++ podem
ser melhorados significativamente utilizando alocac¸a˜o de memo´ria sob encomenda
ao inve´s da criac¸a˜o e destruic¸a˜o de arrays [Raymond and Wood, 1996c].
A classe Pool faz com que o Grail aloque uma certa quantidade de memo´ria
pre´-definida na criac¸a˜o de um objeto ao inve´s de alocar apenas um array do
tamanho necessa´rio. A partir da´ı, em vez de ficar alocando e liberando memo´ria,
o Grail utiliza os elementos do array ja´ alocado enquanto a classe Pool gerencia
estes elementos utilizando um bitmap para verificar quais esta˜o em uso. Apenas
quando toda a memo´ria alocada estiver em uso e´ que mais memo´ria e´ alocada,
observando que o tamanho do pro´ximo Array sera´ o dobro do anterior.
Desta forma, as func¸o˜es new e delete sa˜o muito mais ra´pidas que as default
pois esta classe simplesmente gerencia apontadores para memo´ria existente. A
classe Pool permite a reutilizac¸a˜o de memo´ria ja´ retornada, possuindo alta frag-
mentac¸a˜o e baixo overhead por na˜o rearranjar os objetos.
Esta classe foi criada para a versa˜o 2.5 do Grail e tem como finalidade aumentar a
eficieˆncia de seus filtros, tornando-os mais ra´pidos. Entretanto, foi implementada
apenas para a classe RE, como mostra a Figura 3.7 - todas as instaˆncias poss´ıveis
de Pool esta˜o ali presentes. Uma extensa˜o desta classe para a FM ficou como
perspectiva para a versa˜o 3.0, que nunca chegou a ser conclu´ıda.
Figura 3.7: Diagrama da Classes Pool
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3.1.3.2 A Estrutura do Grail Versa˜o 2.5
A exemplo da Figura 3.8, esta sec¸a˜o apresenta a forma como o co´digo fonte do Grail
esta´ estruturado a partir do seu n´ıvel mais baixo, as classes, ate´ o mais alto, o Grail
em si. Toda classe do Grail possui os seguintes arquivos:
Figura 3.8: Estrutura da Grail Versa˜o 2.5
• Um arquivo de descric¸a˜o que conte´m a declarac¸a˜o de todos os me´todos da classe,
denominado nome da classe.h;
• Va´rios arquivos nome do me´todo.src, aonde esta˜o contidas as implementac¸o˜es
dos me´todos. A extensa˜o src possibilita a concatenac¸a˜o de todos os algoritmos
em um arquivo de descric¸a˜o da classe em questa˜o [Raymond and Wood, 1996b];
• Duas func¸o˜es friend, armazenadas tambe´m em arquivos src, que definem os
operadores de entrada e sa´ıda, >> e <<, respectivamente4;
• Um arquivo contendo todos os arquivos da classe que sera˜o inclu´ıdos na com-
pilac¸a˜o, denominado include.h.
Os arquivos include.h de todas as classes esta˜o listados no grail.h, presente
na pasta binaries da versa˜o 2.5. Este arquivo e´ inclu´ıdo no grail.cpp como uma
4Uma func¸a˜o friend de uma classe e´ definida fora do escopo daquela classe, mas ainda tem o direito
de acessar os membros privados e protegidos da classe. Quando uma func¸a˜o operador e´ implementada
como um me´todo, o operando mais a` esquerda deve ser um objeto da classe do operador. Se o operando
esquerdo for um objeto de uma classe diferente ou um tipo primitivo, esta func¸a˜o de operador na˜o deve
ser implementada como um me´todo. Entretanto, se esta deve acessar diretamente membros privados
ou protegidos daquela classe, ela deve ser definida como uma func¸a˜o friend. O operador << deve
ter um operando a` esquerda do tipo ostream&. De modo semelhante, o operador sobrecarregado >>
deve ter um operando a` esquerda do tipo istream& [Deitel and Deitel, 2001].
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biblioteca de func¸o˜es. No grail.cpp esta´ presente a func¸a˜o main deste ambiente, assim
como as func¸o˜es de recebimento de paraˆmetros.
O func¸a˜o main do Grail consiste, basicamente, de uma lista de ifs, aonde o exe-
cuta´vel verifica sob qual nome foi chamado e realiza a operac¸a˜o referente a este nome.
Na realidade, todos os filtros do Grail versa˜o 2.5 sa˜o o grail.exe renomeado e copiado
para a pasta bin.
3.2 Evoluc¸a˜o do Ambiente Grail
O Grail versa˜o 2.5 vem sendo expandido com o objetivo de focar a utilizac¸a˜o
deste ambiente na Teoria de Controle Superviso´rio. O objeto base desta teoria sa˜o
os autoˆmatos, consequ¨entemente, as FMs do Grail. Devido a isso, as classes referentes
a`s FLs e as REs foram desabilitadas no decorrer desta evoluc¸a˜o.
Filtros referentes ao Controle Superviso´rio ba´sico, descritos no Cap´ıtulo 4, foram
implementados, alterando, desta forma, a classe FM. Um exemplo deste e´ a criac¸a˜o do
filtro do Grail que converte as FMs para o formato aceito pelo Graphviz. O Graphviz e´
uma ferramenta de visualizac¸a˜o encontrada em http://www.research.att.com/sw/
tool/graphviz. Sua instalac¸a˜o e´ realizada por interme´dio da inserc¸a˜o do caminho
[graphviz dir]\att\graphviz\bin no path do sistema.
Ale´m disso, filtros referentes a Sistemas Condic¸a˜o/Evento [Rodrigues, 2004] e SEDs
com Marcac¸a˜o Flex´ıvel [da Cunha, 2003] foram criados utilizando o Grail como uma
biblioteca de func¸o˜es. Entretanto, os Sistemas Condic¸a˜o/Evento utilizavam como base
as classes Pair e Iots, que na˜o esta˜o presentes no Grail original.
A classe Pair define a estrutura de um par ordenado [int,int], a ser usado como
alfabeto das FMs no tratamento de Sistemas Condic¸a˜o/Evento. O primeiro int repre-
senta o evento e o segundo, a condic¸a˜o. A classe Iots e´ uma classe derivada da FM,
cujo alfabeto e´ formado por objetos da classe Pair.
O resultado desta expansa˜o foi um Grail base diferente do que consta na docu-
mentac¸a˜o da versa˜o 2.5 e cuja documentac¸a˜o era inexistente ou estava espalhada nas
diversas dissertac¸o˜es. Um Grail que possu´ıa me´todos que na˜o estavam mais sendo u-
sados ou que foram criados para serem utilizados por filtros que na˜o estavam presentes
no seu pacote. Pacotes independentes com filtros e um Grail, cujas classes tambe´m
na˜o eram ideˆnticas a`s do Grail base.
Um dos objetivos principais deste trabalho e´, devido a esta expansa˜o descontrolada
do Grail, a reorganizac¸a˜o e a definic¸a˜o de uma estrutura mais adequada a` expansa˜o do
mesmo. O resultado disso e´ o Grail para Controle Superviso´rio, introduzido na Sec¸a˜o
3.3.
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3.3 A Nova Estrutura do Grail
A ide´ia da reestruturac¸a˜o do Grail e´ manter uma versa˜o do Grail para Controle
Superviso´rio Base, aonde permanecem os filtros provenientes da versa˜o 2.5 e os que
lidam com a Teoria de Controle Superviso´rio ba´sica, apresentada no Cap´ıtulo 2. Os
filtros ja´ existentes e os que vierem a ser implementados que se relacionarem com
expanso˜es distintas da teoria ba´sica sera˜o acrescidos ao Grail como mo´dulos, Sec¸a˜o
3.3.2, cuja estrutura e´ a mesma do Grail para Controle Superviso´rio e cujo controle
tambe´m devera´ ser feito atrave´s de verso˜es. Esta e´ a forma mais modular encontrada
para a expansa˜o do Grail para Controle Superviso´rio, apesar de que a manutenc¸a˜o de
verso˜es de um ambiente de co´digo aberto nem sempre e´ trivial.
A Sec¸a˜o 3.3.1 apresenta as principais modificac¸o˜es feitas na estrutura interna do
Grail, com o objetivo de aumentar sua modularidade, e a Sec¸a˜o 3.3.3 mostra as regras
de expansa˜o do Grail para Controle Superviso´rio que visam uma expansa˜o, no mı´nimo,
organizada.
3.3.1 Principais Modificac¸o˜es
A principal modificac¸a˜o do Grail e´ a eliminac¸a˜o do grail.cpp. A ide´ia de apenas
uma func¸a˜o main para todos os filtros tornava o Grail menos modular, pela existeˆncia
de um ponto em comum desnecessa´rio entre todos os filtros.
Consequ¨entemente, o Grail para Controle Superviso´rio possui um arquivo cpp para
cada filtro. Desta forma, cada filtro possui a sua func¸a˜o main e o seu executa´vel
espec´ıfico. A implementac¸a˜o das func¸o˜es de entrada e sa´ıda de paraˆmetros foram
passadas para um cpp denominado io.cpp e a declarac¸a˜o destas func¸o˜es esta˜o presentes
na biblioteca de entrada e sa´ıda io.h, acrescida ao grail.h.
No arquivo cpp de cada filtro do Grail foi acrescido um help, cujo objetivo e´ fornecer
um texto de ajuda ao usua´rio sempre que este desejar. Para acessar este help, basta
chamar o filtro com o paraˆmetro -h. O exemplo abaixo mostra o acesso ao help do
filtro fmcat, utilizado em exemplos anteriores.
% fmcat -h
fmcat: catenates two FMs.
Syntax : fmcat FM1 FM2
Version: May 1993
Todos os filtros ainda possuem um ponto em comum, que e´ a declarac¸a˜o de seus
me´todos dentro das classes.
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A organizac¸a˜o dos arquivos dentro do pacote Grail para Controle Superviso´rio,
assim como uma discussa˜o sobre as classes que permaneceram neste ambiente, sa˜o
apresentadas nas sec¸o˜es seguintes.
3.3.1.1 Organizac¸a˜o dos Arquivos
O Grail para Controle Superviso´rio e´ um pacote organizado nos seguintes direto´rios:
• bin: conte´m os filtros propriamente ditos;
• classes: armazena as classes que definem os objetos que o Grail pode manipular;
• doc: documentac¸a˜o;
• filters: possui o co´digo dos filtros, a biblioteca de classes grail.h e a biblioteca
de entrada/sa´ıda io.h, assim como o arquivo com a implementac¸a˜o destas func¸o˜es
io.cpp.
3.3.1.2 Classes
Praticamente todas as classes do Grail versa˜o 2.5 foram mantidas, a excec¸a˜o da FL,
que foi completamente eliminada por na˜o ser u´til a` Teoria de Controle Superviso´rio. A
classe RE, assim como sua sub-estrutura Subexp e derivadas, foram recuperados. Mas
nem todos os filtros da classe RE permaneceram no Grail para Controle Superviso´rio.
Quanto as classes criadas durante a expansa˜o do Grail, a classe Pair foi mantida por
servir como uma estrutura ba´sica, a exemplo da classe Array. Ja´ Iots foi transferida
para o mo´dulo Sistema Condic¸a˜o/Evento.
3.3.2 Mo´dulos
Os mo´dulos sa˜o pacotes que possuem novos filtros que podem ou na˜o utilizar novas
classes, consequ¨entemente novos me´todos, e que utilizam como base as classes do Grail
para Controle Superviso´rio. Estes pacotes podem ou na˜o ser adicionados ao Grail
base, dependendo do interesse do usua´rio no mo´dulo, ou seja, na extensa˜o da teoria em
questa˜o. Essa opc¸a˜o implica numa reduc¸a˜o do espac¸o necessa´rio a` instalac¸a˜o do Grail,
que pode crescer indefinidamente sem que todos os usua´rios necessitem ter todos os
filtros.
A exemplo do Grail, os mo´dulos tambe´m devem ser instaladas manualmente.
Deve-se baixa´-las, descompacta´-las dentro do direto´rio do Grail e inserir o caminho
[grail dir]\nome do modulo\bin no path do sistema.
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A estrutura do mo´dulo assim como a organizac¸a˜o dos arquivos seguem o padra˜o do
Grail. Portanto, os mo´dulos sa˜o organizados nos seguintes direto´rios:
• bin: conte´m filtros propriamente ditos;
• classes: conte´m as classes que definem os objetos que o mo´dulo pode manipular
ale´m das classes ba´sicas;
• doc: documentac¸a˜o;
• filters: possui o co´digo dos filtros, a biblioteca de classes nome do modulo.h e
a biblioteca de entrada/sa´ıda do pro´prio mo´dulo io.h, quando existente, assim
como a implementac¸a˜o de suas func¸o˜es em io.cpp.
Os mo´dulos hoje existentes sa˜o:
• Sistemas Condic¸a˜o/Evento (Cap´ıtulo 7), cuja estrutura foi implementada no
decorrer deste trabalho;
• Controle de SEDs com Marcac¸a˜o Flex´ıvel (Cap´ıtulo 6), cujas classes foram de-
senvolvidas no decorrer deste trabalho;
• Controle Multitarefa (Cap´ıtulo 5), totalmente implementada no decorrer deste
trabalho.
3.3.3 Extensa˜o do Grail para Controle Superviso´rio
A nova estrutura do Grail e´ apresentada na Figura 3.9. Com base nela, podemos
citar as seguintes formas de expansa˜o do Grail:
Figura 3.9: Estrutura do Grail para Controle Superviso´rio
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• Acre´scimo de um novo me´todo, Sec¸a˜o 3.3.3.1;
• Adic¸a˜o de um novo filtro, Sec¸a˜o 3.3.3.2;
• Criac¸a˜o de um novo mo´dulo, Sec¸a˜o 3.3.3.3.
3.3.3.1 Acre´scimo de um Novo Me´todo
O acre´scimo de um novo me´todo no Grail consiste nas etapas descritas abaixo. Um
me´todo, que recebe um paraˆmetro do tipo FM denominado in, sera´ acrescido a classe
FM como exemplo.





// Algoritmo que implementa example
}
2. Assegurar que o algoritmo sera´ inclu´ıdo no Grail, o que e´ feito em dois passos:






(b) Declarac¸a˜o do me´todo example na biblioteca de func¸o˜es da classe em
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3.3.3.2 Adic¸a˜o de um Novo Filtro
A adic¸a˜o de um novo filtro e´ realizada apo´s o acre´scimo de um me´todo que o imple-
menta ou atrave´s da reunia˜o de me´todos ja´ existentes, cujo sequ¨enciamento produza
um resultado interessante. A adic¸a˜o de um novo filtro e´ realizada por interme´dio dos
seguintes passos:
1. Criac¸a˜o de um arquivo cpp que utilize o grail.h como biblioteca e tenha uma
func¸a˜o main. A func¸a˜o main deve: possuir um help a ser chamado pelo usua´rio,
receber os paraˆmetros, chamar o me´todo implementado e determinar a sa´ıda.
Um modelo para o cpp de um novo filtro e´ mostrado abaixo.
// fmexample.cpp
// Descrever o que este filtro faz...
// Syntax : fmexample FM






int main(int argc,char** argv) {
// Get my name
char* my_name;
my_name = get_my_name(argv);
// Get function’s help
char help_text[500];
strcpy(help_text,my_name);
strcat(help_text,": Descrever o que este filtro faz...\n");





get_one(in, argc, argv, my_name, help_text);
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2. Compilac¸a˜o do filtro com o Microsoft Visual C++ 6.0.
3. Realocac¸a˜o do fmexample.exe na pasta [grail dir]\bin.
3.3.3.3 Criac¸a˜o de um Novo Mo´dulo
A criac¸a˜o de um novo mo´dulo requer alguns cuidados. Inicialmente, deve-se res-
peitar a estrutura padra˜o do Grail para Controle Superviso´rio. Em outras palavras, o
mo´dulo criado deve ser um pacote cujos direto´rios esta˜o descritos na Sec¸a˜o 3.3.2.
Ale´m disso, suas classes devem ser derivadas das classes do Grail, sendo que, na
maioria dos casos, essas sera˜o derivadas da classe FM. A exemplo do Grail, cada classe
do mo´dulo tera´ um arquivo de descric¸a˜o da classe nome da classe.h, a biblioteca de
arquivos include.h e va´rios me´todos, cujos algoritmos estejam presentes em arquivos
do tipo nome do metodo.src.
Por u´ltimo, o direto´rio filters devera´ ser composto pelos cpps do filtros, pela
biblioteca de classes nome do modulo.h, aonde estara˜o listados os include.h de todas
as suas classes e tambe´m o grail.h5, e pelos arquivos de entrada e sa´ıda, cujas func¸o˜es
devera˜o ser implementadas conforme a necessidade do programador.
Importante observar que o Grail segue um padra˜o em sua nomenclatura. Por e-
xemplo, todos os filtros da classe FM comec¸am com FM, todos os da classe RE comec¸am
com RE e todos os filtros de verificac¸a˜o de propriedades comec¸am com is. O ideal e´
que este padra˜o de nomenclatura seja mantido na criac¸a˜o de novos mo´dulos.
3.4 Concluso˜es
Este cap´ıtulo introduziu o ambiente Grail, assim como as mudanc¸as que este sofreu
antes e durante o desenvolvimento deste trabalho. O objetivo deste foi uma reestru-
turac¸a˜o do Grail na tentativa de deixa´-lo mais modular e definir um procedimento de
5O mo´dulo devera´ ser implementado de forma a ser funcional quando descompactado dentro da
pasta Grail, portanto o caminho que define a localizac¸a˜o do grail.h e´ ../../filters
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expansa˜o para o mesmo. O pro´ximo cap´ıtulo apresenta os filtros do Grail para Controle
Superviso´rio, ou seja, descreve as funcionalidades atualmente presentes neste ambiente.
Conve´m citar ainda que a descric¸a˜o textual dos objetos de manipulac¸a˜o do Grail,
assim como o seu uso extensivo de gabaritos, torna o ambiente em questa˜o mais lento,
fazendo-o perder, em termos de tempo de computac¸a˜o, para alguns outros programas
de mesmo objetivo, como o TCT. Entretanto, o Grail e´ o que possui a expansa˜o mais
facilitada.
Cap´ıtulo 4
O Grail para Controle Superviso´rio
Neste cap´ıtulo sa˜o introduzidos os filtros presentes no Grail para Controle Super-
viso´rio Base, com destaque aos filtros implementados no decorrer deste trabalho. Pode-
se dizer que este cap´ıtulo serve como um manual dos filtros do Grail para Controle
Superviso´rio.
4.1 Filtros
4.1.1 Filtros do Grail Versa˜o 2.5
Esta sec¸a˜o descreve os filtros presentes na versa˜o 2.5 do Grail que permaneceram
no Grail para Controle Superviso´rio, sendo estes referentes a operac¸o˜es sobre REs, a
operac¸o˜es sobre FMs e a verificac¸a˜o de propriedades de FMs.
4.1.1.1 Expresso˜es Regulares
1. recat - concatena duas REs1.
• Sintaxe: recat re1 re2
2. restar - faz o fechamento Kleene de uma RE1.
• Sintaxe: restar re1
3. reunion - faz a unia˜o entre duas REs1.
1Quando as REs sa˜o capturadas pelo prompt do DOS, o s´ımbolo ’`I’ e´ acrescido no final de cada
expressa˜o. Este problema na˜o foi resolvido por na˜o levar a erros maiores.
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• Sintaxe: reunion re1 re2
4. retofm - computa uma FM que aceite a mesma linguagem que a RE dada como
entrada. O resultado pode ser na˜o determinista.
• Sintaxe: retofm re1
5. fmtore - computa uma RE que aceite a mesma linguagem que a FM dada como
entrada. A FM na˜o precisa ser determinista e todos os estados na˜o acess´ıveis sa˜o
automaticamente removidos.
• Sintaxe: fmtore fm1
4.1.1.2 Ma´quinas de Estados Finitos
1. fmcat - concatena duas FMs.
• Sintaxe: fmcat fm1 fm2
• Descric¸a˜o: Conectam-se os estados marcados da fm1 aos estados al-
canc¸a´veis da fm2, por apenas uma transic¸a˜o, de algum dos estados iniciais
de fm2.
2. fmcment - calcula o complemento de uma FM. O complemento de uma FM e´
dado por uma outra ma´quina de estados finitos que aceita qualquer palavra na˜o
aceita por FM, considerando-se como alfabeto de refereˆncia o alfabeto da pro´pria
FM. Um exemplo e´ ilustrado na Figura 4.12.
• Sintaxe: fmcment fm1
3. fmcomp - completa uma FM. Uma FM completa e´ aquela em que todos os seus
estados possuem transic¸o˜es etiquetadas com cada um dos eventos do seu alfabeto.
Um exemplo e´ ilustrado na Figura 4.1.
• Sintaxe: fmcomp fm1
4. fmcross - calcula o produto cartesiano de duas FMs, sendo que este ca´lculo gera
a intersecc¸a˜o da linguagem das FMs em questa˜o.
• Sintaxe: fmcross fm1 fm2
2Importante observar que a maioria das FMs deste cap´ıtulo esta˜o representadas graficamente para
melhor visualizac¸a˜o.
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Figura 4.1: Exemplo - fmcment e fmcomp
A numerac¸a˜o dos estados da FM resultante segue a seguinte equac¸a˜o: q = q1 +
n1.q2, onde q e´ o nu´mero associado ao estado da FM resultante correspondente
ao par (q1, q2), q1 e´ um estado da fm1, q2 e´ um estado da fm2 e n1 e´ o nu´mero
de estados da fm1. Com base nesta equac¸a˜o, pode-se chegar a que estados cada
estado da FM resultante e´ equivalente.
5. fmdeterm - torna uma FM determinista utilizando o me´todo de construc¸a˜o de
um equivalente determinista apresentado em [Cury, 2001].
• Sintaxe: fmdeterm fm1
6. fmenum - enumera a linguagem marcada de uma FM. Produz 100 palavras, ou
num palavras, caso o paraˆmetro -n num estiver especificado na chamada do filtro.
As palavras sa˜o ordenadas de forma crescente e lexicogra´fica.
• Sintaxe: fmenum [-n num] fm1
7. fmexec - executa uma FM para uma palavra de entrada. Em outras palavras,
este filtro verifica se a palavra str pertence a` linguagem gerada de fm1. A
opc¸a˜o -d faz com que o fmexec escreva a lista de instruc¸o˜es que corresponde ao
acompanhamento da palavra.
• Sintaxe: fmexec [-d] fm1 str
• Contribuic¸a˜o: Este filtro era funcional apenas para fm<char>. Como
os filtros do Grail para Controle Superviso´rio utilizam como objetos
fm<string<char>>, foi necessa´ria uma reimplementac¸a˜o do mesmo. O al-
goritmo implementado no decorrer deste trabalho segue os seguintes passos:
(a) Captura a FM de entrada e a palavra str, verificando se o usua´rio deseja
acompanhar o andamento do algoritmo passo a passo - paraˆmetro -d
presente.
(b) Copia o conjunto de estados iniciais Qi da FM para um conjunto de
estados qualquer, denominado Q.
(c) Verifica se o pro´ximo elemento de str, iniciando a contagem a partir
do primeiro elemento, e´ a etiqueta de transic¸a˜o de alguma instruc¸a˜o da
FM tal que θsource ∈ Q.
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– Em caso positivo, tem-se que se (θsource ∈ Q) ∧ (θevent = str[i]),
enta˜o θsink ∈ Q′. Faz-se Q = Q′ e retorna-se ao passo (c).
– Em caso negativo, a algoritmo e´ encerrado e The string is NOT
a member of the language of FM.
(d) Se o algoritmo conseguir encontrar um novo conjunto de estados Q
para todos os elementos de str, enta˜o The string is a member of
the language of FM.
• Exemplo: A Figura 4.2 mostra a execuc¸a˜o de duas palavras diferentes sobre















The string is a member of the language of FM.
% fmexec FM1 "beta gama"
No states accessible on beta.
The string is NOT a member of the language of FM.
Figura 4.2: Exemplo - fmexec
8. fmmin - calcula o equivalente mı´nimo de uma FM utilizando uma extensa˜o do
algoritmo de Hopcroft. Na˜o processa FMs na˜o-deterministas. Um exemplo e´
apresentado na Figura 4.3.
• Sintaxe: fmmin fm1
9. fmminrev - calcula o equivalente mı´nimo de uma FM pelo algoritmo de Brzo-
zowski. Aceita FMs deterministas e tambe´m na˜o deterministas. Um exemplo e´
apresentado na Figura 4.3.
• Sintaxe: fmminrev fm1
O Algoritmo de Brzozowski baseia-se na seguinte sequ¨eˆncia de operac¸o˜es:
(a) Inverte o sentido das transic¸o˜es da FM;
(b) Calcula o equivalente determinista;
(c) Inverte novamente o sentido das transic¸o˜es;
(d) Calcula o equivalente determinista novamente.
Apo´s a execuc¸a˜o desta sequ¨eˆncia de operac¸o˜es, o resultado e´ o equivalente mı´nimo
determinista da FM em questa˜o, sendo este isomorfo ao resultado obtido felo filtro
fmmin.
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Figura 4.3: Exemplo - fmmin e fmminrev
10. fmplus - calcula o plus de uma FM, isto e´, computa uma FM que reconhece
uma ou mais ocorreˆncias de palavras reconhecidas pela FM de entrada.
• Sintaxe: fmplus fm1
11. fmreach - computa a componente acess´ıvel de uma FM.
• Sintaxe: fmreach fm1
12. fmrenum - renumera os estados de uma FM de acordo com um esquema de nu-
merac¸a˜o canoˆnico, crescente em relac¸a˜o aos estados fontes das instruc¸o˜es e lexi-
cogra´fico sobre as etiquetas de transic¸a˜o. Na˜o processa FMs na˜o deterministas.
• Sintaxe: fmrenum fm1
13. fmreverse - inverte o sentido de todas as transic¸o˜es da FM, tornando finais os
estados iniciais e vice-versa.
• Sintaxe: fmreverse fm1
14. fmstar - calcula o Fechamento Kleene da FM.
• Sintaxe: fmstar fm1
15. fmstats - obte´m informac¸o˜es sobre a FM, tais como nu´mero de estados,
transic¸o˜es e s´ımbolos, assim como nu´mero de estados iniciais, finais, acess´ıveis,
coacess´ıveis e bloqueantes. Um exemplo e´ ilustrado na figura 4.4.
• Sintaxe: fmstats fm1
16. fmunion - calcula a unia˜o de duas FMs renumerando os estados da segunda FM.
O resultado e´ na˜o-determinista.
• Sintaxe: fmunion fm1 fm2



















number of start states: 1
number of final states: 2
number of states: 8
number of reachable states: 7
number of coreachable states: 5
number of deadlocking states: 2
number of instructions: 11
number of symbols: 4
Figura 4.4: Exemplo - fmstats
4.1.1.3 Verificac¸a˜o de Propriedades
1. iscomp - verifica se uma FM e´ completa. Lembrando que uma FM e´ completa se
todos os seus estados possuem uma transic¸a˜o para cada evento do seu alfabeto.
• Sintaxe: iscomp fm1
• Sa´ıda: Escreve ’FM is complete’ na sa´ıda padra˜o se fm1 for completa e
’FM is NOT complete’, caso contra´rio.
2. isdeterm - verifica se uma FM e´ determinista.
• Sintaxe: isdeterm fm1
• Sa´ıda: Escreve ’FM is deterministic’ na sa´ıda padra˜o se fm1 for deter-
minista e ’FM is NOT deterministic’, caso contra´rio.
3. isomorph - verifica se duas FMs deterministas sa˜o isomorfas.
• Sintaxe: isomorph fm1 fm2
• Sa´ıda: Escreve ’The FMs are isomorphic’ na sa´ıda padra˜o se fm1 e
fm2 forem iguais a menos da numerac¸a˜o dos estados e ’The FMs are NOT
isomorphic’, caso contra´rio.
4. isuniv - verifica se uma FM e´ universal, isto e´, se ela e´ completa e se todos os
seus estados acess´ıveis sa˜o tambe´m finais.
• Sintaxe: isuniv fm1
• Sa´ıda: Escreve ’FM is universal’ na sa´ıda padra˜o se fm1 for universal e
’FM is NOT universal’, caso contra´rio.
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4.1.2 Filtros Referentes ao Controle Superviso´rio
Esta sec¸a˜o explicita os filtros desenvolvidos para o Controle Superviso´rio, tendo
estes sido implementados por Jose´ Miguel Eyzell Gonza´lez ou por Antonio Eduardo
Carrilho da Cunha.
4.1.2.1 Ma´quinas de Estados Finitos
1. fmalpha - obte´m o alfabeto Σ de uma FM.
• Sintaxe: fmalpha fm1
2. fmloop - faz o selfloop de eventos numa FM.
• Sintaxe: fmloop fm1 fm2
Este filtro cria, para cada estado de fm1, transic¸o˜es do estado para ele mesmo,
selfloops, envolvendo todos os eventos pertencentes ao alfabeto da fm2.
3. fmmark - marca todos os estados de uma FM, ou seja, faz com que todos os
estados da FM sejam finais.
• Sintaxe: fmmark fm1
4. fmproj - faz a projec¸a˜o de uma FM sobre o alfabeto de uma segunda FM. Um
exemplo e´ ilustrado na Figura 4.5
• Sintaxe: fmproj fm1 fm2



















Figura 4.5: Exemplo - fmproj
5. fmremove - elimina os estados de uma FM.
• Sintaxe: fmremove fm1 fm2
Remove-se os estados de fm1, cujos nu´meros foram passados como eventos
em fm2, e suas respectivas transic¸o˜es. Um exemplo e´ ilustrado na Figura
4.6.
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Figura 4.6: Exemplo - fmremove
6. fmsort - ordena as transic¸o˜es de uma FM, primeiro pelo nu´mero dos estados
fontes das transic¸o˜es, depois pela ordem lexicogra´fica dos eventos e, por u´ltimo,
pelo nu´mero dos estados destino das transic¸o˜es.
• Sintaxe: fmsort fm1
7. fmsync - calcula a composic¸a˜o s´ıncrona de duas FMs. A numerac¸a˜o dos estados
segue a mesma equac¸a˜o apresentada para o filtro fmcross, Sec¸a˜o 4.1.1.2.
• Sintaxe: fmsync fm1 fm2
• Contribuic¸a˜o: Sejam as FMs P1, P2 e P3, mostradas na Figura 4.7, sub-
sistemas que compo˜em uma planta P . O evento alpha, presente nos treˆs
subsistemas, e´ eliminado no produto s´ıncrono de P1 com P2. Consequ¨en-
temente, o resultado final, a planta P , computado pelo seguinte comando
% fmsync P1 P2 | fmsync P3, ou % fmsync P2 P1 | fmsync P3, na˜o e´
correto. Isto acontece porque o Grail considera que a ma´quina P12 = P1‖P2
na˜o possui o evento alpha, tornando ele habilitado em todos os estados de
P12 para a composic¸a˜o com P3. Mas, neste caso, alpha esta´ desabilitado em
todos os estados de P12.
Esse erro e´ gerado sempre que a composic¸a˜o s´ıncrona de va´rias ma´quinas
e´ computada sequ¨encialmente e que o produto de duas ma´quinas desta
sequ¨eˆncia elimina algum evento presente tambe´m numa terceira ma´quina, a
ser composta posteriormente. Este na˜o e´ um erro inerente ao Grail, sendo

















Figura 4.7: Problema - fmsync
Um aviso de alerta foi adicionado ao filtro fmsync, sendo este ativado sem-
pre que o resultado da composic¸a˜o de duas FMs na˜o possuir algum evento
presente nestas FMs. A resoluc¸a˜o do exemplo da Figura 4.7 e´ apresentada
abaixo.
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% fmsync P1 P2 | fmsync P3 > P
WARNING! The synchronous composition of P1 and P2 does not
have the event(s) ’alpha’.
Como o problema na˜o ocorreu na u´ltima composic¸a˜o, e sim na de P1 com
P2, e como P3 possui o evento alpha, o resultado obtido esta´ incorreto. O
usua´rio, ao se deparar com um aviso de alerta como este, deve inverter a
ordem da composic¸a˜o das ma´quinas.
Caso a inversa˜o na ordem dos paraˆmetros na˜o seja suficiente para eliminar o
problema, basta adicionar ao resultado obtido a partir do produto s´ıncrono
que gera o erro um estado inacess´ıvel que tenha um selfloop com os eventos
que esta˜o sendo eliminados.
8. fmtrim - encontra a componente trim de uma FM.
• Sintaxe: fmtrim fm1
9. fmcondat - encontra os eventos de uma FM desabilitados por uma segunda FM.
Sa˜o dois os paraˆmetros deste filtro, sendo fm1 a planta e fm2 a FM que modela
a linguagem-alvo.
• Sintaxe: fmcondat fm1 fm2
10. fmsupc - computa a ma´xima linguagem controla´vel. Sa˜o treˆs os paraˆmetros deste
filtro, sendo que fm1 representa a planta, fm2 a FM que modela a linguagem-alvo
e fm3 o conjunto de eventos na˜o-controla´veis. Conve´m observar que os eventos
na˜o-controla´veis sa˜o passados como o alfabeto de fm3.
• Sintaxe: fmsupc fm1 fm2 fm3
11. fmtodot - converte uma FM para o formato reconhecido pela ferramenta gra´fica
Graphviz.
• Sintaxe: fmtodot fm1 > fm1.do
12. fmtovcg - converte uma FM para o formato reconhecido pela ferramenta VCG.
• Sintaxe: fmtovcg fm1 > fm1.vcg
4.1.2.2 Verificac¸a˜o de Propriedades
1. iscreach - verifica se uma FM e´ coacess´ıvel.
• Sintaxe: iscreach fm1
• Sa´ıda: Escreve ’FM is coreachable’ na sa´ıda padra˜o se algum estado
final e´ alcanc¸a´vel a partir de todos os estados de fm1.
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2. islock - verifica se uma FM e´ na˜o-bloqueante. A noc¸a˜o de bloqueio associada ao
Grail para Controle Superviso´rio esta´ relacionada com a ide´ia de um autoˆmato
que possui estados a partir dos quais so´ a cadeia vazia ² e´ aceita, sendo que
estados finais tambe´m podem ser bloqueantes.
• Sintaxe: islock fm1
• Sa´ıda: Escreve ’FM does NOT have any deadlocking state’ na sa´ıda
padra˜o se fm1 na˜o possuir estados a partir dos quais nenhuma transic¸a˜o sai.
3. isreach - verifica se uma FM e´ acess´ıvel.
• Sintaxe: isreach fm1
• Sa´ıda: Escreve ’FM is reachable’ na sa´ıda padra˜o se todos os estados de
fm1 forem alcanc¸a´veis a partir do estado inicial.
A Figura 4.8 mostra a sa´ıda dos filtros iscreach, islock e isreach para uma FM



















FM is NOT coreachable.
The noncoreachable states are: 3 4 5
% islock FM1
FM has deadlocking states, which are: 5 7
% isreach FM1
FM is NOT reachable.
The nonreachable states are: 6
Figura 4.8: Exemplo - iscreach, islock e isreach
4.1.3 Novos Filtros
Esta sec¸a˜o explicita os filtros para o Controle Superviso´rio desenvolvidos no decorrer
deste trabalho.
4.1.3.1 Verificac¸a˜o do L-Fechamento
Como ja´ citado anteriormente, uma linguagem-alvoK e´ Lm(P )-fechada seK = K∩
Lm(P ) e esta e´ uma das propriedades que garantem a existeˆncia de um supervisor. Por
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isso, tornou-se interessante a existeˆncia de um filtro do Grail para Controle Superviso´rio
que verificasse esta propriedade.
A sintaxe deste filtro e´ dada por % islclosed fm1 fm2, sendo fm1 a planta e fm2
a FM que modela a linguagem-alvo K. O algoritmo que implementa este filtro consiste
nos seguintes passos:
1. Captura dos paraˆmetros de entrada fm1 e fm2.
2. Ca´lculo de uma FM, denominada temp, que represente a linguagem dada por
K ∩ Lm(P ). Sintaxicamente: % fmmark fm2 | fmcross fm1 > temp.
3. Verificac¸a˜o do isomorfismo entre temp e fm1.
• Em caso positivo, The desired language is L-closed wrt the plant.
• Em caso negativo, The desired language is NOT L-closed wrt the
plant.
4.1.3.2 Verificac¸a˜o da Controlabilidade
A controlabilidade da linguagem-alvo K em relac¸a˜o a` planta P e´ tambe´m uma das
propriedades que garantem a existeˆncia de um supervisor. Uma linguagem K ⊆ Σ∗ e´
controla´vel em relac¸a˜o a P se KΣu ∩ L(P ) ⊆ K.
A sintaxe deste filtro e´ dada por % iscontrol fm1 fm2 fm3, sendo que fm1 repre-
senta a planta, fm2 a FM que modela K e fm3 o conjunto de eventos na˜o-controla´veis.
O algoritmo que implementa este filtro e´ baseado no algoritmo do fmcondat e consiste
nos seguintes passos:
1. Captura dos paraˆmetros de entrada fm1, fm2 e fm3.
2. Ca´lculo da componente acess´ıvel de uma FM que representa a intersecc¸a˜o entre
a linguagem da planta e a linguagem-alvo, denominada temp.
3. Para cada estado de temp, temos que:
(a) Capturar os eventos que esta˜o habilitados em fm1 e desabilitados em temp.
Estes caracterizam os eventos da planta a serem desabilitados pela especi-
ficac¸a˜o.
(b) Comparac¸a˜o desses com os eventos na˜o-controla´veis, obtidos a partir da fm3.
• Se existem eventos na˜o-controla´veis desabilitados, o algoritmo e´
encerrado e The desired language is NOT controllable wrt the
plant.
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• Se na˜o existem eventos na˜o-controla´veis desabilitados, o algoritmo re-
torna ao passo 3.
4. Encerramento do algoritmo, retornando que The desired language is
controllable wrt the plant.
4.1.3.3 Verificac¸a˜o do Na˜o-Conflito
A propriedade do na˜o-conflito, a ser verificada entre va´rios supervisores modulares
locais Sj e´ verificada se e somente se S = ‖mj=1Sj for um autoˆmato trim, como mostra
a Sec¸a˜o 2.3.2.
Com base nesta afirmac¸a˜o, o filtro isnconf em sua sintaxe dada por % isnconf
fm1 fm2 ... fmn e uma implementac¸a˜o que consiste nos seguintes passos:
1. Captura de todos supervisores modulares locais;
2. Computac¸a˜o do produto s´ıncrono de todos os supervisores passados como
paraˆmetro;
3. Verificac¸a˜o da acessibilidade e coacessibilidade do autoˆmato resultante.
• Se o autoˆmato resultante for trim, enta˜o The FMs are conflicting.
• Se o autoˆmato resultante na˜o for trim, enta˜o The FMs are NOT
conflicting.
4.1.3.4 Redutor de Supervisores
Como ja´ citado anteriormente na Sec¸a˜o 2.3.3, a reduc¸a˜o de supervisores e´ feita por
interme´dio da agregac¸a˜o de estados compat´ıveis entre si em blocos, na˜o necessariamente
disjuntos entre si.
Segundo [Su and Wonham, 2003], sendo S = (Q,Σ, δ, q0, Qm) um supervisor da
planta P = (QP ,Σ, δP , qP,0, QP,m), define-se :
• E : Q→ 2Σ como sendo o conjunto de eventos habilitados por S, tal que E(q) =
{σ ∈ Σ|δ(q, σ)!};
• D : Q → 2Σ como sendo o conjunto de eventos desabilitados por S, tal que
D(q) = {σ ∈ Σ|¬δ(q, σ)! ∧ (∃s ∈ Σ∗)[δ(q0, s) = q ∧ δP (qP,0, sσ)!]};
• M : Q→ {true, false} como sendo o conjunto dos estados marcados do supervisor,
definido como M(q) = true caso q ∈ Qm;
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• T : Q → {true, false} como sendo o conjunto dos estados marcados da planta
alcanc¸a´veis sob supervisa˜o, definido como T (q) = true caso (∃s ∈ Σ∗)[δ(q0, s) =
q ∧ δP (qP,0, s) ∈ QP,m].
Uma cobertura C = {Bi ⊆ Q|i ∈ I} e´ uma cobertura de controle de S se:
1. (∀i ∈ I)Bi 6= ∅;
2. (∀q, q′ ∈ Bi)[E(q) ∩D(q′) = E(q′) ∩D(q) = ∅], ou seja, as ac¸o˜es de controle de q
e q′ devem ser consistentes;
3. (∀q, q′ ∈ Bi)[T (q) = T (q′) = true ⇒ M(q) = M(q′)], o que implica que estados
marcados na planta e no supervisor, denominados marcadores, sa˜o incompat´ıveis
com os estados chamados de desmarcadores, por estarem marcados na planta e
desmarcados no supervisor;
4. (∀i ∈ I)(∀σ ∈ Σ)(∃j ∈ I)[(∀q ∈ Bi)δ(q, σ)! ⇒ δ(q, σ) ∈ Bj], ou seja, o conjunto
de estados que pode ser alcanc¸ado a partir de algum estado de Bi atrave´s de
apenas um evento e´ coberto por algum Bj ∈ C.
Em palavras, cobrir S consiste basicamente numa divisa˜o do seu conjunto de estados
Q em subconjuntos de estados na˜o-vazios Bi, denominados blocos, tal que estados
pertencentes a um mesmo bloco se comportam consistentemente sob a ac¸a˜o da func¸a˜o
de transic¸a˜o δ e exibem uma ac¸a˜o de controle uniforme nos estados em que esse importa
e tal que estados marcadores e desmarcadores na˜o podem pertencer a um mesmo bloco.
Dada uma cobertura de controle C = {Bi ⊆ Q|i ∈ I} de S, podemos construir um
supervisor induzido I = (QI ,Σ, δI , QI,0, QI,m) tal que:
1. i0 = algum i ∈ I tal que q0 ∈ Bi;
2. Im = {i ∈ I|Bi ∩Qm 6= ∅};
3. ξ : I × Σ → I com ξ(i, σ) = j provido pela escolha de um j ∈ I tal que se
(∃q ∈ Bi)δ(q, σ) ∈ Bj, enta˜o (∀q′ ∈ Bi)[δ(q′, σ)!⇒ δ(q′, σ) ∈ Bj].
Sendo S um supervisor de P e Sred um supervisor equivalente em controle a` S
com relac¸a˜o a` P, enta˜o existe uma cobertura de controle C de S para a qual algum
supervisor induzido I seja isomorfo a Sred [Su and Wonham, 2003].
O algoritmo que implementa o redutor de supervisores do Grail para Controle
Superviso´rio, fmsupred, consiste na computac¸a˜o de uma cobertura de controle e na
posterior criac¸a˜o de um supervisor induzido com base nesta cobertura. A sintaxe
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deste filtro e´ dada por % fmsupred fm1 fm2, sendo que fm1 modela a planta e fm2 o
supervisor.
O fmsupred inicia sua computac¸a˜o a partir de uma cobertura de controle que
possui apenas um bloco, cujo u´nico estado pertencente e´ o estado inicial. Os estados
alcanc¸a´veis a partir do estado inicial com apenas um evento sa˜o, enta˜o, utilizados como
base para a expansa˜o do bloco em questa˜o ou a criac¸a˜o de um novo bloco. O algoritmo
entra num loop ate´ que todos os estados acess´ıveis estejam todos presentes em pelo
menos um bloco.
Em resumo, o redutor de supervisores do Grail para Controle Superviso´rio obte´m
o supervisor induzido I atrave´s da computac¸a˜o de uma cobertura de controle, cujos
blocos na˜o sa˜o necessariamente disjuntos como no algoritmo proposto por [Su and
Wonham, 2003]. Entretanto, esta cobertura e´ determinada de forma induzida, o que
na˜o garante a obtenc¸a˜o da cobertura com o menor nu´mero de estados poss´ıvel - su-
pervisor mı´nimo. Essa premissa e´ va´lida porque a computac¸a˜o do supervisor mı´nimo
e´ NP-Dif´ıcil [Vaz and Wonham, 1986], enquanto que o algoritmo em questa˜o possui
complexidade polinomial.
4.1.3.5 Conversa˜o de Formatos
Ale´m do Grail, existem outras ferramentas computacionais que lidam com a Teoria
de Controle Superviso´rio. Com o objetivo de tornar o Grail compat´ıvel com algu-
mas destas outras ferramentas, foram implementados no decorrer deste trabalho filtros
de conversa˜o de formatos que abrangem ferramentas como o TCT, CTCT e STCT
[Wonham, 2005]. Sa˜o eles:
• fmtopds: converte uma FM para o formato aceito pelo TCT. Conve´m citar
que o TCT identifica os eventos ı´mpares como controla´veis e os pares como
na˜o-controla´veis. Por isso, a presenc¸a de um segundo paraˆmetro e´ optativa.
Quando presente, este paraˆmetro representa o conjunto de eventos na˜o con-
trola´veis. Quando ausente, todos os eventos sa˜o considerados controla´veis. Um
exemplo e´ apresentado na Figura 4.9.
– Sintaxe: fmtopds fm1 fm2 > fm1.pds
• fmtoads: converte uma FM para o formato aceito pelo CTCT. A exemplo do
filtro anterior, o segundo paraˆmentro e´ optativo e representa os eventos na˜o con-
trola´veis. Um exemplo e´ apresentado na Figura 4.10.
– Sintaxe: fmtoads fm1 fm2 > fm1.ads





















[ 0, 1, 1] [ 1, 3, 2] [ 2, 2, 3]
[ 3, 3, 4] [ 3, 2, 0] [ 4, 2, 1]
Figura 4.9: Exemplo - fmtopds
• fmtofsm: converte uma FM para o formato aceito pelo STCT. A exemplo dos
filtros anteriores, o segundo paraˆmentro e´ optativo e representa os eventos na˜o
controla´veis. Um exemplo e´ apresentado na Figura 4.11.
– Sintaxe: fmtofsm fm1 fm2 > fm1.fsm
4.2 Exemplo - Mesa Girato´ria
Para que seja poss´ıvel a resoluc¸a˜o do problema da Mesa Girato´ria com o aux´ılio do
ambiente Grail para Controle Superviso´rio, e´ necessa´ria a inclusa˜o dos subsistemas da
planta e das restric¸o˜es em arquivos textos, cujo modelo foi apresentado no Cap´ıtulo 3.
Inicialmente, cada dispositivo da ce´lula de manufatura, M0, M1, M2, M3 e M4,
e´ armazenado num arquivo ASCII. Como exemplo, apresenta-se, na Figura 4.12, o
arquivo ASCII referente ao modelo da ma´quina M0 e o seu autoˆmato equivalente.
Todas as restric¸o˜es sa˜o tambe´m representadas segundo o mesmo modelo, a exemplo da
restric¸a˜o Ea apresentada na Figura 2.7.



































































Figura 4.11: Exemplo - fmtofsm
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Figura 4.13: Representac¸a˜o no Grail da Restric¸a˜o Ea
A parte da modelagem esta´ conclu´ıda com cada subsistema da planta e cada res-
tric¸a˜o de coordenac¸a˜o armazenado num arquivo. Pode-se, agora, aplicar as func¸o˜es
do Grail para Controle Superviso´rio com o objetivo de encontrar o supervisor o´timo.
Como ja´ vimos anteriormente, a resoluc¸a˜o deste problema pode ser feita atrave´s de
diferentes abordagens, dentre elas a monol´ıtica e a modular local.
4.2.1 S´ıntese do Supervisor Monol´ıtico
A resoluc¸a˜o deste problema de acordo com a abordagem monol´ıtica se da´ atrave´s
dos seguintes passos.
1. Construc¸a˜o da planta livre:
% fmsync m0 m1 | fmsync m2 | fmsync m3 | fmsync m4 > P







3. Construc¸a˜o da especificac¸a˜o E:
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% fmsync Eb1 Eb2 | fmsync Eb3 | fmsync Eb4 > Eb
% fmsync Ec1 Ec2 | fmsync Ec3 > Ec
% fmsync Ea Eb | fmsync Ec > E
4. Obtenc¸a˜o do autoˆmato que representa a linguagem-alvo:
% fmsync P E > K
% fmtrim K > Ktrim
5. Determinac¸a˜o do supervisor minimamente restritivo e obtenc¸a˜o de algumas in-
formac¸o˜es sobre o mesmo:
% fmsupc P Ktrim ncont > Super
% fmstats Super
number of start states: 1
number of final states: 1
number of states: 151
number of reachable states: 151
number of coreachable states: 151
number of nonblocking states: 0
number os instructions: 350
number of symbols: 10
6. Reduc¸a˜o do supervisor minimamente restritivo e observac¸a˜o de algumas in-
formac¸o˜es sobre o resultado obtido:
% fmsupred P Super > SuperRed
% fmstats SuperRed
number of start states: 1
number of final states: 1
number of states: 55
number of reachable states: 55
number of coreachable states: 55
number of nonblocking states: 0
number os transitions: 174
number of symbols: 10
Mesmo apo´s a reduc¸a˜o, o supervisor obtido ainda e´ de dif´ıcil legibilidade e, con-
sequ¨entemente, de dif´ıcil implementac¸a˜o. Isso sem levar em considerac¸a˜o o tempo
de computac¸a˜o referente a` reduc¸a˜o do supervisor, no caso 42 segundos3, visto que o
algoritmo de reduc¸a˜o e´ polinomial ao nu´mero de estados do supervisor.
3O computador utilizado e´ um AMD Athlon(tm) XP 2700+ 2,16GHz e 512MB de RAM.
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4.2.2 S´ıntese dos Supervisores Modulares Locais
A resoluc¸a˜o deste problema de acordo com a abordagem modular local envolve os
mesmos passos que a abordagem monol´ıtica. A diferenc¸a esta´ apenas na construc¸a˜o
da planta livre, que neste caso e´ local, e na auseˆncia do passo 3.
A s´ıntese do supervisor modular local para a restric¸a˜o Ec1 e´ feita como descrito a
seguir.
1. Construc¸a˜o da planta local livre:
% fmsync m0 m1 | fmsync m2 > Pc1





3. Obtenc¸a˜o do autoˆmato que representa a linguagem-alvo:
% fmsync Pc1 Ec1 | fmtrim > Kc1
4. Determinac¸a˜o do supervisor minimamente restritivo e obtenc¸a˜o de algumas in-
formac¸o˜es sobre o mesmo:
% fmsupc Pc1 Kc1 ncontc1 > Sc1
% fmstats Sc1
number of start states: 1
number of final states: 1
number of states: 24
number of reachable states: 24
number of coreachable states: 24
number of nonblocking states: 0
number os transitions: 52
number of symbols: 6
5. Reduc¸a˜o do supervisor minimamente restritivo e observac¸a˜o de algumas in-
formac¸o˜es sobre o resultado obtido:
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% fmsupred Pc1 Sc1 > SRedc1
% fmstats SReda
number of start states: 1
number of final states: 1
number of states: 8
number of reachable states: 8
number of coreachable states: 8
number of nonblocking states: 0
number of transitions: 26
number of symbols: 6
































Figura 4.14: Supervisor Modular Local para Ec1 reduzido
Os passos 1 a 5 devem ser repetidos para cada uma das restric¸o˜es Ea, Eb1, Eb2, Eb3,
Eb4, Ec2 e Ec3, obtendo-se, desta forma, o supervisor modular local referente a cada
uma destas restric¸o˜es.
Um u´ltimo passo a ser realizado e´ o teste de modularidade, que pode ser realizado
da seguinte forma:
% isnconf SReda SRedb1 SRedb2 SRedb3 SRedb4 SRedc1 SRedc2 SRedc3
The FMs are NOT conflicting.
Se supervisores locais forem modulares, como neste caso, o resultado obtido e´ equi-
valente ao obtido atrave´s da abordagem monol´ıtica.
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4.3 Concluso˜es
Este cap´ıtulo teve como objetivo a familiarizac¸a˜o do leitor com os filtros atual-
mente dispon´ıveis no Grail para Controle Superviso´rio. No decorrer deste trabalho,
alguns filtros para o Controle Superviso´rio, com destaque ao redutor de supervisores,
foram implementados. Ale´m disso, todos os filtros receberam um texto de ajuda -
help, acionado com o paraˆmetro -h ou com o recebimento de um nu´mero errado de
paraˆmetros.
Filtros que lidam com extenso˜es da Teoria de Controle Superviso´rio, tais como
Sistemas Condic¸a˜o/Evento, Sistemas a Eventos Discretos com Marcac¸a˜o Flex´ıvel e
Controle Multitarefa tambe´m foram desenvolvidos no decorrer deste trabalho. Estes




Em muitos problemas reais, diversos tipos diferentes de tarefas sa˜o executados.
Nestas situac¸o˜es, a modelagem da planta por um u´nico autoˆmato pode ser proble-
ma´tica, ja´ que a realizac¸a˜o de qualquer tipo de tarefa seria identificada pela mesma
marcac¸a˜o. Este cap´ıtulo apresenta, baseado em [de Queiroz, 2004], uma abordagem
para o tratamento de mu´ltiplos tipos de tarefas no controle superviso´rio de SEDs e,
tambe´m, o mo´dulo do Grail que lida com esta abordagem.
Quando um SED inclui mu´ltiplos tipos de tarefas, e´ chamado de Sistemas a Eventos
Discretos Multitarefa (SEDMT). Para a modelagem de SEDMTs, introduz-se conceito
de comportamento colorido, Sec¸a˜o 5.1, e tambe´m uma forma direta de representac¸a˜o
deste, o Autoˆmato de Marcac¸a˜o Colorida (AMC), Sec¸a˜o 5.2. A partir da´ı, os principais
resultados da Teoria de Controle Superviso´rio sa˜o estendidos para este novo tipo de
autoˆmato, Sec¸a˜o 5.3, o que permite a s´ıntese de supervisores mais refinados em prob-
lemas de controle nos quais a distinc¸a˜o de tipos de tarefas e´ necessa´ria. A Sec¸a˜o 5.4
descreve o mo´dulo Multitarefa, totalmente desenvolvido no decorrer deste trabalho.
Por u´ltimo, na Sec¸a˜o 5.5, um exemplo ilustra a convenieˆncia da abordagem em questa˜o
e a utilizac¸a˜o dos filtros aqui implementados.
5.1 Comportamento Colorido
Com o intuito de diferenciar os mu´ltiplos tipos de tarefas de um SEDMT, sa˜o
associadas cores a estes. Seja Σ o conjunto de todos os eventos que podem ocorrer no
sistema e C o conjunto de todas as cores. Para cada cor c ∈ C pode-se associar uma
linguagem Lc ∈ 2Σ∗ que representa o conjunto de todas as sequ¨eˆncias de eventos de
Σ que completam tarefas do respectivo tipo. Desse modo, define-se o comportamento
colorido ΛC ∈ 22Σ
∗×C de um SEDMT como o conjunto de pares {(Lc, c), c ∈ C}.
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Para um comportamento colorido ΛC , a linguagem marcada por ∅ ⊂ B ⊆ C e´
definida por LB(ΛC) = ∪b∈B{L : (L, b) ∈ ΛC}. A linguagem gerada por ΛC e´ o conjunto
de todas as cadeias que podem completar qualquer tarefa de C, isto e´, L(ΛC) = LC(ΛC).
Em alguns problemas, pode acontecer que um SED na˜o inclua nenhum tipo de
tarefa e, portanto, o conjunto de cores seja vazio. Para esse caso particular, o compor-
tamento pode ser descrito simplesmente por uma linguagem prefixo-fechada L contendo
qualquer sequ¨eˆncia de eventos que possa acontecer no sistema. Para representar tal
comportamento como um comportamento colorido, pode-se reservar a cor v (de void)
para uma tarefa sem significado que e´ completada por qualquer cadeia de L. Enta˜o, o
comportamento colorido de tal SED seria dado por ΛC = {(L, v), com C = {v}}.
5.2 Autoˆmato de Marcac¸a˜o Colorida
Um SEDMT pode ser modelado por um autoˆmato especial, cujos estados sa˜o mar-
cados por subconjuntos de cores de acordo com os tipos de tarefas completadas. Essa
particular ma´quina de estados, denominada Autoˆmato de Marcac¸a˜o Colorida (AMC),
e´ definida formalmente como uma seˆxtupla A = (Q,Σ, C, δ, χ, q0), onde:
• Q representa um conjunto na˜o-vazio de estados;
• Σ e´ o conjunto de eventos que definem o alfabeto;
• C representa o conjunto de cores;
• δ : Q× Σ→ Q e´ a func¸a˜o de transic¸a˜o de estados;
• χ : Q→ 2C representa a func¸a˜o de marcac¸a˜o;
• q0 ∈ Q e´ o estado inicial.
Pode-se associar ao AMC A uma func¸a˜o de eventos ativos Γ : Q→ 2Σ, que associa
cada estado q ∈ Q a um subconjunto de Σ com todos os eventos que possam ocorrer
em q, ou seja, Γ(q) = {σ ∈ Σ : δ(q, σ)!}.
Esse modelo acrescenta ao autoˆmato usual um conjunto de cores C, representando
todos os tipos de tarefas que um sistema pode executar, e uma func¸a˜o de marcac¸a˜o χ,
que atribui a cada estado de Q um subconjunto de cores. Consequ¨entemente, um AMC
e´, basicamente, um autoˆmato de Moore [Moore, 1964], cujas sa´ıdas, representadas por
subconjuntos de cores, definem os tipos de tarefas que sa˜o completadas apo´s uma
sequ¨eˆncia de eventos.
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5.2.1 Linguagens Associadas a um AMC
A linguagem gerada por um AMC A, denotada por L(A), representa todas as
poss´ıveis cadeias finitas de eventos que sa˜o alcanc¸adas a partir do estado inicial q0.
Como esse conceito independe da marcac¸a˜o, L(A) e´ formalmente definida da mesma
forma que a linguagem gerada por um autoˆmato usual (L(A) = {s ∈ Σ∗ : δ(q0, s)!}).
A linguagem marcada de um autoˆmato representa o conjunto de cadeias de eventos
gerada que completam uma tarefa. Como um AMC costuma envolver mu´ltiplos tipos
de tarefas, pode-se definir uma linguagem marcada para cada tipo como o conjunto
de cadeias que levam a estados cujas func¸o˜es de marcac¸a˜o contenham a cor relativa
a`quela classe. Assim, Lc(A), a linguagem marcada por c ∈ C, e´ formalmente definida
por: Lc(A) = {s ∈ L(A) : c ∈ χ(δ(q0, s))}.
O conceito de linguagem marcada por uma cor pode ser estendido para um sub-
conjunto na˜o-vazio de cores como o conjunto de cadeias de eventos que comple-
tam qualquer tarefa representada por alguma das cores em questa˜o. Enta˜o, para
um conjunto de cores ∅ ⊂ B ⊆ C, define-se a linguagem marcada por B como
LB(A) = {s ∈ L(A) : B ∩ χ(δ(q0, s)) 6= ∅}.
5.2.2 Propriedades de AMCs
Um estado q ∈ Q e´ acess´ıvel se puder ser alcanc¸ado por uma sequ¨eˆncia de transic¸o˜es
a partir do estado inicial q0, ou seja, se ∃s ∈ Σ∗ tal que δ(q0, s) = q. Um AMC
A = (Q,Σ, C, δ, χ, q0) e´ acess´ıvel se todos os seus estados forem acess´ıveis.
Diz-se que um estado q ∈ Q e´ fracamente coacess´ıvel e.r.a B se houver uma
sequ¨eˆncia de transic¸o˜es que, partindo de q, leve a um estado que marque pelo menos
uma cor de B, isto e´, se ∃b ∈ B, ∃s ∈ Σ∗ tal que b ∈ χ(δ(q, s)). A e´ fracamente
coacess´ıvel e.r.a B quando algum estado q ∈ Q for fracamente coacess´ıvel e.r.a B.
A e´ fortemente coacess´ıvel e.r.a B se todos os seus estados q ∈ Q forem fortemente
coacess´ıveis e.r.a B. Um estado q ∈ Q e´ fortemente coacess´ıvel e.r.a B se, para qualquer
cor b ∈ B, houver uma sequ¨eˆncia de transic¸o˜es que, partindo de q, leve a um estado
que marque b, isto e´, se ∀b ∈ B, ∃s ∈ Σ∗ tal que b ∈ χ(δ(q, s)).
Diz-se que um AMC A e´ fracamente trim e.r.a B se A for acess´ıvel e fracamente
coacess´ıvel e.r.a B. Da mesma maneira, A e´ fortemente trim e.r.a B se A for acess´ıvel
e fortemente coacess´ıvel e.r.a B.
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5.2.3 Operac¸o˜es sobre AMCs
Para a definic¸a˜o formal de algumas operac¸o˜es sobre AMCs, define-se o autoˆmato
com marcac¸o˜es coloridas vazio para Σ e C como ∅Σ,C = (∅,Σ, C, ∅, ∅, ∅). Define-se
tambe´m Qac como o conjunto de todos os estados acess´ıveis de Q, Qwco,B como o
conjunto de todos os estados de Q que sa˜o fracamente coacess´ıveis e.r.a B e Qsco,B
como o conjunto de todos os estados de Q que sa˜o fortemente coacess´ıveis e.r.a B.




(Qac,Σ, C, δ|(Σ×Qac), χ|(Σ×Qac), q0), se Qac 6= ∅
∅Σ,C
(5.1)
Define-se WTr(A,B) como a operac¸a˜o sobre A que elimina todos os estados que




(Qwtr,B,Σ, C, δ|(Σ×Qwtr,B), χ|(Σ×Qwtr,B), q0), se Qwtr,B 6= ∅
∅Σ,C
(5.2)
Ale´m disso, define-se Str(A,B) como uma operac¸a˜o sobre A que, em mu´ltiplas
iterac¸o˜es, elimina todos os estados que na˜o sa˜o acess´ıveis e nem fortemente coacess´ıveis




(Qstr,B,Σ, C, δ|(Σ×Qstr,B), χ|(Σ×Qstr,B), q0), se Qstr,B 6= ∅
∅Σ,C
(5.3)
E´ natural que, se A for fortemente coacess´ıvel e.r.a B, PStr(A,B) tambe´m o sera´.
Pore´m, se na˜o for, PStr(A,B) pode ainda na˜o ser fortemente coacess´ıvel e.r.a B, uma
vez que esta operac¸a˜o pode apagar estados de Q − Qsco,B que sa˜o necessa´rios para a
coacessibilidade de alguns estados em Qsco,B. Nesse sentido, define-se:
A0 = A (5.4)
Aj+1 = PStr(Aj, B), j = 0, 1, ...
E a operac¸a˜o Str(A,B) como:
Str(A,B) = limAj(j →∞). (5.5)
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Para a composic¸a˜o s´ıncrona de dois AMCs, considera-se que, quando uma mesma
cor estiver associada a estados de autoˆmatos que modelam subsistemas distintos, a
tarefa representada por esta cor deve ser marcada pelo sistema composto apenas quando
todos os subsistemas que a possu´ırem estiverem em estados que a marquem. Assim,
da mesma forma que a func¸a˜o de transic¸a˜o composta sincroniza os eventos em comum,
a func¸a˜o de marcac¸a˜o composta sincroniza as cores compartilhadas.
Nesse sentido, define-se a composic¸a˜o s´ıncrona de dois AMCs A1 =
(Q1,Σ1, C1, δ1, χ1, q01) e A2 = (Q2,Σ2, C2, δ2, χ2, q02) como o AMC:
A1‖A2 = Ac(Q1 ×Q2,Σ1 ∪ Σ2, C1 ∪ C2, δ, χ, (q01, q02)), (5.6)
onde
δ((q1, q2), σ) =

(δ1(q1, σ), δ2(q2, σ)), se σ ∈ Σ1 ∩ Σ2, σ ∈ Γ1(q1) ∪ Γ2(q2)
(δ1(q1, σ), q2), se σ ∈ Σ1, σ /∈ Σ2, σ ∈ Γ1(q1)
(q1, δ2(q2, σ)), se σ /∈ Σ1, σ ∈ Σ2, σ ∈ Γ2(q2)
indefinida, caso contrario
(5.7)
χ((q1, q2)) = [χ1(q1) ∪ (C2 − C1)] ∩ [χ2(q2) ∪ (C1 − C2)] (5.8)
5.2.4 Bloqueio
A noc¸a˜o de bloqueio num autoˆmato esta´ relacionada com a ide´ia de se executar uma
sequ¨eˆncia de eventos a partir da qual na˜o seja poss´ıvel completar uma tarefa. Quando o
autoˆmato compreende mu´ltiplas cores, a ide´ia de bloqueio permite duas interpretac¸o˜es,
dependendo da exigeˆncia de se poder completar tarefas de todas as classes (bloqueio
forte) ou de pelo menos uma das classes de tarefas em questa˜o (bloqueio fraco).
Dado um subconjunto na˜o vazio de cores B, diz-se que um autoˆmato A =
(Q,Σ, C, δ, χ, q0) e´ fracamente na˜o-bloqueante e.r.a B se Lb(A) = L(A), isto e´, se
qualquer sequ¨eˆncia de eventos gerada for o prefixo de pelo menos uma tarefa completa
representada por uma das cores de B.
Dado um subconjunto na˜o vazio de cores B, diz-se que A e´ fortemente na˜o-
bloqueante e.r.a B se ∀b ∈ B,Lb(A) = L(A), isto e´, se qualquer sequ¨eˆncia de eventos
gerada puder se levada a completar tarefas de todas as classes representadas por cores
de B.
O na˜o-bloqueio forte ou fraco de um AMC tambe´m pode ser analisado pelas pro-
priedades de seus estados. A e´ fracamente na˜o-bloqueante e.r.a B se a componente
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acess´ıvel de A for fracamente coacess´ıvel e.r.a B. Ja´ A e´ fortemente na˜o-bloqueante
e.r.a B se a componente acess´ıvel de A for fortemente coacess´ıvel e.r.a B.
O conjunto de comportamentos fortemente na˜o-bloqueantes e.r.a B contidos em
ΛC , definido por SNB(ΛC , B) = {MC ⊆ ΛC : ∀b ∈ B,Lb(MC) = LC(MC)}, e´
fechado para unia˜o. Consequ¨entemente, ele possui um elemento supremo, denominado
SupSNB(ΛC , B), que representa o ma´ximo comportamento fortemente na˜o-bloqueante
e.r.a B contido em ΛC . Seja A = (Q,Σ, C, δ, χ, q0) um AMC finito que modela um
comportamento colorido regular ΛC . Enta˜o, SupSNB(ΛC , B) = ΛC(Str(A,B)). Da
mesma maneira, SupWNB(ΛC , B), que representa o ma´ximo comportamento fra-
camente na˜o-bloqueante e.r.a B contido em ΛC , e´ dado por SupWNB(ΛC , B) =
ΛC(WTr(A,B)).
5.3 Controle Superviso´rio Multitarefa
Seja uma planta modelada por um AMC P = (Q,Σ, C, δ, χ, q0), cujo alfabeto e´
particionado em eventos controla´veis Σc e na˜o-controla´veis Σu. O objetivo do con-
trole superviso´rio e´ gerar um supervisor que, desabilitando eventos controla´veis, evite
que a planta viole um conjunto de condic¸o˜es impostas, as restric¸o˜es. O supervisor
deve tambe´m garantir que o sistema controlado seja sempre capaz de completar um
determinado conjunto de tarefas relevantes, explicitadas por cores da planta e das
restric¸o˜es. As tarefas relevantes de um SEDMT podem ser expressas atrave´s de um
conjunto D de cores para o qual se requer na˜o-bloqueio forte.
Como as restric¸o˜es podem trazer novas informac¸o˜es ao modelo, e´ conveniente per-
mitir que elas possam definir novos tipos de tarefas. Enta˜o, para um conjunto de
cores relevantes D, o grupo de restric¸o˜es impostas a` planta, chamado especificac¸a˜o, e´
representado pelas linguagens admiss´ıveis marcadas por d ∈ D:
Kd ⊂ Ld(P ), se d ∈ C, ou (5.9)
Kd ⊂ L(P ), se d /∈ C
Assim, uma especificac¸a˜o pode ser representada por um comportamento colorido ad-
miss´ıvel AD = {(Kd, d), d ∈ D}.
Dependendo da relac¸a˜o entre as cores da planta e as cores relevantes, o supervisor
pode ter ou na˜o a necessidade de definir a marcac¸a˜o de novos tipos de tarefas. Essa
caracter´ıstica diferencia os supervisores incolores e pintores, apresentados nas pro´ximas
sec¸o˜es.
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5.3.1 Supervisor Incolor
Quando o conjunto de cores de uma especificac¸a˜o esta´ contido nas cores da planta
(D ⊆ C), as cores do sistema em malha fechada sa˜o definidas apenas pela marcac¸a˜o
de tarefas da planta. Assim, um supervisor S, neste caso chamado de incolor, consiste
simplesmente de uma func¸a˜o S : L(P ) → 2Σ que associa um conjunto de eventos a
cada sequ¨eˆncia de eventos gerada pela planta, de forma que os eventos habilitados apo´s
a ocorreˆncia de s ∈ L(P ) sa˜o dados por S(s) ∩ Γ(δ(q0, s)).
Diz-se que um supervisor S e´ admiss´ıvel se na˜o implicar a desabilitac¸a˜o de eventos
na˜o-controla´veis, isto e´, se ∀s ∈ L(P ),Σu ∩ Γ(δ(q0, s)) ⊆ S(s).
Define-se por S/P o SEDMT que representa S controlando P . Com isso, a lin-
guagem gerada por S/P e´ dada por:
1. ² ∈ L(S/P );
2. sσ ∈ L(S/P )⇔ (s ∈ L(S/P )) ∧ (sσ ∈ L(P )) ∧ (σ ∈ S(s)).
Ja´ as linguagens marcadas por S/P , representando as cadeias marcadas pelo AMC
da planta que permanecem apo´s a ac¸a˜o de S, sa˜o definidas por:
LC(S/P ) = L(S/P ) ∩ LC(P ) (5.10)
∀c ∈ C,Lc(S/P ) = L(S/P ) ∩ Lc(P )
Um supervisor incolor S pode ser representado de forma mais sinte´tica por um
autoˆmato sem marcac¸a˜o SI = (X,Σ, λ, x0), onde:
• X e´ o conjunto de estados;
• Σ representa o alfabeto de P ;
• λ : Σ×X → X define a func¸a˜o de transic¸a˜o;
• x0 ∈ X e´ estado inicial.
Assim, se S for admiss´ıvel, o comportamento do sistema em malha fechada S/P
pode ser obtido pela composic¸a˜o s´ıncrona SI‖P , definida por:
SI‖P = Ac(Q×X,Σ, C, δSI/P , χSI/P , (q0, x0)), (5.11)
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onde
δSI/P ((q, x), σ) =

(δ(q, σ), λ(q, σ)), se σ ∈ Σ1 ∩ Σ2, σ ∈ Γ1(q1) ∪ Γ2(q2)
(δ1(q1, σ), q2), se σ ∈ Σ1, σ /∈ Σ2, σ ∈ Γ1(q1)
(q1, δ2(q2, σ)), se σ /∈ Σ1, σ ∈ Σ2, σ ∈ Γ2(q2)
indefinida, caso contrario
(5.12)
χSI/P ((q, x)) = χ(q). (5.13)
Observe que esta composic¸a˜o s´ıncrona equivale a usual entre dois AMCs quando
todos os estados do supervisor incolor forem marcados por todas as cores de P .
5.3.2 Supervisor Pintor
Muitas vezes as especificac¸o˜es incluem tarefas que na˜o esta˜o expl´ıcitas no compor-
tamento em malha aberta da planta (D − C = B 6= ∅). Nesse caso, a func¸a˜o de
marcar novas cores no sistema controlado pertence ao supervisor. Um supervisor pin-
tor e´ enta˜o definido como um mapeamento que associa a cada sequ¨eˆncia de eventos da
planta um conjunto de eventos habilitados e um conjunto de novas cores (subconjunto
de B) representando tarefas completadas. Assim, um supervisor pintor S consiste de
uma func¸a˜o S : L(P )→ 2Σ × 2B.
Seja S(s) = (γ, µ). Os eventos que podem ocorrer apo´s a ocorreˆncia de uma cadeia
de eventos s ∈ L(P ) sa˜o dados por γ ∩ Γ(δ(q0, s)). Diz-se que um supervisor pintor
S e´ admiss´ıvel se na˜o implicar a desabilitac¸a˜o de eventos na˜o-controla´veis, isto e´, se
∀s ∈ L(P ),Σu ∩ Γ(δ(q0, s)) ⊆ γ.
A linguagem gerada pelo sistema controlado S/P e´ definida por:
1. ² ∈ L(S/P );
2. sσ ∈ L(S/P )⇔ (s ∈ L(S/P )) ∧ (sσ ∈ L(P )) ∧ (σ ∈ γ).
Ale´m de marcar com as cores de C as tarefas da planta que permanecem com a
supervisa˜o, o sistema controlado S/P marca com cores de B as tarefas definidas pelo
supervisor pintor S. Assim, as linguagens marcadas por S/P podem ser descritas por:
∀c ∈ C,Lc(S/P ) = L(S/P ) ∩ Lc(P );
LC(S/P ) = L(S/P ) ∩ LC(P ); (5.14)
∀b ∈ B,Lb(S/P ) = {s ∈ L(S/P ) : b ∈ µ};
LB(S/P ) = {s ∈ L(S/P ) : µ 6= ∅}.
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Um supervisor pintor S pode ser representado por um AMC SP =
(X,Σ, B, λ, κ, x0), onde:
• X e´ o conjunto de estados;
• Σ representa o alfabeto de P ;
• B e´ o conjunto de cores novas;
• λ : Σ×X → X define a func¸a˜o de transic¸a˜o;
• κ : X → 2B define a func¸a˜o de marcac¸a˜o;
• x0 ∈ X e´ estado inicial.
Com isso, caso S seja admiss´ıvel, o comportamento do sistema em malha fechada
S/P pode ser computado pela composic¸a˜o s´ıncrona SP‖P , definida por:
SP‖P = Ac(Q×X,Σ, C ∪B, δSP /P , χSP /P , (q0, x0)), (5.15)
onde
δSP /P ((q, x), σ) =

(δ(q, σ), λ(q, σ)), se σ ∈ Σ1 ∩ Σ2, σ ∈ Γ1(q1) ∪ Γ2(q2)
(δ1(q1, σ), q2), se σ ∈ Σ1, σ /∈ Σ2, σ ∈ Γ1(q1)
(q1, δ2(q2, σ)), se σ /∈ Σ1, σ ∈ Σ2, σ ∈ Γ2(q2)
indefinida, caso contrario
(5.16)
χSP /P ((q, x)) = χ(q) ∪ κ(x). (5.17)
Ao se levar em considerac¸a˜o que C ∩ B = ∅, nota-se que a composic¸a˜o s´ıncrona
apresentada acima equivale a usual entre dois AMCs.
5.3.3 Existeˆncia de Supervisores
Seja uma especificac¸a˜o AD colorida por D (D − C = B), tal que, ∀d ∈ D ∩ C,
∅ ⊂ Ld(AD) ⊆ Ld(P ), e ∀d ∈ B, ∅ ⊂ Ld(AD) ⊆ L(P ). As condic¸o˜es necessa´rias e
suficientes para a existeˆncia de um supervisor fortemente na˜o-bloqueante e.r.a D tal
que ΛD(S/P ) = AD e L(S/P ) = LD(AD) sa˜o:
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1. o D-fechamento de AD e.r.a P ;
2. a controlabilidade de AD e.r.a P ;
3. o na˜o-bloqueio forte de AD e.r.a D.
Uma especificac¸a˜o AD e´ D-fechada e.r.a P se, para qualquer cor d ∈ D ∩ C, toda
cadeia de eventos, que seja prefixo de Ld(AD) e seja marcada por d pela planta, for
marcada por d tambe´m pela especificac¸a˜o, ou seja, se ∀d ∈ (D∩C), Ld(AD) = Ld(AD)∩
Ld(P ).
Um comportamento colorido AD e´ controla´vel e.r.a P se a unia˜o de todas as suas
linguagens Ld(AD) forem controla´veis, ou seja, se LD(AD)Σu ∩ L(P ) ⊆ LD(AD). Seja
C(P,AD) = {MD ⊆ AD : (LD(MD)Σu ∩ L(P ) ⊆ LD(MD))} o conjunto de lingua-
gens controla´veis contidas em AD. O conjunto C(P,AD) tem um elemento supremo
SupC(P,AD) [de Queiroz, 2004].
Seja CSNB(P,AD, D) = C(P,AD) ∩ SNB(AD, D) o conjunto de linguagens
coloridas controla´veis e fortemente na˜o-bloqueantes contidas em AD. O conjunto
CSNB(P,AD, D) tem um elemento supremo SupCSNB(P,AD, D) [de Queiroz, 2004].
5.3.4 Abordagem Monol´ıtica
A s´ıntese de um supervisor colorido o´timo monol´ıtico e´ feita com base nos seguintes
passos.
1. Modelagem do funcionamento do sistema sem coordenac¸a˜o (planta) e da especi-
ficac¸a˜o AD ⊆ P desejada;
2. Computac¸a˜o do supervisor minimamente restritivo S, cuja linguagem e´ dada por
SupCSNB(P,AD, D);
3. Eliminac¸a˜o das marcac¸o˜es de S nas cores da planta C.
5.3.5 Abordagem Modular
Seja a planta modelada por um AMC P = (Q,Σ, C, δ, χ, q0). Sejam S1 : L(P ) →
2Σ × 2E e S2 : L(P ) → 2Σ × 2E supervisores pintores para P . Para uma cadeia
s ∈ L(P ), com S1(s) = (γ1, µ1) e S2(s) = (γ2, µ2), a ac¸a˜o de controle do supervisor
S1 ∧S2 : L(P )→ 2Σ× 2E, representando a conjunc¸a˜o de S1 e S2, e´ dada por S1 ∧S2 =
(γ1 ∩ γ2, µ1 ∩ µ2).
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Um evento controla´vel e´ habilitado na planta se e somente se for habilitado por
ambos os supervisores para a cadeia correspondente a` sequ¨eˆncia de eventos ocorridos na
planta. Da mesma forma, as novas cores definidas pelos supervisores sa˜o marcadas no
sistema em malha fechada se e somente se forem marcadas por ambos os supervisores.
Pode-se verificar que o comportamento em malha fechada sob controle modular e´ dado
por:
L(S1 ∧ S2/P ) = L(S1/P ) ∩ L(S2/P ); (5.18)
∀d ∈ C ∪ E,Ld(S1 ∧ S2/P ) = Ld(S1/P ) ∩ Ld(S2/P ).
Em alguns problemas, pode acontecer que o conjunto de novas cores de cada su-
pervisor pintor modular seja diferente. Na ac¸a˜o conjunta, esse fato significa que cada
supervisor se preocupa apenas com um subconjunto das novas cores e na˜o impo˜e qual-
quer restric¸a˜o sobre as outras novas cores.
Se S1 e S2 forem admiss´ıveis, eles podem ser respectivamente representados por
AMCs SP1 e SP2, tais que S1/P = SP1‖P e S2/P = SP2‖P . Enta˜o, pela definic¸a˜o de
conjunc¸a˜o de supervisores, pode-se verificar que:
SP1 ∧ SP2/P = SP1‖SP2‖P. (5.19)
Para que se possa inferir as propriedades da arquitetura de controle modular a partir
das propriedades de cada supervisor, e´ preciso que se investigue se caracter´ısticas como
na˜o-bloqueio forte, controlabilidade e D-fechamento sa˜o preservadas pela intersec¸a˜o de
comportamentos coloridos. As condic¸o˜es para isso sa˜o o na˜o-conflito forte e fraco.
Sejam os comportamentos coloridos MD,ND ⊆ 22Σ
∗×D. Diz-se que MD e ND sa˜o
fracamente na˜o-conflitantes e.r.a B ⊆ D sempre que:
LB(MD) ∩ LB(ND) = LB(MD ∩ND). (5.20)
Em palavras, MD e ND sa˜o fracamente na˜o-conflitantes se cada prefixo comum que
puder ser estendido para uma cadeia que complete uma tarefa em MD, complete a
mesma tarefa em ND. Ale´m disso, diz-se queMD e ND sa˜o fortemente na˜o-conflitantes
quando:
∀b ∈ B,Lb(MD) ∩ Lb(ND) = Lb(MD ∩ND). (5.21)
Na˜o-conflito forte de MD e ND significa que, para cada cor b ∈ B, as linguagens
marcadas por essa cor em MD e em ND sa˜o na˜o-conflitantes ou, em outras palavras,
se uma cadeia puder ser estendida para completar uma tarefa em MD e tambe´m puder
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ser estendida para completar a mesma tarefa em ND, existe um modo comum de se
completar essa tarefa. Naturalmente, na˜o-conflito forte e.r.a B implica na˜o-conflito
fraco e.r.a B.
Sejam, respectivamente, AM e AN AMCs para MD e ND ⊆ 22Σ
∗×D fracamente na˜o-
bloqueantes e.r.a B ⊆ D. AM‖AN e´ fracamente na˜o-bloqueante e.r.a B se e somente
se MD e ND forem fracamente na˜o-conflitantes e.r.a B ⊆ D. Ale´m disso, se AM e AN
forem AMCs fortemente na˜o-bloqueantes. AM‖AN e´ fortemente na˜o-bloqueante e.r.a
B se e somente se MD e ND forem fortemente na˜o-conflitantes e.r.a B.
Dados dois comportamentos coloridos admiss´ıveis e D-fechados MD e ND ⊆ 22Σ
∗×D
especificados para um SEDMT P , podem-se calcular supervisores o´timos fortemente
na˜o-bloqueantes SM e SN , tais que ΛD(SM/P ) = SupCSNB(P,MD, D) e ΛD(SN/P ) =
SupCSNB(P,ND, D). Se SupCSNB(P,MD, D) e SupCSNB(P,ND, D) forem forte-
mente na˜o-conflitantes, enta˜o a conjunc¸a˜o de SM e SN e´ minimamente restritiva e
fortemente na˜o-bloqueante, isto e´, a arquitetura de controle modular restringe a planta
ao mesmo comportamento que um supervisor monol´ıtico o´timo.
5.3.5.1 Abordagem Modular Local
Seja a planta modelada pela composic¸a˜o dos subsistemas do conjunto {Pi =
(Qi,Σi, Ci, δi, χi, q0i), i = 1, 2, ..., n}, com Σi ∩ Σj = ∅, para i 6= j. O alfabeto global e´
dado por Σ = ∪i=1,...,nΣi. Sejam as restric¸o˜es expressas como um conjunto de comporta-
mentos admiss´ıveis gene´ricos {Mgen,j ⊆ 22Σgen,j×Cgen,j , j = 1, 2, ...,m}, com Σgen,j ⊆ Σ.
Para j = 1, ...,m, define-se a planta local Ploc,j = (Qloc,j,Σloc,j, Cloc,j, δloc,j, χloc,j, q0loc,j)
associada ao comportamento admiss´ıvelMgen,j, pela composic¸a˜o ass´ıncrona de todos os
subsistemas que sa˜o afetados por Mgen,j, isto e´, que compartilham eventos com Mgen,j.
Formalmente,
Ploc,j = ‖{Pi : Σi ∩ Σgen,j 6= ∅}. (5.22)
A planta global P = (Q,Σ, C, δ, χ, q0) e´ dada por P = ‖j=1,2,...,mPloc,j. Para
j = 1, ...,m, a especificac¸a˜o local Mloc,j ⊆ 22
Σ∗loc,j×Dloc,j e´ definida por Mloc,j =
Mgen,j‖ΛCloc,j(Ploc,j). Define-se Eloc,j = Dloc,j − Cloc,j.
Sem perda de generalidade, assume-se que m = 2. Sejam Sloc,1 : L(Ploc,1) →
2Σloc,1×2Eloc,1 e Sloc,2 : L(Ploc,2)→ 2Σloc,2×2Eloc,2 supervisores pintores para Ploc,1 e Ploc,2,
respectivamente. Para i = 1, 2, definem-se as projec¸o˜es naturais Ploc,i : Σ
∗ → Σ∗loc,i.
Para uma cadeia s ∈ L(P ), com Sloc,1(Ploc,1(s)) = (γ1, µ1) e Sloc,2(Ploc,2(s)) = (γ2, µ2), a
ac¸a˜o de controle do supervisor representando a conjunc¸a˜o de Sloc,1 e Sloc,2, Sloc,1∧Sloc,2 :
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L(P )→ 2Σ × 2E, onde E = Eloc,1 ∪ Eloc,2, e´ dada por:
Sloc,1 ∧ Sloc,2 = ((γ1 ∪ (Σloc,2 − Σloc,1)) ∩ (γ2 ∪ (Σloc,1 − Σloc,2)), (5.23)
(µ1 ∪ (Eloc,2 − Eloc,1)) ∩ (µ2 ∪ (Eloc,1 − Eloc,2))).
A ac¸a˜o de controle dos supervisores locais e´ estendida para a planta global
habilitando-se todos os eventos de Σ que na˜o esta˜o no seu alfabeto local e marcando-se
todas as novas cores que na˜o esta˜o no seu conjunto de cores local. Um evento con-
trola´vel compartilhado e´ habilitado na planta se e somente se for habilitado pela ac¸a˜o
global de ambos supervisores para as cadeias correspondendo a`s sequ¨eˆncias de eventos
ocorridas nas respectivas plantas locais. Da mesma forma, as novas cores comuns aos
conjuntos de cores de ambos supervisores sa˜o marcadas no comportamento em malha
fechada se e somente se for marcada por ambos os supervisores. Pode-se verificar que
o comportamento em malha fechada sob controle modular local dado por:
L(Sloc,1 ∧ Sloc,2/P ) = L(Sloc,1/Ploc,1)‖L(Sloc,2/Ploc,2);
∀d ∈ D,Ld(Sloc,1 ∧ Sloc,2/P ) =

Ld(Sloc,1/Ploc,1)‖Ld(Sloc,2/Ploc,2), se d ∈ Dloc,1 ∩Dloc,2
Ld(Sloc,1/Ploc,1)‖L(Sloc,2/Ploc,2), se d ∈ Dloc,1 −Dloc,2
L(Sloc,1/Ploc,1)‖Ld(Sloc,2/Ploc,2), se d ∈ Dloc,2 −Dloc,1
Portanto,
Sloc,1 ∧ Sloc,2/P = (Sloc,1/Ploc,1)‖(Sloc,2/Ploc,2). (5.24)
Se Sloc,1 e Sloc,2 forem admiss´ıveis, eles podem ser respectivamente representados pe-
los AMCs Aloc,1 e Aloc,2 tais que Sloc,1/Ploc,1 = Aloc,1‖Ploc,1 e Sloc,2/Ploc,2 = Aloc,2‖Ploc,2.
Enta˜o, pela definic¸a˜o anterior de composic¸a˜o de supervisores locais, tem-se:
Sloc,1 ∧ Sloc,2/P = Aloc,1‖Aloc,2‖P. (5.25)
Assim, para que as propriedades do sistema controlado na arquitetura modular
local sejam deduzidas das propriedades dos supervisores pintores locais, e´ necessa´rio
estudar as condic¸o˜es sob as quais as propriedades de controlabilidade, D-fechamento e
na˜o-bloqueio forte sa˜o preservadas pela composic¸a˜o s´ıncrona. As condic¸o˜es fundamen-
tais para isso sa˜o na˜o-conflito fraco e forte, que sa˜o estendidas para comportamentos
coloridos com alfabetos locais e conjuntos de cores distintos.
Sejam os comportamentos coloridos MD1 ⊆ 22Σ
∗
1×D1 e ND2 ⊆ 22Σ
∗
2×D2 . Sejam
B ⊆ D = D1∪D2, B1 = B∩D1 e B2 = B∩D2. Diz-se que MD1 e ND2 sa˜o fracamente
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na˜o-conflitantes e.r.a B sempre que:
LB1(MD1)‖LB2(ND2) = Lb(MD1‖ND2). (5.26)
Em palavras, MD1 e ND2 sa˜o fracamente na˜o-conflitantes se toda cadeia que for
um prefixo de MD1 e de ND2, quando projetada nos respectivos alfabetos, puder ser
estendida para uma cadeia s´ıncrona que complete uma tarefa nos comportamentos em
que a tarefa e´ definida, isto e´, se qualquer prefixo s´ıncrono puder completar uma tarefa
global. Ale´m disso, diz-se que MD1 e ND2 sa˜o fortemente na˜o-conflitantes e.r.a B
quando:
∀b ∈ B,Lb(MD1‖ND2) = Lb(MD1‖ND2). (5.27)
Na˜o-conflito forte de MD1 e ND2 e.r.a B significa que qualquer prefixo s´ıncrono
pode completar qualquer tarefa global representada por uma cor de B. Naturalmente,
na˜o-conflito forte e.r.a B implica na˜o-conflito fraco e.r.a B.
Sejam, respectivamente, AM e AN AMCs para MD1 e ND2 fracamente na˜o-
bloqueantes e.r.a B1 e B2. AM‖AN e´ fracamente na˜o-bloqueante e.r.a B se e somente
se MD1 e ND2 forem fracamente na˜o-conflitantes e.r.a B. Se AM e AN forem forte-
mente na˜o-bloqueantes e.r.a B1 e B2. AM‖AN e´ fortemente na˜o-bloqueante e.r.a B se
e somente se MD1 e ND2 forem fortemente na˜o-conflitantes e.r.a B.
Os resultados acima podem ser generalizados para mu´ltiplas especificac¸o˜es
utilizando-se as seguintes extenso˜es das definic¸o˜es de na˜o-conflito fraco e forte. Diz-se
que um conjunto de comportamentos coloridos {Mi ⊆ 22Σ
∗
i ×Di , i = 1, ...,m} e´ fraca-
mente na˜o-conflitante e.r.a B sempre que
‖i=1,...,mLB∩Di(Mi) = LB(‖i=1,...,mMi). (5.28)
O conjunto e´ fortemente na˜o-conflitante e.r.a B quando
∀b ∈ B,Lb‖i=1,...,mMi) = Lb(‖i=1,...,mMi). (5.29)
E´ poss´ıvel, portanto, usar uma abordagem modular local para a s´ıntese de su-
pervisores modulares desde que a condic¸a˜o de na˜o-conflito seja satisfeita. Dado um
conjunto de AMCs ass´ıncronos que representam o comportamento em malha aberta de
uma planta e uma especificac¸a˜o representada por um conjunto de m comportamentos
admiss´ıveis gene´ricos, cada qual sincronizando alguns subsistemas da planta. Temos
que:
1. Para i = 1, ...,m, obte´m-se a planta local Ploc,i pela composic¸a˜o de todos os sub-
sistemas que compartilham eventos com o respectivo comportamento admiss´ıvel
5. Controle Multitarefa 76
gene´rico.
2. O conjunto de especificac¸o˜es locais {Mloc,j ⊆ 22
Σ∗loc,j×Dloc,j , i = 1, ...,m} e´ calcu-
lado pela composic¸a˜o de cada comportamento admiss´ıvel gene´rico com sua planta
local correspondente.
3. Assumindo-se que as especificac¸o˜es locais sejam D-fechadas por construc¸a˜o, pode-
se computar supervisores o´timos fortemente na˜o-bloqueantes Sloc,i, tais que:
ΛD(Sloc,i/P ) = SupCSNB(Ploc,i,Mloc,i, Dloc,i). (5.30)
Se o conjunto {SupCSNB(Ploc,i,Mloc,i, Dloc,i), i = 1, ...,m} for fortemente na˜o-
conflitante e.r.aD, enta˜o a conjunc¸a˜o de Sloc,i para i = 1, ...,m e´ minimamente restritiva
e fortemente na˜o-bloqueante e.r.a D, isto e´, a arquitetura de controle modular local
restringe a planta ao mesmo comportamento que um supervisor monol´ıtico o´timo.
5.4 Grail - Mo´dulo Multitarefa
Esta sec¸a˜o apresenta o mo´dulo do Grail para Controle Superviso´rio que lida com a
abordagem multitarefa, o mo´dulo Multitarefa. Todo o desenvolvimento desta foi feito
no decorrer deste trabalho.
5.4.1 Classes
Assim como um autoˆmato A pode ser representado por uma ma´quina de estados
finitos, um AMC pode ser representado por uma Ma´quina de Estados Finitos Colorida
(CFM).
Uma CFM e´ definida por uma qua´drupla FM = (Qi,Θ, Qf ,Θf ), onde Qi e´ o
conjunto de estados iniciais, Θ e´ o conjunto de instruc¸o˜es, Qf e´ o conjunto de estados
finais e Θf e´ o conjunto de instruc¸o˜es finais. Cada instruc¸a˜o final θf ∈ Θf e´ composta
por:
• Um estado fonte θsource, que indica o estado marcado;
• Uma etiqueta de transic¸a˜o θevent, que representa a cor com a qual o estado θsource
e´ marcado;
• O estado destino θsink, representando o pseudo-estado FINAL. Este caracteriza
a instruc¸a˜o em questa˜o como final.
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AMC: FM:











Figura 5.1: Representac¸a˜o de um AMC por uma CFM
Um exemplo e´ mostrado na Figura 5.1. Neste caso, o conjunto de eventos Σ e o
conjunto de cores C sa˜o dados, respectivamente, por Σ = {a, b, c} e C = {a, b}
Sa˜o duas as novas classes que geram o AMC. A primeira, cinst, define a instruc¸a˜o
final e e´ uma classe derivada de inst. A segunda, cfm, representa o AMC propriamente
dito e e´ uma classe derivada de fm.
5.4.1.1 Colored Finite Machine Final Instructions - cfminst
Gabarito de classe que implementa as instruc¸o˜es finais de uma CFM. Possui treˆs
atributos por ser derivado da classe inst, que sa˜o source (θsource), label (θevent) e
sink (θsink). Entretanto, este necessita apenas de dois atributos, que sa˜o:
• θsource: estado ao qual a instruc¸a˜o se refere;
• θevent: que representa a cor que marca o estado em questa˜o.
θsink e´ uma constante, cujo valor e´ o pseudo-estado FINAL. θevent e´ um paraˆmetro
de tipo a especificar e sera´ especificado de acordo com o tipo de alfabeto utilizado pela
CFM.
A criac¸a˜o desta classe implicou, automaticamente, na necessidade de criac¸a˜o das
func¸o˜es de recebimento e impressa˜o de objetos deste tipo. Em outras palavras, a criac¸a˜o
das func¸o˜es istream e ostream se fizeram necessa´rias.
5.4.1.2 Colored Finite Machine - cfm
Gabarito de classe que implementa as ma´quinas de estados finitos coloridas. Possui
quatro atributos, sendo treˆs deles herdados da classe fm. O atributo extra de um CFM
representa Θf e trata-se de um conjunto na˜o-ordenado de instruc¸o˜es finais que na˜o
possui elementos duplicados, ou seja, um Set<CInst<Label>>.
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A criac¸a˜o desta classe implicou, automaticamente, na necessidade de criac¸a˜o das
func¸o˜es de recebimento e impressa˜o de objetos deste tipo. Em outras palavras, a criac¸a˜o
das func¸o˜es istream e ostream se fizeram necessa´rias.
5.4.2 Filtros
No decorrer deste trabalho foram desenvolvidos 21 filtros para o mo´dulo Multitarefa.
Uma breve descric¸a˜o deles e´ apresentada a seguir.
5.4.2.1 cfmcolors
Este filtro captura todas as cores de uma CFM passada como paraˆmetro. Este
retorna uma FM que possui apenas um estado e alguns selfloops, cujos eventos sa˜o as
cores do primeiro. Um exemplo e´ ilustrado na Figura 5.21.
CFM: % cfmcolors CFM




Figura 5.2: Exemplo - cfmcolors
O algoritmo deste filtro consiste nos seguintes passos:
1. Captura dos eventos de todas as instruc¸o˜es finais da CFM, que sa˜o as cores da
mesma;
2. Criac¸a˜o de uma FM com um estado e um conjunto de instruc¸o˜es que partem
deste e chegam neste mesmo estado, cujos eventos sa˜o as cores capturadas no
passo anterior.
5.4.2.2 cfmcross
Este filtro calcula o produto ass´ıncrono de duas CFMs, sendo que este ca´lculo gera
a intersecc¸a˜o da linguagem das CFMs em questa˜o. Um exemplo e´ ilustrado na Figura
5.3.
O algoritmo deste filtro consiste nos seguintes passos:
1Importante observar que a maioria das CFMs deste cap´ıtulo esta˜o representadas graficamente
para melhor visualizac¸a˜o.
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Figura 5.3: Exemplo - cfmcross
1. Captura das CFMs de entrada, cfm1 e cfm2.
2. Ca´lculo do conjunto de cores C presente em ambas as CFMs.
3. Para cada c ∈ C:
(a) Computac¸a˜o das FMs fm1 e fm2, sendo que os estados finais sa˜o os marcados
por c nas CFMs.
(b) Ca´lculo do produto ass´ıncrono das FMs acima computadas.
(c) Computac¸a˜o da CFM, cujos estados iniciais, instruc¸o˜es e estados finais sa˜o
ideˆnticos ao da FM calculada no passo anterior e suas instruc¸o˜es finais sa˜o
marcadas por c.
4. Ca´lculo do produto s´ıncrono entre todas as CFMs computadas no passo anterior.
5.4.2.3 cfmmark
Este filtro marca todos os estados de uma CFM as cores passadas como eventos da
FM passada como segundo paraˆmetro. Um exemplo e´ ilustrado na Figura 5.4.




Figura 5.4: Exemplo - cfmmark
O algoritmo deste filtro consiste nos seguintes passos:
1. Captura da CFM e dos eventos da FM passadas como paraˆmetros.
2. Criac¸a˜o de um conjunto de instruc¸o˜es finais, cujos estados fontes sa˜o os estados
da CFM e cujos eventos sa˜o os da FM.
3. Adic¸a˜o a` CFM o conjunto de instruc¸o˜es finais criados no passo anterior.
5. Controle Multitarefa 80
5.4.2.4 cfmreach
Este filtro computa a componente acess´ıvel de uma CFM. Um exemplo e´ ilustrado
na Figura 5.5.







a start b, c,
b
a
Figura 5.5: Exemplo - cfmreach
O algoritmo deste filtro consiste nos seguintes passos:
1. Captura da CFM.
2. Computac¸a˜o da componente acess´ıvel deste.
3. Remoc¸a˜o de todas as instruc¸o˜es finais referentes a estados que na˜o existem mais.
5.4.2.5 cfmrenum
Este filtro renumera uma CFM determinista canonicamente. Um exemplo e´
ilustrado na Figura 5.6.

















Figura 5.6: Exemplo - cfmrenum
O algoritmo deste filtro consiste nos seguintes passos:
1. Captura da CFM passada como paraˆmetro.
2. Criac¸a˜o dos seguintes vetores:
• Old: aonde sa˜o armazenados os estados a serem renumerados.
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• New: aonde e´ armazenada a nova numerac¸a˜o.
3. Criac¸a˜o da relac¸a˜o entre os estados antigos e sua nova numerac¸a˜o. O estado
inicial e´ renumerado para 0. Os pro´ximos estados a serem renumerados sa˜o os
alcanc¸a´veis a partir do estado inicial por apenas um evento. Este procedimento
continua ate´ que todos os estados acess´ıveis sejam renumerados. Por u´ltimo, os
estados na˜o-acess´ıveis sa˜o renumerados.
4. Substituic¸a˜o dos estados por seu equivalente nas instruc¸o˜es normais e finais.
5.4.2.6 cfmsync
Este filtro computa o produto s´ıncrono entre duas CFMs. Um exemplo e´ ilustrado
na Figura 5.7.
CFM1: CFM2: % cfmsync CFM1 CFM2
Figura 5.7: Exemplo - cfmsync
O algoritmo deste filtro consiste nos seguintes passos:
1. Captura das duas CFMs de entrada.
2. Computac¸a˜o do produto s´ıncrono entre as FMs provenientes das CFMs, gerando
a FM resultante.
3. Transformac¸a˜o da FM resultante na CFM que representa o produto s´ıncrono das
CFMs de entrada. Em outras palavras, os estados finais e suas respectivas cores
devem ser computados.
A determinac¸a˜o das cores de cada estado resultante e´ proveniente da Equac¸a˜o 5.8.
Para identificar que estados compo˜em cada estado da FM resultante, utiliza-se
da Equac¸a˜o q = q1 + n1.q2 apresentada no Cap´ıtulo 4.
5.4.2.7 cfmstrim
Este filtro computa a componente acess´ıvel e fortemente coacess´ıvel e.r.a B de uma
CFM passada como paraˆmetro. Os eventos da FM de entrada caracterizam as cores
pertencentes a B. Um exemplo de utilizac¸a˜o deste filtro e´ ilustrado na Figura 5.8.
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CFM: FM: % cfmstrim CFM FM
Figura 5.8: Exemplo - cfmstrim
O algoritmo deste filtro consiste nos seguintes passos:
1. Captura da CFM e dos eventos da FM, o conjunto de cores B.
2. Verificac¸a˜o das propriedades de acessibilidade e forte coacessibilidade e.r.a B da
CFM. Em caso positivo, o algoritmo e´ encerrado.
3. Para cada b ∈ B, define-se uma FM cujos estados marcados sa˜o os que sa˜o
marcados por b. Computa-se a componente acess´ıvel e coacess´ıvel de uma FM,
considerando o resultado como entrada para o ca´lculo da pro´xima FM. O re-
sultado final deste procedimento caracteriza a CFM acess´ıvel e coacess´ıvel e.r.a
B.
4. Remoc¸a˜o das instruc¸o˜es finais referentes a estados na˜o mais existentes.
5. Retorno ao segundo passo.
Observe que este algoritmo e´ iterativo porque a eliminac¸a˜o de determinados estados
pode eliminar a forte coacessibilidade e.r.a B de outros estados.
5.4.2.8 cfmwtrim
Este filtro computa a componente acess´ıvel e fracamente coacess´ıvel e.r.a B de uma
CFM passada como paraˆmetro. Os eventos da FM de entrada caracterizam as cores
pertencentes a B. Um exemplo de utilizac¸a˜o deste filtro e´ ilustrado na Figura 5.9.
CFM1: CFM2: % cfmwtrim CFM1 CFM2
Figura 5.9: Exemplo - cfmwtrim
O algoritmo deste filtro consiste nos seguintes passos:
1. Captura da CFM e dos eventos da FM, o conjunto de cores B.
2. Computac¸a˜o da componente acess´ıvel e coacess´ıvel e.r.a B da FM, cuja linguagem
e´ dada por Lm(FM) = LB(CFM).
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3. Remoc¸a˜o das instruc¸o˜es finais referentes a estados na˜o mais presentes na CFM
em questa˜o.
5.4.2.9 cfmcondat
Dadas duas CFMs, uma planta e um comportamento colorido desejado (A), este
filtro computa todos os eventos da planta que sa˜o efetivamente desabilitados por A.
Um exemplo e´ mostrado na Figura 5.10.




















































Figura 5.10: Exemplo - cfmcondat
O algoritmo deste filtro consiste nos seguintes passos:
1. Computac¸a˜o do supervisor atrave´s do ca´lculo do produto ass´ıncrono entre a
planta e o comportamento colorido desejado e da captura da componente acess´ıvel
da resultante.
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2. Para cada estado do supervisor, deve-se:
(a) Encontrar os estados da planta e do comportamento desejado referentes ao
estado em questa˜o.
(b) Capturar os eventos desabilitados, ou seja, os eventos ausentes no estado do
supervisor e presentes no estado equivalente da planta.
(c) Criar instruc¸o˜es caracterizadas por selfloops, cujos estados sa˜o definidos pe-
los equivalentes do comportamento colorido e cujos eventos sa˜o os desabili-
tados.
3. Retorna as instruc¸o˜es finais criadas no passo anterior como sa´ıda.
5.4.2.10 cfmsupcsnb
O objetivo deste filtro e´ a computac¸a˜o do supremo comportamento colorido con-
trola´vel e fortemente na˜o-bloqueante de uma planta P em relac¸a˜o a um determinado
comportamento colorido desejado A.
A sintaxe deste e´ dada por: % cfmsupcsnb P A ncont D, sendo P a planta, A o
comportamento colorido desejado, ncont o conjunto de eventos na˜o-controla´veis e D o
conjunto de cores relevantes.
O algoritmo implementado segue a orientac¸a˜o apresentada em [de Queiroz, 2004].
Seja P = (Q,Σ, C, δ, χ, q0) a planta e Ha = (X,Σ, D, λa, κa, x0) um AMC fracamente
trim que modela o comportamento colorido desejado A. Seja P ′ um autoˆmato sem
marcac¸a˜o que gere L(P ), define-se H = Ha‖P ′ com H = (X × Q,Σ, D, λ, κ, (x0, q0)).
O algoritmo proposto para calcular o supremo comportamento colorido controla´vel
e fortemente na˜o-bloqueante contido em A consiste de uma eliminac¸a˜o iterativa de
estados de H0 que na˜o sejam controla´veis e fortemente trim e.r.a D ate´ se convergir
para o maior ponto fixo.
Consequ¨entemente, os passos que compo˜em este algoritmo sa˜o:
1. Captura dos paraˆmetros passados.
2. Computac¸a˜o de Ha, P
′ e H. Faz-se H ′ = H.
3. Computac¸a˜o do supremo comportamento colorido controla´vel contido em H ′.
4. Computac¸a˜o do supremo comportamento colorido fortemente trim e.r.a D con-
tido no resultado do passo anterior.
5. Verificac¸a˜o da convergeˆncia do algoritmo.
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• Se o algoritmo convergiu, o algoritmo pode ser encerrado e o resultado obtido
no passo 4 e´ o supremo comportamento colorido controla´vel e fortemente
na˜o-bloqueante e.r.a D contido em A.
• Se o algoritmo na˜o convergiu, faz-se H ′ igual ao resultado obtido no passo
4 e retorna-se o passo 3.
5.4.2.11 cfmsupcwnb
O objetivo deste filtro e´ a computac¸a˜o do supremo comportamento colorido con-
trola´vel e fracamente na˜o-bloqueante de uma planta P em relac¸a˜o a um determinado
comportamento colorido desejado A.
A sintaxe deste e´ dada por: % cfmsupcwnb P A ncont D, sendo P a planta, A o
comportamento colorido desejado, ncont o conjunto de eventos na˜o-controla´veis e D o
conjunto de cores relevantes.
O algoritmo em questa˜o tem como base o utilizado no filtro cfmsupcsnb, apre-
sentado na sec¸a˜o anterior. Consequ¨entemente, os passos que compo˜em este algoritmo
sa˜o:
1. Captura dos paraˆmetros passados.
2. Computac¸a˜o de Ha, P
′ e H. Faz-se H ′ = H.
3. Computac¸a˜o do supremo comportamento colorido controla´vel contido em H ′.
4. Computac¸a˜o do supremo comportamento colorido fracamente trim contido no
resultado do passo anterior.
5. Verificac¸a˜o da convergeˆncia do algoritmo.
• Se o algoritmo convergiu, o algoritmo pode ser encerrado e o resultado obtido
no passo 4 e´ o supremo comportamento colorido controla´vel e fracamente
na˜o-bloqueante e.r.a D contido em A.
• Se o algoritmo na˜o convergiu, faz-se H ′ igual ao resultado obtido no passo
4 e retorna-se o passo 3.
5.4.2.12 cfmsupred
Este filtro e´ um redutor de supervisores. Trata-se de uma adaptac¸a˜o do fmsupred
para AMCs. Sua sintaxe e´ dada por: % cfmsupred cfm1 cfm2, sendo que cfm1 repre-
senta a planta e cfm2 o supervisor.
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Para a computac¸a˜o das coberturas de controle, e´ importante observar que dois
estados na˜o podem pertencer ao mesmo bloco se, entre outras propriedades, um deles
for marcador e outro desmarcador. Este e´ o u´nico passo do algoritmo de reduc¸a˜o
de supervisores que a marcac¸a˜o tanto da planta quanto do supervisor sa˜o levados em
considerac¸a˜o.
O algoritmo do fmsupred cria, antes da computac¸a˜o das coberturas de controle,
um vetor de estados proibidos aonde ficam listados todos os pares compostos por um
estado marcador e um desmarcador. No caso do cfmsupred, fixa-se cada uma das cores
da planta c ∈ C e verifica-se a consisteˆncia de marcac¸a˜o entre os estados da planta e
do supervisor para a cor em questa˜o.
5.4.2.13 cfmtofm
Este filtro transforma uma CFM em uma FM. Seu algoritmo consiste na captura
da CFM de entrada e na computac¸a˜o de uma FM, cujos atributos Qi, Θ e Qf sa˜o
ideˆnticos ao da CFM de entrada. Um exemplo e´ ilustrado na Figura 5.11.
















Figura 5.11: Exemplo - cfmtofm
5.4.2.14 cfmtodot
Este filtro converte uma CFM no formato aceito pelo Graphviz. O algoritmo
deste filtro consiste na impressa˜o da caracter´ısticas da CFM de entrada no texto pre´-
determinado pelo formato Graphviz. Um exemplo e´ ilustrado na Figura 5.12.
5.4.2.15 cfmiscontrol
Este filtro tem como objetivo a verificac¸a˜o da controlabilidade de um comporta-
mento colorido desejado em relac¸a˜o a` planta. Sua sintaxe e´ dada por: %cfmiscontrol
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node [shape = box, color = white, fontcolor = white];
start;
node [shape = circle, color = black, fontcolor = black,
fixedsize = true];
1 [ label = "a,b," ];
2 [ label = "a," ];
node [shape = circle, color = black, fontcolor = white];
0 ;
start -> 0;
0 -> 1 [ label = "b" ];
1 -> 2 [ label = "a" ];
1 -> 0 [ label = "c" ];
}
Figura 5.12: Exemplo - cfmtodot
cfm1 cfm2 fm3, sendo cfm1 a planta, cfm2 o comportamento colorido desejado e fm3
o conjunto de eventos na˜o-controla´veis.
O algoritmo deste filtro foi baseado no cfmcondat e consiste nos seguintes passos:
1. Computac¸a˜o do supervisor atrave´s do ca´lculo do produto ass´ıncrono entre a
planta e o comportamento colorido desejado e da captura da componente acess´ıvel
da resultante.
2. Para cada estado do supervisor, deve-se:
(a) Encontrar os estados da planta e do comportamento desejado referentes ao
estado em questa˜o.
(b) Capturar os eventos desabilitados e comparar os mesmos com os eventos
na˜o-controla´veis. Se algum dos eventos desabilitados for na˜o-controla´vel, o
algoritmo e´ encerrado e The specification is NOT controllable with
respect to the plant.
3. Se o algoritmo na˜o foi encerrado antes deste passo, enta˜o The specification
is controllable with respect to the plant.
5.4.2.16 cfmisdclosed
A sintaxe deste filtro e´ dada por % cfmisdclosed cfm1 cfm2 fm3, sendo que cfm1
representa a planta P , cfm2 o comportamento colorido desejado A e fm3 o conjunto
de cores D. Este filtro verifica se A e´ D-fechado em relac¸a˜o a` P .
O algoritmo deste filtro consiste nos seguintes passos:
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1. Capturar os paraˆmetros de entrada.
2. Para cada cor d ∈ D:
(a) Computar os autoˆmatos que representam as linguagens marcadas Ld(P ) e
Ld(A), P
′ e A′, respectivamente.
(b) Calcular o produto s´ıncrono S = P ′‖A′.
(c) Marcar todos os estados de S e computar produto s´ıncrono deste com P ′.
(d) Se os resultados obtidos em b e c na˜o forem isomorfos, encerrar o algoritmo
e The desired colored behaviour is NOT D-closed wrt the plant.
3. Se o algoritmo na˜o foi encerrado antes deste passo, enta˜o The desired colored
behaviour is D-closed wrt the plant.
5.4.2.17 cfmisomorph
Este filtro verifica se duas CFMs deterministas sa˜o isomorfas. O algoritmo deste
filtro consiste nos seguintes passos:
1. Capturar as CFMs passadas como paraˆmetro.
2. Renumerar canonicamente ambas as CFMs.
3. Comparar todas as instruc¸o˜es das CFMs.
• Se todas as instruc¸o˜es forem ideˆnticas, enta˜o The CFMs are isomorphic.
• Se existir pelo menos uma instruc¸a˜o diferente, enta˜o The CFMs are NOT
isomorphic.
5.4.2.18 cfmisstrim
Este filtro verifica se uma CFM e´ fortemente coacess´ıvel e.r.a um conjunto de cores
B. Um exemplo e´ ilustrado na Figura 5.13.
CFM: B: % cfmisstrim CFM B
The CFM is NOT strongly
trim wrt B.
Figura 5.13: Exemplo - cfmisstrim
O algoritmo deste filtro consiste em:
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1. Capturar a CFM e do conjunto de cores B.
2. Para cada cor b ∈ B:
(a) Computar a FM que represente Lb(CFM).
(b) Verificar a acessibilidade e coacessibilidade deste autoˆmato. Se ele na˜o for
trim, enta˜o o algoritmo e´ encerrado e The CFM is NOT strongly trim wrt
B.
3. Se o algoritmo na˜o foi encerrado antes deste passo, enta˜o The CFM is strongly
trim wrt B.
5.4.2.19 cfmiswtrim
Este filtro verifica se uma CFM e´ fracamente coacess´ıvel e.r.a um conjunto de cores
B. Um exemplo e´ ilustrado na Figura 5.14.
CFM: B: % cfmiswtrim CFM B
The CFM is weakly trim wrt B.
Figura 5.14: Exemplo - cfmiswtrim
O algoritmo deste filtro consiste em:
1. Capturar a CFM e do conjunto de cores B.
2. Computar a FM que represente LB(CFM).
3. Verificar a acessibilidade e coacessibilidade deste autoˆmato. Se ele for
trim, enta˜o The CFM is weakly trim wrt B. Caso contra´rio, The CFM is NOT
weakly trim wrt B.
5.4.2.20 cfmissnconf
Este filtro verifica se duas ou mais CFMs sa˜o fortemente na˜o-conflitantes e.r.a um
conjunto de cores B. O algoritmo deste filtro consiste em:
1. Capturar todas as CFMs passadas como paraˆmetros, assim como o conjunto de
cores B.
2. Computar o produto s´ıncrono entre todas as CFMs.
3. Verificar se a resultante e´ fortemente trim e.r.a B.
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• Em caso positivo, The CFMs are NOT strongly conflicting.
• Em caso negativo, The CFMs are strongly conflicting.
5.4.2.21 cfmiswnconf
Este filtro verifica se duas ou mais CFMs sa˜o fracamente na˜o-conflitantes e.r.a um
conjunto de cores B. O algoritmo deste filtro consiste em:
1. Capturar todas as CFMs passadas como paraˆmetros, assim como o conjunto de
cores B.
2. Computar o produto s´ıncrono entre todas as CFMs.
3. Verificar se a resultante e´ fracamente trim e.r.a B.
• Em caso positivo, The CFMs are NOT weakly conflicting.
• Em caso negativo, The CFMs are weakly conflicting.
5.5 Exemplo - Labirinto do Gato e do Rato
Para elucidar as ide´ias apresentadas no decorrer deste cap´ıtulo, uma extensa˜o do
exemplo do labirinto do gato e do rato e´ introduzida. Nesta extensa˜o, o gato e o rato
compartilham o labirinto presente na Figura 5.15. Na cozinha ha´ alimento dispon´ıvel
para o gato e para o rato. Espera-se obter um controlador que garanta a maior liberdade
de movimento evitando que ambos animais ocupem o mesmo recinto ao mesmo tempo
de forma que o gato e o rato sempre possam comer (tarefas g e r, respectivamente) e
o sistema possa voltar ao estado inicial (tarefa i).
Figura 5.15: Labirinto do Gato e do Rato
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Sejam o alfabeto Σ = {gi, rj : 1 ≤ i ≤ 7, 1 ≤ j ≤ 6} e o conjunto de cores
C = {i, g, r}. Modela-se o movimento do gato e do rato pelo sistema composto pelos
autoˆmatos Pg e Pr sobre Σ e C, apresentados nas Figuras 5.16 e 5.17, de forma que a


























Figura 5.16: Modelo Obtido para o Gato

















Figura 5.17: Modelo Obtido para o Rato (Pr)
Um autoˆmato que represente o ma´ximo comportamento AC e que respeite as es-
pecificac¸o˜es e´ obtido de P , apagando-se os estados em que os dois animais ocupem o
mesmo recinto. A especificac¸a˜o AC tambe´m pode ser obtida a partir de um conjunto
de restric¸o˜es Ri, cujo objetivo e´ impedir a entrada de um animal no recinto i ocupado
pelo outro.
O ma´ximo comportamento controla´vel e fortemente na˜o bloqueante e.r.a {i, g, r}
contido em AC e´, enta˜o, computado e apresentado na Figura 5.18. Eliminando-se todas
as cores desse modelo, obte´m-se um supervisor incolor S que serve de soluc¸a˜o o´tima
para esse problema de controle.
Os passos realizados para a resoluc¸a˜o deste exemplo atrave´s dos filtros do Grail
para Controle Multitarefa foram:
% cfmsync Pg Pr > P
% cfmsync R0 R1 | cfmsync R2 | cfmsync R3 | cfmsync R4 > Ac





















% cfmsupcsnb P Ac ncont B > S
5.6 Concluso˜es
Este cap´ıtulo introduziu a Teoria de Controle Superviso´rio Multitarefa que tem
como base os Autoˆmatos com Marcac¸a˜o Colorida. O objetivo deste cap´ıtulo e´ a apre-
sentac¸a˜o do mo´dulo Multitarefa, descrevendo a sua estrutura e os seus filtros. O
desenvolvimento deste mo´dulo foi realizado no decorrer deste trabalho e esta se mostra
satisfato´ria para a resoluc¸a˜o de exemplos que envolvem Controle Superviso´rio Mul-
titarefa.
Cap´ıtulo 6
Controle Superviso´rio de SEDs com
Marcac¸a˜o Flex´ıvel
Um Sistema a Eventos Discretos com Marcac¸a˜o Flex´ıvel (SEDMF) e´ um sistema
descrito por uma linguagem e uma estrutura de controle. A linguagem descreve o
conjunto de todas as palavras que o SED pode gerar sobre seu alfabeto. A estrutura de
controle e´ uma func¸a˜o que associa cada palavra do sistema a um conjunto de controles,
onde define-se um poss´ıvel conjunto de eventos habilitados e a marcac¸a˜o ou na˜o da
palavra em questa˜o. Em outras palavras, num SEDMF a estrutura de controle e´
determinada de tal forma que, para cada palavra gerada pelo sistema, tem-se, ale´m
da ac¸a˜o de habilitac¸a˜o dos eventos, o atributo de marcac¸a˜o da palavra. Este cap´ıtulo
apresenta, baseado em [da Cunha, 2003], os SEDMFs e a extensa˜o da teoria de controle
superviso´rio associada a estes.
[da Cunha, 2003] disponibilizou filtros que lidavam com esta nova abordagem e
que utilizavam o Grail como uma biblioteca de func¸o˜es. Uma das contribuic¸o˜es deste
trabalho e´ a criac¸a˜o do mo´dulo que lida com a abordagem explorada por [da Cunha,
2003], o mo´dulo Hiera´rquico. Esta e´ composta por novas classes que possibilitam o
tratamento de SEDMFs como objetos comuns ao Grail e conte´m os filtros desenvolvidos
em [da Cunha, 2003] e adaptados a` nova estrutura do Grail para Controle Superviso´rio.
6.1 Noc¸o˜es Preliminares
Um SEDMF P sobre o alfabeto Σ e´ um par (LP ,ΓP ), onde LP ⊆ Σ∗ e´ uma lin-
guagem prefixo-fechada e ΓP e´ uma func¸a˜o que associa cada palavra s ∈ LP a um
conjunto de controles ΓP (s) ⊆ 2Σ × {M,N}. A linguagem LP representa o conjunto
de todas as palavras em Σ que P pode gerar e, para cada palavra s ∈ LP , ΓP (s) e´ um
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conjunto de controles (γ,#), sendo γ o conjunto de eventos habilitados apo´s s e # um
indicador de marcac¸a˜o. Se # for igual a M , a palavra s e´ considerada marcada e, se
# for igual a N , a palavra s e´ considerada na˜o-marcada.
Sobre os controles que compo˜em ΓP define-se algumas operac¸o˜es. Dados (γ1,#1) e
(γ2,#2) em 2
Σ × {M,N}, temos:
• Ordem Parcial ⊆: (γ1,#1) ⊆ (γ2,#2) se e somente se γ1 ⊆ γ2 e #1 ≤ #2.
Conve´m citar que ≤ e´ uma operac¸a˜o para o conjunto {M,N}, tal que N ≤ M ,
N ≤ N e M ≤M .
• Unia˜o ∪: (γ1,#1) ∪ (γ2,#2) = (γ1 ∪ γ2,#1 ∧ #2). Conve´m citar que ∧ e´ uma
operac¸a˜o para o conjunto {M,N}, tal que N ∧N = N , N ∧M = N , M ∧N = N
e M ∧M =M .
Dado o SEDMF P sobre o alfabeto Σ, representa-se LP por um autoˆmato A =
(Q,Σ, δ, q0, Qm), de forma que LA = LP e LA,m = ∅. Em outras palavras, para todo
s ∈ LP , deve existir q ∈ Q tal que δˆ1(q0, s) = q e Qm = ∅. Representa-se a estrutura
de controle Γ por uma tabela cujas entradas relacionam as palavras de P aos seus
respectivos conjuntos de controle. Assim, o par (A,Γ) e´ uma representac¸a˜o em estados








((a+ d)b∗c)∗(a+ d) ({c, b}, N)
((a+ d)b∗c)+ (∅, N)({a}, N)({a, d},M)
Figura 6.1: Exemplo de um SEDMF P Representado pelo Par (A,Γ)
Alternativamente representa-se o SEDMF P sobre o alfabeto Σ pelo par (A′,Γ′),
onde A′ = (Q′,Σ, δ′, q′0, Q
′
m) e´ novamente um autoˆmato e Γ
′ e´ uma func¸a˜o que associa
cada estado q ∈ Q′ a um conjunto de controles Γ′(q). O par (A′,Γ′) deve ser tal que
LA′ = LP , LA′,m = ∅ e, para toda palavra s ∈ LP e estado q ∈ Q′ tais que δˆ′(q0, s) = q,
deve-se ter Γ′(q) = ΓP (s). Em outras palavras, ao se associar P ao par (A′,Γ′), P
e´ representado por um autoˆmato e uma estrutura de controle dependente do estado.
O SEDMF da Figura 6.1 pode ser representado por interme´dio de um autoˆmato cuja
estrutura de controle e´ dependente dos estados, Figura 6.2.
Os modelos para a maioria dos SEDs dotados de controle encontrados na literatura
podem ser expressos como casos particulares do modelo para SEDMF. Na abordagem
1δˆ e´ a extensa˜o da func¸a˜o δ para palavras em Σ∗












1 ({c, b}, N)
2 (∅, N)({a}, N)({a, d},M)
Figura 6.2: Exemplo de um SEDMF P Representado pelo Par (A′,Γ′)
de Ramadge e Wonham, um SED P sobre o alfabeto Σ e´ representado pelo par de
linguagens (L,Lm), sendo L a linguagem gerada e Lm a marcada. O mecanismo de
controle e´ definido pela partic¸a˜o de Σ em subconjuntos de eventos controla´veis Σc e
na˜o-controla´veis Σu. A traduc¸a˜o do sistema P para um SEDMF e´ feita da seguinte
forma:
• LP = L;
• ∀s ∈ LP , ΓP (s) = {(γ,#) ∈ 2Σ × {M,N} : (Σu ⊆ γ) e (# = M, se s ∈
Lm) e (# = N, se s ∈ (L− Lm)}.
6.2 Controle Superviso´rio de SEDMFs
Para o SEDMF P sobre o alfabeto Σ, um supervisor S e´ uma func¸a˜o S : LP →
2Σ × {M,N} que associa a cada palavra s ∈ LP um controle S(s) ∈ ΓP (s). Para a
palavra s ∈ LP , se S(s) = (γ,#) ∈ ΓP (s), o conjunto ativo de eventos em P apo´s s,
ΣLP (s), fica restrito a γ ∩ ΣLP (s) e considera-se s como marcada apenas se # =M .
O sistema em malha fechada, denotado S/P , possui comportamento definido por
duas linguagens:
• A linguagem gerada, LS/P , definida recursivamente por:
– ² ∈ LS/P ;
– Para s ∈ LP e σ ∈ Σ, sσ ∈ LS/P se e somente se sσ ∈ LP , s ∈ LS/P e σ ∈ γ,
com S(s) = (γ,#).
• A linguagem marcada, LS/P,m, definida por:
– s ∈ LS/P,m se e somente se s ∈ LS/P e S(s) = (γ,M).
A linguagem gerada em malha fechada LS/P conte´m as palavras em LP permitidas
por S sob supervisa˜o e e´ prefixo-fechada. A linguagem marcada em malha fechada
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LS/P,m, e´ uma linguagem contida em LS/P onde, para todas as palavras, o supervisor
escolhe o indicador M . De forma geral, LS/P,m ⊆ LS/P , isto e´, pode haver palavras
geradas em malha fechada que na˜o sejam prefixos de palavras marcadas em malha
fechada. Tais palavras na˜o evoluem para completar uma tarefa do sistema, caracteri-
zando a situac¸a˜o de bloqueio. Portanto, para o SEDMF P e o supervisor S, diz-se que
S e´ na˜o-bloqueante se LS/P,m = LS/P .
Dados o SEDMF P e a linguagem-alvoK ⊆ LP , o problema de controle superviso´rio
consiste em encontrar um supervisor na˜o-bloqueante S para P tal que ∅ ⊂ LS/P,m ⊆ K.
A existeˆncia de um supervisor na˜o-bloqueante S para P tal que LS/P,m = K e´ garantida
se e somente se K for (LP ,ΓP )-compat´ıvel.
Uma linguagem K e´ (LP ,ΓP )-compat´ıvel se e somente se:
• Para todo s ∈ K, existir (γ,M) em ΓP (s) tal que γ ∩ ΣLP (s) = ΣK(s);
• Para todo s ∈ K −K, existir (γ,N) em ΓP (s) tal que γ ∩ ΣLP (s) = ΣK(s).
Para um SEDMF P e uma linguagem-alvo K ⊆ LP , existe a possibilidade de K na˜o
ser (LP ,ΓP )-compat´ıvel e, consequ¨entemente, na˜o existir um supervisor na˜o-bloqueante
para P que realize o comportamento especificado porK. Neste caso, existe um conjunto
de linguagens (LP ,ΓP )-compat´ıveis contidas em K, cujo elemento supremo e´ u´nico e
denotado por supC(LP ,ΓP )(K). Este elemento caracteriza o comportamento compat´ıvel
e minimamente restritivo ao comportamento de P que segue a` especificac¸a˜o K.
O problema de controle superviso´rio possui soluc¸a˜o, portanto, se e somente se
supC(LS ,ΓS)(K) ⊃ ∅. Emprega-se, portanto, a ma´xima linguagem (LP ,ΓP )-compat´ıvel
contida em K para implementar o supervisor que segue a K de forma o´tima.
6.2.1 Exemplo - Um Gato e um Rato num Labirinto
Considere a extensa˜o do problema cla´ssico do gato e do rato num labirinto apresen-
tada na Figura 6.3. O labirinto em questa˜o consiste em quatro salas, onde o gato e o
rato esta˜o confinados. O gato esta´ inicialmente na sala 1 e o rato na sala 3. Os animais
deslocam-se de uma sala a outra atrave´s de uma rede privada de dutos, representados
pelas linhas que conectam as salas da Figura 6.3.
Os dutos sa˜o direcionais e o acesso do animal ao duto pode ser proibido por uma
porta. Em alguns casos, o fechamento de um duto acarreta no fechamento de outro
duto. Por exemplo, se o rato estiver na sala 3, o fechamento do acesso a` sala 1 pro´ıbe
tambe´m o acesso a` sala 2. Para se manterem no labirinto, os animais devem ser capazes
de se alimentar e a comida esta´ dispon´ıvel no interior de alguns dutos, como indicado
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Figura 6.3: Labirinto do Gato e do Rato
na Figura 6.3. Quando o acesso a um duto e´ proibido, o acesso a` comida presente no
mesmo e´ interrompido.
O problema de controle superviso´rio a ser tratado e´ projetar um supervisor para
manter o gato e o rato vivos no labirinto. O supervisor na˜o deve permitir a presenc¸a
de ambos os animais na mesma sala e o acesso individual a` comida deve ser garantido
para que os animais na˜o morram de fome.
Os comportamentos do gato e do rato sa˜o modelados pelos SEDMFs apresentados
nas Figuras 6.4 e 6.5. Os eventos gi e rj indicam que o gato e o rato entraram nas salas
i e j, respectivamente, para i ∈ {1, 2, 3, 4} e j ∈ {1, 2, 3, 4}. A numerac¸a˜o dos estados











1 (∅, N)({g2},M)({g2, g3},M)
2 (∅, N)({g3}, N)
3 (∅, N)({g4}, N)
4 (∅, N)({g1}, N)
Figura 6.4: Modelo Obtido para o Gato
Os conjuntos de controles para o gato e o rato sa˜o constru´ıdos por observac¸a˜o das
opc¸o˜es de controle e marcac¸a˜o no labirinto da Figura 6.3. Quando o duto que sai de
uma sala pode ser fechado, o correspondente evento pode ser retirado de um controle
dispon´ıvel para o estado que corresponde a` referida sala. Quando o acesso a um duto
com comida e´ permitido por um controle, considera-se este controle como marcado.
O comportamento conjunto do gato e do rato no labirinto e´ representado por um
SEDMF P = (A,Γ), onde A e´ um autoˆmato e Γ e´ uma estrutura de controle depen-
dente do estado. O SEDMF P e´ obtido pela composic¸a˜o s´ıncrona dos SEDMFs que
representam o comportamento do gato e do rato individualmente de forma que:
• A = Ag‖Ar, sendo que A possui 16 estados e 48 transic¸o˜es.














1 (∅, N)({r2}, N)({r4}, N)({r2, r4}, N)
2 (∅, N)({r1}, N)({r3}, N)({r1, r3}, N)
3 (∅, N)({r1}, N)({r1, r2},M)
4 (∅, N)({r3}, N)
Figura 6.5: Modelo Obtido para o Rato
• O conjunto de controles Γ(i, j) e´ composto por elementos (γ,#) tal que γ conte´m
um poss´ıvel conjunto de eventos permitidos de ocorrer apo´s o estado (i, j). Se
γ conte´m um evento que corresponde a` permissa˜o do acesso a` comida, enta˜o
# =M . Caso contra´rio, # = N .
Por exemplo, para o estado (1, 3) de P o controle correspondente e´:
Γ(1, 3) = {(∅, N), ({r1}, N), ({r1, r2},M), ({g2},M), ({g2, r1},M),
({g2, r1, r2},M), ({g2, g3},M), ({g2, g3, r1},M), ({g2, g3, r1, r2},M)}.
A linguagem-alvo K ⊆ LA e´ obtida a partir da eliminac¸a˜o dos estados de A que
correspondem a` ocupac¸a˜o do gato e do rato na mesma sala, da marcac¸a˜o dos estados
que da˜o acesso a` comida e da obtenc¸a˜o do componente trim do autoˆmato resultante.
Determina-se a ma´xima linguagem (A,Γ)-compat´ıvel contida em K, apresentada na
Figura 6.6. O estado 3 representa ocupac¸a˜o das salas 1 e 3 pelo gato e pelo rato,
respectivamenente. Assim como o estado 15 representa a ocupac¸a˜o das salas 4 e 3.
Estes estados correspondem aos controles ({g2},M) e ({r1, r2, g1},M) e permitem o
acesso a` comida para o gato e o rato, sendo consequ¨entemente marcados.
6.3 Grail - Mo´dulo Hiera´rquico
Esta sec¸a˜o apresenta o mo´dulo do Grail para Controle Superviso´rio que lida com
SEDMFs, denominado Hierarquico. Todo o desenvolvimento desta, a excec¸a˜o dos filtros
que compo˜em a mesma, sa˜o contribuic¸o˜es deste trabalho.
























Figura 6.6: Ma´xima Linguagem (A,Γ)-Compat´ıvel
6.3.1 Classes
Assim como um autoˆmato pode ser representado por uma ma´quina de estados
finitos, um SEDMF pode ser representado por umaMa´quina de Estados Finitos Flex´ıvel
(FFM).
Uma FFM e´ definida por uma qua´drupla FFM = (Qi,Θ, Qf , QΓ,Γ), onde Qi e´ o
conjunto de estados iniciais, Θ e´ o conjunto de instruc¸o˜es, Qf e´ o conjunto de estados
finais, QΓ e´ o conjunto de estados associados aos conjuntos de controles e Γ representa













1 ({c, b}, N)


















Figura 6.7: Representac¸a˜o de um SEDMF por uma FFM
6. Controle Superviso´rio de SEDs com Marcac¸a˜o Flex´ıvel 100
Sa˜o treˆs as novas classes que geram o SEDMF, sendo elas apresentadas nas sec¸o˜es
seguintes.
6.3.1.1 Control - ctrl
Classe que implementa os controles de uma FFM. Possui dois atributos, que sa˜o:
• γ: conjunto de eventos habilitados;
• #: indicador de marcac¸a˜o.
A criac¸a˜o desta classe implicou, automaticamente, a necessidade de criac¸a˜o de al-
guns me´todos, tais como:
• Gerac¸a˜o: cria um determinado controle com base em alguns atributos passados
como paraˆmetro.
• Intersecc¸a˜o: dados os controles ctrl1 e ctrl2, temos que ctrl1 ∩ ctrl2 = (γ1 ∩
γ2,#1 ∨#2).
• Comparac¸a˜o: os operadores <,>,≤ e ≥ seguem as regras da ordem parcial.
Dados os controles ctrl1 e ctrl2, temos que ctrl1 < ctrl2 se e somente se γ1 ⊂ γ2
e #1 < #2.
• Igualdade: o operador == compara dois controles verificando a sua igualdade,
enquanto que = associa ao primeiro controle os atributos do segundo.
• Unia˜o: dados os controles ctrl1 e ctrl2, temos que ctrl1∪ ctrl2 = (γ1 ∪ γ2,#1 ∧
#2).
Ale´m disso, foi necessa´ria a implementac¸a˜o das func¸o˜es de recebimento e impressa˜o
dos objetos pertencentes a esta classe. Sa˜o elas: istream e ostream, respectivamente.
6.3.1.2 Control Set - ctrl set
Classe que implementa os conjuntos de controles de uma FFM. Esta classe derivada
de set na˜o possui nenhum atributo extra. Foi criada devido a` peculiaridade de algumas
operac¸o˜es sobre conjuntos de controles.
Os me´todos implementados para esta classe sa˜o:
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• Gerac¸a˜o: computa o conjunto de controles poss´ıveis de existir num autoˆmato,
tendo como base o conjunto de eventos na˜o-controla´veis.
• Intersecc¸a˜o: realiza a intersecc¸a˜o entre os controles pertencentes a dois conjun-
tos diferentes.
• Adic¸a˜o: o operador + = adiciona a um conjunto de controles o segundo objeto,
podendo este ser um controle ou conjunto de controles.
• Pertence: verifica se um conjunto de controles conte´m um determinado controle
ou um determinado conjunto de controles.
• Unia˜o: realiza a unia˜o entre os controles pertencentes a dois conjuntos diferentes.
As func¸o˜es istream e ostream de recebimento e impressa˜o, respectivamente, dos
objetos pertencentes a esta classe tambe´m foram implementadas.
6.3.1.3 Flexible Finite Machine - ffm
Classe que implementa as FFMs propriamente ditas. Possui cinco atributos, sendo
treˆs provenientes de fm. Os atributos extras pertencentes a` esta classe sa˜o:
• Estrutura de Controle (Γ): trata-se de uma instanciac¸a˜o da classe array
para a classe ctrl set. Cada elemento deste atributo caracteriza o conjunto de
controles que deve ser associado a um determinado estado da FFM.
• Index (QΓ): associa cada elemento da estrutura de controle a um determinado
estado da FFM.
6.3.2 Filtros
Os filtros presentes neste mo´dulo sa˜o:
1. ffmcondat - encontra as etiquetas de transic¸a˜o de uma FFM desabilitados por
uma segunda FM.
• Sintaxe: ffmcondat ffm fm
• Descric¸a˜o: Sa˜o dois os paraˆmetros deste filtro, sendo ffm a planta e fm o
autoˆmato que modela a linguagem-alvo.
2. ffmcross - computa o produto cartesiano entre duas FFMs.
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• Sintaxe: ffmcross ffm1 ffm2
3. ffmdeterm - calcula uma FFM determinista a partir da FFM passada como
paraˆmetro.
• Sintaxe: ffmdeterm ffm1
4. ffmloop - faz o selfloop de eventos numa FFM.
• Sintaxe: fmloop ffm fm
• Descric¸a˜o: Cria, para cada estado da ffm, transic¸o˜es do estado para ele
mesmo, selfloops, envolvendo todos os eventos pertencentes ao alfabeto da
fm.
5. ffmmin - minimiza o nu´mero de estados de uma FFM para duas classes de
equivaleˆncia: Nerode (mesma extensa˜o para palavras) e Gamma (mesmo con-
junto de controle).
• Sintaxe: ffmmin ffm1
6. ffmreach - computa a componente acess´ıvel de uma FFM.
• Sintaxe: ffmreach ffm1
7. ffmsupc - computa a ma´xima linguagem compat´ıvel para uma planta que segue
uma determinada especificac¸a˜o.
• Sintaxe: ffmsupc ffm1 fm2
• Descric¸a˜o: Sa˜o dois os paraˆmetros deste filtro, sendo ffm1 a planta e fm2
a FM que modela a linguagem-alvo.
8. ffmsync - calcula a composic¸a˜o s´ıncrona de duas FFMs.
• Sintaxe: ffmsync ffm1 ffm2
As func¸o˜es istream e ostream de recebimento e impressa˜o, respectivamente, dos
objetos pertencentes a esta classe tambe´m foram implementadas.
6.4 Concluso˜es
Este cap´ıtulo apresentou, de forma sucinta, a Teoria de Controle Superviso´rio para
SEDs com Marcac¸a˜o Flex´ıvel. O objetivo deste cap´ıtulo e´ a introduc¸a˜o do mo´dulo
Hieraquico, descrevendo a sua estrutura e familiarizando o leitor com os seus filtros. A
contribuic¸a˜o do presente trabalho a` este mo´dulo e´ a estruturac¸a˜o da mesma, facilitando
o seu uso e a implementac¸a˜o de novos filtros.
Cap´ıtulo 7
Sistemas Condic¸a˜o/Evento
Sistemas Condic¸a˜o/Evento (SCE) sa˜o SEDs que possuem duas classes de sinais:
• Os sinais condic¸a˜o, constantes por partes e que tomam valores de um conjunto
finito de condic¸o˜es;
• Os sinais eventos, na˜o-nulos apenas em pontos discretos do tempo e que assumem
valores sobre um conjunto finito de eventos.
Em geral, ambos os tipos de sinais podem ser sinais de entrada e sa´ıda para SCEs.
Formalmente, transic¸o˜es de estados podem ser habilitadas ou desabilitadas pelo sinal
de entrada condic¸a˜o e forc¸adas pelo sinal de entrada evento.
A abordagem de SCEs se adapta perfeitamente a` modelagem de:
• Sistemas a Eventos Discretos, tornando a modelagem destes mais natural e in-
tuitiva a` oferecida por formalismos estritamente discretos;
• Sistemas Hı´bridos, possibilitando que a modelagem destes seja baseada em dia-
gramas de blocos e fluxos de sinais.
Este cap´ıtulo apresenta a abordagem de SCEs para a modelagem de SEDs e de
sistemas h´ıbridos, assim como a extensa˜o da teoria de controle superviso´rio para esta
abordagem, sendo estas sec¸o˜es baseadas em [Rodrigues, 2004]. Ale´m disso, o mo´dulo
Sistemas Condic¸a˜o/Evento desenvolvido no Grail para Controle Superviso´rio e´ apre-
sentada.
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7.1 Modelagem de SCEs
Dados os conjuntos finitos e disjuntos U ,V ,Y e Z. Um SCE em [0,∞) com entrada
condic¸a˜o u, entrada evento v, sa´ıda condic¸a˜o y e sa´ıda evento z, e´ um mapa S :
U × V → 2Y×Z tal que, para cada entrada (u(·), v(·)) ∈ U × V existe pelo menos uma
sa´ıda (y(·), z(·)) ∈ Y × Z tal que (y(·), z(·)) ∈ S : (u(·), v(·)).
Uma realizac¸a˜o de estados discreta para um SCE S : U × V → 2Y×Z e´ a qu´ıntupla
(Q, δ, g, h, q0), onde:
• Q e´ um conjunto enumera´vel de estados;
• δ : Q × U × V → 2Q − ∅ e´ a func¸a˜o de transic¸a˜o de estado, satisfazendo q ∈
δ(q, u, 0),∀q ∈ Q e ∀u ∈ U . Ou seja, o sistema deve estar apto a permanecer em
qualquer estado se na˜o houverem sinais de entrada evento;
• g : Q× U → Y e´ a func¸a˜o de sa´ıda condic¸a˜o;
• h : Q × Q × V → Z e´ a func¸a˜o de sa´ıda evento, satisfazendo h(q, q, 0) = 0 para
q ∈ Q. Ou seja, a sa´ıda evento so´ sera´ diferente de 0 se houver uma transic¸a˜o de
estado;
• q0 e´ o estado inicial.
Uma vez que um SCE possui sinais de entrada e sa´ıda que assumem valores discretos
no tempo, e´ poss´ıvel associar a este um comportamento lo´gico, o qual sera´ represen-
tado por linguagens de palavras de comprimento finito. A linguagem de um SCE e´
definida pelas sequ¨eˆncias dos valores que os sinais eventos e condic¸o˜es assumem em
seus pontos de descontinuidade, sem registrar no entanto os instantes de ocorreˆncia de
tais descontinuidades.
Como sinais condic¸a˜o sa˜o atualizados somente nos instantes de ocorreˆncia de even-
tos, associa-se um evento fict´ıcio, denominado evento de inicializac¸a˜o e denotado por η
para possibilitar a representac¸a˜o da aplicac¸a˜o de um sinal condic¸a˜o antes da ocorreˆncia
de qualquer sinal evento. Como η na˜o esta´ associado a transic¸o˜es de estado da planta,
logo η /∈ V . O conjunto V + = {η} ∪ V denota a inclusa˜o do evento η em V .
O comportamento lo´gico de um SCE pode ser descrito por um par de linguagens:
• A linguagem gerada, que representa o comportamento fisicamente poss´ıvel de
ocorrer no sistema em termos de entrada e sa´ıda;
• A linguagem marcada, que corresponde a`s cadeias do sistema que possuem algum
significado especial.
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Os SCEs S : U × V → 2Y×Z podem, a partir de suas linguagens, ser modelados
por autoˆmatos. O autoˆmato que representa um SCE e´ definido por uma qu´ıntupla
(Q,Σ, δ, Qm, q0), onde:
• Q e´ o conjunto de estados finitos;
• Σ ⊆ (V + × U) caracteriza o alfabeto;
• δ : Q × Σ → 2Q e´ a func¸a˜o de transic¸a˜o de estado, possivelmente parcial e
na˜o-determinista;
• Qm representa o conjunto de estados marcados;
• q0 e´ o estado inicial.
A Figura 7.1 ilustra um exemplo simples de um autoˆmato que modela o comportamento





Figura 7.1: Exemplo - Representac¸a˜o de um SCE por um Autoˆmato
7.2 SCEs como Modelos para SEDs
Os SCEs definem claramente sinais de entrada e sa´ıda, mostrando-se bastantes in-
teressantes para modelar SEDs coordenados por CLPs. Baseado nisto, apresenta-se
uma metodologia de modelagem para SEDs atrave´s da resoluc¸a˜o de uma simplificac¸a˜o
do exemplo da ce´lula de manufatura, Sec¸a˜o 2.4.2.
O primeiro passo na modelagem de um sistema consiste em encontrar os subsistemas
envolvidos no sistema como um todo. Sa˜o quatro os subsistemas envolvidos neste
exemplo: a mesa, o alimentador, o enchedor e o manipulador robo´tico. No entanto,
apenas o modelo da mesa e´ aqui apresentado.
A mesa possui uma realizac¸a˜o de estado discreta Smesa =
(Qmesa, fmesa, hmesa, qmesa(0)) com os conjuntos Vmesa e Umesa, onde:
• Qmesa e´ o conjunto de estados Qmesa = {mg,mp};
• Vmesa e´ o conjunto de sa´ıda evento Vmesa = {vmesa};
• Umesa e´ o conjunto de entradas condic¸a˜o Umesa = {mon,moff};
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• fmesa e´ a func¸a˜o de transic¸a˜o fmesa : Qmesa × Umesa → Qmesa e esta´ definido na
Tabela 7.1;
• hmesa e´ a func¸a˜o de transic¸a˜o hmesa : Qmesa × Umesa → V +mesa e esta´ definido na
Tabela 7.2;
















Tabela 7.2: Func¸a˜o de Sa´ıda Evento da Mesa
A mesa pode encontrar-se em dois estados distintos, girando (mg) ou parada (mp).
A entrada condic¸a˜o mon simboliza o comando de ligar a mesa e moff o comando de
desligar a mesa. O evento vmesa sinaliza o fim do giro da mesa. A Figura 7.2 mostra o
autoˆmato que representa o comportamento lo´gico sequ¨encial da mesa.
Figura 7.2: Autoˆmato que Representa a Mesa
Apo´s a obtenc¸a˜o do modelo condic¸a˜o/evento de cada um dos subsistemas da ce´lula
de manufatura, pode-se obter o modelo para a planta livre P . Este modelo e´ obtido
atrave´s do algoritmo da operac¸a˜o empilhar, o qual foi apresentado em [Garcia, 2002].
Este algoritmo retorna as func¸o˜es de transic¸a˜o e sa´ıda evento da planta livre, bem como
uma tabela de traduc¸a˜o, sendo poss´ıvel identificar os conjuntos de estados, de entradas
condic¸a˜o e de sa´ıdas evento.
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Apo´s obter as func¸o˜es de transic¸a˜o e sa´ıda evento e´ poss´ıvel encontrar um autoˆmato
que represente a linguagem do sistema. Isto e´ poss´ıvel atrave´s do algoritmo para
encontrar o autoˆmato condic¸a˜o/evento, que tambe´m foi implementado em [Garcia,
2002]. Este algoritmo encontrou um autoˆmato com 17 estados e 496 transic¸o˜es para
representar o comportamento da planta livre.
7.3 Controle Superviso´rio de SCE
Esta sec¸a˜o apresenta a teoria de controle superviso´rio para SCE e baseia-se nos
resultados apresentados em [Rodrigues, 2004].
7.3.1 Abordagem Monol´ıtica
Sem perda de generalidade, podemos considerar uma estrutura de controle que se
utiliza de um modelo simplificado, conforme mostra a Figura 7.3. Nesta estrutura,
a planta possui entrada condic¸a˜o e sa´ıda evento, enquanto que o supervisor possui
entrada evento e sa´ıda condic¸a˜o.
Figura 7.3: Estrutura de Controle
Os sinais evento na planta forc¸am transic¸o˜es simultaˆneas no supervisor e sinais
condic¸a˜o do supervisor habilitam ou desabilitam transic¸o˜es de estado na planta. Sendo
assim, sinais eventos v fluem da planta para o supervisor, enquanto que os sinais
condic¸a˜o u fluem do supervisor para a planta. O sinal evento v assume valores sobre
um conjunto discreto de eventos V e o sinal condic¸a˜o u assume valores sobre um
conjunto discreto de condic¸o˜es U .
A planta possui uma realizac¸a˜o de estados discreta P = (Q, f, h, q0) com os conjun-
tos U e V , conforme definido anteriormente. O supervisor pode ser definido como uma
realizac¸a˜o de estados discreta S = (Y, ξ, ψ, y0) com os conjuntos V e U - os mesmos da
planta a ser controlada, onde:
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• Y e´ o conjunto de estados;
• ξ : Y × V + → 2Y e´ a func¸a˜o de transic¸a˜o;
• ψ : Y → U e´ a func¸a˜o sa´ıda condic¸a˜o;
• y0 e´ o estado inicial.
Para descrever os comportamentos lo´gicos dos SCEs sa˜o utilizadas linguagens em
(V + × U)∗ e para expressar o comportamento desejado para o sistema sob super-
visa˜o utiliza-se linguagens em V ∗, ou seja, em termos de sequ¨eˆncias de eventos ger-
ados pela planta. Assim, para que se possa relacionar o comportamento real com
o comportamento desejado para o sistema em malha fechada, define-se a projec¸a˜o
PV : (V
∗ × U)→ V ∗ como segue.
PV (²) = ²
PV (σ) =
{
², caso σ = ηu ∈ ({η} × U)
v, caso σ = vu ∈ (V × U) (7.1)
PV (sσ) = PV (s)PV (σ), caso s ∈ (V + × U)∗ e σ ∈ (V + × U)
Desta forma, a projec¸a˜o PV : (V
+ × U)∗ → V ∗ apaga os s´ımbolos η e os s´ımbolos
u ∈ U de palavras em (V + × U)∗.
7.3.1.1 Abordagem por Controle de SEDs
O modelo de um SED com estrutura de controle e´ a tripla P = (L,Lm,Γ), onde
Lm ⊆ L ⊆ (V + × U)∗ sa˜o, respectivamente, a linguagem marcada e gerada; e a
estrutura de controle e´ um mapa Γ : L→ 22V+×U tal que para todo w ∈ L tem-se que
Γ(w) = {γ ∈ 2V +×U : (∀v ∈ VL(w))(∃u ∈ UL(w, v)) : vu ∈ γ)}. Para compreender a
estrutura de controle e´ necessa´rio definir os seguintes conjuntos:
• VL(w) e´ o conjunto ativo de eventos em L apo´s a cadeia w ∈ L, e e´ definido por
VL(w) = {v ∈ V + : (∃u ∈ U)w · vu ∈ L};
• UL(w, v) e´ o conjunto ativo de condic¸o˜es em L apo´s a cadeia w ∈ L para um
dado evento v ∈ VL(w) e e´ definido com UL(w, v) = {u ∈ U : w · vu ∈ L}.
A estrutura de controle depende da palavra gerada pelo sistema e traduz a ide´ia
de que para um dado evento v, ativo apo´s uma cadeia w ∈ L, deve sempre haver
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pelo menos uma condic¸a˜o u habilitada. Repare que a inibic¸a˜o de todas as condic¸o˜es
poss´ıveis para um dado evento levaria a uma situac¸a˜o sem contrapartida f´ısica, uma vez
que o supervisor inibiria todas as condic¸o˜es aplica´veis em resposta a um dado evento.
Um supervisor S para o sistema P = (L,Lm,Γ) e´ definido pelo mapa S : L →
2V
+×U . Um supervisor condic¸a˜o/evento equivalente a` S pode ser definido como um
SCE S : L→ V × U , tal que (∀w ∈ L)(∀vu ∈ (V + × U))w · vu ∈ L⇔ vu ∈ S(w). Ou
seja, existe equivaleˆncia na ac¸a˜o de controle.
A linguagem L(S/P ) ⊆ L representa o comportamento da planta P = (L,Lm,Γ)
sob a ac¸a˜o do supervisor S e e´ definida recursivamente como:
1. ² ∈ L(S/P ); e
2. w · vu ∈ L(S/P )⇔ w ∈ L(S/P ) ∧ w · vu ∈ L ∧ vu ∈ S(w).
O comportamento marcado S/P e´ dado por Lm(S/P ) = L(S/P )∩Lm e representa
a parte da linguagem marcada da planta que sobrevive a` ac¸a˜o de controle.
Dadas uma planta modelada como um SCE e especificac¸o˜es A ⊆ E ⊆ V ∗, define-se
o problema de controle superviso´rio equivalente para o modelo de SEDs P = (L,Lm,Γ)
com entrada de controle para a planta condic¸a˜o/evento como o de encontrar um su-
pervisor S para P tal que A ⊆ PV [Lm(S/P )] ⊆ E. Sendo PV (K) = E e ∅ ⊂ K ⊆ Lm,
existe um supervisor na˜o-bloqueante S para P tal que Lm(S/P ) = K se e somente se
K e´ Lm-fechada e vu-controla´vel em relac¸a˜o a` L.
Sejam as linguagens K ⊆ L ⊆ (V + × U)∗. K e´ dita ser vu-controla´vel em relac¸a˜o
a` L se (∀w ∈ K)VL(w) = VK(w). O conjunto de todas as linguagens de K que sa˜o
vu-controla´veis em relac¸a˜o a` L, denotado por CV U e´ na˜o-vazio e fechado para unia˜o
de conjuntos. Consequ¨entemente, CV U conte´m um elemento supremo u´nico, chamado
ma´xima linguagem vu-controla´vel e denotado por supCV U(K).
A soluc¸a˜o do problema de controle superviso´rio equivalente requer, portanto, a
realizac¸a˜o dos seguintes passos:
1. Dada a especificac¸a˜o E ⊆ V ∗, encontrar a linguagem-alvo K ⊆ Lm ⊆ (V + ×U)∗
tal que PV (K) = E;
2. Verificar se K e´ vu-controla´vel em relac¸a˜o a` L. Caso afirmativo, passar para
o passo 3. Caso contra´rio, deve-se obter a ma´xima linguagem vu-controla´vel
contida em K;
3. Implementar um autoˆmato que represente o supervisor S tal que Lm(S/P ) =
supCvu(K).
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7.3.1.2 Exemplo
Dadas uma planta modelada por um SCE e uma especificac¸a˜o E ⊆ PV (Lm) que



























Figura 7.5: Especificac¸a˜o E ⊆ PV (Lm)
O primeiro passo na s´ıntese do supervisor consiste em obter a linguagem alvo K ⊆
Lm ⊆ (V + × U)∗. Tal linguagem e´ obtida fazendo-se K = P−1V (E) ∩ Lm e o autoˆmato















Figura 7.6: Especificac¸a˜o K ⊆ Lm
Pode-se verificar que a linguagem K na˜o e´ vu-controla´vel em relac¸a˜o a L. Note,
por exemplo, que apo´s a cadeia w = ηu1 · v3u2 · v1u1 ∈ K pode ocorrer o evento v4
na planta, mas o mesmo na˜o esta´ previsto na especificac¸a˜o, ou seja, VL(w) * VK(w).
De forma ana´loga, apo´s a sequ¨eˆncia w′ = ηu1 · v3u2 · v1u2 ∈ K, a planta preveˆ a
ocorreˆncia do evento v2, o qual na˜o e´ previsto na especificac¸a˜o. Encontra-se enta˜o a
ma´xima linguagem vu-controla´vel contida em K, denotada por supCV U(K), a qual e´
reconhecida pelo autoˆmato apresentado na Figura 7.7.
Vale salientar que Lm(S/P ) = supCV U(K). Desta forma, o supervisor pode ser
implementado pelo autoˆmato mostrado na Figura 7.7.
Por fim, pode-se obter a ma´xima linguagem v-controla´vel contida na especificac¸a˜o
E ⊆ V ∗ fazendo-se supCV (E) = PV [supCV U(K)]. O autoˆmato que reconhece esta
linguagem e´ ilustrado na Figura 7.8.

















Figura 7.8: Ma´xima Linguagem v-Controla´vel supCV (E)
7.3.2 Abordagem Modular
O problema de controle modular para SCEs consiste em desenvolver supervisores
Si, cada um para cumprir uma restric¸a˜o de coordenac¸a˜o particular, e implementar o
controle global atrave´s da conjunc¸a˜o dos supervisores Si desenvolvidos.
Dadas uma planta modelada por um SCE e uma especificac¸a˜o E ⊆ V ∗, tal que E =
E1∩E2. Deseja-se encontrar supervisores condic¸a˜o/evento Si tais que PV [Lm(Si/P )] ⊆
Ei, para i = 1, 2, e de forma que S1∧S2 seja na˜o-bloqueante para P e que PV [Lm((S1∧
S2)/P )] ⊆ E.
7.3.2.1 Abordagem por Controle de SEDs
Diferentemente da teoria cla´ssica de controle modular de SEDs, para SCEs
na˜o basta que as linguagens implementadas por supervisores modulares sejam na˜o-
conflitantes para garantir que a ac¸a˜o conjunta das mesmas seja na˜o-bloqueante e o´tima.
Elas devem ser interconsistentes.
Duas linguagens K1, K2 ⊆ (V + × U)∗ sa˜o ditas interconsistentes se (∀w ∈ K1 ∩
K2)VK1(w) ∩ VK2(w) = VK1∩K2(w). Em palavras, duas linguagens, K1 e K2, sa˜o inter-
consistentes se apo´s qualquer cadeia comum a K1 e K2, os eventos poss´ıveis de ocorrer
em ambas as linguagens, sa˜o tambe´m poss´ıveis de ocorrer na linguagem K1 ∩K2.
Se supCV U [P
−1
V (E1) ∩ Lm] e supCV U [P−1V (E2) ∩ Lm] sa˜o interconsistentes, enta˜o
existem supervisores Si na˜o-bloqueantes para P que implementam as ma´ximas lingua-
gens v-controla´veis contidas em Ei, e cuja ac¸a˜o conjunta dos supervisores resulta numa
ac¸a˜o de controle na˜o-bloqueante e o´tima dada por PV [Lm((S1 ∧ S2)/P )]supCV (E1) ∩
supCV (E2) = supCV (E1 ∩ E2). Ou seja, a soluc¸a˜o obtida atrave´s da abordagem mo-
dular e´ ideˆntica a`quela obtida utilizando-se a abordagem monol´ıtica.
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7.3.2.2 Exemplo
Dadas uma planta modelada por um SCE e as especificac¸o˜es E1, E2 ⊆ PV (Lm),


















Figura 7.9: Especificac¸o˜es E1, E2 ⊆ PV (Lm)
O primeiro passo para a s´ıntese de supervisores consiste em obter especificac¸o˜es
equivalentes que estejam contidas na linguagem da planta. Tais especificac¸o˜es sa˜o
obtidas fazendo-se Ki = P
−1
V (Ei) ∩ Lm, para i = 1, 2. Os autoˆmatos que reconhecem
estas linguagens sa˜o ilustrados nas Figuras 7.10 e 7.11. Percebe-se que as linguagens K1
e K2 na˜o sa˜o vu-controla´veis em relac¸a˜o a L, e enta˜o obte´m-se as ma´ximas linguagens
vu-controla´veis contidas nestas especificac¸o˜es. Estas sa˜o reconhecidas pelos autoˆmatos


































Figura 7.11: Especificac¸a˜o K2 ⊆ Lm
Neste instante, testa-se a interconsisteˆncia entre supCV U(K1) e supCV U(K2). Neste
caso tal condic¸a˜o na˜o e´ verificada. Por isso, fixa-se uma destas linguagens (por exemplo,
supCV U(K2)) e obtemos a ma´xima sublinguagem vu-controla´vel em relac¸a˜o a L e que





onde K↑i = supCV U(Ki), com i = 1, 2. Desta forma, os supervisores S1 e S2 podem ser
implementados pelos autoˆmatos mostrados nas Figuras 7.14 e 7.13, respectivamente.
Pode-se obter ainda a ma´xima linguagem v-controla´vel contida na especificac¸a˜o
Ei ⊆ V ∗ fazendo-se supCV (Ei) = PV [supCV U(Ki)] sendo i = 1, 2. Os autoˆmatos
que reconhecem estas linguagens sa˜o ilustrados na Figura 7.15. Por fim, a linguagem






























Figura 7.13: Ma´xima Linguagem vu-Controla´vel - supCV U(K2)
resultante da ac¸a˜o conjunta dos dois supervisores, dada por PV [Lm((S1 ∧ S2)/P )] =
supCV (E1) ∩ supCV (E2), e´ mostrada na Figura 7.16.
Comparando o resultado obtido na resoluc¸a˜o deste problema com o resultado obtido
atrave´s da abordagem monol´ıtica, constata-se que PV [Lm((S1∧S2)/P ] = supCV (E1)∩
supCV (E2) = supCV (E1∩E2), ou seja, a soluc¸a˜o obtida atrave´s da abordagem modular
e´ ideˆntica a obtida atrave´s da abordagem monol´ıtica.
7.4 Grail - Mo´dulo Condic¸a˜o/Evento
Esta sec¸a˜o descreve o mo´dulo Condic¸a˜o/Evento, sendo este composto por uma classe
derivada de FM cujos eventos sa˜o caracterizados por um par de inteiros. A criac¸a˜o deste
mo´dulo teve como objetivo a adaptac¸a˜o dos filtros implementados em [Rodrigues, 2004]
a` nova estrutura do Grail.
7.4.1 Classes
No Grail, um SCE e´ representado por uma tripla IOS = (Qi,Θ, Qf ), onde Qi e´ o
conjunto de estados iniciais, Θ e´ o conjunto de instruc¸o˜es e Qf e´ o conjunto de estados
finais. Cada instruc¸a˜o final θ ∈ Θ e´ composta por:
• Um estado fonte θsource.
• Uma etiqueta de transic¸a˜o θevent, representado por um par de inteiros. O primeiro
inteiro indica o evento e o segundo a condic¸a˜o.






























Figura 7.15: Ma´ximas Linguagens v-Controla´veis
• Um estado destino θsink.
Um exemplo e´ mostrado na Figura 7.17.
A classe que define o IOS dentro do Grail para Controle Superviso´rio denomina-se
iots. Esta trata-se de uma instanciac¸a˜o de fm pela classe pair, ou seja, iots e´ uma
fm<pair<int,int>>.
7.4.2 Filtros
Os filtros pertencentes a` classe iots sa˜o:
1. ioinputs - retorna um autoˆmato cuja linguagem e´ ideˆntica a` do autoˆmato dado,
sendo essa, entretanto, composta apenas por eventos.
• Sintaxe: ioinputs io1
2. ioisinter - testa a interconsisteˆncia entre as linguagens de dois autoˆmatos dis-
tintos e passados como paraˆmetro.
• Sintaxe: ioisinter io1 io2
3. iok - obte´m a linguagem-alvo K ⊆ (V + × U)∗ equivalente a` uma especificac¸a˜o
E ⊆ V ∗ passada como paraˆmetro. E´ necessa´rio tambe´m a passagem da planta P
como paraˆmetro.
• Sintaxe: iok P E
4. ioproj - obte´m de forma sistema´tica a projec¸a˜o da linguagem em (V + ×U)∗ do
autoˆmato de entrada em uma linguagem contida em V ∗.
• Sintaxe: ioproj io1


























Figura 7.17: Representac¸a˜o de um SCE por um IOS
5. iosupc - computa a ma´xima linguagem de K que e´ vu-controla´vel em relac¸a˜o a`
planta P .
• Sintaxe: iosupc P K
6. iosupi - obte´m de forma sistema´tica a ma´xima linguagem de K1 que e´ intercon-
sistente em relac¸a˜o a K2.
• Sintaxe: iosupi K1 K2
7. iosupci - computa a ma´xima linguagem de K1 que e´ vu-controla´vel em relac¸a˜o
a` planta P e interconsistente em relac¸a˜o a ma´xima linguagem de K2 que e´ vu-
controla´vel.
• Sintaxe: iosupci P K1 K2
7.5 Concluso˜es
Este cap´ıtulo teve como objetivo a familiarizac¸a˜o do leitor com o mo´dulo
Condic¸a˜o/Evento e seus filtros. Como perspectiva, avalia-se a possibilidade da adic¸a˜o
dos algoritmos da operac¸a˜o empilhar e da encontrar o autoˆmato condic¸a˜o/evento desen-
volvidos em [Garcia, 2002]. A adic¸a˜o destes filtros ao Grail para Controle Superviso´rio




O Grail e´ um ambiente de computac¸a˜o simbo´lica que envolve linguagens finitas,
expresso˜es regulares e ma´quinas de estados finitos. Por se tratar de um programa
de co´digo aberto, o Grail versa˜o 2.5 foi sendo expandido, de forma descontrolada,
com o objetivo de focar sua utilizac¸a˜o na Teoria de Controle Superviso´rio. Uma das
contribuic¸o˜es deste trabalho foi a reorganizac¸a˜o e a definic¸a˜o de uma estrutura mais
adequada a` expansa˜o do mesmo, sendo o resultado disso o denominado Grail para
Controle Superviso´rio.
O Grail para Controle Superviso´rio e´ um ambiente computacional que auxilia o de-
senvolvimento da Teoria de Controle Superviso´rio. Em paralelo com a estruturac¸a˜o do
Grail para Controle Superviso´rio, novas funcionalidades foram adicionadas ao mesmo.
Cita-se aqui a implementac¸a˜o dos filtros de verificac¸a˜o de L-fechamento, controlabili-
dade e na˜o-conflito entre supervisores modulares. Destaca-se a implementac¸a˜o do filtro
de reduc¸a˜o de supervisores, cujo algoritmo e´ polinomial mesmo computando o super-
visor reduzido atrave´s de coberturas de controle. Fica como perspectiva a criac¸a˜o de
novos filtros, cujo procedimento de criac¸a˜o deve ser o especificado no Cap´ıtulo 3.
Como a Teoria de Controle Superviso´rio atua como base para va´rios ramos de ex-
pansa˜o que atuam sobre problemas diferenciados, o Grail para Controle Superviso´rio foi
estruturado de forma a tambe´m ser uma base cujos ramos sa˜o definidos por seus va´rios
mo´dulos. No decorrer deste trabalho, a estrutura dos poss´ıveis mo´dulos foi definida
e treˆs deles foram desenvolvidos, o Condic¸a˜o/Evento, o Hiera´rquico e o Multitarefa.
Fica como perspectiva a criac¸a˜o de mo´dulos que venham a lidar com outros ramos da
TCS, como por exemplo os SEDs modelados por sistemas de transic¸a˜o de estados e
estrutura de dados [de Oliveira, 2005], e a expansa˜o dos mo´dulos existentes atrave´s da
criac¸a˜o de novos filtros.
Por ser um ambiente voltado a` facilidade de expansa˜o, o Grail apresenta certas
limitac¸o˜es quanto a` velocidade de processamento de seus algoritmos e quanto ao nu´mero
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ma´ximo de estados e transic¸o˜es das ma´quinas de estados finitos. O Grail perde muito
tempo na criac¸a˜o e destruic¸a˜o de objetos devido a` alocac¸a˜o dinaˆmica de memo´ria. No
Grail versa˜o 2.5 existe uma classe denominada pool, cujo u´nico objetivo e´ eliminac¸a˜o
deste tempo desperdic¸ado. Entretanto, esta classe foi adaptada apenas para REs e
uma extensa˜o desta classe para FMs fica como perspectiva para futuros trabalhos.
Por u´ltimo, foram desenvolvidos, no decorrer deste trabalho, filtros de conversa˜o de
formatos. Estes facilitam ao usua´rio a utilizac¸a˜o de outros programas, como o TCT,
para a utilizac¸a˜o de funcionalidades que na˜o tenham sido implementadas no Grail.
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