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Abstract 
For dealing with the adjacent input fuzzy sets having overlapping information, non-additive fuzzy rules are 
formulated by defining their consequent as the product of weighted input and a  fuzzy measure. With the weighted 
input, need arises for the corresponding fuzzy measure. This is a new concept that facilitates the evolution of new 
fuzzy modeling.  The fuzzy measures aggregate the information from the weighted inputs  using the λ-measure. The 
output of these rules is  in the  form of the Choquet fuzzy integral. The underlying non-additive fuzzy model is 
investigated for identification of non-linear systems. The weighted input which is the additive S-norm of the inputs 
and their membership functions provides the strength of the rules and fuzzy densities required to compute fuzzy 
measures subject to q-measure are the unknown functions to be estimated. The use of q-measure is a powerful way 
of simplifying the computation of λ-measure that takes account of the interaction between the weighted inputs. Two 
applications ; one real life application on signature verification and forgery detection, and another benchmark 
problem of a chemical plant illustrate the utility of the proposed approach . The results are compared with those 
existing in the literature. 
Keywords: Choquet Integral, λ- measure, q-measure, Fuzzy density, Fuzzy rule based identification. 
 
I. INTRODUCTION 
 It is well known that Fuzzy set operations rely heavily on information aggregation [17, 23, 29].  In fuzzy set 
theory, there are many aggregation operators for decision analysis and various other interesting fuzzy 
neurocomputation paradigms.  Yager [27] and Zimmermann [18] are one of the first researchers who modeled the 
aggregation of the input signals based on linear computation. In contrast, a fuzzy measure is needed on a finite set X 
[4, 9, 27, 29] upon which a fuzzy integral is expressed as a computational scheme to integrate all values from the 
individual subsets nonlinearly [4, 19] in the case of dependent input fuzzy sets.  This necessitated the formulation of 
fuzzy rules in which the consequent is a function of fuzzy measures. The defuzzified output of these rules yields a 
Choquet fuzzy integral. Though the literature is replete with several applications of Choquet integral for image 
processing [10, 16], fewer attempts have been made in the field of identification and control. Some of the important 
contributions are reviewed in the following section before presenting the salient features of the proposed work.  
Choquet integral is used in [3] for multi-criteria decision making problems wherein the decision criteria is 
interactive, i.e., the interaction may be correlated statistically, substitutive, complementary or decisive. In the case of 
decisive interaction, the global score obtained by the aggregation of the criteria is bounded from above, termed as 
veto, or bounded from below, known as favor. In this paper, indices are proposed to appraise the extent of interaction 
towards either veto or favor. The properties and representation of set-valued Choquet integrals and their relation to 
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null sets are presented in [12]. A new type of nonlinear integral is proposed in [26] and compared with Choquet 
integral. This integral is shown to have remarkable properties,, viz., deciding an optimal solution from multiple 
options; improving the multiregression capabilities and increasing the authenticity and precision of predictions and 
decisions in many real life problems. 
Information fusion is the hallmark of fuzzy integrals since no single source of information ( decision or 
feature) can provide the absolute solution to the complex and computationally expensive problems of detection and 
recognition. Moreover, it is possible to derive complementary information from multiple sources of information. 
Auephanwiriyakul et al. [1] proposed a Generalized Choquet Fuzzy Integral  (GCFI) to build a decision based fusion 
system for landmine detection problem. The extension of standard Choquet fuzzy integral to GCFI was required 
because of a need to integrate vectors of fuzzy numbers  to vectors of numeric membership values. Here, the fuzzy 
vectors represent uncertainty in both the confidence and location estimates of several detection algorithms. 
An extensive application of fuzzy integrals to image processing can be found in [10] and in handwriting 
recognition [3]. The use of fuzzy integral whether Sugeno type or Choquet type along with mountain clustering is 
made in [16] for color image segmentation. The fuzzy integral serves as a distance measure in the mountain 
clustering that is applied to find the representative regions in the image.   
In this paper, we propose a novel approach of treating a fuzzy integral as the defuzzified output of the non-
additive fuzzy rules.  These fuzzy rules involve input fuzzy sets that have overlapping information. This overlapping 
information between adjacent fuzzy sets is captured through λ-measure.  As a result the overlapping fuzzy sets are 
represented by the fuzzy measures that are used for computing the Choquet fuzzy integral.  The neural architecture 
to compute the Choquet integral is elucidated in [3]. This computation is flexible and its parameters are learned 
through training.     
The fuzzy integral is generalized by replacing Sugeno’s λ-measure by q-measure [13]. One of the useful 
characteristics of λ-measure is that a measure of any set can be constructed from the measures of any two partitions 
of the given set using the λ-rule [30].  Computing a unique value of parameter λ requires finding a root of high-order 
polynomial in λ.  Hence, the number of fuzzy measures of singleton sets is large, resulting in tedious computations 
for λ.  However, q-measure eliminates the burden of solvingλ. In addition to the fuzzy measure, λ is also considered 
to be a parameter, which is learned through an iterative process thus adding more flexibility in the model. In the 
present work, we will incorporate q-measure with Choquet Integral for the identification of non-linear systems. The 
Choquet integral is evaluated with a q-measure for identification on a benchmark problem.  It is also applied to 
signature verification and forgery detection as a real life application. Finally, the results of approach are compared 
with those obtained using existing methods.  
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 The paper is organized as follows:  In section II, a brief description of λ-measure and q-measure followed 
by Choquet integral is given. Section III, describes the method of identification. Simulated results and comparison of 
proposed model with the existing models is discussed in Section IV. Section V deals with the Lyapunov Stability 
based convergence proof of the system. Finally Section VI is dedicated to conclusions of the proposed work. 
 
II.   A BRIEF DESCRIPTION ON q –MEASURE AND CHOQUET INTEGRAL 
 Since,  the proposed  methodology deals with overlapping fuzzy sets, their representation needs to be 
evaluated by a fuzzy measure. A fuzzy measure is defined by Sugeno [11] so as to replace the additivity axiom of 
classical measures with weaker axioms of monotonicity and continuity [30]. Let X be a finite set satisfying 
1 2X X φ∩ = for all 1X , 2X  ⊂ X. Then the fuzzy measure of 1X  and 2X  is then expressed as: 
( )1 2 1 2 1 2( ) ( ) ( ) ( )g X X g X g X g X g Xλ∪ = + +        (1) 
for a fixed value of λ > -1. A probability, belief or plausibility measure can be constructed by choosing the value of 
λ as zero, negative or positive. The value of λ can be found from g(X) = 1, which resolves to solving 
( )
1
1 1
r
i
i
gλ λ
=
+ = +∏          (2)  
 The definition of λ-measure is highly constrained by the uniqueness of the parameter λ computed by 
solving an (r-1) degree polynomial inλ, which is expensive and restrictive. Therefore a new class of fuzzy measure is 
introduced in [13], which is a generalization of λ-measure. Consider a new set function f : Ω → [0, ∞] defined on Ω 
fulfilling the condition f(φ) = 0, by 
    ( )1 2 1 2 1 2( ) ( ) ( ) ( )f X X f X f X f X f Xλ∪ = + +    for λ ≥ -1.    (3) 
f is also called measure generator function denoted by 
fi = f({xi}),  i = 1,…, r. 
 So, given a set of density generator values {f1, f2 ,…, fr}, that satisfy certain conditions stated in [13], q-
measure is defined on Ω as:  
: 0,  1  q Ω →                                                                                                                                            (4) 
Where we have: 
( ) ( )( ) ( )
( )
( )
1 2
1 1 2 2 &  
f X f X
q X X X q X X Xf X f X= ∀ ⊂ = ∀ ⊂  for  λ [-1, ∞]       
For any choice of the variable λ ∈ [-1, ∞], q-measure can be easily constructed. It is clear from [13] that q-
measure inherits all the desirable characteristics of the λ-measure and avoids the need for solving a polynomial inλ. 
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Note that q-measure allows the parameter λ to learn efficiently and consistently.   The Sugeno’s λ-measure is a 
special case of q-measure and arises when f(X) = 1. The three basic axioms i.e. boundary conditions, monotonicity 
and continuity are satisfied by this measure [6-7]. 
In view of the above equations, q-measures of the above sets 1X  and 2X  can be written as:  
( ) ( )1 2    &      q X q Xα βα β λαβ α β λαβ= =+ + + +       (5) 
with ( ) ( )1 20,         0f X f Xα β= > = >  and λ ≥ -1.   
The Choquet Fuzzy Integral: It aggregates the overlapping input information using the fuzzy measures to yield the 
output. The fuzzy measures provide an alternative computational scheme for aggregating the information. If h(x1), 
h(x2), h(x3),……. h(xr) are the information sources and g is a λ- measure then Choquet fuzzy integral is constructed 
as: 
( ) ( )
x
h g⋅ ⋅∫             
For a finite set X, Choquet fuzzy integral is computed as: 
( )( 1)
1
( )
r
k Ak A k
k
h x g g +
=
−∑          (6) 
where, r is the total number of inputs given to the Choquet integral, Akg is a fuzzy measure. In the next section, we 
will make use of the Choquet fuzzy integral and q-measure in the context of modeling of a fuzzy system, which has 
not been done previously in the literature.   
 
III.   FUZZY MODELING 
 Modeling is defined as the identification of the structure of a model, i.e., determining a suitable number and 
shape of fuzzy partitioning of input-output space. The number of fuzzy partitions gives the number of rules and the 
shape of fuzzy partition determines the membership function parameters [22]. This paper makes an attempt in the 
context of modeling the overlapping input fuzzy sets by devising non-additive fuzzy rules.  The existing fuzzy 
models do not address this problem. Hence fuzzy measures are utilised for aggregating the information nonlinearly 
from the overlapping fuzzy sets. The Sugeno λ - measure is evaluated for a unique value ofλ by determining the 
fuzzy density first. Here, we use q-measure to solve the problem associated with the Sugeno’s λ -measure [13].  
Unlike the case of simple T-S fuzzy modeling, where the antecedent part consists of the input fuzzy sets and the 
consequent part is the linear addition of inputs, the consequent part of the rule in the proposed approach makes use 
of the Choquet integral and q-measure so as to combine the input information non-linearly. The use of q-measure 
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makes both λ and fuzzy density independent. A rule of the following form underlies the model.  A rule of the 
following form underlies the model. 
1 1 2 2 3 3 i 1( ) is   and ( ) is   and ( ) is  ,...,  and  ( ) is   such that k k k k kn n iR : If  x j A  x j A  x j A x j A A A φ+∩ =           
ˆthen ( ) ( ( ))k k ky j h X j G=                                       (7) 
In (7) the input information for the k th rule is aggregated as: 
0 1 1 0
1
( ( ))  ( ) ...  ( ) ( )
n
k k k nk n k ik i
i
h X j x j x j x jµ µ µ µ µ
=
= + + + = +∑      (8) 
where, 0 1kµ = , k varies from 1 to r, r being the number of rules, n is the total number of inputs, j is the jth training 
sample, ikµ is the fuzzified value of i
th
 input and for kth rule, defined as: 
( )( )( ) exp kilik ki i kiX a x cµ = − −        (9) 
which is the generalized Gaussian function. This function approximates the symmetric triangular to trapezoidal 
membership functions depending on the value of exponential power, kil . The indices i, k indicate ith ix and kth rule 
respectively. kic is the central value of the fuzzy set for i
th
 premise variable xi corresponding to kth rule, 
kia
1
represents the width of the fuzzy set.   
 Now ( ( ))kh X j is the combined input which is the S-norm of the weighted input for the k th fuzzy rule and 
the fuzzy measure kG is defined corresponding to ( ( ))kh X j . There is no need to compute the strength of the rule 
because of ( ( ))kh X j .  The final output is calculated using Choquet Integral, which is a non-linear addition of the 
original inputs ix but linear addition of the new inputs ( ( ))kh X j . The final output of the model  given by Choquet 
Integral in (6), aggregates ky from (7) as: 
( )( 1)
1 1
( ) ( ( )) ( ( ))
r r
k k k hk h k
k k
y j h X j G h X j g g +
= =
= = −∑ ∑                                                                                 (10) 
As the input information is combined in ( ( ))kh X j , kG is chosen as in (10) such that the fuzzy measures are related by 
the λ –measure as follows: 
( 1) ( 1)hk k h k k h kg g g g g fλ+ += + + =                                                                                                (11) 
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The fuzzy measures are computed using the new rule inputs as they correspond to rules. Initially we 
combine  two single element sets 1( ( ))h X j  and 2 ( ( ))h X j . Then we obtain a two-element set. Next we combine this 
with a single element set to yield a three-element set. This is continued until all rule inputs are covered. When we 
deal with single-element sets we require their fuzzy densities. If the set is of more than two elements we need to 
consider their fuzzy measure. Elaborating further we note that  hkg  is a fuzzy measure of two sets { ( ( ))kh X j } and 
{ 1( ( ))kh X j+ }; kg  is the fuzzy density of hkg  and  ( 1)h rg +  is taken zero.  f is the scaling function and λ -measure 
brings in the interaction effect. It is clear from Eq.(10) that the calculation of  Choquet  fuzzy integral with respect to 
λ -measure requires the knowledge of fuzzy density  gk  and the weighted input ix ikµ . First kg ’s which are fuzzy 
densities are randomly initialized and hkg  is calculated i.e. hr rg g= . Then ( 1)h kg +  is recursively calculated by Eq. 
(11), by varying k from r-1 to 1. ( ( ))kh X j gives the overall grade of the premise part of the kth rule. Using q-measure 
in Eq. (11), the fuzzy densities and measures are  modified as: 
k
k
gg f=  and 
( 1)
( 1)
h k
h k
g
g f
+
+ = , hence new hkg is calculated according to Eq.(11).  
Given a set of density generator values 1 2, ..........., rf f f   , recall the q-measure in (4): 
: [0,1]q Ω →
 on Ω by 
( )( ) ( )
f hq h f X= ,        h X∀ ⊂  
Using the above normalization, a fuzzy measure can be constructed for any choice of the variable [-1, )λ ∈ ∞ . The 
Sugeno λ-measure is a special case that arises when λ is selected subject to the constraint, ( )f X =1. As shown in 
[13] the solution to λ  is simplified with the use of q-measure  discussed here.  
The value of λ  is learned by taking the derivative of f in Eq. (11) with respect to λ (as the scaling function 
should be converging one and hence λ should converge). However, in the literature, initially λ was used to be 
calculated according to Eq. (2), which was tedious and time consuming. By using q-measure, this problem is 
eliminated. As λ is learned with respect to the scaling function the problem of its choice doesn’t arise. So, λ is 
updated as: 
( 1) ( ) fj jλ λ λ
∂
+ = −
∂
         (12) 
where ( 1)k h k
f g gλ +
∂
=
∂
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The block diagram of the proposed model is shown in Fig. 1. The proposed fuzzy rule is similar to that of T-S model 
as far as premise part is concerned but is different in the consequent part.  The formation of ( )k ih x which is the input 
to the Choquet Integral is entirely unique thus giving better output. This input information is obtained by fuzzifying 
the input data and then sorting the fuzzified data to form the source of information to the Choquet Integral system. 
 
Learning of the model 
Fuzzy curve method [18] is employed along with a heuristic approach for the determination of number of 
rules. We then specify the membership functions and initialize the parameters of the membership functions of the 
model. The count of maxima and minima of the fuzzy curve gives the minimum number of rules needed to 
approximate each fuzzy curve.  This is a heuristic devised on the concept that fuzzy model interpolates between 
maxima and minima.  If the maxima and minima are far apart, or the curve is not smooth, a rule may be added.  For 
n inputs we will have n fuzzy curves that will yield n different numbers m1, m2,…,mn.  The minimum number of 
rules needed to construct the model is mmin = max (m1, m2,…,mn) and the maximum number of rules is mmax = (m1 × 
m2 ×…× mn). The approaches for determining the minimum number of rules are discussed in [2].    
 Fine-tuning of rules can be achieved by minimizing the objective function J.  It is a function of normalized 
mean square error with respect to the parameters ,ki kia c and kg .  The following form is assumed for J: 
( )∑
=
=
M
jr
je
yM
J
1
2
  2
1
         (13) 
where, ( ) ( ) ( ) de j y j y j= −  and { } { } 2 max minr d dy y y = −  . Here, yd is the desired output and y is the actual 
output. 
 The reason for using normalized mean square error is that it provides a universal platform for model 
evaluation irrespective of application and target value specification while selecting an input to the model. Choquet 
fuzzy integral is the output of the model that we are seeking to build. 
The parameter update equation is 
( 1) ( )w j w j w+ = + ∆          (14) 
where, w is any parameter to be learned, i.e., ,ki kia c  and kg . 
Parameter update formula 
We apply well-known gradient descent learning law to update the parameters, ,ki kia c  and kg by finding the 
respective increment as follows: 
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2 ,     2 , 2  ki ki k
ki ki k
J J J
a c g
a c g
η η η∂ ∂ ∂∆ = − ∆ = − ∆ = −
∂ ∂ ∂
      (15) 
We will use the chain rule to compute the derivative of  J with respect to kia given by 
ki ki
J J e y
a e y a
∂ ∂ ∂ ∂
= ⋅ ⋅
∂ ∂ ∂ ∂
         (16) 
where, η is the learning rate > 0.  Similarly, we can derive derivatives of J with respect to kic and  kg .  
By using the chain rule in Eqs. (15) and (16), we obtain  
( )( ) ( ) ( ) ( )1( 1)1 1 kilhk h k ik ki ki i ki i ki
ki r
J e g g l a x c x c
a My
µ −+
∂
= − − − − −
∂
                                                           (17) 
( )( ) ( ) ( ) 1( 1)1 1 kilhk h k ik ki ki i ki ki
ki r
J e g g l a x c a
c My
µ −+
∂
= − − − −
∂
                                                        (18) 
( ) ( 1)1 (1 )i ik h k
k r
J e
x g
g My
µ λ +
∂
= − +
∂
                                                                                                 (19) 
The flow chart of the identification scheme is shown in Appendix-I. 
Fuzzy partitioning of premise and consequent variables 
 For the proposed architecture of the model, the number of fuzzy partitions of all the variables is equal to the 
number of rules. As per the Lin’s method [11], initially the middle points of the first and the last fuzzy partitions are 
at the beginning and at the end of range of each variable, and the middle points of the rest of the fuzzy partitions are 
located at the interval of {range / (m-1)}. We take an adaptive membership function for each input partition. The 
width is taken as {α* interval}; where α∈[0.5,2]. 
Initialization of parameters 
 Following are steps to initialize the membership functions for premise variable: 
1. Divide the domain of each fuzzy curve into m intervals, i.e., ,ki kia c and  kil  ( i = 1 to n, k = 1,…,r) such that the 
width of each interval is equal to the range of 
1
ix
r −
, except the widths of 1st and last intervals both of which are 
half of the range of 
1
ix
r −
. 
2. For any curve, label the centers of intervals xik (k = 2,…, k-1), for k = 1 the center value is the beginning of the 
range and for k = r the center value is at the end of the range.  Order xik by the corresponding value of the fuzzy 
curve, then xir corresponds to the interval containing the largest value. 
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3. The length of an interval over which a rule is applied in the domain of the fuzzy curve is denoted by ∆xi. Initial 
fuzzy membership function of xi for rule k is defined as ( )








∆
−
−=
kil
i
kii
i
k
i
x
xx
x
.
exp
α
µ , where α is typically in 
the range of [0.5,2].  The initial parameters are 1  
.
ki
i
a
xα
=
∆
and ki kic x=  
4. Set kil = 1 or 2. 
 
IV. PROOF OF CONVERGENCE VIA STABILITY 
To prove that the system is stable in the sense of Lyapunov, we choose the Lyapunov function as: 
2
2
1
eV =
          (20) 
•••
−==∴ yeeeV  (As yye d −= )      (21) 
where, dy is the desired output which is non-varying with respect to time, hence, 0d d
dy
y
dt
•
= =  
We must have 0<
•
V  for ensuring the Lyapunov stability. We now establish conditions for this stability.  
( ) ( ) ( )( ) ( ) ( )( )2 222 2 2( 1) ( 1) 11 222 1 h k hk h keV x g g g x A ALη µ λ µ µ• + +−  = ∑ ∑ + + ∑ ∑ − +     (22)  
where, 11
ki
A
a
µµ ∂=
∂
, 22
ki
A
c
µµ ∂=
∂
 
rMyL = , { } { }[ ] 0minmax 2 >−= ddr yyy and M > 0, hence 0>L and 0η > .  
 Eq. (22) satisfies the condition, 0<
•
V . This implies that the system is stable and convergent in the sense of 
Lyapunov. 
 
V.  SIMULATION AND RESULTS 
Example 1: In this example, we model the role of an operator’s control of a chemical plant. The main operation 
of the plant is the production of a polymer by the polymerization of some monomers. Since the start –up of the plant 
is very complicated , it requires manual operation. The structure of human operation is shown in Fig. 2. 
There are five input candidates, which a human operator might refer to for his control and one output i.e. his control. 
These are the following: 
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1x  :  Monomer concentration  
2x  : Change in monomer concentration  
3x  : Monomer flow rate  
4x  : Local temperatures 
5x  : Local temperatures 
y  : Monomer flow rate  
where an operator determines the set point  for the monomer flow rate.  
For this plant, 70 data points of the above six variables are taken from [23]. A qualitative model is devised to model 
the manual operations.  Identification is accomplished with 60 samples whereas prediction with 10 samples. Using 
the Fuzzy Curve method in [11], five fuzzy curves c1(x1), c2(x2), c3(x3), c4(x4) and c5(x5) are plotted for the 70 input-
output data. Fig. 3(a) shows the curves. Hence the minimum number of rules needed is four. Table I (A) shows the 
final values of membership function parameters ( kia kic kil ), fuzzy densities ( kg ) and fuzzy measure ( hkg ) after 
learning. Also, the parameters of the membership functions are initialized by the fuzzy curve method as explained 
before. Fig. 3(b) shows the final membership function for different inputs. Fig. 3(c) shows the plot of scaling 
function vs. the number of iterations for different initial values ofλ, whenλ is varied from 1 to 100 with an increment 
of 10. As  λ  takes higher values in the range from –1 to∞, the speed of convergence becomes slow; however the 
convergence is always assured. The scaling function converges to unity in every case.  
Figure 3(d) shows the learning of λ vs. the number of iterations. It is seen that whatever may be the initial 
value of λ, the convergence is achieved when λ reaches -1. Table I (B) shows the value of Performance Index (PI) at 
the final iteration with the three approaches: the proposed method, T-S model [2] and Neural Network [22] because 
of the obvious analogy among them. It achieves the minimum value with the proposed method. Results of 
identification are shown in Fig. 3(e), where the dark continuous line gives the desired output and the actual output is 
depicted by the dashed line. The final values of the fuzzy densities, fuzzy measures and parameters of fuzzy sets and 
convergence of λ  are given in Table I (A). Note that the final value of fuzzy measures is unity, which clearly 
indicates the convergence of scaling function. 
 
Example 2: The Choquet Integral based Fuzzy Modeling system is used for the identification of genuine signatures 
and detection of forgeries [8, 14]. The system is implemented on signature database consisting of 1000 genuine and 
forged signatures collected from 40 individuals. The feature vector includes both the edge direction and edge hinge 
distributions. Three different settings are considered for n = 6, 12 and 18 which represent the dimensionality of the 
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corresponding direction distribution. The hinge on the other hand has a dimensionality, dim = n(2n+1) = 78, 300, 
and 666. 
Here, two features in the three dimensions, namely, Feature 1, Feature 2 and Feature 3 of the first feature  in the 
edge direction and Feature 4, Feature 5 and Feature 6 of the second feature in the hinge direction, gives rise to three 
fuzzy sets over the entire range of the training samples numbering 10. As there are 6 feature values, we will have six 
models. The output of the model and the membership functions are computed using Eq. (10). The parameters of the 
membership functions are initialized using the fuzzy curve method and fuzzy densities are learned via gradient 
descent learning law.  
The results obtained by the proposed non-additive fuzzy system are given in Table II (A)-(C). Table II (A) gives 
the recognition results for each feature separately, whereas Table II (B) gives the average recognition results for the 
edge and hinge features. Table II (C) shows the recognition results when MAX operation is used for genuine 
signatures and MIN operation is used for skilled and unskilled signatures. Here, MAX operation means that out of 
six systems (which correspond to feature value) only the maximum recognition result is considered for the genuine 
signature whereas the minimum recognition results for the skilled and the unskilled ones. The performance of the 
additive fuzzy system using TS model and a standard feed forward neural network is also shown in Table II (D) - (E) 
[14]. It may be observed that on using the MAX and the MIN operations along with the proposed non-additive 
system, the results for the genuine as well as the skilled and the unskilled signatures are found to be good as 
compared to those of the existing additive systems (i.e. T-S model and neural network).  
 
VI. CONCLUSIONS 
Several applications of fuzzy integrals, especially Choquet fuzzy integral can be found in the pattern 
recognition and image processing areas. However, the fuzzy integrals have not been used in the context of the 
existing fuzzy models, Mamdani model, Takagi-Sugeno model and generalized fuzzy model in the literature. The 
present work fills in this gap by introducing the weighted input which is the S-norm of the inputs and their 
membership functions and its fuzzy measure in the consequent part of a new fuzzy rule to take account of 
overlapping information in the weighted input sets. Summation of the rule outputs directly gives the aggregated 
output in the Choquet integral form.. This makes the underlying fuzzy model non-additive. By devising the weighted 
input, no separate computation for the strength of the associated fuzzy rule is required. Unlike the existing models 
which use multiplicative T-norm for combining the premise parts and additive S-norm to combine the consequent 
parts, the proposed fuzzy model combines both the premise and consequent parts by the additive S-norm only.   
Page 12 of 21 
Ac
ce
pte
d M
an
us
cri
pt
 
 
The number of rules for this model is derived from the fuzzy curve method. The membership functions are 
governed by the generalized Gaussian membership functions. The fuzzy densities involved in the fuzzy measures 
estimated for optimal identification by minimizing the objective functions. Further, the densities are derived by using 
q- measure that is the generalized form of Sugeno’s λ -measure. With q-measure the need for solving a polynomial 
in λ is eliminated.  In this starting with any initial value of λ measure the actual learning of fuzzy densities can be 
set in motion.  
Convergence conditions for Lyapunov stability are also proved. Thus, several contributions have been made 
as part of this work. The results of simulations conducted on the benchmark and the signature verification problems 
suggest the effectiveness of the fuzzy integral based approach. The performance index from the proposed method 
attains the minimum as compared to those with the existing methods on account of the way the input information is 
aggregated to yield the output. It is hoped that this work will open up new vistas in the field of fuzzy modeling.    
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Fig. 1 Block diagram of the proposed model 
 
 
 
 
 
 
 
Fig. 2 Structure of plant operation in example 1 
 
 
Fig. 3(a) Fuzzy curves for the five inputs in Example 1 
 
 
 
 
OPERATOR 
Monomer 
concentration 
Change of Monomer 
concentration 
Monomer flow rate 
Temperature 1 
Temperature 2 
Set point for monomer 
flow rate 
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Fig. 3(b) Final membership functions for different inputs 
 
 
No. of iterations 
Fig. 3(c) Scaling function vs. the number of iterations for different λ’s 
 
 
No. of iterations 
Fig. 3(d) λ vs. the  number of iterations for different initial values of λ’s 
 
 
Page 17 of 21 
Ac
ce
pte
d M
an
us
cri
pt
 
 
 
Fig. 3(e) 
The desired output and the actual output vs. the  number of samples in Example 1
 
Table I (A): (Example: 1 Identification of Chemical Plant) 
Final values of fuzzy densities (gk), fuzzy measures (ghk), aki, cki and lki when λ= -1 
Fuzzy Densities 
gk   = [ 0.0001    0.0007    0.0081    1.0041] 
Fuzzy measures 
ghk   = [ 1.0000    1.0000    1.0000    1.0000 ] 
kia  =  [ 0.4292    2.1739    0.0002    1.6667    2.5000 
     0.4292    2.1739    0.0002    1.6667    2.5000 
0.4292    2.1739    0.0002    1.6667    2.5000 
              0.4292    2.1739    0.0002    1.6667    2.5000] 
kic   =   1.0e+003 * [ 0.0045   -0.0003    0.4010   -0.0004   -0.0001 
    0.0052   -0.0001    2.6113   -0.0002    0.0000 
         0.0060    0.0000    4.8217    0.0000    0.0002 
          0.0068    0.0002    7.0320    0.0002    0.0003] 
kil  =    [  2     2     2     2     2 
2     2     2     2     2 
2     2     2     2     2 
      2     2     2     2     2] 
 
 
Convergence behavior of λ for different initial values 
(Taking initial value of fuzzy density as 0.5) 
    λ=1        λ=2         λ=3        λ=4         λ=5 
 1.0000    2.0000    3.0000    4.0000    5.0000 
-1.0000    0.4839    1.8774    3.1258    4.2943 
-1.0000   -1.0000    0.3380    1.9611    3.3495 
-1.0000   -1.0000   -1.0000    0.6648    2.3571 
-1.0000   -1.0000   -1.0000   -0.8582    1.3214 
-1.0000   -1.0000   -1.0000   -1.0000    0.1820 
-1.0000   -1.0000   -1.0000   -1.0000   -1.0000 
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Convergence behavior of scaling function (f) for different initial values of λ 
(Taking initial value of fuzzy density as 0.5) 
   λ=1        λ=2         λ=3        λ=4         λ=5 
0.8895    0.7993    0.7291    0.6737    0.6290 
0.9990    0.9792    0.9190    0.8755    0.8425 
0.9991    0.9996    0.9937    0.9585    0.9326 
0.9994    0.9996    0.9998    0.9931    0.9723 
0.9996    0.9997    0.9998    1.0008    0.9910 
0.9998    0.9998    0.9999    0.9999    0.9994 
0.9999    0.9999    0.9999    1.0000    1.0000 
0.9999    0.9999    1.0000    1.0000    1.0000 
1.0000    1.0000    1.0000    1.0000    1.0000     
 
Table I (B) 
Performance Index (J) Fuzzy Integral NN T-S 
Example 1 8.4892 × 10-4 4.321 × 10-2 6.538 × 10-3 
 
Table II (A): Recognition results of the non-additive fuzzy system using six features 
 
Edge Direction Feature Edge Hinge Feature 
 
Feature 1 Feature 2 Feature 3 Feature 4 Feature 5 Feature 6 
Genuine 92.33% 94% 92.833% 91.66% 93.5% 91.83% 
Unskilled 
Forgeries 
65% 75% 71% 53.5% 52% 42% 
Skilled 
Forgeries 
67% 76.5% 73% 64% 60.5% 42% 
 
Table II (B): Recognition results of the non-additive fuzzy system using combined feature 
 
Edge Direction Feature Edge Hinge Feature 
Genuine 93.22% 92.33% 
Unskilled Forgeries  70.33% 49.1667% 
Skilled Forgeries 72.1667% 55.5% 
 
Table II (C): Recognition results of the  non-additive fuzzy system using MAX and MIN operators 
Genuine 99% 
Unskilled Forgeries  18.5% 
Skilled Forgeries 21% 
 
Page 19 of 21 
Ac
ce
pte
d M
an
us
cri
pt
 
 
Table II (D): Recognition results of the T-S system  
 
Edge Direction Feature Edge Hinge Feature Average 
Genuine 92.45% 92.17% 92.31% 
Unskilled Forgeries  48% 51% 49% 
Skilled Forgeries 57% 65% 61% 
 
Table II (E): Recognition results of the Neural Network system  
 
Edge Direction Feature Edge Hinge Feature Average 
Genuine 93.45% 91.55% 92.50% 
Unskilled Forgeries  47% 49% 48% 
Skilled Forgeries 48% 52% 50% 
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Appendix I 
 
 
 
 
 
Start 
Initialize the parameters, ,ki kia c , kg and λ 
Calculate: 
0
0
( ( )) ( )
n
k
I k ik i
i
h X j x jµ µ
=
= +∑  
Calculate final output: 
( )( 1)
0
( ) ( ( ))
r
k hk h k
k
y j h X j g g +
=
= −∑  
Is 
e = 0 
 
Update parameters: 
new old
k k kg g g= + ∆ , 
new old
ki ki kia a a= + ∆  
new old
ki ki kic c c= + ∆  
 
Yes 
No 
Stop 
yd 
x
 
Calculate scaling function and fuzzy measure: 
( 1) ( 1)k h k k h kf g g g gλ+ += + +  
( 1)k h k
f g gλ +
∂
=
∂
, ( 1) ( ) fj jλ λ λ
∂
+ = −
∂
 
Perform q-measure: 
k
k
gg f=  and 
( 1)
( 1)
h k
h k
g
g f
+
+ =  
( 1) ( 1)hk k h k k h kg g g g gλ+ += + +  
Input (x) and 
Desired Output (yd) 
 
Error (e) 
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