Abstract-The problem of maximizing the performance of the detection of ischemia episodes is a difficult pattern classification problem. The state space for this problem consists of regions that lie near class separation boundaries and require the construction of complex discriminants while for the rest regions the classification task is significantly simpler. The motivation for developing the supervising network self-organizing map (sNet-SOM) model is to exploit this fact for designing computationally effective solutions both for the particular ischemic detection problem and for other applications that share similar characteristics. Specifically, the sNet-SOM utilizes unsupervised learning for the "simple" regions and supervised for the "difficult" ones in a two stage learning process. The unsupervised learning approach extends and adapts the self-organizing map (SOM) algorithm of Kohonen. The basic SOM is modified with a dynamic expansion process controlled with an entropy based criterion that allows the adaptive formation of the proper SOM structure. This extension proceeds until the total number of training patterns that are mapped to neurons with high entropy (and therefore with ambiguous classification) reduces to a size manageable numerically with a capable supervised model. The second learning phase (the supervised training) has the objective of constructing better decision boundaries at the ambiguous regions. At this phase, a special supervised network is trained for the computationally reduced task of performing the classification at the ambiguous regions only. The utilization of sNet-SOM with supervised learning based on the radial basis functions and support vector machines has resulted in an improved accuracy of ischemia detection especially in the last case. The highly disciplined design of the generalization performance of the support vector machine allows designing the proper model for the number of patterns transferred to the supervised expert.
chemic event is critical for the persuadation of the proper treatment. The electrocardiogram (ECG) represents a recording of the changes occurring in the electrical potentials between different sites on the skin, where the electrodes are placed, as a result of the cardiac activity. Since the ECG is recorded easily and noninvasively, it becomes very important to provide means for reliable ischemia detection from ECG analysis. The ST-T Complex of the ECG represents the time period from the end of the ventricular depolarization to the end of the corresponding repolarization in the electrical cardiac cycle [20] . More often it is a smooth, continuous waveform beginning with the -point (i.e., junction between the end of the QRS complex and the beginning of the ST segment), slowly rising to the peak of the and followed by a rapid descent to the isoelectric baseline or the onset of the wave (Fig. 1 ). Ischemic changes of the ECG frequently affect the entire repolarization wave shape (whole ST-T complex) and thus are inadequately described by isolated features, such as ST slope, ST-J amplitude, and positive and negative amplitudes of the -wave, even if these are obtained as an average of several signal samples [3] , [16] , [5] . Fig. 1 illustrates the named parameters above. Their determination depends upon the accurate detection of the -point on the ECG. In many cases however, the ST segment is sloped or is influenced by noise, and it is then impossible to reliable recognize this point [2] . This impotence constitutes an additional major drawback of the methods that rely upon the computation and utilization of local features [6] , [17] . The approach proposed at the current work avoids the utilization of local, isolated features by designing upon the principal component analysis (PCA) technique [7] for extracting PCA coefficients (features) that describe the global content of the ST-T complex. The PCA coefficients are used to train the supervising network self-organizing map (sNet-SOM). This neural-network model is an extension to the self-organizing map of Kohonen [9] , [18] and is the proposition of the paper for confronting large and difficult problems especially those for which a priori information cannot be exploited. The sNet-SOM utilizes an SOM-based unsupervised algorithm [9] , [19] in order to learn the structure of the problem state space. At state space regions where classes can be well separating (unambiguous or "simple" regions), the unsupervising learning phase creates neurons that represent unambiguously their class and there it can be used to perform the classification task directly. In contrast, in regions where different classes overlap, or patterns of different classes lie very close and cannot be separated by linear hyperplanes (i.e., ambiguous or "difficult" regions), a supervising learning scheme is used to enforce complex decision boundaries. Although the unsupervising learning is inadequate to per- form the classification task directly at the "difficult" regions, it can perform the partitioning of the problem's state space by detecting these regions. This is why the specialized SOM that forms the "kernel" of the sNet-SOM is referred to as the classification partition SOM (CP-SOM). The CP-SOM modifies the original SOM algorithm with a dynamic expansion process controlled by an entropy-based criterion. This extension proceeds until the total number of training patterns that are mapped to neurons with high entropy (and therefore with ambiguous classification) reduces to a size that can be managed with a capable supervised model effectively (that determines an upper bound on the number of patterns) and is sufficient for valid generalization (determines the corresponding lower bound). In other words, the number of training patterns signifying the end of the expansion depends at each case on the model chosen for supervised learning. With the sNet-SOM approach the size of the problem that remains for supervised solution is reduced substantially since the supervised algorithm is used only for the "difficult" parts of the state space. This actually is the motivation of sNet-SOM: to perform a significant part of the classification task with a computationally reduced version of the unsupervised SOM that requires a few computational resources compared with the supervised learning schemes and scales well with respect to the size of the problem.
The database used for evaluating our algorithms is the European ST-T database. This database includes two channels from Holter recordings corresponding to 79 patients with ischemic episodes of all types. This paper proceeds as follows: Section II describes the stages of preprocessing applied to the ECG signals of the European ST-T database recordings. The purpose of these steps is to create an effective description of the ST-T complex to form the input to the neural classification devices. Section III initially outlines the architecture of sNet-SOM. Subsequently, Section III-A describes the extensions to the SOM that lead to the classification partition self-organizing map (CP-SOM). Section III-B deals with the design of the supervised part of the sNet-SOM and proposes the support vector machines (SVMs) as one of the most effective models. Exploring recent theoretical achievements, the important problem of the determination of the proper SVM model for the number of patterns transferred to the supervised part, is also analyzed within this context. Section IV discusses the results of the classification effectiveness of the plain SOM and compares them with the obtained performance after the utilization of the additional supervised stage. Finally, Section V presents the conclusions along with some directions onto which further research can proceed for improvements.
II. PREPROCESSING
The main aim of the ECG signal preprocessing is to prepare a compact description of the ST-T complex, composed from the ST Segment and the -wave, for input to the classification device (the sNet-SOM in this case) with the minimum loss of information. Below we concern ourselves first to the extraction of the relevant signal component from the ST-T database. Later, we briefly present the dimensionality reduction process which is accomplished with the principal component analysis (PCA) method.
A. Extraction of ST-T Complexes
The ECG signals of the European ST-T Database are a set of long-term Holter recordings provided by eight countries [4] . This database consists of 90 continuous two-channel records, each two hours in duration, taken from ambulatory ECG recordings from 79 patients. The leads that were used included modified leads V1, V2, V3, V4, and V5 and modified limb leads I and III (MLI and ML III). In accordance with the electromagnetic current dipole theory, the reduction of the distance between the recording electrodes and the cardiac signal source will enhance the detection of the subtle alterations in the repolarization patterns [24] . Therefore, only signals from the precordial ("chest") leads V1, V2, V3, V4, V5, have been analyzed in order to benefit from their better signal quality. The ECG signals have been obtained by digitizing the outputs of analog recorders with a sampling frequency of 250 Hz. Each record of the European ST-T database contains at least one ST or T episode. Cardiology specialists have annotated these episodes in the original database. The annotation of the ST and T episodes has been accomplished by expert cardiologists according to a set of rules [16] .
The training set is extracted from 110 ECG records of 15 min each, consisting of representative normal and abnormal ST-T waveforms. In order to have a reference for the extraction of the relevant segment, the position of the -peak (within the QRS complex) should be detected. In the literature there are a large number of available algorithms that perform this task. An approach based on the amplitude and the first derivative of the signal [1] is selected. This QRS detector yields an adequate performance, as can be seen from some results on specific records that are presented in Table I . Baseline wander rejection is implemented using an approach based on cubic splines [2] . The ST-T segment of each beat is obtained by first determining the point and the end of the wave denoted by . Once those fiducial points are found, the ST-T segment is taken as starting in and ending in . In particular, the and points of each beat are found by applying the zero-crossing technique to the difference signal. In order to identify the end of the wave ( ), the (ms) interval is estimated. The relation between and intervals is determined according to [37] , by three linear regressions expressing the slopes 0.116 for heart rates 60 beats/min (i.e., ms), 0.156 for heart rates from 60 to 100 beats/min (i.e., ms) and 0.384 for heart rates 100 beats/min (i.e., ms): ms ms ms ms.
We accepted only ST-T complexes placed between two QRS complexes labeled as normal for reducing the effects of ectopic and other abnormal beats. As a result, the beats that correspond to artifacts have been excluded from the PCA calculation. The isoelectric level is approximated as the average signal value during the 20 ms interval, beginning 80 ms prior to the peak. A criterion is implemented to leave out the current beat from the training set, if its isoelectric level is different by more than 0.2 mV from that of the previous or of the following beat. The remaining 82 856 ST-T patterns constituted the training set used for learning the PCA basis functions. The PCA transform though is calculated from a set of vectors of the same dimension. As the extracted data have variable length due to the heart rate variability, each ST-T segment was resampled to 100 samples using polyphasic filtering for interpolation and decimation in time [39] . The average of the beats of the first 30 s from each signal (all normal beats) was taken as a standard reference. It was subtracted from all resampled segments of the respective signal, to emphasize the relative changes along the time.
B. Principal Component Analysis
The PCA transformation is selected as the tool for reducing the dimensionality of the extracted ST-T samples. The PCA decomposition is in terms of second order statistics optimum, in the sense that it permits an optimal reconstruction of the original data in the mean-square error sense (subject to the dimensionality constraint). The PCA transformation describes the original vectors (ST-T complexes) according to the direction of maximum variance reduction in the training set [3] . The latter information is obtained by analyzing the data covariance matrix. The orthogonal eigenvectors of the covariance matrix are selected as basis functions for the signal projection operation. The corresponding eigenvalues represent the average dispersion of the projection of the input vectors onto the corresponding eigenvectors (basis functions) . The numerical value of each eigenvalue quantifies the amount of variance that is accounted for by projecting the signal onto the corresponding eigenvector . Accordingly, it represents the contribution of the eigenvector's analysis direction to the signal reconstruction in the mean squared error sense.
For the analysis of ECG signal the eigenvalues after the fifth have very small numerical values [36] . Thus, for the representation of ST-T Complex the first five PCA coefficients were used to characterize about the 97.9% of the signal energy. A small performance improvement has been observed by using the first five PCA coefficients instead of four. The five principal components extracted from the corresponding ST-T Complex are assigned to each QRS fiducial point. The first principal component (PC) and the second one (but to a less extent) represent the dominant low-frequency component of the ST-T Complex; the third, fourth, and fifth contain more high-frequency energy. In the time series representation of the PCs the ischemic episodes appear as peaks.
A straightforward way for the detection of ischemic beats from the PCA representation is to use as the input vector the PCA coefficients of a single beat. This approach clearly accounts only for local information. Therefore, a better approach that can extract also morphological information from the ST-T episodes in such a way to distinguish artifacts and to appreciate even weak ST episodes, is necessary. This type of approach should take into account the information from a sequence of beats instead of a single beat.
A simple, but yet effective way to accomplish this objective is to feed a window of ST-T Complex evolution to the neural network instead of using a single beat. After trial and error we decided that a window consisted of five beats is appropriate. However, the central beat should have more importance. A simple way to accomplish this is to replicate it a number of times (e.g., three times) at the consideration of the input. Thus, by feeding three times the central beat, the input becomes of the form where represents the five PC projection coefficients of the th beat. Hence, instead of using a five-dimensional input (i.e., five PC coefficients for the current ST-T segment) we use a 35-dimensional vector. Following the extraction of principal components a noise reduction approach is used to improve these coefficients. The selected noise reduction approach relies on the possibility that we have to modify the properties of the PCA coefficients signal by processing its wavelet transform (WT) modulus maxima and to reconstruct the corresponding function [10] [11] [12] [13] [14] [15] , [26] . The utilization of wavelet denoising at the domain of PC coefficients has resulted in an improvement at the classification performance. The denoised PCA projection coefficients are then fed to the sNet-SOM nonlinear device in order to perform the complex (and highly nonlinear) classification decision about the category pertaining to each analysis case (i.e., normal, abnormal).
III. THE SUPERVISED NETWORK SELF-ORGANIZING MAP
The sNet-SOM is the proposed extension to the SOM of Kohonen [9] , [18] , [19] designed in order to cope with complex application domains by a flexible combination of the SOM approach with supervised learning schemes. Recently, neural-network models with strong mathematical basis for obtaining outstanding, near optimal performance have been developed. A notable example capable of obtaining good generalization performance, on the basis of the training patterns alone (without incorporating a priori knowledge for the problem) is the SVM [7] , [23] . These approaches however, require a form of extensive optimization (e.g., solving a quadratic-programming problem [23] , [32] , [33] with a computational complexity that does not scale well with the size of the problem. The poor scaling behavior seems to be a common feature of all the neural models that attempt near optimal performance. The root of this fact is the well-known "curse of dimensionality" and the corresponding combinatorial explosion of the problem state space [21] . Therefore, a device for dividing a complex application domain to a part that corresponds to regions that are placed near class boundaries (where it is difficult to perform classification decisions) and a part that is unambiguous (i.e., within class regions) becomes of particular importance. Usually the unambiguous part accounts for most of the state space. Since it can be managed with the computationally efficient adaptation of the SOM algorithm in the context of sNet-SOM, the computational requirements for the total problem are reduced substantially without a reduction of the classification accuracy. Moreover, since the performance of many supervised learning algorithms deteriorates for large problems (e.g., due to the local minima trapping problem in gradient descent algorithms [7] , [22] ) the sNet-SOM at these cases improves the pure supervising learning solution in addition to reducing substantially the computation time. The sNet-SOM consists of two components:
• the classification partition SOM (CP-SOM);
• the supervised expert network.
The size of the CP-SOM is dynamically expanded with an adaptive process optimized for the task of the detection of the "difficult" ambiguous regions of the state space. It is trained over the whole training set. The dynamic growth is based on the criterion of neuron ambiguity (i.e. uncertainty about class assignment), which is quantified with an entropy measure that is defined over the CP-SOM nodes. This differs from the local quantization error approach of [35] that grows the map at the nodes that accumulate the largest quantization error. We developed the entropy based growing technique because it accounts class ambiguity much better than the accumulated local error. The local error depends on the SOM quantization performance and thus can be large even with no class ambiguity, while the entropy directly and objectively quantifies the ambiguity. Classification decisions are performed with the CP-SOM only at the unambiguous part of the state space that corresponds to the neurons of small entropy. The supervised expert handles the ambiguous subspace. Below we discuss the CP-SOM and the supervised expert network in detail.
A. The Classification Partition SOM (CP-SOM)
The CP-SOM is initialized with a few nodes (usually four) and grows nodes to represent the input data. Weight values of the nodes are self-organized according to a new method inspired by the SOM algorithm. This method has significantly lighter computational demands, because the fine-tuning of the weights is avoided and the CP-SOM is usually of small size. The self-organization process maps properties of the original high-dimensional data space onto the lattice consisted of CP-SOM nodes. The property of most interest is the ambiguity of class assignment over the state space and it is mapped to the ambiguity of the winning neuron quantified by an entropy criterion. The CP-SOM learning algorithm is as follows:
1) Initialization Phase: Initialization of the weight vectors of the starting nodes (usually four) with random numbers within the domain of feature values (i.e., of the PCA coefficients, at the application considered).
2) Adaptation Phase: a) Present input to the network and determine the weight vector that is closest to the input vector mapped to the current feature map (winner), using usually either Manhattan or Euclidean distance. b) Adapt weight vectors only for nodes in the neighborhood of the winner and for the winner itself according to the following formula: (1) where the learning rate , is a monotonically decreasing sequence of positive parameters, is the neighborhood at the th learning step and is the neighborhood function implementing different adaptation rates even within the same neighborhood. The neighborhood function depends on the distance between node and the winning node . It decreases monotonically with increasing distance from the winning neuron (i.e., nodes closer to the winner are adapted more) like in the standard SOM algorithm. The initial neighborhood, , includes all the map. Unlike the standard SOM, these parameters [i.e., ] do not need to shrink with time and can be kept constant i.e., . This is explained by the following: Initially, the neighborhood is large enough to include the whole map. The CP-SOM starts with a much smaller size than a usual SOM; thus a large neighborhood is not required to train the whole map at the first learning steps (e.g., with four nodes initially at the map, a neighborhood of one only is required). A training epoch is defined as the training of the CP-SOM with a fixed number of neurons at its lattice. As training proceeds, during subsequent training epochs, the area defined by the neighborhood becomes localized near the winning neuron, not by shrinking the vicinity radius (as in the standard SOM) but by enlarging the SOM with the dynamic growing.
3) Expansion Phase: The objective of controlling the number of training patterns that correspond to the ambiguous regions (and therefore that will be handled with the supervised expert) is the motivation for a modification of the basic SOM algorithm that leads to its dynamic expansion. The number of these training patterns should adhere with the computational limitations of the supervising learning algorithm (upper bound). Moreover, there should be enough patterns for providing the essential information for establishing good generalization over the ambiguous regions (lower bound). The expansion phase follows the adaptation phase. This phase is controlled by two parameters playing the role of upper and lower bounds.
The first one, the parameter SupervisedExpertMaxPatterns specifies a limitation to train effectively the supervised expert when the size of the training set exceeds its value. Also, for obtaining effective generalization, the other variable, the SupervisedExpertMinPatterns controls the lower bound on the size of the training set. The expansion phase consists of the following steps.
3.1 calibration of the map with a majority voting scheme. At this step not only the class of each node, but also a parameter characterizing the entropy of the nodes is computed for every node . This parameter is computed according to Equation (2) NodeEntropyThresholdForConsideringAmbiguous that controls whether or not a node will be considered as ambiguous. Thus, restarting from Step 3.2, more nodes will be considered as ambiguous and the size of the supervised expert training set will be increased. else / number of patterns transferred to the supervising expert is within the desired limits / 3.4.3 Generate training and testing sets for the supervised expert. Further supervising training will be performed with these sets by the supervising learning algorithm in order to better resolve the ambiguous parts of the state space. endif This algorithm exploits well the topological ordering that the basic SOM provides and increases the resolution of the representation over regions of the state space that lie near class boundaries. At this point, it should be emphasized that simply increasing the SOM size with the adaptive extension algorithm until each neuron represents unambiguously a class (i.e., is low for all the nodes and zero for the case of overfitting) yields to a SOM configuration that although fits to the training set, fails to generalize well.
The training set consisted of the 35 wavelet denoised PCA coefficients that describe the ST-T complex and its neighbors (two beats on each side). This set is used for the unsupervised training and the dynamic expansion of the CP-SOM. Then the ambiguous neurons i.e., those neurons for which the uncertainty of class assignment is significant, are identified with the entropy criterion. Afterwards, training and testing sets are created for the supervised expert and the dynamic expansion phase of the CP-SOM is executed until the training set size remaining for supervising training is within the desired limits. These sets consist only of the patterns that are represented by the ambiguous neurons.
The classification task proceeds by feeding the pattern to the CP-SOM. If the winning neuron is one that is not ambiguous, the CP-SOM classifies by using the class of the winning neuron. In the other case, the supervised expert is used to perform the classification decision.
It should be noted here that the CP-SOM can be used to confront directly all the classification problem. The only parameter that requires a significant change is the size of the map that needs to be enlarged in order to provide better class resolution over the state space of the problem. The attained performance is directly comparable to those achieved for this task with other network types proposed at the literature [3] , [16] , [17] , [20] . Nevertheless using solely the CP-SOM, there remain regions of the state space where complex decision boundaries should be enforced in order to separate effectively between the different classes. The sNet-SOM obtains further generalization performance by separating the patterns at these regions with supervising learning schemes.
The assignment of a class label to each neuron of the CP-SOM is performed according to a majority-voting scheme [9] . This scheme acts as a local averaging operator defined over the class labels of all the patterns that activate that neuron as the winner (and accordingly are located at the neighborhood of that neuron). The typical majority-voting scheme considers one vote for each winning occurrence. An alternative more "analog" weighted majority voting scheme weights the votes each by a factor that decays with the distance of the voting pattern from the winner (i.e., the largest the distance the weakest the vote). The averaging operation of the majority and weighted majority voting schemes effectively attenuates the artifacts of the training set patterns. An alternative CP-SOM calibration method selects as the class of the neuron the class of the nearest pattern to that neuron (i.e., according to the nearest neighbor rule [7] ). This method does not perform well at the task of canceling noise and it leads to less overall classification performance. The performances of both the majority voting and the weighting majority voting schemes are similar for both the task of rejecting artifacts and for the classification task.
In the context of sNet-SOM the utilization of either majority or weighted majority voting for the CP-SOM is essential. These schemes allow the degree of class discrepancy for a particular neuron to be readily estimated. Indeed, by counting the votes at each SOM neuron for every class, an entropy criterion for the uncertainty of the class label of neuron can be directly evaluated, as [25] ( 2) where denotes the number of classes and is the ratio of votes for class to the total number of votes to neuron . Clearly, the entropy is zero for unambiguous neurons and increases as the uncertainty about the class label of the neuron increases. The upper bound of is , and corresponds to the situation where all classes are equiprobable (i.e., the voting mechanism does not favor a particular class). Therefore, with these voting schemes the regions of the SOM that are placed at ambiguous regions of the state space can be readily identified. For these regions the supervised expert is designed and optimized for obtaining adequate generalization performance.
The computation time for each iteration of the adaptation phase of the SOM algorithm (which is the most time consuming) scales with a factor that is almost linear to the size of the training set. As a general rule, the number of iterations that are performed at the adaptation phase of the CP-SOM is much smaller than at the corresponding phase of the standard SOM algorithm. Specifically, we have determined experimentally that a good initial value of the learning rate is and having it to decrease in ten steps to 0.02 yields good results (thus the factor for decreasing the learning rate is . The CP-SOM only separates the state spaces without extensive fine tuning. However, the required number of neurons depends on the number of classes that are to be separated and the difficulty of the separation (i.e., is independent of the training set size). Since the size of CP-SOM is small, and the number of training epochs (i.e., map expansions) is also very small (three to five map expansions are usually sufficient) the unsupervised phase of the sNet-SOM algorithm scales linearly with the size of the pattern set (although with a large scaling factor). Moreover, for large training sets we can train the CP-SOM with a randomly selected subset and still extract the important information for the class ambiguity over the state space. Thus, in this case, the learning complexity is even less than linear and can be considered to be bounded by a large constant that depends upon the size of the randomly selected subset. In contrast, supervised learning approaches, as i.e., the RBF networks have computational demands in terms of memory and processing resources that scale with a factor that is about cubic to the size of the training set. Practically, it was infeasible at our computing environment to train radial basis function networks with a size more than 2000 500 where 2000 is the training set size and 500 the number of hidden units (i.e., RBF centers). Therefore, for the specific problem with about 9000 patterns at the training set it is very difficult to train effectively an RBF network to accomplish directly the classification task.
B. The Supervised Expert Network
The supervised expert network has the task of discriminating over the state-space regions where the class decision boundaries are complex. The supervised expert network should be of a local approximation type and it should incorporate formalism in its design for obtaining adequate generalization performance. Appropriate neural network models that fulfill these requirements are the RBF and the support vector machines (SVMs). The SOM prototype vectors create piecewise linear class boundaries [9] that are usually not effective for resolving the class ambiguity over all the regions of the state space. Moreover, even if the learning procedure enlarges the CP-SOM adaptively until each of its neurons represent unambiguously a single class, this solution addresses only the minimization of the training error and ignores the generalization performance. In the absence of a formal setting for designing generalization, the decision boundaries that the CP-SOM constructs for the ambiguous regions are not expected to cope well for discriminating new patterns. To the contrary, a SVM implementation of the supervised expert offers the potential to construct near perfect decision boundaries. For example, the results discussed in [7] illustrate close to optimal separation for a classification problem involving overlapping Gaussian distributions. Below we discuss the implementation of the supervised expert with a RBF and with SVM, emphasizing on the later choice that provides better generalization performance and disciplined design.
1) Radial Basis Function (RBF) Supervising Expert:
The RBF networks explore the Tikhonov's regularization theory for obtaining generalization performance. They try to obtain a tradeoff between a term that measures the fitness of the solution to the training set and one that evaluates the smoothness of the solution. Denoting , the input vectors, the desired responses and the corresponding realizations of the network, respectively, this tradeoff can be formulated with a cost function as [9] , [8] where (3) (4) The is the standard error term that accounts for the fitting to the training set in the least squares error sense, is a positive real number called the regularization parameter and is the regularized term that favors the smoothness of the solution. The later term is the most important from the point of view of generalization performance. The operator is a stabilizer because it stabilizes the solution by providing smoothness. In turn, a smooth solution is significantly more robust to erroneous examples of the training set. Nonetheless, the design of a proper generalization performance for RBF networks still remains a difficult and complex issue that involves heuristic criteria for the selection of centers and of their parameters [31] .
The sNet-SOM with an RBF network as supervised expert has been configured to grow adaptively until about 2000 patterns (i.e., SupervisedExpertMaxPatterns ) map onto the ambiguous neurons. This size of the training set is appropriate for an RBF solution by means of a numerically effective approach. Specifically, fixed centers are selected at random from the training patterns. Their spread is common and is computed according to the empirical formula , where is the maximum distance between the chosen centers, that for the normalized 35-dimensional input vector is . The only parameters that need to be learned are the linear weights of the output layer, which are computed with the pseudoinverse method [7] . The number of centers that yielded good generalization performance is with the regularization parameter at the range 0.1 to 0.3.
The RBF supervised expert is simple to design and to implement. However, it is not an easy task to estimate the important parameter SupervisedExpertMinPatterns. The RBF networks do not include sufficient tools to access the generalization performance and (time consuming) empirical cross-validation methods are usually needed [7] . A simple, yet effective heuristic is to transfer to the RBF supervising expert approximately the maximum number of patterns that it can handle effectively. We have used SupervisedExpertMinPatterns both for the RBF and SVM supervised expert.
2) Support Vector Machine Supervised Expert:
Since the main objective of the sNet-SOM is to use the supervised expert in order to generalize effectively at the state-space regions where the plain SOM cannot generalize well we have fitted a supervised model with improved generalization abilities, the SVM network [23] , [28] , [34] . The SVM obtains high generalization performance without the need to add a priori knowledge even when the dimension of the input space is high. Moreover, it is perhaps the model that allows the more accurate formal accessment of the generalization performance. This fits well within the framework of sNet-SOM. Below we attempt a rigorous assessment of the generalization performance of the supervised expert. Also, we provide a methodology for the selection of an SVM model well fitted to the number of transferred patters (i.e., model order selection). But, some notation and key concepts should be defined first.
a) Statistical Learning Theory Fundamentals:
The problem of classification is to estimate a function using input-output training data such that will correctly classify unseen examples , i.e., . These examples are generated from the same underlying probability distribution
. as the training data. The quantity to be minimized in order to obtain generalization performance is the risk (or prediction risk)
Since is unknown we can only minimize the empirical risk (6) Vapnik-Chervonenkis (VC) theory [23] shows that is imperative to restrict the class of functions from which is chosen to one that has a capacity suitable for the amount of the available training data. The developed theory provides bounds on the generalization error for a chosen significance level. They relate the number of examples, the training set error and the complexity of the hypothesis space to the generalization error [27] . The inductive principle of structural risk minimization [28] , [29] introduces a systematic method to minimize these bounds by considering both the empirical risk and the capacity of the function class that is accounted by the VC dimension . For binary classification, is the maximal number of points that can be separated by the functions that can be implemented with the learning machine into two classes in all possible ways. An important VC bound is the one outlined by the following theorem (Theorem 1), which provides a bound on the rate of uniform convergence of the training error to the classification error, for a set of classification functions with VC dimension [28] .
Theorem 1: If is the VC dimension of the class of functions that the learning machine can implement, then for all functions of that class, with probability of at least , the bound (7) holds, where the confidence term is defined as (8) This theorem states clearly the dependence of the generalization error on the VC dimension parameter . The SVM is perhaps the only model where this important parameter can be explicitly controlled. This is done by enforcing maximum separation between the patterns of different classes with the construction of the optimal linear separating hyperplane, usually in a very high-dimensional feature space where the input data are mapped by means of a kernel function.
The key concepts of the SVM approach to the implementation of the principle of structural risk minimization are briefly presented. Details can be found in [23] . This material serves also as the theoretical basis for the comprehension of the results of the SVM supervised expert implementation.
The SV algorithm implements structural risk minimization based on a structure of separating hyperplanes imposed on a dot product space . For a set of pattern vectors , these hyperplanes can be written as , where is an adjustable weight vector and is a bias. In order to enforce the uniqueness of the separating hyperplane we require (9) i.e., the data point closest to the separating hyperplane has a distance of and the smallest distance between a positive and a negative example is . The later distance (i.e., ) is referred to as the margin of separation. Hyperplanes constrained with (9) are termed canonical hyperplanes and the hyperplane that maximizes with minimization of is the optimal separating hyperplane. The following important theorem provides a rigorous way of controlling the SVM generalization performance with the computation of the appropriate weight vector for the maximization of the margin [23] , [28] .
Theorem 2: Let the training set vectors ( is the dot product space) belong to a sphere , of diameter , and center at , i.e., , . Also, let sgn be canonical hyperplane decision functions, defined on these points. Then the set of -margin optimal separating hyperplanes has the VC-dimension bounded by the inequality (10) where denotes the integer part of . Theorem 2 states that control over the VC dimension (i.e., complexity) of the optimal hyperplane can be exercised independently of the dimensionality of the input space, by properly choosing the margin of separation . Applying the framework of the structural risk minimization for linear machines, a set of separating hyperplanes of varying VC dimension is constructed such that the decrease of the VC dimension occurs at the expense of the smallest possible increase in training error. The SVM imposes a structure on the set of separating hyperplanes by constraining the Euclidean norm of the weight vector , in order to minimize the VC dimension of the learning machine, according to Theorem 2.
b) Support Vector Machines: Suppose we are given a set of examples , and we assume that the two classes of the classification problem are linearly separable. In this case, we can find an optimal weight vector such that is minimum (in order to maximize the margin of Theorem 2) and , . The support vectors are those training examples that satisfy the equality, i.e.,
. They define two hyperplanes. The one hyperplane goes through the support vectors of one class and the other through the support vectors of the other class. The distance between the two hyperplanes is maximized when the norm of the weight vector is minimum. This minimization can proceed by maximizing the following function with respect to the variables (Lagrange multipliers) [23] : (11) subject to the constraint:
. If then corresponds to a support vector. The classification of an unknown vector is obtained by computing sgn where (12) and the sum accounts only nonzero support vectors (i.e., training set vectors whose are nonzero). Clearly, after the training, the classification can be accomplished efficiently by taking the dot product of the optimum weight vector with the input vector .
The case that the data is not linearly separable is handled by introducing slack variables with [34] such that, . The introduction of the variables , allows misclassified points, which have their corresponding . Thus, is an upper bound on the number of training errors. The corresponding generalization of the concept of optimal separating hyperplane is obtained by the solution of the following optimization problem: minimize (13) subject to and (
The control of the learning capacity is achieved by the minimization of the first term of (13) while the purpose of the second term is to punish for misclassification errors. The parameter is a kind of regularization parameter, that controls the tradeoff between learning capacity and training set errors. Clearly, a large corresponds to assigning a higher penalty to errors. Finally, the case of nonlinear SVMs should be considered. The input data in this case are mapped into a high-dimensional feature space through some nonlinear mapping chosen a priori [23] . The optimal separating hyperplane is then constructed in this space. The corresponding optimization problem is obtained from (11) by substituting by its mapping in the feature space, i.e., is the maximization of : Also, the constraint , becomes (assuming the nonseparable case). When it is possible to derive a proper kernel functional such that , the mapping is not explicitly used. Conversely, given a symmetric positive kernel , Mercer's theorem [23] states that there exists a mapping such that . By designing a kernel that satisfies Mercer's condition, the training algorithm is reformulated to the maximization of (16) with the constraint , and the decision function becomes sgn (17)
With different expressions for inner products we can construct different learning machines with arbitrary types of decision surfaces (nonlinear in input space). The best known kernel types are the polynomial and the radial basis. Polynomial kernels specify polynomials of any fixed order for the inner product in the corresponding feature space, i.e., (18) Radial basis function (RBF) kernels construct decision functions of the form: sgn , with kernel of the type: . In the RBF case, the SVM training algorithm determines both the centers (support vectors) , the corresponding weights and the threshold . c) Model Order Selection: The SVM is perhaps the only model which permits disciplined model order selection for the optimization of the generalization performance. This makes it highly suited for the implementation of the supervised expert in the context of sNet-SOM.
In order to formulate a means for obtaining the best possible generalization by controlling characteristics of the learning machine we utilize the ideas of [38] at the context of determining the kernel degree, which yields the best generalization from the training data transferred to the supervised expert. We work with polynomial type of kernel, i.e., as described with equation (18) .
With the assumption that the bound of Theorem 2 gives a reliable indication of the actual VC dimension, the VC-dimension can be estimated as (19) with some . At the approximation (19) is determined by the support vector algorithm in feature space, using the kernel. Thus, in order to compute , we need to compute , the radius of the smallest sphere enclosing the training data in feature space. This task is formulated with the following quadratic programming problem [23, p. 428-430] , [38] : minimize subject to (20) where and is the center of the sphere enclosing the images of all the training data in feature space, that is to be determined. This optimization problem can be solved as in [38] and yields the radius of the minimal sphere enclosing the training data in feature space. Finally, the optimal polynomial support vector machine model for the supervising expert is selecting as the one with the minimal estimated VC dimension . For example for patterns transferred to a supervised expert some results concerning the polynomial SVM model selection are presented at the Table II . We observe that the model with the smallest estimated VC dimension obtains the best generalization performance. We explain also that the dimension of the polynomial feature space (second column of Table II ) is obtained as with the dimensionality of input vectors ( in our case), and the degree of the polynomial kernel.
The training of SVMs involves the solution of a quadratic programming optimization problem which generally has worst-case computational complexity of order , where is the number of support vectors. This complexity arises from the need to perform an inversion of an by Hessian matrix and limits the applicability of SVMs to small scale problems. Currently some decomposition algorithms have been proposed that extent the support vector optimization to large data sets by exploiting decomposition schemes [33] . However, although these approaches alleviate the problem they still require significant computational resources and demand special properties from the training set in order to obtain computational efficiency (i.e., the approach of [33] relies on many of the support vectors having corresponding Lagrange multipliers at the upper bound, ). Therefore, it is far better to limit the size of the support vector optimization problem, with a device like the proposed sNet-SOM, without sacrificing the accuracy of the final solution.
IV. RESULTS
The training set consists of 9000 ST-T Complex data extracted from about 32 000 beats. This set is constructed by using samples taken from eight records (different from those used at the testing sets). The two classes (i.e., normal and ischemic) are represented by an approximately equal number of samples. For each record, a number of ST-T Complexes from its start (e.g., the first 80) is used to compute the average level of the PCA series. We select for the training set only records with stable baseline levels. However, in the test sets the average level that is computed from the initial beats is subsequently updated on every point with a moving average algorithm. This operation is stopped in the presence of either an ST-T episode or an artifact. In this case a new average PCA level is estimated.
The trained networks decide on windows consisting of five beats, for whether or not the beat at the center of the window (i.e., the third) is ischemic. As already noted the central beat is repeated three times at the input in order to increase its significance and thus the input considers the principal components for seven beats. The classification operation is repeated by shifting the five beat window over the whole testing set in order to decide for every beat.
ST-T episodes should consist of a minimum number of consecutive beats. Thus, a duration criterion is also introduced, and very short ST-T episodes are rejected. Since physicians take care only of the ST-T episodes lasting at least 15 seconds, the duration threshold was set to 15 s. Additionally, two adjacent ST-T episodes are considered as one if their time separation is shorter than five seconds. A labeled ST-T episode by the classification devices is taken as correctly detected if its duration overlapped with the duration of the corresponding ST-T episode for at least 50%. Otherwise, it is considered as a false positive.
The evaluation of the SOM and the sNet-SOM models has been performed on another 27 records out of the 90 records of the European ST-T database. From these records testing sets have been constructed. The whole test set contains principal component projection coefficients from approximately 250 000 ECG beats.
Tables III-V present the classification performances for ischemic beat classification. The classification performance ratio is a global one: it expresses the ratio of correct classifications to the total ones. For comparison we have evaluated the performances of the standard SOM algorithm on these recordings. The SOM already performs well given that it has an increased size in order to perform the classification directly. The related performances are described in Table III . These results have been obtained by using a SOM organized as a 10 10 lattice of neurons. The performed experiments have illustrated that this size yields the best results for direct classification. Also, with the utilization of the Manhattan distance measure [9] better results are obtained in comparison to the alternative Euclidean measure. Although the SOM is trained with the usual SOM unsupervised training algorithm [9] , it has the potential to obtain beat classification accuracy close to those reported in [16] , [17] , [20] with supervised neural models. Table IV presents the results for ischemia beat classification obtained from the sNet-SOM with a RBF network as a supervised expert. The training set size corresponding to the number of training set patterns mapped to ambiguous neurons was configured to 2000 and the number of centers is 500. Also, the regularization parameter is 0.1. The CP-SOM has grown to a two-dimensional lattice of neurons of size . The average beat classification accuracy of the RBF network as a supervised expert is 76.51%.
Table V displays the corresponding results with an SVM as a supervised expert. The training set for the SVM case is the same as for the RBF. The inner-product kernel of the SVM is based on a polynomial kernel of degree , and a regularization parameter of . The CP-SOM is of the same size (i.e., 4 4 lattice). The average beat classification performance has been improved to 80.4%.
We defined the ischemic episodes in terms of ischemic beats according to the same set of criteria as those used in [16] . Correctly detected episodes are termed true positive (TP) episodes. Missed episodes are termed false negatives (FN). Also, when a nonischemic episode is detected as ischemic, a false positive (FP) situation has occurred. The ST-T episode sensitivity is defined as the ratio of the number of detected episodes matching the database annotations to the number of annotated episodes. In terms of the above definitions Sensitivity TP TP FN Another important index is the ST-T episode predictiviy which is defined as the number of correctly detected episodes to the total number of episodes detected, i.e., Predictivity TP TP FP Table VI displays the results of the average ischemia episode detection performance evaluated with the three network types. The second column displays the sensitivity while the third one the predictivity of episode detection. As it is expected from the beat classification results, the sNet-SOM with SVM as supervised expert yields a better average episode detection performance. Generally, the results we have obtained are close to the results reported by other authors [16] , [17] , [20] . At the SVM case we can claim that we have a small improvement of the detection ability. However, the main strong point of the presented work is the framework that it provides for designing computationally efficient solutions.
V. CONCLUSION
This work has proposed a new supervised extension to the SOM model [9] , [18] , [19] that is called the sNet-SOM. This model exploits the ordering potential of the SOM in order to split the global state space into two subspaces. The first subspace corresponds to regions over which the classification task can be performed directly with the unsupervised SOM algorithm. For the second subspace though, complex decision boundaries should be enforced and the generalization performance should be explicitly designed. The SOM algorithm is not appropriate for this task and therefore supervised training networks capable of achieving good generalization performance (i.e., RBFs and the SVMs) are used.
We have developed the sNet-SOM with RBF networks [7] , [8] , and Support Vector Machines as supervised experts [7] , [23] . All these designs construct approximations that involve local fitting to the dynamics of the target function. The locality of these networks fits well with the locality of the subspaces that constitute the ambiguous region. The RBF networks address the issue of regularization in a disciplining mathematical way through the Tikhonov regularization theory [8] , [22] . The SVM have obtained the best discrimination capability for the ambiguous regions (Table V) .
The main objective of using sNet-SOM for difficult pattern classification tasks is to obtain significant computational benefits in large scale problems. The sNet-SOM utilizes the computationally effective SOM algorithm for resolving most of the regions of the state space while it uses advanced supervised learning algorithms to confront with the difficulties of enforcing complex decision boundaries over regions characterized by class ambiguity (quantified with the entropy criterion). Moreover, without a kind of divide and conquer approach (as the one of sNet-SOM) it is difficult to approach directly some large problems with nearly optimal models, as the SVM, due to the computational complexity of their numerical solution.
The sNet-SOM is a modular architecture that can be improved along many directions. The utilization of different frameworks for self-organization as the ASOM [9] and information theoretic frameworks for self-organization [9] , [25] can improve the phase of the state space partitioning. All these research efforts on the sNet-SOM are with the general philosophy that the best network architecture depends on the structure of the problem that is confronted. In view of that, for complex problems with irregular state spaces a device capable of integrating effectively multiple architectures as the presented sNet-SOM can perform better than individual architectures.
