Abstract-Intensive Care is one of the most critical areas of medicine. Its multidisciplinary nature makes it a very wide area, requiring all types of healthcare professionals. Given the critical environment of intensive care units, it becomes evident the need to use technology of decision support systems to improve healthcare services and Intensive Care Units management. By discovering the common characteristics of the admitted patients it is possible to improve these outcomes. In this study clustering techniques were applied to data collected from admitted patients in Intensive Care Unit. The best results presented a Silhouette of 1, with a distance to centroids of 6.2e -17 and a Davies-Bouldin index of -0.652.
I. INTRODUCTION
Health organizations generate and store large volumes of data every day. Over the years we have observed that the evolution of technology has an impact on how these data volumes are treated. In recent years several ways to automate the entire data management and knowledge discovery process has appeared [1] . The emergence of techniques such as Data Mining (DM) and its application in healthcare has enabled the improvement of services provided to patients. Saving lives using these methods can be possible now.
Through the predictive feature of Data Mining techniques, there are projects that allow to anticipate critical events [2] , patients readmissions [3, 4] , among others. Another possibility is the use of clustering techniques to find patterns in data by creating natural groups with similar characteristics. This is the main goal of the paper.
The objective of this paper is to apply clustering techniques to a dataset from an Intensive Care Unit (ICU) in Portugal and discover hidden patterns that could identify information of patients admitted to ICU and grouping them in clusters (groups).
Clustering techniques were applied to the data that was structured in different scenarios, using two different Data Mining tools and different evaluation methods: Silhouette, Inter-cluster Distance, and Distance to Centroids, K-Means and Davies-Bouldin Index.
The best scenario used only three attributes, since the others had a negative impact on the results. The best results had a Silhouette of 1, Inter-cluster distance of 1.5 and Distance to Centroids of 6.2e -17 . This document is divided in five sections. The first one is the Introduction where it is described a general introduction to the problem and the topics that will be discussed during the paper. The second section is called Background and it presents the basic concepts involved in this work. The third section is the Study Description where the identified tools and techniques used in this work, business understanding, data understanding and preparation, modeling and evaluation are presented. The fourth section is the Discussion. This section presents some interesting analytics points about the results achieved with this work. In the fifth section are the achieved conclusions with the results obtained and further work is introduced.
II. BACKGROUND

A. Intensive medicine
Intensive medicine arose during the 20th century [5] and it is composed by several other fields of healthcare that meet with the objective of diagnose and treating patients with critically ill conditions, potentially reversible. In these patients there is a possibility of being verified multiple organ failures. By this reason they need to be continuously monitored [2] . This type of patients are admitted to a specialized place called Intensive Care Unit (ICU) characterized by its critical environment [6] . Bersten e Soni [7] consider two types of patients that can be admitted to ICU: Patients who require continuous monitoring and treatment and patients with organ failure, with recovering hypotheses. These units are responsible for the admitted patients, with continuous monitoring (24-hour) of the patient's condition by medical equipment and physicians of different specialties prepared to act in any critical situation [8] .
B. Admissions
In order to provide better healthcare to patients it is necessary to have an efficient way to properly admit to intensive care [9] .
Several authors [9, 10] suggested the identification of two types of patients: high risk and low risk. The first type of patients is those who are too sick to benefit from intensive care and would have no improvement in their health. The second category are those who are not ill enough to require intensive care and that can be treated in other hospital units.
The poor selection of patients to be admitted to the ICU causes the overcrowding of beds and other resources such as doctors and nurses or medical equipment that could be used correctly with other patients [11] . Furthermore, prolonged stay in the ICU exposes patients to infections and inflammations which complicate their health condition [11, 12] .
This work shows the importance of categorizing the type of patients in order to be able to optimize resources, reduce costs and realize in advance the characteristics of a hospitalized patient.
C. Clustering
Clustering consists in apportion data objects into a number of groups called Clusters [13] where all elements are similar within the group [14] . These clusters should be internally similar but externally different [13] .
This technique has a variety of applications areas, like Engineering, Economics, Medical Science, Astronomy, among others [15] .
The main objective of the cluster analysis is discovering hidden structure and relations between the data [15] .
There are some approaches of clustering, but the most popular are the agglomerative clustering and prototype-based clustering. In the first approach, each element of the data is initially partitioned into single clusters. The most similar clusters are united into one and so on, until a determined number of clusters is reached. In the second approach, the number of clusters is the first thing to be defined and then part the data into those cluster until they are similar intra -cluster and different inter -clusters [14] .
In this work, two methods were used with different evaluation metrics for what it is not possible to make a comparison between the two techniques.
D. INTCare
The INTCare system is an Intelligent Decision Support System with pervasive features developed for the area of Intensive Care Medicine. It is currently installed in the ICU of the Centro Hospitalar do Porto (CHP), Porto, Portugal [3, 16, 17] . The purpose of introducing such a system was to modify the response time from reactive to proactive [3] and improve the quality of treatment of patients by suggesting treatments, appropriate therapies and procedures and also can predict the clinical conditions of the patient in the next hours. Data is provided from five data sources: bedside monitor, electronic health record, electronic nursing record, laboratory results and drugs system [17] . With INTCare it is possible to improve the knowledge base on which health professionals are based to make their decisions [18] .
E. Related work
There are some projects in the field of prediction of admissions to ICU, but most of them do not use Data Mining to achieve it. Instead, it is commonly used Statistical Analysis with the objective of predicting events. The difference between Data Mining and Statistical Analysis is that Statistics are the central part of Data Mining process. Data Mining also involves Data exploration and analysis, cleaning and visualization and provides means to achieve patterns and predictions, while Statistical Analysis is concerned with probabilistic models and it quantifies numbers.
One of the existing projects, held in New York, aimed to the triage of high-risk hospital patients in ICU after Total Arthroplasty of the Hip (ATA). It is a statistical model to identify preoperative risk that can predict whether a patient is more likely to be admitted to the ICU after operation [19] .
A study conducted in France, using statistics analysis, allows to stratify patients with pneumonia in 4 admissions to ICU risk categories within 3 days after their presentation in a hospital emergency (HE). The categories 1 and 2 are moderate risk, although it is required some monitoring they do not need to be admitted to the ICU. In categories 3 and 4, patients should be transferred to the ICU after its entry as HE [20] .
There are many others studies like the previous ones [21] [22] [23] [24] , using statistical analysis.
From the studies found only there is one that allow you to make predictions in ICU using data mining techniques and having as base the admission, in this case readmissions. The INTCare system uses data mining techniques to forecast critical events, readmissions and admission time [25, 26, 27] . One of the studies found also uses clustering techniques to find patterns in the data and assemble them into groups with similar features of patients who were readmitted to ICU [4] .
Comparing to the projects found, this work gives many contributions to Data Mining community, referring to patient admissions to ICU.
III. STUDY DESCRIPTION
A. Methods and tools
Cross Industrial Standard Process for Data Mining (CRISP-DM) was followed as Data Mining methodology. It is divided in six phases: Business Understanding, Business, Data Understanding, Data Preparation, Modeling, Evaluation and Deployment. The tools used were Oracle SQL Developer, for data exploration and preparation, Orange and RapidMiner for building scenarios and clustering data. In Orange, the following tests were used: Silhouette, Inter-cluster distance and Distance to centroids. In RapidMiner was used k-means algorithm and Davies-Bouldin Index.
B. Business Undestanding
The main goal of this work, as already mentioned, is to characterize patients admitted to ICU from their medical data and discovering if it has groups of characteristics that have sense and are helpful. Clustering these data is important to know all the hidden features and relations before further analysis.
The Data Mining goal is to create useful models, able to identify groups of patients in ICU with similar characteristics through clustering techniques.
The solution should be able to support medical decision in the ICU, presenting to the intensivists information about the characteristics of admitted patients and provide new knowledge in this field.
C. Data Understanding and Data Preparation
The data were extracted from the ICU of Centro Hospitalar do Porto, using the AIDA platform, and comes from three tables.
From the table containing data from hospital admissions, 86.6% of the patients were previously admitted to ICU.
Patients gender analysis is represented in table 1. By using the Sex attribute, it was possible to determine that the most predominant patients where male, both at hospital admission and ICU admission. Analyzing patients birth dates, it was possible to make a statistical analysis. As it is possible to understand through table 2, both at hospital and ICU admission it was 13 the minimum patient's age and the mode is also 75 for both locals. Analyzing the others measures, the ages don't differ much. Considering the ICU admitted patients, most of them were admitted after a surgery from an operating room and with urgency.
For patients who were hospitalized more than one day, the maximum number of days of hospitalization was 894 probably some comatose patients. 1281 patients were hospitalized for 1 day, being this the most frequent number of days of hospitalization. The average number of days of hospitalization is about 5 days.
The dataset used in the modelling phase include only clinical data about patients admitted to ICU. It is composed by several attributes that were used in the Modeling phase:
• VA: GLAGOW_HOSPITAL: classify the patients accordingly to Glasgow Comma Scale at the hospital; • VB: GLASGOW_SERVICE: classify the patients accordingly to Glasgow Comma Scale at the service; To verify data quality, it was conducted a search for errors, data omission and data integrity and then several solutions to correct the errors were proposed. The errors encountered were blank spaces, where data were not filled in doctors or writing errors.
Next step it was to convert False and True values to 0 and 1, correspondingly to simplify the clustering process in the used tools. After this process, the best solutions were applied and the data were corrected, so they would be ready for the Data Mining process.
Besides data correction, the attributes were analyzed and it was weighted their importance for clustering analyses. From this point, some of the attributes were not included into the clustering due to their insignificance. For example, data referring to bed identification number or the patient identification number assigned by the hospital are meaningless attributes. It is important to note that only the data from admitted patients were used.
The total of attributes that composed the dataset after the Data Preparation phase were 34.
D. Modeling
The modelling phase began by the scenarios construction in order to generate varied models. Different attributes were grouped into different scenarios and clustering techniques was applied.
The first set of attributes created was Case Mix, which contained all the attributes from the table used. The next scenarios were created by using some criteria like the attributes targeting patients that had surgery, or patients that had neoplasms. Other scenarios (like 4 and 8) were created to understand if any attribute had positive or negative impact in the final results.
With these criteria 10 scenarios (S1…S10) were created. These scenarios were introduced into RapidMiner and Orange with the target Admission. At RapidMiner 10 models were generated using DaviesBouldin Index as evaluation technique. These models can be represented by: DMM = {10 Scenarios, 1 Technique, 1 Representation Method, 1 Target}
At Orange 30 models were generated using Silhouette, Distance to Centroids and Inter-Cluster Distance as evaluation techniques: DMM = {10 Scenarios, 3 Techniques, 1 Representation Method, 1 Target} For this paper the three scenarios that had better results were chosen (scenario 8, 4 and 10). That is, the scenarios in which the Silhouette value is closer to the value 1 and Distance to centroids and Inter-Cluster Distance values are smaller. Table 4 presents the attributes used on the three best scenarios, with the distinct values of each attributes, the average of the values, the minimum and maximum value of the correspondent value. It is possible to see that two of the scenarios are very similar. The difference is the absence of one attribute. This difference was made to understand the impact of some attributes in the models results.
E. Evaluation
This phase started with the assessment of results obtained in the previous phase.
In The results using Davies-Bouldin Index are presented in table 6 and as it is possible to see the best results correspond to tests with two clusters. This table presents the three best scenarios, the best Davies-Bouldin index and the correspondent best number of clusters. Note for the Davies-Bouldin Index on RapidMiner that uses negative values. The justification for this is that it happens because when the density is low, the value is automatically assigned as negative. So the lower the value is better the result is.
Although in Orange the best result was verified in scenario 8, in RapidMiner tool, the best result with Davies-Bouldin Index was verified in scenario 4.
IV. DISCUSSION
By analyzing previous results from the clustering tests, it was possible to conclude that TYPEADMISSION has a positive impact in the clusters formation and the attribute RISK has a negative impact, because the results from scenario (4) and (8) improve when withdrawing the attribute.
For the best scenario (8), it was analyzed the possible values of each attribute that are presented in the two clusters originated, that are exhibited in the table 7. As it is possible to see, the attribute TYPEADMISSION has its values clearly divided between the two clusters. Cluster 1 only has value 0 and Cluster 2 only has value 1. Figure 1 shows the separation of TYPEADMISSION attributes with values 0 (scheduled) and 1 (urgent) between Cluster 1 and Cluster 2. As it is possible to see, there is a clear separation between values for the two clusters, showing that this is an important attribute to categorize admitted patients to ICU.
Fig. 1 -Distribution of values from TYPEADMISSION for each cluster
Still in the analysis of the distribution of the attributes in clusters, it can be seen that the value 0 (scheduled) for the attribute TYPEADMISSIONSURGERY is not so present in cluster 2, and the majority of this value is found in cluster 1. This distribution is illustrated in figure 2. 
V. CONCLUSIONS
This work provided useful results which help to characterize the type of patients admitted to ICU. The clusters developed cannot ensure which patients will be admitted but they give information about which type of patients need intensive care. This work is based in study of the data collected from the patient admission. The results achieved requires a clinical analysis from the experts (intensivists) in order to make a clinical conclusion.
Analyzing the best scenario (8), characterized by patients that could had have a surgery before admission to ICU , the most important attributes are TYPEADMISSION, TYPEADMISSIONSURGERY and TRANSPLANTED. The attribute RISK affects the results negatively, so it did not enter in this scenario. Future work will include more studies about admitted patients to ICU based on the data extracted. It be applied other Data Mining techniques to predict if a patient will be admitted to ICU or not to create valuable knowledge to hospital units and Data Mining community.
