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РАСПРОСТРАНЕНИЯ И ДВУМЕРНОЙ КАРТЫ КОХОНЕНА 
Е.Е. Пятикоп,  канд. техн. наук, доцент каф. информатики,  
А.С.Петрюк, ст. гр. ВТ-06-М 
Одной из задач решаемых с помощью искусственных сетей явля-
ется сжатие данных. Способность нейросетей к выявлению взаимосвя-
зей между различными параметрами дает возможность выразить дан-
ные большой размерности более компактно, если данные тесно взаи-
мосвязаны друг с другом. С этой целью могут быть применены сети 
встречного распространения и самоорганизующиеся сети в виде дву-
мерной карты Кохонена [1,2]. 
Сеть встречного распространения может быть использована для 
сжатия данных перед их передачей, уменьшая тем самым числом би-
тов, которые должны быть переданы. В этой сети объединены два хо-
рошо известных алгоритма: самоорганизующаяся карта Кохонена и 
звезда Гроссберга. Схема показана на рисунке 1. При этом появляются 
свойства, которых нет ни у одного из них в отдельности. 
 
Рис. 1. Схема комбинированной нейронной сети  
По своим возможностям сети встречного распространения пре-
восходят возможности однослойных сетей. Время их обучения, по 
сравнению с обратным распространением, может уменьшаться в сто 
раз.  
Известно, что для изображений, предназначенных для визуально-
го наблюдения, высокое визуальное качество обеспечивают неравно-
мерные логарифмические шкалы квантования [1,2]. Однако, коэффи-
циент сжатия, который достигается за счет применения только этого 
способа квантования недостаточный и уступает методам кодировки на 
основе превращений. Последующее увеличение коэффициента сжатия 
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может быть достигнуто через векторное квантование компонент изо-
бражения. 
Векторное квантование может быть выполнено с помощью сети 
встречного распространения: множество векторов изображений ис-
пользуется в качестве входа для обучения слоя Кохонена по методу 
аккредитации, когда выход единственного нейрона равен 1. Веса слоя 
Гроссберга обучаются выдавать бинарный код номера того нейрона 
Кохонена, выход которого равен 1. На приемном конце идентичным 
образом обученная сеть встречного распространения принимает дво-
ичный код и реализует обратную функцию, аппроксимирующую пер-
воначальное изображение. 
Идеальной для решения заданий векторного квантования является 
самоорганизующаяся сеть в виде двумерной карты Кохонена. Процесс 
выполняется за два прохода начального изображения: первый проход - 
обучение сети; второй проход – собственно векторное квантование. 
После обучения эта сеть может аппроксимировать векторы входного 
пространства наилучшим способом. Алгоритм обучения сети: 
1. Инициализировать взвешивающие коэффициенты случайными 
значениями. 
2. Для каждого кластерного элемента вычислить расстояние к учеб-
ному вектору:  
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3. Найти кластерный элемент j для которого dj минимально. 
4. Для кластерных элементов из круга заданного радиуса с центром 
в j элементе обновить взвешивающие коэффициенты согласно 
формуле:        1ij ij i ijw n w n n x w n       , где n - норма уче-
бы, x – координата учебного вектора. 
5. Обновить норму учебы n и радиус при необходимости и повто-
рить пункты 1-5 для следующего учебного вектора. Норма учебы 
со временем изменяется. Со временем радиус уменьшается и в 
конце должен обновляться только сам элемент-победитель. 
Обычно количество нейронов сети значительно меньшее по срав-
нению с количеством учебных векторов, что и дает возможность ис-
пользования SOFM для векторного квантования. 
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