Abstract
Introduction
One of the most important problems in Micro Aircraft Vehicle design is that of attitude stabilization and control [1] [2] [3] . Although the missions of space vehicles and their attitude requirements vary greatly, high pointing accuracy is an important part of the overall design problem for a Micro Aircraft Vehicle control system. Meeting the Micro Aircraft Vehicle attitude control system design requirements in a realistic environment where the knowledge about the system parameters may be incomplete, disturbances are present and orbital operations induces structural vibrations in the flexible appendages, is a challenging task for the designers.
Significant research efforts have been made for the problem of stabilization and performance of Micro Aircraft Vehicle attitude control system. Intelligent control theory represented by fuzzy control [4] , neural network control [5] , and their integration with modern robust control theory represented by adaptive control [6] , sliding mode control [7] provides effective ways to solve the modeling and control of Micro Aircraft Vehicle with characteristics of time-variant, serious nonlinearity, parameter and structure uncertainty, and external disturbances in most cases which make it very difficult to realize high accuracy control for the attitude angle by conventional methods. For resolving this problem. The FSMC [8] [9] [10] [11] , a hybrid of the SMC and FLC, gives a simple denotes the rotational inertia matrix of Micro Aircraft Vehicle; 
（2）
Organizing above equations, we obtain:
（3）
It is not difficult to obtain the relationship between attitude angular velocity and three angular velocity components in the body fixed frame through the transformation matrix between body fixed frame and earth fixed frame, the attitude angular dynamic equation is given as: 1 sin tan cos tan 0 cos sin sin cos 0 cos cos
where    ， ， represent the roll, pitch and yaw angels in the inertial reference frame.
Making the outputs track the attitude of Micro Aircraft Vehicle by designing the control torque U. Arranging the above dynamic equations for designing the control scheme conveniently, the attitude control model of Micro Aircraft Vehicle obtained can be expressed as: Next, propose
 , the control model turned to as following eventually: 
（7）
Aerodynamic characteristics parameters will get perturbations resulting from flying conditions or flying attitude changed. At the same time, external gust of wind and flow could not be ignored. Thus, control system of Micro Aircraft Vehicle is one MIMO nonlinear system with uncertainty and perturbations.
Sliding Model Control
Consider a nonlinear system: 
then, the sliding surface s(e, t) = 0 is defined as
where λ is a strictly positive real constant. A suitable control u has to be found so as to retain the error e(t) on the sliding surface s(e, t) = 0. To achieve this purpose, a positive Lyapunov function V is defined as 
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One sufficient condition for the stability of the system is given by
which leads to the convergence condition:
If η > 0, (12) states that the system is driven to the sliding surface. If the state trajectory has reached the sliding surface s = 0, then it simultaneously slides into the origin e = 0 despite the matched parametric uncertainties and disturbances.
Then, the first step is to select the parameter λ properly. The next step is to find the control law that will keep the system in sliding mode. Eq. (13) gives a sufficient condition for the asymptotic stability of the closed-loop system. we take the time derivative of s(e, t) as:
Combining (14) with (13), we can get:
The sliding control law u is now chosen as:
Where g f, are estimating functions of f and g, respectively. The bounds are defined as the following:
Choose the gain G as
It remains to find k(x, t) so as to satisfy the convergence condition (13). Now we substitute (17) and (11) for (15) 
to obtain
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a sufficient condition for the control law to fulfill the sliding surface s = 0 is
Interval Type II Fuzzy Logic System
In this section, a brief overview of type II fuzzy systems is presented.A type II fuzzy fuzzy inference engine, and an output processor, as we can see in Figure 1 . Now we explain each of the blocks shown in Figure 1 .
The fuzzifier maps a numeric vector 
In the type II FLS, the inference engine combines rules and gives a mapping from input type II fuzzy sets to output type II fuzzy sets. It is necessary to compute the join (unions) and the meet Π (intersections), as well as the extended sup-star compositions (sup star compositions) of type II relations. If (22) can be re-written as follows: In the FLS, we used interval type II fuzzy sets and intersection under product t-norm, so the result of the input and antecedent operations, which is an interval type-1 set,
where * stands for the product operation. Next, the type-reducer generates a type-1 fuzzy set output. This type-1 fuzzy set is also an interval set, for the case of our FLS we used center of sets (cos) type reduction, which is expressed as 
Particle Swarm Optimization
In this section, PSO algorithm is applied to FLC design for a two axis robot arm. The objective in here is to tune all parameters (the fuzzy controller's antecedent and consequent parameters) of the Mamdani type FLC through a given algorithm [24] to control the given trajectory.
PSO Algorithm
The PSO concept consists of changing the velocity (or accelerating) of each particle toward its pbest and the gbest position at each time step. Each particle tries to modify its current position and velocity according to the distance between its current position and pbest, and the distance between its current position and gbest as shown the following. At each step n, by using the individual best position, pbest, and global best position, gbest, a new velocity for the ith particle is updated by
where each particle represents a potential solution and has a position represented by a position vector i p , 1 r and 2 r are random numbers between 0 and 1; . If the velocity violates these limits, it is forced to its proper values. Changing velocity by this way enables the ith particle to search around its local best position, pbest, and global best position, gbest. Based on the updated velocity, each particle changes its position as following:
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Optimization Of FLC With PSO
If there are M*N parameters to be optimized in this study. PSO searches all of the antecedent and consequent parameters in w dimensional spaces. The order of a particle is shown as the following
where the parameters ij ij c ,

represent the center and deviation of the Gaussian MFs. In the above equation, the first line and the second line constitute the parameters of the first controller and the second controller, respectively. The initial values of particles are randomly generated in the first generation.
The most crucial step in applying PSO is to choose the best cost functions which are used to evaluate fitness of each particle. In during tuning process with PSO, one cost functions are used as Mean of Root of Squared Error (MRSE). The cost functions for ith particle are computed as follows:
Where e(i) is the trajectory error of ith sample for the object, N is the number of sample, k is the iteration number, u(i)is the control signal, respectively. All parameters of the FLC are updated at every final time ( f t ).
Interval Type II Fuzzy Sliding Mode Controller with PSO

Design of PSO Based Interval Type II Fuzzy Sliding Mode Controller
Based on the ITIIFLC mentioned in the previous subsection, the design procedures for IT2FSM-PSO will be described in this subsection. The structure of an IT2FSM-PSO system is shown in Figure 2 . Referring to (16) , (17) and (30), the control law for IT2FSMC is now chosen as ) (
Stability of ITIIFSMC-PSO
In order to analyze the closed-loop system stability, we adopt the same Lyapunov function as in (4) . With the convergence condition (6), we obtain
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To achieve asymptotic stability, we consider When s>0 We can summarize the design procedure for ITIIFSMC-PSO as follows:
Step 1.Determine a stable sliding surface s from (8) , (9) and (10) .
Step 2.Drive the equivalent sliding control u from (15) .
Step 3.Design ITIIFSMC-PSO with sliding function s.
Step 4.Regulation the fuzzy rule from (34).
Step 5.Imply the fuzzy implication from (25) 、 (26) and (27) .
Step 6.Calculate the overall control u from (36). Figure 3 shows the trajectory tracking error response curve of three angles under the circumstance without external disturbance and uncertainty. Figure 4 shows the trajectory tracking error response curve of three angles under the circumstance with external disturbance and uncertainty. Subscript Numbers under attitude Angles corresponding to three kinds of controller: "1" is a representative of ITIIFLC controller; "2" is a representative of ITIIFSMC controller; "3" is a representative of ITIIFSMC-PSO controller. disturbances for all of the three control schemes, but which could satisfy the performance standard of control system, furthermore, the Interval type II fuzzy sliding mode controller based on PSO gives better performances compared with the other ones. Arranging the above simulation results from Figure 3-Figure 4 , then the response data of three attitude angles are listed in Table 1 . From Figure 3 - Figure 4 and Table 1 , we can see that not only from nominal system, but also from system with uncertainty and external disturbances in Figure 4 , it can be seen that Interval Type II Fuzzy Logic controllerproduces bigger overshoot and steadystate error; Interval Type II Fuzzy Sliding Mode controller produces big overshoot and small steady-state error; Interval Type II Fuzzy Sliding Mode controller based on PSO gets smaller overshoot and small steady-state error.
Conclusion
This paper introduced the PSO based tuning method for ITIIFSMC controller to control the attitude of MAV. The all parameters concerning the fuzzy controller were determined using PSO algorithm. In order to examine effects of the cost functions on the controller parameter optimalization. The Lyapunov stability theorem has been used to testify to the asymptotic stability of the closed-loop system. For attitude of MAV control system, the proposed ITIIFSMC-PSO can make the pole track a desired sinusoidal angular displacement in the presence of parameter variations and disturbances. From the simulation results, the ITIIFSMC-PSO can give the best tracking performance compared with ITIIFLC and ITIISMC.
