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REAL LINES ON RANDOM CUBIC SURFACES
RIDA AIT EL MANSSOUR, MARA BELOTTI, CHIARA MERONI
Abstract. We give an explicit formula for the expectation of the number of real lines on
a random invariant cubic surface, i.e. a surface Z ⊂ RP3 defined by a random gaussian
polynomial whose probability distribution is invariant under the action of the orthogonal
group O(4) by change of variables. Such invariant distributions are completely described by
one parameter λ ∈ [0, 1] and as a function of this parameter the expected number of real
lines equals:
Eλ =
9(8λ2 + (1− λ)2)
2λ2 + (1− λ)2
(
2λ2
8λ2 + (1− λ)2 −
1
3
+
2
3
√
8λ2 + (1− λ)2
20λ2 + (1− λ)2
)
.
This result generalizes previous results from [BLLP19] for the case of a Kostlan polynomial,
which corresponds to λ = 1
3
and for which E 1
3
= 6
√
2 − 3. Moreover, we show that the
expectation of the number of real lines is maximized by random purely harmonic cubic
polynomials, which corresponds to the case λ = 1 and for which E1 = 24
√
2
5
− 3.
1. Introduction
A classical result from complex algebraic geometry tells that on a generic cubic surface
in complex projective space there are exactly 27 lines. This is still true for a generic real
cubic surface, i.e. on the zero set in complex projective space of a real cubic polynomial,
however these lines might not be real. In fact the number of real lines on the real zero locus
Z(P ) ⊂ RP3, for a generic P ∈ R[x0, . . . , x3](3) can be either 27, 15, 7 or 3, depending on the
coefficients of the chosen polynomial [Seg42].
This is a typical phenomenon in real algebraic geometry, where in general there is no
“generic” answer to such counting problems. There is however a recent interest into looking at
these questions from the probabilistic point of view, replacing the word generic with “random”,
which in the case of the current paper means asking for the expectation of the number of real
lines on a random real cubic surface. This approach has its origin in classical works of
Kac [Kac43], Edelman and Kostlan [EK95], Shub and Smale [SS93,SS96], and it has recently
seen new progress [GW14,GW15,GW16,FLL15,NS09,NS16,Sar11,SW16,LL16b,Ler15,LL15,
LL16a,DL18,LS19,Sar11,BL18], leading to the emergence of the field of Random real algebraic
geometry.
Of course, when talking about expected quantities, one should specify what is meant by
“random”. In this paper we will endow the space P = R[x0, . . . x3](3) with a centered, non-
degenerate gaussian distribution, which we require to be invariant under the action of the
orthogonal group O(4) by change of variables – so that there are no preferred points or direc-
tions in the projective space RP3. Such a probability distribution will be called an invariant
distribution and a polynomial sampled from it will be called an invariant polynomial. Invari-
ant distributions on P can be explicitly described: they correspond to scalar products on P
which are invariant under the action of the orthogonal group O(4) by change of variables,
and they are parametrized by a point in the positive quadrant (λ1, λ2) ∈ (0,∞) × (0,∞),
see [Kos93]. This comes from the fact that there is a decomposition
(1.1) P = H3 ⊕ ‖x‖2 · H1,
1
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where H3 and H1 denotes respectively the space of harmonic cubic polynomials and harmonic
linear polynomials (i.e. just linear polynomials). The remarkable fact here is that the decom-
position (1.1) is orthogonal with respect to any invariant scalar product; moreover the action
of the orthogonal group by change of variables preserves the two spaces of harmonics and in
addition the induced representation on these spaces is irreducible. In particular, in each space
of harmonics, there is a unique (up to multiples) scalar product which is O(4) invariant – and
this explains the two positive parameters needed to describe an invariant distribution.
In practice, in order to construct a random invariant polynomial, we proceed as follows.
First observe that the quantity we are interested in (the number of lines on the zero set, and
in fact the zero set itself) does not depend on the multiple of the defining polynomial that
we take and we can normalize our parameters to satisfy λ1 + λ2 = 1. In particular we can
work with a single parameter λ ∈ [0, 1] such that (λ1, λ2) = (λ, 1−λ). Consider the L2-scalar
product, which is defined for P,Q ∈ P by
〈P,Q〉L2 =
∫
S3
p q dvol
where p and q denote the restriction of P and Q respectively to the unit sphere S3 ⊂ R4
and dvol is the volume form of the sphere. Then we fix bases {H3,j}j∈J3={1,...,16} for H3 and
{H1,j}j∈J1={1,...,4} for H1 which are orthonormal with respect to the L2-scalar product. With
these choices we define a random polynomial Pλ as a linear combination of random harmonics,
weighted by the parameters:
(1.2) Pλ(x) = λ

∑
j∈J3
ξ3,j ·H3,j(x)

+ (1− λ)

∑
j∈J1
ξ1,j · ‖x‖2H1,j(x)

 ,
where {ξ3,j}j∈J3 and {ξ1,j}j∈J1 are two independent families of independent standard gaus-
sians. We include in our study also the choices λ = 0 and λ = 1, which correspond to purely
harmonic polynomials (but not to scalar products).
Example 1 (The Kostlan distribution). A Kostlan random polynomial is defined by
(1.3) P (x) =
∑
|α|=3
ξα ·
(
3!
α0! · · ·α3!
)1/2
xα00 · · · xα33
where {ξα}|α|=3 is a family of independent standard gaussians. The resulting probability
distribution on P is invariant and corresponds to the choice of λ = 13 in (1.2) (see Corollary
3). The authors of [BLLP19] have proved that the expectation of the number of real lines on
the zero set of a random Kostlan cubic equals:
E 1
3
= 6
√
2− 3.
Generalizing the work of [BLLP19], in this paper we give an explicit formula for the expec-
tation of the number of real lines on a random invariant cubic, as a function of the parameter
λ ∈ [0, 1].
Theorem 1. The expected number of real lines on the zero set of the random cubic polynomial
Pλ equals:
Eλ =
9(8λ2 + (1− λ)2)
2λ2 + (1− λ)2
(
2λ2
8λ2 + (1− λ)2 −
1
3
+
2
3
√
8λ2 + (1− λ)2
20λ2 + (1− λ)2
)
.
An interesting corollary of the previous Theorem is the fact that one can analytically prove
that the expectation is maximized at λ = 1, i.e. for random purely harmonic cubics.
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Corollary 2. The function Eλ is monotone increasing and attains its maximum at λ = 1:
E1 = 24
√
2
5
− 3.
Remark 1. The previous corollary is particularly interesting because it confirms the intu-
ition that purely harmonic polynomials of maximum degree exhibit complicated topological
configurations, see [Koz18].
Remark 2. Another possible model of random cubics can be introduced following the work
of Allcock, Carlson, and Toledo [ACT10]. They have studied the moduli space of real cubic
surfaces form the point of view of hyperbolic geometry and computed the orbifold Euler
characteristic (which is proportional to the hyperbolic volume) of each component of the
moduli space. One can turn this into a probabilistic model taking the weighted average of the
number of real lines, weighted by the volume of the corresponding component. In this way
one gets an expected number of 23937 real lines, see [ACT10, Table 1.2].
Remark 3. Yet another model of randomness can be obtained by looking at random determi-
nantal cubics. To be more specific, consider random 3× 3 matrices A0, A1, A2, A3 filled with
independent standard gaussians, and define the random polynomial:
(1.4) F (x0, x1, x2, x3) = det(x0A0 + x1A1 + x2A2 + x3A3).
We prove below (Lemma 6) that random determinantal cubics are O(4)-invariant. Smooth
cubics admit a determinantal representation (i.e. they can be written as the zero set of
some F as in (1.4)), see [Bea00, BK07]. It is natural therefore to ask for the expectation
of the number of real lines on a random determinantal cubic surface Z(F ) ⊂ RP3, however
this problem seems to be considerably more complicated than the gaussian one considered
here (the coefficients of F in (1.4) are cubic in gaussian variables and they are also highly
dependent) and we leave this as an open question. For this model of randomness we prove a
result about the expected surface area of Z(F ), see Theorem 7.
Remark 4. As said in the beginning, our approach will be probabilistic and our answer will
depend on the probability distribution we have chosen. It is important to mention that there
exists also a certain signed count such that the number of lines on a (generic) real cubic
surface does not depend on the cubic surface itself. For this type of count, following classical
work of Segre [Seg42] (later rediscovered and extended by Okonek and Teleman [OT14] and
Kharlamov and Finashin [FK13]), one can classify the lines lying on the cubic into elliptic
and hyperbolic. This corresponds to give a sign to each line. The number e of elliptic lines
plus the number h of hyperbolic lines depend on the cubic, but their difference h− e is always
3. Following [JLK], one can further extend this type of signed count to a different field K (for
instance the p-adic numbers K = Qp). In this case a line is a closed point in the Grassmannian
of lines in P3K. The sign, which is now called type, takes value in the Grothendieck–Witt group
GW(K) of non-degenerate bilinear forms and it depends on the field of definition of the line.
With these accuracies we get a similar invariant count, see [JLK, Theorem 2]. An interesting
question is: what happens over the p-adic numbers? In this direction, [JLK, Theorem 2] gives
a way to perform a well defined enriched count but, in the spirit of the current paper, it
makes sense to ask for the expected number of Qp-lines on a random p-adic cubic. We plan
to discuss this question in a future work.
Remark 5. The study of cubic surfaces has been recently enriched by the famous 27 questions
posed by Sturmfels, that are collected in this webpage [Stu]. By the same logic of this paper,
it can be noticed that some of those questions can be restated according to a probabilistic
point of view. For example looking at question 23 and putting a probability distribution on
RP19, instead of asking for a semialgebraic description of the set of smooth hyperbolic cubics
in RP19, one could seek the probability of a smooth cubic to be hyperbolic.
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2. Preliminaries
2.1. The decomposition into harmonic polynomials and invariant scalar products.
Let us consider the space of real d-homogeneous polynomials Wn,d = R[x0, . . . xn](d). The
orthogonal group O(n + 1) acts on it by change of variables, so that we can view Wn,d as
a representation of O(n + 1). Let us find the decomposition of Wn,d into its irreducible
subrepresentations.
Definition 1. We define the space of homogeneous harmonics
Hnd := {H ∈Wn,d : △H = 0}
to be the space of real homogeneous harmonic polynomials of degree d in n+ 1 variables.
This space is invariant with respect to O(n+1) and the following algebraic decomposition
holds (see [BLLP19]):
Wn,d =
⊕
d−j∈2N
‖x‖d−jHnj .
Moreover the spaces Hjn are irreducible and orthogonal with respect to any O(n+1)-invariant
scalar product. Let us denote with (·, ·) a generic real scalar product onWn,d which is invariant
under the action of the orthogonal group O(n + 1); we will use the notation (·, ·)2 for the L2
scalar product which is by definition
(f, g)2 =
∫
Rn+1
f(x)g(x)dx f, g ∈Wn,d.
As a consequence of Schur Lemma the restriction of (·, ·) to the space ‖x‖d−jHnj is a multiple
of the L2 scalar product. So given f, g ∈ Wn,d we can write f =
∑
j ‖x‖d−j fj and g =∑
j ‖x‖d−j gj , with fj, gj ∈ Hnj , and we have that
(f, g) =
∑
d−j∈2N
µj(fj, gj)2
for some µd, µd−2, . . . > 0.
Given an invariant scalar product (·, ·) we can construct a gaussian probability distribution
which is invariant under rotations. First we fix an orthonormal basis with respect to (·, ·),
and then we construct a random polynomial with such a basis whose coefficients are given by
centered gaussian random variables ξj,i ∼ N(0, 1):
P (x) =
∑
d−j∈2N
λj
∑
i∈Jj
ξj,i ‖x‖d−j Hj,i(x)
where Jj = dim(Hdj ). In our case we have that
W3,3 = P = H33 ⊕ ‖x‖2H31
and therefore we only need two parameters to classify all the scalar products
(·, ·) = µ1(·, ·)2 + µ2(·, ·)2.
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Let us fix bases {H3,j}j∈J3={1,...,16} for H33 and {H1,j}j∈J1={1,...,4} for H31 which are or-
thonormal with respect to the L2-scalar product, and then we have that { 1√µ1H3,j}j∈J3 ∪
{ 1√µ2H1,j}j∈J1 is an orthonormal basis with respect to our scalar product. Notice that since
for our purposes we just need to classify scalar products up to constants, we can rescale our
parameters such that they sum up to 1 and obtain the following random polynomial
Pλ(x) = λ

∑
j∈J3
ξ3,j ·H3,j(x)

 + (1− λ)

∑
j∈J1
ξ1,j · ‖x‖2H1,j(x)


where ξi,j ∼ N(0, 1) for all i, j and independent. In Theorem 1 we will use the explicit
orthogonal basis for P shown in table 1.
Table 1. Basis for Theorem 1
Basis for H33 ‖·‖L2
x0x1x2 1
x0x1x3 1
x0x2x3 1
x1x2x3 1
x30 − x0(x21 + x22 + x23) 2
√
3
x31 − x1(x20 + x22 + x23) 2
√
3
x32 − x2(x20 + x21 + x23) 2
√
3
x33 − x3(x20 + x21 + x22) 2
√
3
x0(x
2
1 − x22) 2
x1(x
2
2 − x23) 2
x2(x
2
1 − x20) 2
x3(x
2
0 − x21) 2
x0(x
2
1 − x23)− 12x0(x21 − x22)
√
3
x1(x
2
2 − x20)− 12x1(x22 − x23)
√
3
x2(x
2
1 − x23)− 12x2(x21 − x20)
√
3
x3(x
2
0 − x22)− 12x3(x20 − x21)
√
3
Basis for H31 ‖·‖L2
x0 4
√
3
x1 4
√
3
x2 4
√
3
x3 4
√
3
Remark 6. Notice that we will take into account also the limit cases λ = 0 and λ = 1 of pure
harmonics of degree 1 and 3 respectively.
Corollary 3. The Kostlan distribution (1.3) corresponds to the choice λ = 13 in (1.2).
Proof. Let’s take the element x0x1x2 of the basis. Its L
2 norm is 1, while its Kostlan norm is
1√
6
, therefore we get that µ1 =
1
6 . Let’s take now the element x0(x
2
0 + x
2
1 + x
2
2 + x
2
3). Its L
2
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norm is 4
√
3, while its Kostlan norm is
√
2, therefore µ2 =
1
24 . Now we look for α ∈ R such
that α 1√µ1 + α
1√
µ2
= 1, i.e. α = 1
3
√
6
. So in the end λ = α 1√µ1 =
1
3 . 
2.2. Vector bundles and the Kac-Rice formula. In this section we recall the construction
from [BLLP19]. Let Gr+(2, 4) ⊂ S5 denote the oriented Grassmannian of 2−planes in R4, and
let sym3(τ∗2,4) be the 3rd symmetric power of the dual of the tautological bundle on Gr+(2, 4).
For every f ∈ R[x0, . . . , x3](3), we define a section σf of the bundle sym3(τ∗2,4) by considering
σf (W ) = f |W , its restriction on W ∈ Gr+(2, 4). In this way our main problem of finding the
expected number of lines in the surface Z(Pλ) ⊆ RP3 becomes computing
Eλ = E#{W ∈ Gr(2, 4) | σPλ(W ) = 0}.
We recall now the following theorem which is an essential tool for this computation,
Theorem 4. (Kac-Rice formula - Theorem 6.3 from [AW09]). Let U ⊂ RN be an open set
and X : U → RN be a random map such that:
(i) X is gaussian;
(ii) X is almost surely of class C1;
(iii) for every t ∈ U the random variable X(t) has a nondegenerate distribution;
(iv) the probability that X has degenerate zeroes in U is zero;
Then, denoting by pX(t) the density function of X(t), for every Borel subset B ⊂ U we
have:
E#({X = 0} ∩B) =
∫
B
E{|det(JX(t))| | X(t) = 0}pX(t)(0)dt,
where JX(t) denotes the Jacobian matrix of X(t).
Remark 7. If in additional U is a Riemannian manifold we have
E(#{X = 0}) =
∫
U
E{|det(JˆX(t))| | X(t) = 0}pX(t)(0) · wU (t),
where wU is the volume form induced by the Riemannian metric and JˆX(t) denotes the
matrix of the derivatives of the components of X with respect to an orthonormal frame field.
For i = 1, 2 and j = 3, 4, consider Ei,j the matrix that has 1 in position (i, j), −1 in position
(j, i) and 0 otherwise; then etEi,j ∈ O(4). Let e0, e1, e2, e3 be the standard basis vectors of R4
and consider the map
R : R2×2 × span{e0, e1} // R4
(t, y) ✤ // (e
∑
ti,jEi,j) · y.
Then φ : R2×2 → Gr+(2, 4) defined by φ(t) = R(t, e0) ∧ R(t, e1) is a local parametrization
of Gr+(2, 4) around e0 ∧ e1 (see [Koz97]).
Hence φ−1 : U → R2×2 is a coordinate chart on a neighborhood U of e0 ∧ e1, and we get a
trivialization of the bundle sym3(τ∗2,4) over U as follows:
sym3(τ∗2,4)|U U × R[y0, y1](3)
U
pi
h
p1
where h(f) = (W,f(R(φ−1(W ), ·))) for every f ∈ sym3(τ∗2,4)|W .
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Remark 8. Since Gr+(2, 4) is compact and connected, and the map φ is a Riemannian expo-
nential map, then φ is surjective and we can suppose that Gr+(2, 4) \ U has measure 0. So
integrating on U is equivalent to integrate over all Gr+(2, 4).
Take the polynomial Pλ as before and define
σ˜Pλ : U → R[y0, y1](3) ≃ R4
in such a way that h(σPλ(W )) = (W, σ˜Pλ(W )). So we can apply the Kac-Rice formula to
X = σ˜Pλ ◦ φ : φ−1(U)→ R4:
E#{σ˜Pλ = 0} = E#{X = 0} =
∫
φ−1(U)
E{|det(JˆX(t))| | X(t) = 0}pX(t)(0) · φ∗wGr+(2,4)(t)
=
∫
U
E{|det(J(W ))| | σ˜Pλ(W ) = 0}p(0,W ) · wGr+(2,4)(W ),
where here φ−1(U) is endowed with the pull-back metric φ∗g, p(0,W ) denotes the density at
zero of σ˜Pλ(W ) and J(W ) is the matrix of the derivatives at W of the components of σ˜Pλ
with respect to an orthonormal frame field.
The fact that Pλ is O(4) invariant implies that
E{|det(J(W ))| | σ˜Pλ(W ) = 0}p(0,W )
is a constant C which does not depend on W , so we get
E#{σ˜Pλ = 0} = C · vol(Gr+(2, 4))
where vol(Gr+(2, 4)) is the volume of Gr+(2, 4). Moreover if σ˜Pλ(W ) and J(W ) are indepen-
dent random variables then
E{|det(J(W ))| | σ˜Pλ(W ) = 0} = E{|det(J(W ))|}
and because Gr+(2, 4) is a double covering of Gr(2, 4), in the end we get that
Eλ = E#{W ∈ Gr(2, 4) | σPλ(W ) = 0}
=
1
2
E#{W ∈ Gr+(2, 4) | σPλ(W ) = 0}
=
1
2
C · vol(Gr+(2, 4))
= E{|det(J(W0))|} · vol(Gr(2, 4)) · p(0,W0)(2.1)
for a fixed W0 ∈ Gr+(2, 4).
Let us look now at the Jacobian: write the polynomial Pλ in the monomial basis as
Pλ =
∑
|i|=3
βi0,i1,i2,i3y
i0
0 y
i1
1 y
i2
2 y
i3
3
and choose W0 = e0 ∧ e1; since W0 = φ(0) then
σ˜Pλ(W0) = σPλ(W0) =
∑
|i|=3
βi0,i1,0,0y
i0
0 y
i1
1 .
As in the proof of Theorem 2 of [BLLP19], using the curves γij : (−ǫ, ǫ) → Gr+(2, 4) such
that
γij(s) = e
sEije0 ∧ esEije1
8 RIDA AIT EL MANSSOUR, MARA BELOTTI, CHIARA MERONI
for i = 1, 2 and j = 3, 4, we can construct an orthonormal frame field at W0 and compute the
matrix J that turns out to be:
J(W0) =


β2,0,1,0 0 β2,0,0,1 0
β1,1,1,0 β2,0,1,0 β1,1,0,1 β2,0,0,1
β0,2,1,0 β1,1,1,0 β0,2,0,1 β1,1,0,1
0 β0,2,1,0 0 β0,2,0,1


This matrix will be used in the proof of the main theorem.
3. Proof of Theorem 1
Proof. Fix the basis introduced in Table 1 for the space P. Then our random polynomial is
Pλ(x) = λ

 4∑
j=1
ξ3,j ·H3,j(x) +
8∑
j=5
ξ3,j · H3,j(x)
2
√
3
+
12∑
j=9
ξ3,j · H3,j(x)
2
+
16∑
j=13
ξ3,j · H3,j(x)√
3


+ (1− λ)

 4∑
j=1
ξ1,j · ‖x‖2H1,j(x)
4
√
3

 .
Expanding this harmonic basis in the monomial one we can compute directly the Jacobian
as above and we obtain the expression:
J(W0) =


x¯− y¯ 0 x¯′ − y¯′ 0
z¯ x¯− y¯ z¯′ x¯′ − y¯′
x¯+ y¯ z¯ x¯′ + y¯′ z¯′
0 x¯+ y¯ 0 x¯′ + y¯′


where
x¯ = − λ
2
√
3
ξ3,7 +
λ
2
√
3
ξ3,15 +
(1− λ)
4
√
3
ξ1,3 ∼ N

0,
√
λ2
6
+
(1− λ)2
48


x¯′ = − λ
2
√
3
ξ3,8 +
λ
2
√
3
ξ3,16 +
(1− λ)
4
√
3
ξ1,4 ∼ N

0,
√
λ2
6
+
(1− λ)2
48


y¯ =
λ
2
ξ3,11 ∼ N
(
0,
λ
2
)
y¯′ = −λ
2
ξ3,12 ∼ N
(
0,
λ
2
)
z¯ = λ ξ3,1 ∼ N (0, λ)
z¯′ = λ ξ3,2 ∼ N (0, λ) .
On the other hand, when we compute σ˜Pλ(W0) the only basis elements that don’t vanish are
H3,5,H3,6,H3,9,H3,13,H3,14,H1,1,H1,2 so this section and J(W0) are independent. Therefore
thanks to equation (2.1) we are left with
Eλ = E{|det(J(W0))|} · vol(Gr(2, 4)) · p(0,W0).
Let us compute E{|det(J(W0))|}. We will use this notation: if t¯ ∼ N(0, η) we will call
t = 1η t¯ ∼ N(0, 1). It turns out after some computations that
det(J(W0)) =
(
λ2
6
+
(1− λ)2
48
)
λ2α2 − λ
4
4
β2 +
(
λ2
6
+
(1− λ)2
48
)
λ2γ2
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where α = xy′ − x′y, β = y′z − yz′, γ = x′z − xz′.
Instead of parametrizing the scalar products with (λ, 1 − λ) we can use other rescaled
parameters (M,N) such that M
2
6 +
N2
48 = 1. In fact Pλ(x) = µPˇM,N as explained in section
2.1, where
PˇM,N =M

∑
j∈J3
ξ3,j ·H3,j(x)

 +N

∑
j∈J1
ξ1,j · ‖x‖2H1,j(x)

 .
Hence we can do again the same computations using the (M,N) parameters, and we can
compute for this polynomial the function
EˇM,N = E{|det(J(W0))|} · vol(Gr(2, 4)) · p(0,W0).
Then we have that Eλ = Eˇλ
µ
, 1−λ
µ
because the zero set of a polynomial is invariant up to
multiplication by a constant.
With these new parameters the determinant becomes much simpler:
det(J(W0)) =M
2
(
α2 − M
2
4
β2 + γ2
)
.
In order to compute the expectation of |det(J(W0))| we need the joint density ρ(α, β, γ) that
can be recovered by the method of characteristic functions and using Theorem 2.1 of [Sca73],
as explained in [BLLP19]:
ρ(α, β, γ) =
1
4π
e−|(α,β,γ)|
|(α, β, γ)| .
Therefore we can compute the expectation of |det(J(W0))| as:
E{|det(J(W0))|} = M
2
4π
∫
R3
∣∣∣∣∣α2 − M
2
4
β2 + γ2
∣∣∣∣∣ e
−
√
α2+β2+γ2√
α2 + β2 + γ2
dαdβdγ
=
M2
4π
∫
R
∫ 2pi
0
∫ ∞
0
ρ
∣∣∣∣∣ρ2 − M
2
4
β2
∣∣∣∣∣ e
−
√
ρ2+β2√
ρ2 + β2
dρdφdβ
=
M2
2
∫
R
∫ ∞
0
ρ
∣∣∣∣∣ρ2 − M
2
4
β2
∣∣∣∣∣ e
−
√
ρ2+β2√
ρ2 + β2
dρdβ
=
M2
2
∫ pi
2
−pi
2
∫ ∞
0
r3 cos θ
∣∣∣∣∣cos2 θ − M
2
4
sin2 θ
∣∣∣∣∣ e−rdrdθ
= 3M2
∫ pi
2
−pi
2
cos θ
∣∣∣∣∣cos2 θ − M
2
4
sin2 θ
∣∣∣∣∣ dθ
= 6M2
(
M2
12
− 2
3
+
4
3
√
4
4 +M2
)
where we used two changes of variables:

α = ρ cosφ
β = β
γ = ρ sin φ
{
ρ = r cos θ
β = r sin θ
and then solved the integral in the θ variable finding explicitely the intervals of positivity and
negativity of the function in the absolut value.
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We have to compute now the density of σ˜Pλ(W0) at 0. It is a random vector with covariance
Σ =


M2
12 +
N2
48 0 −M
2
12 +
N2
48 0
0 5M
2
12 +
N2
48 0 −M
2
12 +
N2
48
−M212 + N
2
48 0
5M2
12 +
N2
48 0
0 −M212 + N
2
48 0
M2
12 +
N2
48


This implies that
p(0,W0) =
1
4π2
√
detΣ
=
3
2π2
(
4M2 − M42
) .
Finally the volume of the Grassmannian is vol(Gr(2, 4)) = 2π2, therefore we have that
EˇM,N =
12
8−M2
(
M2
4
− 2 + 4
√
4
4 +M2
)
.
Observe thatM = 4
√
3√
(1−λ)2+8λ2λ, so we can come back to the original parameter λ and obtain
that
Eλ =
9(8λ2 + (1− λ)2)
2λ2 + (1− λ)2
(
2λ2
8λ2 + (1− λ)2 −
1
3
+
2
3
√
8λ2 + (1− λ)2
20λ2 + (1− λ)2
)
.

3.1. Properties of the function Eλ.
Proposition 5. The function Eλ is monotone increasing.
0 1/3 2/3 1
1
2
3
4
5
6
7
8
9
10
11
12
13
Figure 1. A plot of the function Eλ.
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Proof. In order to simplify the computation and because M is an increasing function of λ, we
will prove the monotonicity of E as a function of M instead of λ.
EˇM,N = −3 + 96
(8−M2)(√4 +M2) .
Then, it is enough to prove that the denominator g(M) = (8−M2)(√4 +M2) is decreasing.
In fact,
g′(M) = −2M(
√
4 +M2) +
(8−M2)M√
4 +M2
=
−2M(4 +M2) +M(8−M2)√
4 +M2
=
−3M3√
4 +M2
.
So for positive values of M , which are the ones we are interested in, g′(M) ≤ 0 and therefore
Eλ is increasing.

The plot of the function Eλ is shown in figure 3.1. Its minimum is E0 = 3 whereas the
maximun is reached by the other limit case λ = 1 and is E1 = 24
√
2
5 −3 ≃ 12, 179. This value
of λ corresponds to purely harmonic polynomials of degree 3.
4. Determinantal cubic surfaces
Lemma 6. Let A0, A1, A2, A3 be random 3 × 3 matrices filled with independent standard
gaussians. Then the random polynomial
F (x0, x1, x2, x3) = det(x0A0 + x1A1 + x2A2 + x3A3)
is O(4)-invariant, i.e. the distribution induced by F on R[x0, x1, x2, x3](3) is invariant under
orthogonal change of variables.
Proof. The matrix x0A0 + x1A1 + x2A2 + x3A3 has entries
x0a
0
ij + x1a
1
ij + x2a
2
ij + x3a
3
ij = (x0, x1, x2, x3)
T


a0ij
a1ij
a2ij
a3ij


where (Ak)ij = a
k
ij.
Suppose we have y = Rx where R ∈ O(4). It is known that if ξ = (ξ1, . . . , ξn) is a list
of standard independent gaussians, and R is an orthogonal matrix, then Rξ = (ξ′1, . . . , ξ′n) is
also a list of standard independent gaussians. This completes the proof. 
Next Theorem gives the expectation of the surface area of a random cubic surface.
Theorem 7. Let Z(F ) ⊂ RP3 be a random cubic determinantal surface defined by the poly-
nomial (1.4). Then
Evol(Z(F )) = 2vol(RP2) = 4π.
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Proof. The proof goes via integral geometry. We consider the random 4-dimensional space
W = span{A0, . . . , A3} ⊂ R3×3.
Because A0, . . . , A3 are filled with standard independent gaussians, then, seen as points in
R3×3 they are O(9) invariant and we can use the (projective) kinematic formula [How93] to
compute the expected volume of
Z(F ) = P (W ) ∩ {det = 0}.
Here P (W ) ⊂ P (R3×3) ≃ RP8 is the projectivization of W and Σ = {det = 0} denotes the
projectivization of the set of matrices with zero determinant. The volume of the double cover
Σˆ ⊂ S8 ⊂ R3×3 is computed in [EKS94, pag. 264]:
vol(Σˆ)
vol(S7)
= 2.
As a consequence
E
vol(P (W ) ∩ Σ)
vol(RP2)
= E
vol(W ∩ Σˆ)
vol(S2)
=
vol(Σˆ)
vol(RP7)
= 2.
Since 2vol(RP2) = vol(S2) = 4π, this concludes the proof. 
Remark 9. A similar reasoning can be done for the random cubic surface defined by Pλ. In
this case, always using the kinematic formula, it turns out that
Evol(Z(Pλ)) = vol(RP
2)E#{Pλ|RP1 = 0}.
In particular for the Kostlan polynomial it is known that E#{Pλ|RP1 = 0} =
√
3, (see [EK95]).
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