Nonregular fractional factorial designs, such as Plackett-Burman designs, are widely used in industrial experiments for run size economy and flexibility. A novel criterion, called moment aberration projection, is proposed to rank and classify nonregular designs. It measures the goodness of a design through moments of the number of coincidences between the rows of its projection designs. The new criterion is used to rank and classify designs of 16, 20, and 27 runs. Examples are given to illustrate that the ranking of designs is supported by other design criteria.
INTRODUCTION
Consider a door panel stamping experiment for investigating the effects of the following seven factors on the formability of a panel: (A) concentration of lubricant, (B) panel thickness, (C) force on the outer portion of the door, (D) force on the inner portion of the door, (E) punch speed, (F) thickness of lubrication, and (G) manufacturers of lubricant. Each factor has two levels. The engineer plans to conduct a 20-run experiment due to budget limitation. He could choose seven columns from the 20-run Plackett-Burman design (Plackett and Burman 1946) . Because there are many choices, he faces a practical question: How to select a design with good design properties?
The selection of fractional factorial designs for the problem described in the previous paragraph has always been an important issue in the area of experimental design. Two-level and three-level fractional factorial designs are frequently used in various scientific investigations. A regular design is determined by a defining relation (see, e.g., Box and Hunter 1961) and hence has a simple aliasing structure in that any two effects are either orthogonal or fully aliased. The run size is always a power of 2 or 3, and thus the "gaps" between possible run sizes are getting wider as the power increases. Box and Hunter (1961) first introduced the concept of resolution for a regular fractional factorial design. Fries and Hunter (1980) proposed a refined criterion called minimum aberration to further differentiate designs with the same resolution. There are many additional works on minimum aberration designs (see Wu and Hamada 2000 for further references).
Nonregular factorial designs are commonly obtained from Plackett-Burman designs or Hadamard matrices in general by selecting a subset of the columns, which forms a projection. A Hadamard matrix of order N is an N × N matrix with the elements ±1 whose columns (and rows) are orthogonal to each other. One can always "normalize" a Hadamard matrix by sign changes within complete rows so that its first column consists of all 1's. Removing the first column, one obtains a saturated two-level orthogonal array (OA) with N runs and N − 1 columns, which is a nonregular design if N is a multiple of 4 but not a power of 2. Other widely used nonregular designs are three-level and mixed-level OAs, as described by Dey and Mukerjee (1999) , Hedayat, Sloane, and Stufken (1999) , and Wu and Hamada (2000) . Nonregular designs are useful for factor screening, and they fill the gaps between regular designs in terms of various run sizes. Unlike regular designs, nonregular designs exhibit a complex aliasing structure; that is, there exists at least one pair of effects that are neither orthogonal nor fully aliased. One can argue that this property is not a drawback. For regular designs, once the effects are confounded, they cannot be separated. For nonregular designs, if the effects are partially confounded, they may be simultaneously estimable. Hamada and Wu (1992) proposed an analysis strategy to turn the liability of complex aliasing structure into the virtue of model estimability (see Wu and Hamada 2000, chap. 8 , for further references).
Nonregular factorial designs had not received sufficient attention due to their complex aliasing structure until recently. In the last decade, numerous authors studied the projection properties of two-level nonregular designs (see, e.g., Lin and Draper 1992; Wang and Wu 1995; Cheng 1995 Cheng , 1998 Box and Tyssedal 1996; Dean and Draper 1999) . More recently, Deng and Tang (1999, 2002) proposed generalized resolution and generalized minimum aberration for ranking nonregular twolevel designs in a systematic way. Their work shows a promising direction in the study of nonregular designs; however, their approach works only for two-level designs.
In this article, we propose a novel criterion, called moment aberration projection (MAP) , to rank and classify nonregular designs (including multilevel designs). The key innovation is to investigate the relationship between the runs (i.e., rows), instead of the relationship between the factors (i.e., columns). For each design, we consider its projection designs and compute the power moments of the number of coincidences between the rows of its projection designs. The new criterion then assesses the goodness of designs by comparing the distribution of the power moments.
HONGQUAN XU AND LIH-YUAN DENG
The number of noncoincidences is called Hamming distance and has been studied extensively in the area of coding theory. Recently it has become popular in the area of design of experiment. Clark and Dean (2001) and Ma, Fang, and Lin (2001) studied the isomorphism of fractional factorial designs by means of the Hamming distances between the rows of their projection designs. Two designs are isomorphic (or equivalent) if one can be obtained from the other by permuting the rows, the columns, and the levels of each column. Clark and Dean (2001) proposed an algorithm for verifying the equivalence or nonequivalence of two-level designs and also developed some theoretical results on the equivalence of multilevel designs. proposed an algorithm for detecting nonequivalence of multilevel designs, and proposed a criterion based on Hamming distances to rank multilevel designs. Although it is important to know whether two designs are nonequivalent, it is more important to rank them. Our primary goal here is ranking designs, and classification is secondary.
Section 2 describes the MAP criterion and its connections with other familiar criteria. Section 3 applies MAP to search for good designs for 16, 20, and 27 runs. For 16-and 20-run designs, the rankings by MAP and generalized minimum aberration are fairly consistent, but not identical. Nevertheless, the former has a better classification power than the latter. In particular, MAP can completely classify all 16-run OAs. For 27 runs, many nonregular designs are found to have better projection properties than regular designs. Section 4 studies the design selection for the door panel stamping experiment. Other criteria, such as estimation capacity and projection properties, are used to evaluate designs. Empirical studies show that the MAP ranking is fairly consistent with the number of estimable models and is supported by estimation capacity and hidden projection properties. Section 5 gives concluding remarks.
MOMENT ABERRATION PROJECTION

Power Moments and Moment Aberration
A design of N runs and m factors is represented by an N × m matrix, where each row corresponds to a run (i.e., treatment) and each column corresponds to a factor. A design has s levels if each column takes on s different values. For an N × m design d and a positive integer t, define the tth power moment as
where δ ij (d) is the number of coincidences between the ith and jth rows. For two row vectors (x 1 , . . . , x m ) and ( y 1 , . . . , y m ), the number of coincidences is the number of i's such that x i = y i . The power moments measure the similarity among runs (i.e., rows). The first and second power moments measure the average and variance of the similarity among runs. Minimizing the power moments makes runs as dissimilar as possible. Therefore, good designs should have small power moments. This leads to the minimum moment aberration criterion (Xu 2003) , which is used to sequentially minimize the power moments
Although computation of the power moments involves the number of coincidences between rows, the power moments also measure the orthogonality among columns. This important observation was first made by Xu (2003) . Specifically, for an N × m design d with s levels, Xu showed that
with equality if and only if every column of d is balanced (i.e., each level appears equally often), and
with equality if and only if d is an OA. Note that K t defined in (1) is N(N − 1)/2 times that defined by Xu (2003) . Based on a generalization of (3), Xu (2002) developed an efficient algorithm for constructing OAs and nearly-OAs with a small number of runs.
Example 1. Consider two 4 × 3 designs,
The first design, d 1 , is a 2 3−1 regular fractional factorial design, and the second design, d 2 , is a one-factor-at-a-time design. Their coincidence matrices (δ ij ) are    The tth power moment, K t , is the sum of the tth power of the elements above the diagonal of the coincidence matrix. It is easy to verify that K t (d 1 ) = 6 for all t ≥ 1 and
, and so on. It is evident that
for all t ≥ 1. Therefore, d 1 has less moment aberration than d 2 and is preferred. This agrees with the well-known fact that fractional factorial designs are superior to one-factor-at-a-time designs. Note that the lower bounds in (2) and (3) are achieved for d 1 , because it is an OA.
It is important to note the connection between designs in statistics and codes in coding theory. (For an introduction and applications to OAs, see Hedayat et al. 1999, chap. 4 .) The Hamming distance between a pair of rows is the number of places where they differ. Let h ij (d) be the Hamming distance between the ith and jth rows. Evidently,
This equation implies that the first m power moments uniquely determine the rest and thus at most m comparisons are necessary in the moment aberration criterion. By applying MacWilliams identities and Pless power moment identities (see, e.g., MacWilliams and Sloane 1977, chap. 5), two fundamental results in coding theory, Xu (2003) showed that minimum moment aberration is equivalent to minimum aberration (Fries and Hunter 1980) for regular designs and to generalized minimum aberration (GMA) (Xu and Wu 2001; for nonregular designs.
The moment aberration criterion can also be applied to supersaturated designs. A design is supersaturated if it does not have sufficient degrees of freedom to estimate all main effects simultaneously. A number of criteria have been proposed. Xu (2003) showed that the minimization of K 2 is equivalent to the minimization of E(s 2 ) (Booth and Cox 1962) for two-level designs and the minimization of average chi-squared (Yamada and Lin 1999) for three-level designs.
Moment Aberration Projection
Consider the projection designs of an N × m design d. For each projection design, we can compute the power moments as in (1) 
)) be two frequency distributions taking c possible values (in decreasing order) on x 1 > · · · > x c . We would sequentially compare the frequency of the components and prefer the one that minimizes the frequency of the largest value. For convenience, we write
For two N × m designs d 1 and d 2 , suppose that p is the smallest integer such that the p-dimensional K-value distributions are different, that is,
Example 2 (Continued from Example 1). For d 1 , each column forms a one-factor projection with K 1 = 2, each pair of columns forms a two-factor projection with K 2 = 4, and all three columns together form a three-factor projection (i.e., d 1 itself ) with K 3 = 6. For d 2 , the second column forms a one-factor projection with K 1 = 2 and the other two one-factor projections with K 1 = 3, the first and third columns form a two-factor projection with K 2 = 6 and the other two two-factor projections with K 2 = 5, and all three columns together form a three-factor projection (i.e., d 2 itself ) with K 3 = 26. In summary, the K-value distributions are as follows:
It is evident that
Example 3. Consider the 12-run Plackett-Burman design given in Table 1 . This design is constructed by cyclically shifting the first row (+, +, −, +, +, +, −, −, −, +, −) to the right 10 times and adding a row of −'s (Plackett and Burman 1946) . According to Lin and Draper (1992) , there are 
two nonisomorphic 12 × 5 projection designs: design 5.1 and design 5.2. For example, columns 1-4 and 10 form design 5.1 and columns 1-5 form design 5.2. The former has two repeated runs, whereas the latter has two mirror image runs. From (2) and (3), any one-factor projection must have K 1 = 30 and any two-factor projection must have K 2 = 84, because both designs are OAs. The three-, four-, and five-dimensional K-value distributions are as follows: We see that for both designs, all 10 three-factor projections have K 3 = 330, and all five four-factor projections have K 4 = 1,728. This is because all three-factor projections are equivalent and so are all four-factor projections (Lin and Draper 1992) . Therefore, they are not distinguishable when projected onto three and four factors. Nevertheless, they are distinguishable when projected onto five factors because K 5 = 10,950 for design 5.1 and K 5 = 11,070 for design 5.2. Therefore, according to MAP, design 5.1 is better than design 5.2, which is consistent with the conclusions of Wang and Wu (1995) and Deng and Tang (1999) .
The MAP is closely related to the GMA criterion proposed by Deng and Tang (1999, 2002) .
The quantity J m (d) measures the correlations among the columns for two-level designs. The p-dimensional J-value distribution, called the confounding frequency vector by Deng and Tang, is the frequency distribution of J p -values of the p-factor projections. The GMA criterion sequentially minimizes the confounding frequency vectors as MAP does. Because both GMA and MAP first consider lower-dimensional projections and then proceed to higher-dimensional projections, we would expect them to produce consistent results, as was demonstrated in our study for designs of 12, 16, and 20 runs. One important advantage of MAP over GMA is that the former works for both two-level and multilevel designs, whereas the latter works only for two-level designs. Here is an example for three-level designs.
Example 4. Consider the commonly used OA(18, 3 7 ) given in Table 2 . Wang and Wu (1995) showed that there are four nonisomorphic four-factor projections. Let design 4.1 consist of columns 2-5, let design 4.2 consist of columns 1-3 and 6, let design 4.3 consist of columns 1-4, and let design 4.4 consist of columns 1, 2, 5, and 7. From (2) and (3), any one-factor projection must have K 1 = 45, and any two-factor projection must have K 2 = 108, because all designs are OAs. The threeand four-dimensional K-value distributions are as follows: When projected onto three factors, all four projections of design 4.1 have K 3 = 297, three projections of design 4.2 have K 3 = 297 and one projection has K 3 = 315, three projections of design 4.3 have K 3 = 297 and one projection has K 3 = 351, and three projections of design 4.4 have K 3 = 315 and one projection has K 3 = 351. Therefore, according to MAP, design 4.1 is better than design 4.2, which in turn is better than designs 4.3 and 4.4. This ranking is consistent with that of Wang and Wu (1995) . It is important to note that the moment aberration criterion is not able to distinguish between design 4.3 and design 4.4. In contrast, according to MAP, design 4.3 is better than design 4.4, a result supported by Wang and Wu (1995) in terms of their hidden projection properties.
As the previous example demonstrates, the frequency distribution F p (d) provides a quick method for checking whether two designs are nonisomorphic. A necessary condition for isomorphism of two designs is that they have the same
Whenever two designs have different K-value distributions, we can declare that they are not isomorphic. The same argument works for GMA based on the J-values defined in (5). However, MAP has a much better classification power than GMA (see the next section for examples). The reason is that K t defined in (1) takes on many more values than J m defined in (5). Deng 1  1  1  1  1  3  0  2  2  2  2  2  2  4  1  0  0  1  1  2  2  5  1  1  1  2  2  0  0  6  1  2  2  0  0  1  1  7  2  0  1  0  2  1  2  8  2  1  2  1  0  2  0  9  2  2  0  2  1  0  1  10  0  0  2  2  1  1  0  11  0  1  0  0  2  2  1  12  0  2  1  1  0  0  2  13  1  0  1  2  0  2  1  14  1  1  2  0  1  0  2  15  1  2  0  1  2  1  0  16  2  0  2  1  2  0  1  17  2  1  0  2  0  1  2  18  2  2  1  0  1  2  0 and Tang (2002) showed that J m (d) takes on only a few values between 0 and N. Clark and Dean (2001) proposed two algorithms, Deseq1 and Deseq2, for checking the equivalence of two-level fractional factorial designs. Deseq1 does an initial check for nonequivalence, and Deseq2 looks for row and column permutations if two designs are isomorphic. It is of interest to compare MAP with Deseq1 because both provide sufficient (but not necessary) conditions for nonisomorphism and can be used as a preliminary step to identify nonisomorphic designs. One difference is that for each projection design, Deseq1 uses the frequency distribution of Hamming distances between all possible pairs of rows, whereas MAP combines the numbers in the calculation of K and uses only one K value. It is certainly neater to compare and rank two designs using two numbers than to use two frequency distributions of Hamming distances. Our empirical study suggested that using one K value usually does not lose much, if any, information. When restricted to two-level or multilevel regular designs, GMA and MAP are equivalent to minimum aberration. It is interesting to note that MAP is not equivalent to minimum aberration. For example, consider two regular 2 12−3 designs given by Draper and Mitchell (1968) , labeled designs 3.4 and 3.5 in their table 1. These two designs are not isomorphic but share the same word-length pattern; therefore, they are equivalent under the minimum aberration criterion. On the other hand, it is straightforward to verify that their 9-, 10-, and 11-dimensional K-value distributions are different; therefore, they are not equivalent under MAP.
RANKING AND CLASSIFICATION WITH MOMENT ABERRATION PROJECTION
Designs of 16 Runs
According to Hall (1961) , there are precisely five nonisomorphic Hadamard matrices, labeled I, II, III, IV, and V. In particular, type I is a regular design and is equivalent to the 16-run Plackett-Burman design, whose cyclic generator is (+, +, +, +, −, +, −, +, +, −, −, +, −, −, −). For convenience, we use the Plackett-Burman design for type I. Deng and Tang (2002) used GMA to rank and classify designs from the five Hadamard designs; here we use MAP to reexamine these designs.
For each m, 3 ≤ m ≤ 15, we use MAP to rank and classify all nonequivalent designs from the five Hadamard matrices by searching over all m-factor projections. Table 3 lists a few top designs ranked by MAP, their three-and four-dimensional K-value distributions, GMA rankings from Deng and Tang (2002) , types, and the corresponding columns. A design of m factors is denoted by 16.m.i, where i denotes the rank under MAP. As we can see from Table 3 , the rankings by MAP and GMA are quite consistent. Both criteria identify the same top designs, except for two cases where MAP further distinguishes between the top designs ranked by GMA (designs 16.12.1 and 16.12.2 and designs 16.15.1 and 16.15.2).
As a byproduct, we investigate the equivalence of projection designs from the five Hadamard matrices. Table 4 shows the number of nonisomorphic projection designs identified by NOTE: Type I is a Plackett-Burman design, and types II-V are as described by Deng and Tang (2002) . The indices of F 3 (possible K values) are (744, 672, 648) , and the indices of F 4 are (4, 160, 3, 776, 3, 632, 3, 584, 3, 392) .
MAP, GMA (Deng and Tang 2002) , and a complete search of all possible permutations of rows, columns, and levels of each column (Sun 1993) . The number of nonisomorphic designs found by MAP matches exactly with the complete search, whereas GMA found fewer designs for 6-12 and 15 columns. The conclusion is that MAP gives a complete classification for 16-run designs without a complete search of all possible permutations. In fact, only projection dimension up to 7 is needed to classify all 16-run designs. Hall (1965) showed that there are three nonisomorphic Hadamard matrices, labeled Q, P, and N. Listings of these designs were given by Hall (1965) and by Deng and Tang (2002) . As noted by Wang and Wu (1995) , type Q is equivalent to the 20-run Plackett-Burman design, whose cyclic generator is (+, +, −, −, +, +, +, +, −, +, −, +, −, −, −, −, +, +, −). For convenience, we use the Plackett-Burman design for type Q.
Designs of 20 Runs
As before, for each m, 3 ≤ m ≤ 19, we use MAP to rank and classify all projection designs from the three Hadamard matrices by searching over all m-factor projections. It is possible that two nonisomorphic designs have the same K-value distributions. Table 5 lists a few top and bottom designs ranked by MAP; their three-, four-, and five-dimensional K-value distributions; GMA rankings from Deng and Tang (2002) ; types; and the corresponding columns. As we can see from Table 5 , the rankings by MAP and GMA are still consistent, but the degree of consistency is less than for the 16-run case. For each m, the best design ranked by MAP, 20.m.1, is also ranked as the best by GMA. However, there are several cases where GMA fails to separate one or more of its top designs with 6-8 and 12-19 columns. In particular, MAP ranks three top GMA designs as 20.7.1, 20.7.2, and 20.7.8. In the next section we show that the MAP rankings are supported by other criteria.
Observe that the bottom design in Table 5 is from type P for 5-19 columns. Because our search goes through Q first, P next, and N last, this means that type Q does not contain the (0, 7, 0, 28, 28, 98, 28, 119, 84, 70) 2 N 1-4 6-9 11-13 20.11.3 (6, 159) (48, 26, 256) (2, 4, 4, 22, 29, 97, 33, 121, 76, 74) 2 P 1-4 6-8 11 12 16 17 20.11.1899 (13, 152) (104, 26, 200) (22, 32, 0, 0, 48, 208, 24, 104, 24, 0) 80 P 1-10 15 20.12.1 (8, 212) (72, 39, 384) (0, 12, 0, 48, 48, 168, 48, 204, 144, 120) 1 N 1-4 6-9 11-14 20.12.2 (8, 212) (72, 39, 384) (6, 6, 0, 48, 36, 180, 42, 210, 156, 108 (25, 34, 8, 12, 70, 324, 33, 152, 90, 44) 51 P 1-11 15 20.13.1 (14, 272) (140, 47, 528) (0, 15, 36, 96, 114, 318, 72, 240, 204, 192) 1 N 1-4 6-9 11-14 16 20. 13.2 (14, 272) (140, 47, 528) (7, 20, 24, 80, 112, 336, 72, 244, 200, 192) 2 N 1-9 11-14 20. 13.3 (14, 272) (140, 47, 528) (10, 17, 24, 72, 94, 362, 62, 262, 224, 160) 1 P 1-3 5-14 20. 13.730 (18, 268) (180, 43, 492) (39, 12, 42, 84, 90, 450, 48, 204, 192, 126) 34 P 1-7 10-12 15-17 20.14.1 (20, 344) (220, 60, 721) (0, 24, 76, 170, 227, 503, 125, 281, 249, 347) (0, 48, 192, 384, 480, 1, 152, 240, 624, 576, 672 (12, 80, 272, 544, 704, 1, 664, 352, 832, 752, 976) 1 N 1-9 11-14 16 -19 20.17.3 (40, 640) (560, 140, 1,680) (18, 94, 252, 504, 692, 1,716, 346, 858, 764, 944 (60, 192, 432, 864, 1,248, 3,360, 624, 1,680, 1,488, 1,680) 1 N 1-19 20.19.3 (57, 912) (912, 228, 2,736) (180, 216, 288, 576, 1,008, 3,888, 504, 1,944, 1,728 , 1,296) 1 P 1-19 NOTE: Type Q is a Plackett-Burman design, and types P and N are as described by Deng and Tang (2002) . The indices of F 3 (possible K values) are (1,134, 1,086), the indices of F 4 are (6, 528, 6, 240, 6, 144) , and the indices of F 5 are (50, 490, 50, 370, 49, 170, 47, 010, 45, 930, 45, 810, 43, 770, 43, 650, 42, 570, 42, 450) .
worst projection. This finding partially explains the superiority of type Q, a result also supported by Wang and Wu (1995) . We also study the isomorphism of projection designs from the three Hadamard matrices. Previously, Lin and Draper (1992) studied the isomorphism of projection up to five dimensions, and Wang and Wu (1995) extended it to six dimensions. Deng and Tang (2002) used GMA to rank and classify all projection designs. Table 6 gives the numbers of nonisomorphic designs identified by MAP and GMA. It is evident that MAP identifies many more designs than GMA, as reported by Deng and Tang (2002) , especially when the number of columns is large. For example, for 6 columns, GMA identifies only 34 designs whereas MAP identifies 59 designs, which is exactly the number of nonisomorphic designs reported by Wang and Wu (1995) . We point out that Deng and Tang (2002) considered only projection dimensions up to five (or MA-5 in their notation). Nevertheless, the number of nonisomorphic designs found by GMA would be still much less than MAP even if all dimensions are used.
Designs of 27 Runs
Commonly used 27-run designs are regular designs, and minimum aberration is often used to select the best design for a given number of columns (see Wu and Hamada 2000 for details). The 27-run Plackett-Burman design, generated by cyclically permuting the column vector (0, 0, 1, 0, 1, 2, 1, 1, 2, 0, 1, 1, 1, 0, 0, 2, 0, 2, 1, 2, 2, 1, 0, 2, 2, 2) 12 times and adding a row of 0's, is equivalent to a saturated regular 3 13−10 design. Lam and Tonchev (1996) showed that there are 68 nonisomorphic saturated 27-run OAs with 3 levels and 13 columns, denoted by OA (27, 3 13 ). Among these, only 1 design is regular, and the other 67 designs are nonregular.
Here we use MAP to rank and classify all projection designs from the 68 saturated arrays. For simplicity, we label the 68 OA(27, 3 13 ) arrays as types 1-68 according to their MAP rankings. MAP can separate all but 2 of the 68 arrays; 2 nonisomorphic arrays are ranked as the 24th by MAP. Table 7 lists the top designs and all regular designs identified by MAP. A design is regular if it is from type 68. Table 7 clearly shows that all regular designs (except for 27.3.1 and 27.4.1) are ranked at the bottom. In other words, according to MAP, nonregular designs are better than regular designs. This agrees with the observation of Cheng and Wu (2001) , who studied the projection properties of three-level designs for a second-order model and concluded that nonregular designs have better projection properties than regular designs.
In Table 7 , most of the top designs can be found from type 1 and type 5 arrays, which are given in Table 8 for easy reference. We use the Plackett-Burman design for a type 68 array for convenience. Table 9 gives the number of nonisomorphic designs identified by MAP and the number of regular designs. Chen, Sun, and Wu (1993) presented a complete catalog of 27-run regular designs with an exhaustive search. It is interesting to note that their catalog is not complete in the sense that they missed a regular design, namely 27.4.139. 0, 0, 0, 21, 0, 66, 0, 33) 1 1 2 3 4 5 6 7 11 12 13 27. 10.2 (0, 0, 0, 21, 0, 66, 0, 33) 1 1 2 3 4 5 6 7 8 9 10 27. 10.3 (0, 0, 0, 22, 0, 65, 0, 33) 1 1 2 3 4 5 6 7 8 10 11 27.10.3304 (21, 0, 0, 0, 0, 0, 0, 99) 68 1 2 3 4 5 6 7 8 9 11 27.10.3305 (22, 0, 0, 0, 0, 0, 0, 98) 68 1 2 3 4 5 6 7 8 9 10 27.11.1 (0, 0, 0, 30, 0, 90, 0, 45) 1 1 2 3 4 5 6 7 8 9 11 13 27.11.2 (0, 0, 0, 30, 0, 90, 0, 45) 1 1 2 3 4 5 6 7 8 9 10 11 27.11.3 (0, 0, 30, 0, 30, 0, 75, 30 ) 2 1 2 3 4 5 6 7 8 9 10 11 27.11.1176 (30, 0, 0, 0, 0, 0, 0, 135) 68 1 2 3 4 5 6 7 8 9 10 11 27.12.1 (0, 0, 0, 40, 0, 120, 0, 60) 1 1 2 3 4 5 6 7 8 9 10 11 12 27.12.2 (0, 0, 40, 0, 40, 0, 100, 40) 2 1 2 3 4 5 6 7 8 9 10 11 12 27. 12.3 (2, 0, 0, 50, 0, 84, 18, 66) 3 1 2 3 4 5 6 7 8 9 10 11 12 27.12.331 (40, 0, 0, 0, 0, 0, 0, 180) 68 1 2 3 4 5 6 7 8 9 10 11 12 27.13.1 (0, 0, 0, 52, 0, 156, 0, 78) 1 1 2 3 4 5 6 7 8 9 10 11 12 13 27.13.2 (0, 0, 52, 0, 52, 0, 130, 52) 2 1 2 3 4 5 6 7 8 9 10 11 12 13 27. 13.3 (3, 0, 0, 63, 0, 108, 27, 85) 3 1 2 3 4 5 6 7 8 9 10 11 12 13 27.13.67 (52, 0, 0, 0, 0, 0, 0, 234) 68 1 2 3 4 5 6 7 8 9 10 11 12 13 NOTE: Type 68 is a Plackett-Burman design, and types 1 and 5 are as given in Table 8 . The indices of F 3 (possible K values) are (972, 900, 870, 864, 852, 846, 834, 810) .
CONNECTION WITH OTHER DESIGN CRITERIA
Estimation Capacity and Hidden Projection Properties
Cheng, Steinberg, and Sun (1999) first studied the model robustness of regular minimum aberration designs in terms of estimation capacity. Following their approach, consider models containing all main effects and f two-factor interactions (2fi's for short). Because we do not know in advance which f 2fi's are significant, we consider all possible combinations. Let E f be the number of estimable models and let D f be the average D-efficiency of all models, where the D-efficiency is Run 1 2  3  4 5  6  7  8  9  10  11 12  13  Run 1 2  3  4 5  6  7  8  9  10  11 12  13   1  0  0  0  0  1  1  1  1  1  1  1  1  1  1  0  0  0  0  1  1  1  1  1  1  1  1  1  2  0  0  0  0  2  2  2  2  2  2  2  2  2  2  0  0  0  0  2  2  2  2  2  2  2  2  2  3  0  2  2  1  0  0  0  1  2  2  2  1  1  3  0  1  1  1  0  0  0  2  2  2  1  1  1  4  0  2  2  2  2  1  2  0  0  0  1  2  1  4  0  2  2  2  2  2  2  0  0  0  1  1  1  5  0  1  1  2  0  0  0  2  1  1  1  2  2  5  0  2  2  2  0  0  0  1  1  1  2  2  2  6  0  1  2  1  1  1  2  2  2  1  0  0  0  6  0  2  2  1  2  1  1  2  2  1  0  0  0  7  0  2  1  2  2  2  1  1  1  2  0  0  0  7  0  1  1  2  1  2  2  1  1  2  0  0  0  8  0  1  1  1  1  2  1  0  0  0  2  1  2  8  0  1  1  1  1  1  1  0  0  0  2  2  2  9  1  0  1  2  0  2  2  0  2  1  0  1  1  9  1  0  1  2  0  1  2  0  2  1  0  2  1  10  2  0  2  1  0  1  1  0  1  2  0  2  2  10  2  0  2  1  0  2  1  0  1  2  2  0  1  11  2  0  1  1  2  0  1  2  2  0  1  0  1  11  1  0  2  1  1  0  2  2  1  0  0  1  2  12  1  0  2  2  1  0  2  1  1  0  2  0  2  12  2  0  1  2  2  0  1  1  2  0  2  1  0  13  2  0  2  2  1  2 calculated as was done by Wang and Wu (1995) . One would prefer designs with high estimation capacity E f and large average D-efficiency D f . It is known that nonregular designs have some hidden projection properties. Box and Tyssedal (1996) showed that if N is not a multiple of 8, then any saturated OA with N runs and 2 levels has projectivity 3; that is, any three-factor projection contains a complete 2 3 factorial design, possibly with some points replicated. Therefore, any three-factor projection can entertain all three main effects and all 2fi's among them. Cheng (1995) indeed showed that if N is not a multiple of 8, then any OA with N runs and 2 levels has the following hidden projection property: Any four-factor projection can entertain all 4 main effects and all 2fi's among them. Let P f be the number of f -factor projections that can entertain all f main effects and all 2fi's among them. One would prefer designs with large P f values. Section 4.2 illustrates these concepts in an example.
Door Panel Stamping Experiment
Return to the door panel stamping experiment mentioned in Section 1. The goal is to choose a 20 × 7 design with good design properties. Here we evaluate the top 10 and bottom 5 designs given in Table 5 in terms of estimation capacity and hidden projection properties.
First, consider estimation capacity and design efficiency. There are 21 2fi's and 21 f different models with all 7 main effects and f 2fi's. Table 10 gives the results in terms of D f and N f for f = 1, . . . , 7, where N f = 21 f − E f is the number of nonestimable models. All top 10 designs can entertain up to all sets of four 2fi's, whereas all five bottom designs cannot entertain at least nine sets of four 2fi's. All top 10 designs have larger average D-efficiency than the bottom 5 designs. It is evident that the top 10 designs are better than the bottom 5 designs in terms of both design efficiency and estimation capacity. Among the top 10 designs, 8 (all except 20.7.4 and 20.7.10) can entertain all sets of 5 2fi's. Their average D-efficiencies are pretty close to each other. Note that design 20.7.1, ranked as the first by MAP, is indeed the best in terms of estimation capacity. It has only two nonestimable models with six 2fi's, whereas all other designs have at least five nonestimable models with six 2fi's.
Next, consider the hidden projection properties of these 20 × 7 designs. As discussed earlier, for any OA with 20 runs and 7 columns, any four-factor projection can entertain all 4 main effects and all 2fi's among them. It is interesting to consider five-factor projections here. In Table 10 , the last column, P 5 , shows the number of five-factor projections that can entertain all 5 main effects and 10 2fi's among them. Note that the number of estimable models is fairly consistent with the MAP ranking. The top 10 designs can estimate more models than the bottom 5 designs. Recall that designs 20.7.1, 20.7.2, and 20.7.8 are ranked as the first by GMA. They can estimate 21, 20, and 17 models, which are consistent with their MAP rankings. The top design, 20.7.1, is the only design that can estimate all 21 models; therefore, it is also the best in terms of hidden projection properties.
In conclusion, MAP ranking is supported by estimation capacity and hidden projection properties. For an experiment with 20 runs and 7 factors, such as the door panel stamping experiment, the top design, 20.7.1, is recommended.
CONCLUDING REMARKS
By an exhaustive computer search, Beder (1998) observed that all 16-run OAs can be embedded in some Hadamard matrices. Therefore, all the 16-run OAs can be found from 5 Hadamard matrices of order 16. However, it is well known that not every OA can be embedded in Hadamard matrices. One can easily find many such examples from 20-run designs. Our goal is to look for new nonisomorphic designs that have good MAP rankings.
For each given number of columns, we used an efficient algorithm due to Xu (2002) to construct as many as 5,000 OAs. For each OA, we computed its K-value distributions and compared them with all K-value distributions of projection designs from Hadamard matrices. We found 10, 79, 338, 386, 107, and 15 new OAs for 6, 7, 8, 9, 10, and 11 columns. In particular, we found two new top designs with six columns and two new top designs with seven columns that are not found from the three Hadamard matrices. The 4 new 20-run designs are given in Table 11. We should mention that a similar effort was done previously by Li (2000) , who searched for new designs by using both GMA and estimation capacity. However, our approach is more straightforward and much easier than his in terms of computation.
Similar to 20-run designs, there are many 27-run OAs that are not part of any saturated OA (27, 3 13 ). In particular, the 27-run OAs with 5-10 columns given by Xu (2002) have less MAP than the top designs given in Table 7 .
In conclusion, MAP is a simple, yet powerful tool for ranking and classifying designs. It also provides a nice blueprint to follow when searching for good designs. 
