Aradi, Ildiko, Vijayalakshmi Santhakumar, and Ivan Soltesz. Impact of heterogeneous perisomatic IPSC populations on pyramidal cell firing rates. J Neurophysiol 91: 2849 -2858, 2004; 10.1152/jn.00916.2003. Previous computational modeling studies suggested a set of rules underlying the modulation of principal cell firing rates by heterogeneity in the synaptic parameters (peak amplitude and decay kinetics) of populations of GABAergic inputs. Here we performed dynamic clamp experiments in CA1 hippocampal pyramidal cells to test these ideas in biological neurons. In agreement with the simulation studies, the effects of increasing the event-to-event variance in a population of perisomatically injected inhibitory postsynaptic current (IPSC) peak conductances caused either an increase, decrease, or no change in the firing rates of CA1 pyramidal cells depending on the mean around which the scatter was introduced, the degree of the scatter, the depolarization that the pyramidal cell received, and the IPSC reversal potential. In contrast to CA1 pyramidal cells, both model and biological CA3 pyramidal cells responded with bursts of action potentials to sudden, step-wise alterations in input heterogeneity. In addition, injections of 40-Hz IPSC conductances together with -modulated depolarizing current inputs to CA1 pyramidal cells demonstrated that the principles underlying the modulation of pyramidal cell excitability by heterogeneous IPSC populations also apply during membrane potential oscillations. Taken together, these experimental results and the computational modeling data show the existence of simple rules governing the interactions of heterogeneous interneuronal inputs and principal cells.
I N T R O D U C T I O N
The heterogeneous nature of GABAergic systems is a characteristic property of many neuronal networks at all levels of neuronal organization, from the large variance in GABAergic synapses impinging on single cells to the presence of the various interneuronal classes and distinct interneuronal networks. Each synaptic, cellular, or network unit making up these heterogeneous GABAergic systems is thought to serve particular functions (for reviews, see Freund and Buzsaki 1996; McBain and Fisahn 2001) . However, in most cases, the functional roles of the specific interneuronal classes are still not fully understood, and modeling studies indicated that the degree of heterogeneity itself is an important functional determinant of neuronal networks . For example, alterations in the cell-to-cell variance of a parameter, such as the degree of spike frequency adaptation or resting membrane potential, within a given interneuronal subtype, can modulate a wide range of network properties, including firing rates, oscillation frequencies, and network synchrony Tiesinga and Jose 2000; Wang and Buzsaki 1996) . Similarly, altering the variance of inhibitory postsynaptic current (IPSC) peak conductances injected into simulated neurons has been demonstrated to powerfully alter the excitability of the postsynaptic cells, even if the scatter in the IPSC populations was introduced without alterations in the mean peak conductance of the GABAergic inputs .
Previous computational modeling studies suggested that the effects of heterogeneity in GABAergic inputs on firing rates of postsynaptic cells can be deduced from a few simple rules ; see also Fig. 1 ). Here we tested these ideas using dynamic clamp techniques (Sharp et al. 1993) , which, similar to modeling methods, allow the exact modulation of the variance in IPSC peak conductances or conductance decays around unaltered means. Since heterogeneous perisomatic GABAergic inputs play especially important roles in the regulation of firing rates and synchrony of postsynaptic neurons (Cobb et al. 1995; Freund 2003; Miles et al. 1996) , we examined the effects of variability using somatically injected IPSC conductances. These dynamic clamp results from real neurons fully confirm and extend the previous computational modeling data showing the existence of simple rules determining the modulation of neuronal excitability by the heterogeneity of GABAergic inputs.
M E T H O D S

Slice preparation
Brain slices were prepared as previously described (Chen et al. 1999) . Anesthetized Wistar rats 18 -22 days of age were decapitated, and the brains were removed and cooled in 4°C oxygenated (95% O 2 -5% CO 2 ) artificial cerebrospinal fluid (ACSF) composed of (mM) 126 NaCl, 2.5 KCl, 26 NaHCO 3 , 2 CaCl 2 , 2 MgCl 2 , 1.25 NaH 2 PO 4 , and 10 glucose. Horizontal brain slices (400 m) were prepared with a vibratome tissue sectioner (Lancer Series 1000). The brain slices were sagittally bisected into two hemispheric components and were incubated by submerging in 32°C ACSF for Ն1 h in a holding chamber before recording.
Electrophysiology
Individual slices were transferred to a recording chamber (Chen et al. 1999) and perfused with ACSF containing 20 M bicuculline methiodide (BMI), 20 M 2-amino-5-phosphonovaleric acid (APV), and 10 M 2,3-dioxo-6-nitro-1,2,3,4-tetrahydrobenzo[f]quinoxaline-7-sulfonamide (NBQX). The brain slices rested on filter paper and were stabilized with platinum wire weights. The tissue was continuously superfused with humidified 95% O 2 -5% CO 2 , and the temper-ature of the perfusion solution was maintained at 34°C. All salts were obtained from Fluka; APV and NBQX were purchased from Tocris; and BMI was from Sigma Research Biochemicals International. Patch pipettes were pulled from borosilicate (KG-33) glass capillary tubing (1.5 mm OD; Garner Glass) with a Narishige PP-83 two-stage electrode puller. Pipette solutions consisted of (in mM) 140 potassium gluconate, 2 MgCl 2 , and 10 HEPES. "Blind" whole cell recordings were obtained as previously described (e.g., Chen et al. 1999 ). The membrane voltage was recorded with Axoclamp 2B or Axopatch 200A amplifiers (Axon Instruments; since the data obtained with the 2 amplifiers were similar, the data were pooled) and digitized at 88 kHz (Neurocorder, NeuroData) before being stored in PCM form on videotape. The series resistance was monitored throughout the recordings, and the data were rejected if it significantly increased.
Dynamic clamp
The hardware-based dynamic clamp system Synaptic Module 1 (SM-1) Conductance Injection Amplifier (Cambridge Conductance) (Kleppe and Robinson 1999) was used to inject trains of artificial inhibitory synaptic conductance pulses of variable amplitudes and decay time constants. The "real-time" membrane potential [V m (t)] was measured and fed into SM-1 together with the conductance-command waveform [G IPSC (t)]. The inhibitory synaptic conductances were generated with the NEURON simulator as detailed in the model description (see Model cells). DigiData 1332 digitizer (Axon Instruments) was used as an interface to transfer the conductance commands to the SM-1. The electrical circuit of SM-1 computed the current to be injected into the cell based on the following equation:
, where the synaptic reversal potential (E GABA ) was set to specific values on SM-1 (most often to Ϫ65 mV, unless stated otherwise in specific experiments).
Analysis
Recordings were filtered at 3 kHz before digitization at 20 kHz, using a personal computer for analysis, by Strathclyde Electrophysiology Software (courtesy of J. Dempster, University of Strathclyde, Glasgow, UK), and the Synapse Software (courtesy of Dr. Y. De Koninck, Laval University, Quebec City, Canada), and with SigmaPlot. Data are presented as means Ϯ SE.
Model cells
The multicompartmental models of CA3 and CA1 pyramidal cells, constructed with the NEURON software (Hines and Carnevale 1997) , were described previously in detail Chen et al. 2001) . Briefly, the CA1 model cells were constructed with 12 compartments and included Na ϩ , delayed rectifier K ϩ , and h-currents. The passive parameters, as well as the properties and distributions of the voltage-gated conductances, were determined from experiments and from published values (Chen et al. 2001) . For further details, see http://www.ucihs.uci.edu/anatomy/soltesz/supp. htm.
1 The model of bursting CA3 neurons by Traub et al. (1991) was implemented with 19 compartments and six voltage-activated channels. Briefly, the CA3 model included Na ϩ channels, delayed rectifier K ϩ channels, Ca 2ϩ channels, SK-and BK-type Ca 2ϩ -dependent K ϩ channels, and A-type K ϩ channels (Traub et al. 1991) .
Modeling synaptic currents
In light of previous studies showing that most mIPSCs originate proximal to the soma (Cossart et al. 2000; Soltesz et al. 1995) , the perisomatic IPSCs were modeled using the peak amplitude (G IPSC peak ) and kinetics (rise and decay time constants, rise and decay , respectively) of miniature IPSCs (mIPSCs) measured experimentally from CA1 pyramidal cells Chen et al. 1999) IPSC͑t͒ ϭ G IPSC ͑t͒ ⅐ ͑V m ͑t͒ Ϫ E GABA ͒, where
The simulated G IPSC (t) waveforms were used in both the modeling and dynamic clamp experiments. The IPSC commands were computed by the analog circuit (SM-1) in the dynamic clamp experiments using the simulated G IPSC (t) command waveform.
The experimentally determined mean and SD of the mIPSCs (mean exp and SD exp ) for the amplitude and decay kinetics used in this study were the same as reported in (IPSC conductances: mean exp ϭ 0.896 nS; SD exp ϭ 0.459 nS; decay time constants: mean exp ϭ 6.8 ms; SD exp ϭ 3.4 ms). The IPSC rise time constant was 1.2 ms. Note that SD exp reflects the variance of the IPSC conductance and decay in individual cells and not the SD of the means between neurons . From these experimental data, it is apparent that CV exp ϭ SD exp /mean exp is around 0.5 for both the IPSC conductance amplitudes and decay time constants. In the simulations and dynamic clamp experiments, the amplitude (or the decay time constant) was either kept the same across the population of IPSCs arriving at the model cell (i.e., CV ϭ 0), or the values were increasingly scattered around the population mean, with CV ϭ 0.25, 0.5, or 0.75. It is important to emphasize that changes in the variance of the conductance or decay in a population of IPSCs (introduced without changes in the mean conductance or mean conductance decay) do not alter the mean charge transfer (for details, see .
The IPSC conductances were injected at 20 Hz in Figs. 2, 3, and 5 with SD ϭ 0, at the experimentally observed spontaneous IPSC (sIPSC) frequency (mean exp ϭ 16.5 Hz and SD exp ϭ 7.7 Hz) in Fig.  4 , A-D, or at 40 Hz in Fig. 6 . Note that, although the total GABAergic input frequency across the soma and the dendritic tree is likely to be higher (especially in vivo; Pare et al. 1998) , these frequencies around 20 -40 Hz most likely represent the inputs arriving from perisomatic synapses (i.e., from basket-and axo-axonic cells; Cossart et al. 2000; Soltesz et al. 1995; Ylinen et al. 1995) , which is what this study focused on, using somatic conductance injections.
Excitatory inputs to the model and biological neurons
To examine the effects of different populations of IPSC conductances (e.g., groups of IPSCs with or without variance) on action potential firing rates, the model and biological pyramidal cells were depolarized using a somatically injected positive current (I depol ) so that the CA1 cells fired tonically at around 10 -20 Hz, and the CA3 cells produced bursts at around 1 Hz (Traub et al. 1991) . The steadystate depolarizations lasted for 2 s in Figs. 2-4 and 8 s in Fig. 5 . The frequency intracellular membrane voltage oscillations (Soltesz and Deschênes 1993) were mimicked by injecting a 2-s-long, 5-Hz sinusoidal function (I depol ϭ I 0 ϫ [1 ϩ sin(5 Hz ϫ t)], where I 0 was between 0.05 and 0.5 nA).
R E S U L T S
Predicting the effects of heterogeneous GABAergic inputs on excitability
Previous computational modeling studies suggested that the effects of altered variances in the peak conductance and decay of populations of IPSCs on firing rates could be predicted from a few simple rules . Since these rules form the basis of this paper, they are schematically illustrated in Fig.  1 . Briefly, the rules state that the effect of heterogeneous populations of G IPSC s on the average firing rate of the postsyn-aptic cell depends on 1) the degree of heterogeneity (i.e., the variance); 2) the mean around which the heterogeneity takes place; 3) the excitation that the postsynaptic cell receives; and 4) E GABA . Central to predicting the effects of heterogeneous G IPSC s on the cell's firing rate using these rules is the inputoutput plot (generated by testing the effects of homogeneous G IPSC populations with increasing means and CV ϭ 0 while the cell is given a suprathreshold current injection; Fig. 1A ). The region on the input-output plot where the G IPSC s become large enough to suppress cell firing (the hatched region in Fig.  1A ) is referred to as the "critical region." The larger the variance and the closer the mean G IPSC to the critical region (indicated in Fig. 1B by the location of the distribution relative to the hatched region), the more pronounced the effects of heterogeneous populations of inputs will be on the firing rate (Fig. 1C) . The direction of variance effects depends on the relationship of the mean G IPSC to the critical region. Namely, if the mean is smaller (larger) than the critical region, heterogeneity will decrease (increase) the average firing rate (Fig. 1 , B and C). Introduction of stochastic processes (e.g., nonregular inter-event intervals) causes a decrease in the slope of the critical region (i.e., a multiplicative change, see Chance et al. 2002 and Fig. 1D , dashed line), whereas alterations in excitation (depolarization), or changes in E GABA , cause parallel shifts in the critical region (i.e., an additive change; Fig. 1D ). For further explanation, see Supplementary material.
Effects of variance in the peak conductance in biological CA1 pyramidal cells
The rules suggested by the computational studies were derived from simulations carried out on model neurons that had only a few ion channel types. Therefore it was important to test the applicability of these rules in complex biological neurons. Dynamic clamp techniques were used to inject inhibitory conductances into CA1 pyramidal cells recorded in the whole cell configuration with endogenous fast GABAergic and glutamatergic inputs blocked (see METHODS). In most experiments (with the exception of Fig. 4 ), two conductance values were injected around the mean in an alternating fashion, and the scatter was increased between them to test the effects of increased variance (e.g., with a mean value of 10 nS, 1 series of conductance injection could be 8, 12, 8, 12 nS. . ., the next could be 6, 14, 6, 14 nS, etc.).
The slope of critical region in the input-output plots from a biological neuron appeared less steep ( Fig. 2A ) than in the relatively simple model cells (Fig. 1A) . Increasing the scatter in the peak conductance of the incoming IPSCs around mean values that were strong enough to completely suppress firing (point B in Fig. 2A ) resulted in an elevation of the average firing rate ( Fig. 2B ; note that point B in Fig. 2A corresponds to CV ϭ 0 in Fig. 2B ), as predicted from the model neurons (distribution 4 in Fig. 1B and point 4 in Fig. 1C ). These effects are also illustrated by a larger number of cells (Fig. 2 , C and D; n ϭ 8). The modulation of the firing rates by changes in variance in the peak conductances was studied at multiple mean conductance values (and not just at 1 point as in Fig. 2B ), and the results are illustrated on color-coded contour plots (Fig. 2E) .
As demonstrated by the contour plot in Fig. 2E , increasing variance in the inputs (plotted on the y axis as the CV of G IPSC ) resulted in enhanced firing rates (e.g., 0 -20 Hz at G IPSC ϭ 15 nS, indicated on the x axis). Indeed, in all the results shown in FIG. 1. Rules for predicting the effects of changes in input heterogeneity on firing rates. A: schematic drawing of an input-output plot (thick line indicated by "CV ϭ 0"), generated by testing the effects of populations of G IPSC s with CV ϭ 0 on the postsynaptic cell's firing rates (note that the cell fires tonically when G IPSC ϭ 0, as a result of a depolarizing current input). Sharp drop in firing rate (indicated by hatched region) is referred to as the "critical region." B: illustration of populations of G IPSC s (Gaussian distributions) used to generate plots in C. Hatched area indicates location of critical region. C: when the cell is challenged with populations of G IPSC s that have non-zero CV (indicated by the distributions labeled 1-6 in B), the resulting changes in firing rates can be predicted as indicated by the numbers in C (corresponding to the distributions in B). D: introduction of stochastic processes (such as irregular inter-event intervals) causes a change in the slope of the critical region (dashed line). Changes in tonic depolarization or E GABA causes parallel shifts in the critical region. For further explanations of these rules, see Supplementary material and . Fig. 2 , A-E, increased heterogeneity in the population of incoming inputs invariably enhanced the firing rate of the pyramidal cells. This is due to the fact that, in these experiments, the mean values around which the scatter was introduced were to the right of or in the critical region (Fig. 1, B and C) , i.e., the means were large enough to decrease the cell firing rate. However, the modeling studies predicted that when the mean conductance is small and located to the left of the critical region (e.g., distribution 2 in Fig. 1B) , scattering the peak conductances of the inhibitory inputs should decrease the firing rate. In agreement with the modeling studies, increasing the variance in the peak conductances around sufficiently small mean values caused a decrease in the discharge frequency (Fig.  2 , F and G; same cell as in Fig. 2E ). In the case of the illustrated cell in Fig. 2 , F and G, although small (Ͻ3 nS) conductances had little effect on the pyramidal cell firing (Fig.  2F) , scattering of the conductances around these small means resulted in some IPSC conductances that were large enough to reduce the firing of the CA1 cell (Fig. 2G ). Since these results (n ϭ 5) agreed with the predictions of the modeling studies on the variance increases around both small mean conductances (leading to decreased firing, as with G IPSC values Ͻ 3.4 nS in Fig. 2G ) and around large means (resulting in increased firing, as in G IPSC values Ͼ 3.4 nS in Fig. 2G and for all G IPSC values in Fig. 2E ), in the subsequent dynamic clamp experiments, we focused on studying the effects of alterations in G IPSC variances around larger means.
Alterations in postsynaptic excitation and in E GABA and effects of heterogeneity in IPSC conductance decay
The predictions of the modeling studies regarding the effects of I depol and E GABA (Fig. 1D) were also verified in CA1 pyramidal cells using dynamic clamp methods. As expected (Fig. 1D) , increased I depol caused a parallel, rightward shift in the input-output plots, since with a greater excitatory input, larger G IPSC s were required to suppress the cell firing (Fig.  3A 1 ) . As a result of the rightward shift in the input-output plots, increasing the G IPSC variance around mean G IPSC values to the right of the critical region (10 nS in Fig. 3, A 1 and A 2 ) resulted in a larger increase in cell firing with stronger depolarizing inputs (Fig. 3A 2 ) . In other words, with the increase in depolarization, the critical region moved closer to the mean G IPSC value around which the scatter was introduced, and (as suggested in Fig. 1, B and C) the closer the mean is to the critical region, the larger the variance effects become. Figure 3B illustrates the influence of increasing tonic depolarization on variance effects around multiple peak conductances. Again, E GABA ϭ Ϫ65 mV; holding potential (V h ) ϭ Ϫ60 mV. C: summary plot of the normalized firing rates from n ϭ 8 CA1 cells as a function of increasing mean peak G IPSC s (with CV ϭ 0; 1 step used for the scaling of the G IPSC s ranged from 1 to 2.5 nS; this scaling was necessary since the input-output plots differed between individual pyramidal cells). D: firing rate as a function of increasing CV in G IPSC peak amplitudes for the cells in C. C and D: I depol ϭ 0.2-0.7 nA (slightly different I depol was needed to induce 10 -25 Hz firing in each cell); E GABA ϭ Ϫ65 mV; V h ϭ Ϫ60 mV. E: contour plot of firing frequency (color coded, in Hz) of a representative CA1 cell shows the effect of increased CV values (between 0 and 0.75, y axis) around different mean G IPSC values (between 4.5 and 22.5 nS; x axis; the grid indicates the points of measurement, from which the contour plot was approximated; in all contour plots, except in G, 5 CV values were tested around 5 G IPSC means). F: firing rate (same cell as in E) as a function of mean G IPSC s increased from 0 to 4.5 nS in 10 steps (with CV ϭ 0). G: contour plot for the cell in E and F for G IPSC means between 0 and 4.5 nS (measured in 10 steps). Note that increasing CV around small mean G IPSC s leads to decreased firing, while increasing CV around larger mean G IPSC s results in increased firing (as predicted in Fig. 1, A and B) . E-G: I depol ϭ 0.9 nA; E GABA ϭ Ϫ65 mV; V h ϭ Ϫ60 mV.
increased I depol caused a rightward shift in the contour plots (note the changes in the x axis in Fig. 3B ), since with increasing excitation, larger G IPSC s are required to suppress the cell firing (n ϭ 12). In contrast to the rightward shift in the contours with increasing I depol (Fig. 3B) , a hyperpolarizing shift in E GABA (e.g., from Ϫ65 to Ϫ75 mV) caused a leftward shift in the contours ( Fig. 3C ; n ϭ 10), since smaller conductance values could suppress the cell firing if E GABA was more hyperpolarized.
Next, the heterogeneity in the decay time constants of the conductances was also tested, with the IPSC peak conductance kept at a constant value. As expected, increasing the mean decay time constants (plotted on the x axis of Fig. 3D) decreased the firing of the cell (at a given I depol ). In addition, the scattering of the decay time constants around mean values that were large enough to decrease firing resulted in an increase in the discharge rate of the postsynaptic cell ( Fig. 3D ; n ϭ 11), as predicted by the computational simulations .
Effects of variance in the inter-event intervals and Gaussian-like amplitude distributions
In the experiments described so far, the IPSCs arrived at a constant inter-event interval, and the peak conductances (and the decay time constants) were represented by two values around the mean in an alternating fashion during a single period of depolarizing current injection. To determine if the rules outlined in Fig. 1 also applied to a more realistic scenario, the IPSC conductances were drawn from a Gaussian distribution (represented by 9 values; Fig. 4A ), and they were introduced with the SD and mean of the experimentally observed sIPSC frequency ( Fig. 4B ; for mean exp and SD exp , see METH-ODS) . Note that the Gaussian-like scatter in the peak amplitude was introduced without a change in the mean peak conductance values. As expected from the effects of introduced stochastic processes ( Fig. 1D ; see also for a discussion and references), the critical region in the input-output plots obtained under these conditions had a shallow slope, with a long tail on the right ( Fig. 4C ; n ϭ 5), and the plot did not reach a complete suppression of cell firing (as explained in the Supplementary material in connection with the dashed line in Fig. 1D , the lack of complete suppression of firing is because the cell can fire during the longer gaps between the IPSCs that occur when the inputs arrive with a relatively large SD in the inter-event intervals). As a result of the shallow slope, introduction of increasing variances in G IPSC s had the predicted small effects. Specifically, increasing the CV of G IPSC s around point D in Fig. 4C increased the illustrated cell's firing from 5 to 7 Hz in Fig. 4D . Note that the elevation of the firing frequency to 7 Hz in the illustrated cell was a relatively small effect (as expected); nevertheless, it was close to the predicted maximum value of 8 Hz [since the cell fired at 5 Hz at point D in Fig. 4C and the cell's maximal firing with G IPSC ϭ 0 was 11 Hz, scattering the IPSC conductances around the mean value represented by point D in a symmetric manner should elevate the firing frequency to the theoretical maximum of (5 ϩ 11)/2 ϭ 8 Hz]. Note also that if the FIG. 3. Changes in depolarization and E GABA and the effects of heterogeneity in G IPSC decay. A 1 : rightward shift in the plot of firing rate of a CA1 cell at various mean G IPSC s (with CV ϭ 0) in response to a larger I depol . A 2 : increase in the firing frequency of the same cell as in A 1 , with increasing CV of peak conductance (E GABA ϭ Ϫ65 mV; V h ϭ Ϫ60 mV). B 1-3 : contour plots illustrating variance effects on firing rates at various mean G IPSC s with increasing I depol (E GABA ϭ Ϫ65 mV; V h ϭ Ϫ60 mV). Note the changes in x axis range. C 1 and C 2 : leftward shift in contour plots with a hyperpolarizing change E GABA (I depol was 0.7 nA; V h ϭ Ϫ60 mV). D: variance effects around various mean G IPSC decay time constants (I depol ϭ 0.7 nA; V h ϭ Ϫ60 mV; E GABA ϭ Ϫ75 mV). Note that the firing rates are normalized for clarity (actual maximal firing rates: A 1 ϭ 5; A 2 ϭ 7; A 3 ϭ 10; B 1 and B 2 ϭ 10; C ϭ 12 Hz).
input-output plot of a particular cell is steeper (Fig. 4C, inset) , the relative change in firing frequency with increasing variance is also larger (Fig. 4D, inset ; the change with increasing variance in this cell goes from 2 to 7 Hz).
Taken together, these results showed that the introduction of IPSC conductances with irregular inter-event intervals and with Gaussian-like amplitude distributions still resulted in the predicted modulatory effects on the average firing rates of the postsynaptic CA1 pyramidal neurons in these dynamic clamp experiments.
Effects of transient alterations in the heterogeneity of GABAergic inputs
The efficacy of inhibition (e.g., in plasticity studies or in epilepsy research) is usually studied by focusing on the changes in the mean amplitude or mean decay of IPSCs.
However, based on the previous simulation results and the dynamic clamp data presented above, we expected that neurons should also be able to change their firing rates in response to sudden alterations in the heterogeneity of inputs, even if the mean values are unchanged. Since the sensitivity of principal cells to step-wise alterations in the variance of IPSC peak conductances has not been studied, we performed both dynamic clamp and modeling experiments to study this question. Pyramidal cells received IPSCs conductances at 20 Hz with two peak amplitudes (small and large, around the mean), and the effects of changes in the variance in these IPSC conductances were tested with CV ϭ 0.25, 0.5, or 0.75. In these experiments, the small and large conductances were injected in a random order but they appeared with equal probability to ensure that the mean peak conductance did not change over time (the CV was changed from low CV ϭ 0.25 FIG. 4. Effects of variability with Gaussian-like G IPSC values and irregular inter-event intervals. A and B: peak G IPSC values were generated from Gaussian-like distributions represented by 9 evenly chosen discrete amplitude values within the range of 0.25*SD and 1.75*SD around the mean G IPSC (100%) . B: G IPSC s were injected with irregular frequency (drawn from a Gaussian with mean exp ϭ 16.5 Hz, SD exp ϭ 7.7 Hz; numbers below the events in B correspond to numbers in A). C: input-output plot with peak G IPSC s (CV ϭ 0) injected with an irregular frequency. D: increase in the width of the Gaussian-like distribution of peak G IPSC s around a mean value ("D" in C) increased average firing (compare with Fig. 2B ). C and D: inset traces: top trace: cell discharge; bottom trace: G IPSC commands; each point in the graphs was averaged over 10 trials, with each 2-s trial having a different temporal pattern of G IPSC s (I depol ϭ 0.5 nA; E GABA ϭ Ϫ65 mV; V h ϭ Ϫ60 mV). Inset plots: input-output plot (C) and effect of increasing the variance (D) around the mean value indicated by "D INSET " in C on the firing frequency of a cell with a steeper input-output function.
to high CV ϭ 0.5 or 0.75 for 1 s). The cells received a tonic depolarizing current input so that, in the absence of G IPSC s, they fired repetitive action potentials (in the case of CA1 cells) or bursts of action potentials (in the case of CA3 cells; see insets in Fig. 5, C and D; note that the bursts were smaller in the model cells compared with the biological CA3 pyramidal cells). Injections of IPSC conductances decreased (or suppressed) the tonic firing in CA1 cells (see the 1st second of the traces in Fig. 5, A and B) , whereas the injected G IPSC s switched the firing of CA3 cells from bursting to single action potential firing (see the 1st second of the traces in Fig. 5, C and D; naturally, if the G IPSC s were increased further, the firing of single action potentials was also suppressed in CA3 cells as well).
The results demonstrated that both the biological ( Fig. 5A ; n ϭ 8) and the model (Fig. 5B ) CA1 cells increased their firing rate during the transition from low to high levels of variability in the incoming IPSC peak conductances. These results, obtained in this more dynamic setting, agree with the results presented in Fig. 2, A-D, i.e., that if the mean IPSC conductance is large enough to decrease (or completely suppress) the postsynaptic firing, increased variance in the peak conductance values in a population of inputs will enhance firing rates (as in Fig. 2B ). Interestingly, both the biological ( Fig. 5C ; n ϭ 9) and the simulated (Fig. 5D ) CA3 pyramidal cells showed an increase in their firing rates if the change in CV was small (1st step in CV in Fig. 5, C and D) , similar to CA1 cells. However, when the step in CV was large enough (2nd step in CV in Fig.  5, C and D) , CA3 cells responded with bursts of action potentials. The reason for the burst firing during the high-CV period is that small IPSC conductances (especially if they arrive in clusters) allow the bursts to re-appear (note that, as explained above, the CA3 cells fired recurrent bursts without the IPSCs; Fig. 5, C and D, insets) . Taken together, these dynamic clamp and modeling results show that CA1 cells and CA3 cells can detect sudden changes in GABAergic heterogeneity.
Modulation of pyramidal cell discharges by variability in IPSC conductances during -␥ oscillations
GABAergic inputs to principal cells play a central role in the generation of (5-10 Hz) and ␥ (40 Hz) oscillations (for reviews, see Freund and Buzsaki 1996; McBain and Fisahn 2001; Traub et al. 1998 ). In the next series of experiments, the modulation of principal cell firing was investigated during -␥ oscillations, simulated by the injection of a sinusoidal 5-Hz depolarizing current (I depol in Fig. 6A , top left panel) and IPSC conductances with either constant (CV ϭ 0 in Fig. 6A , middle left panel) or variable (CV ϭ 0.75 in Fig. 6A, bottom left panel) peak amplitudes (note that the injection of the variable inputs was done using 2 peak conductance values that appeared in a random fashion, but the mean conductance with CV ϭ 0 and 0.75 was unchanged). IPSC conductances were delivered at a constant frequency of 40 Hz to simulate ␥ frequency events (Traub et al. 1998 ). Similar to the previous experiments with steady-state depolarization, first the input-output plots were generated with CV ϭ 0 to locate the critical region by determining the mean IPSC conductance at which the pyramidal cell firing was abolished (Fig. 6A, middle panel) . Next, the variance in IPSC conductance was introduced within a range of G IPSC values spanning several nano Siemens (nS) (Fig. 6C) around the critical region.
Without the IPSCs, the sinusoidal depolarizing current injection produced clusters of spikes during the depolarizing phase of the oscillations in both the biological and the model CA1 pyramidal cells (Fig. 6A, top row) . Addition of the IPSC conductances with CV ϭ 0 abolished the firing of the pyramidal cell (Fig. 6A, middle row) . Increased variance in the inputs (CV ϭ 0.75) resulted in discharges of variable numbers of action potentials on the depolarizing phase of (Fig. 6A , bottom row; note that these recordings look remarkably similar to the intracellular -␥ oscillations recorded in vivo) (Soltesz and Deschênes 1993; Ylinen et al. 1995) . Figure 6B shows the input-output plot for the biological cell shown in Fig. 6A, i. e., the effect of the increasing mean G IPSC with CV ϭ 0 on the cell's average firing rate. As predicted from the input-output plot, introducing variance around a sufficiently large mean IPSC conductance enhanced the average firing rate of the postsynaptic cell (Fig. 6C) . These experiments showed that heterogeneity in the GABAergic inputs could powerfully modulate the output of pyramidal cells (n ϭ 6) even in the dynamic setting provided by -␥ oscillations. As shown in Fig. 6C , variance effects were seen within a range of mean G IPSC (5-12.5 nS in Fig 6C) and CV (0 to 0.75) values. In addition, since large or small IPSCs occur when more or fewer presynaptic inputs discharge together during one ␥ cycle, these results also suggest that CA1 pyramidal cells are sensitive to subtle changes in interneuronal synchrony during -␥ oscillations.
D I S C U S S I O N
Input heterogeneity and alterations in postsynaptic cell function
The functional importance of the large synapse-to-synapse and cell-to-cell variability in the GABAergic system is not well understood. Here we used dynamic clamp techniques to systematically change the variance and/or mean of the G IPSC peak and decay values in populations of GABAergic inputs to CA1 (and CA3) pyramidal cells under a variety of conditions, to determine if the rules derived from simulation studies also apply to biological neurons.
Changes in interneuronal heterogeneity may occur during development (with the arrival of new interneuronal subtypes), after seizures and trauma (loss of specific interneuronal groups), or during periods of GABAergic plasticity. While these alterations in GABAergic input variance are interesting and potentially important, it is likely that during the normal functioning of neuronal networks, the variance of the various input parameters (e.g., the G IPSC s of spontaneous events) does not change significantly. However, our dynamic clamp and modeling results show that the effects of input heterogeneity depend on the postsynaptic factors such as the level of excitation that the cell receives and on E GABA , both of which may undergo frequent, activity-dependent fluctuations (Kaila et al. 1997; Staley et al. 1995) . Therefore even if the variance in the GABAergic inputs remains constant, the effects of the input heterogeneity on the principal cell's firing rates can still change on a moment-to-moment basis depending on the functional state of the postsynaptic neuron. For example, depolarizationhyperpolarization episodes cause shifting of the contours in the manner indicated by the series of plots shown in Fig. 3B , resulting in dramatic changes in the modulatory effects of GABAergic synaptic inputs on cell discharge rates, even if the mean and CV of G IPSC s remain unaltered.
The G IPSC mean and CV values around which the effects on firing rates were observed were within physiologically relevant ranges. For example, in the experiments in Fig. 2A , the G IPSC input was strong enough to suppress firing at around 14 nS, which is ϳ15 times the experimentally measured mean mIPSC peak conductance (mean exp ϭ 0.896 nS; see METHODS and Aradi et al. 2002) . If one considers mean exp to be the conductance of a single GABAergic synapse and takes into account the fact that a single basket cell makes about 7-15 synapses on the perisomatic region of a single pyramidal cell (Freund and Buzsaki 1996) , the 14-nS conductance input could be induced by the firing of one or two basket cells. The CV values that were studied were also close to the experimentally observed G IPSC peak amplitude and decay CV values (CV exp for both is around 0.5; see METHODS). Furthermore, the variance effects were similar on both the tonic, sustained firing evoked by seconds-long depolarizing current pulses (Fig. 2) and on the intermittent, oscillatory firing patterns observable in intracellular recordings from CA1 pyramidal cells in vivo (Fig. 6 ) (Soltesz and Deschênes 1993). 
Detection of changes in input heterogeneity by CA1 and CA3 cells
For simplicity, in the first set of experiments, we used alternating sequences of small and large G IPSC s. In the subsequent experiments, more realistic patterns of inputs were also studied, including small and large G IPSC s in random order, sudden alterations in the CV of inputs, G IPSC s drawn from Gaussian-like (discrete) distributions (note that although mIPSC and sIPSC distributions are skewed toward larger events, they can be adequately fitted with the sum of multiple Gaussians; e.g., Soltesz et al. 1995) , as well as ␥-frequency inputs. Although the basic principles outlined in Fig. 1 could predict and explain all the experimental results, our new data also revealed intriguing differences in the effects of alterations in input heterogeneity between CA1 and CA3 pyramidal cells. Specifically, the data showed that CA1 cells responded with alterations in the firing rates to changes in the CV of G IPSC s, whereas CA3 cells changed their firing mode from single spiking to bursting. It is an interesting possibility, to be followed up in future studies, that one of the functions of burst firing in CA3 cells (Kepecs et al. 2002 ) may be to act as variance detectors for incoming GABAergic inputs.
Functional implications
Recent studies have revealed important functional roles of neuronal "noise" (Chance et al. 2002; Fellous et al. 2003; Prescott and De Koninck 2003) , originating from glutamatergic and GABAergic synaptic and extrasynaptic receptors, as well as other sources. This study complements these results by focusing on the heterogeneous nature of the fast, GABA A receptor-mediated, perisomatic inputs originating from basket and axo-axonic cells in both simple and dynamic settings. Although the focus in this paper was on the modulation of cell firing rates (and, in the case of CA3 cells, firing patterns) by GABAergic inputs as a major physiologically and pathophysiologically relevant endpoint, the insights provided by these experiments and simulations will also be relevant for studies of variance effects on GABAergic functions other than pure inhibition (e.g., synchronization of populations of postsynaptic neurons) (Cobb et al. 1995; Lytton and Sejnowski 1991; Soltesz and Deschênes 1993; Traub et al. 1998; White et al. 2000) , particularly since heterogeneity has been shown to modulate interneuronal synchrony Bartos et al. 2001; Golomb and Rinzel 1993; Tiesinga and Jose 2000; Wang and Buzsaki 1996) . Given the powerful nature of the perisomatic GABAergic inputs to principal cells (Geiger et al. 1997; Gulyas et al. 1993) , understanding the role of cell-to-cell variability observed in perisomatically projecting interneuronal populations (Losonczy et al. 2002; Parra et al. 1998; Pawelzik et al. 2002) and the synapseto-synapse variability described both in anatomical and physiological studies (Nusser et al. 1997; Soltesz et al. 1995 ) is likely to reveal new mechanisms underlying the complex dynamics of interneuronal-principal cell networks. 
