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We present results from a detailed assessment of the ultimate constraining power of LHC data on
the PDFs that can be expected from the complete dataset, in particular after the High-Luminosity
(HL) phase. To achieve this, HL-LHC pseudo-data for different projections of the experimental
uncertainties are generated, and the resulting constraints on the PDF4LHC15 set are quantified
by means of the Hessian profiling method. We find that HL-LHC measurements can reduce PDF
uncertainties by up to a factor of 2 to 4 in comparison to state-of-the-art fits, leading to few-
percent uncertainties for important observables such as the Higgs boson transverse momentum
distribution via gluon-fusion. Our results illustrate the significant improvement in the precision of
PDF fits achievable from hadron collider data alone. In addition, we apply the same methodology
to the final anticipated data sample from the proposed LHeC, and compare these with the HL-LHC
projections, demonstrating an encouraging complementarity between the projected HL-LHC and
LHeC constraints.
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1. Introduction
Starting around 2025, a new high-luminosity phase of the LHC is scheduled to begin, bringing a
ten-fold increase to the integrated luminosity. With this comes improved statistics which is pre-
dicted to have significant impact on a number of SM and BSM studies. In this regard, analyses
have been preformed to assess the state of high-energy physics after this phase has been com-
pleted, many of which are presented in the HL/HE-LHC Yellow Report [1]. Included in these is
our study of Parton Distribution Functions (PDFs) at the HL-LHC, which has a two-fold impact:
first, we are able to estimate the HL-LHC’s impact on our understanding of the underlying proton
structure, further, we propagate this error into other SM and BSM analysis of physics at the HL-
LHC. We provide an overview of this study with a brief extension to the proposed LHeC A more
detailed analysis can be found in [2].
2. Data Sets and Error Generation
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Figure 1: LO diagrams for the processes included
in the HL-LHC pseudo-data.
We begin by choosing the data sets to use
in our analysis, which should be geared to-
wards the HL-LHC strengths, namely the in-
creased statistics. Thus they should roughly
fall into two categories: those for which the
process is rare and those which will benefit
from an extended kinematic reach. We fur-
ther concentrate on a selection of processes
that constrain a variety of PDFs and x val-
ues, in particular focusing on the mid-high x
region. To this end we choose the processes
displayed in figure 1.
Next we produce corresponding pseudo-data
by first generating the theoretical predictions using MCFM [3] interfaced with applgrid [4] (with
the exception of jet data which is generated using NLOJET++ [5]), then predict the final cross
section with the PDF4LHC15_100 PDF set [6]. We use NLO theory for this, as higher order
effects are not likely to impact this closure test. For each data point, we then simply shift the theory
value randomly according to the predicted error.
For the statistical errors, we simply take the error to be proportional to
√
Nobs where Nobs is the
predicted number of observed events. We include an acceptance correction that takes into account
the effects of branching ratios and detector efficiencies. This is in general extracted from an existing
data set for the same process.
For the systematic errors, we again take these from a previous data set, however we remove the
correlations as a full model for this is beyond the scope of this study. Further, as we are concentrat-
ing on processes expected to benefit most from improved statistics, we do not expect the detailed
modelling of the systematics to have a large impact on the final result. However, by decorrelat-
ing the errors, we are artificially reducing their effect. To combat this, we introduce a data-driven
correction factor fcorr = 0.5 by which we reduce the uncorrelated systematic errors. We also in-
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troduce an additional factor fred, which parametrises how much we expect the systematic errors to
be reduced at the HL-LHC. This improvement could come from upgrades to the detector, better
analysing tools, or simply due the increased statistics allowing for better calibration. There are a
couple of exceptions, most notably the luminosity is still treated as a correlated 1.5% error between
each point associated with the same detector and uncorrelated with all other detectors.
3. Hessian Profiling
We will be using the Hessian Profiling method for analysing the data, using the results from [7].
This is an approximate method that estimates the effect of adding in new data to a PDF set described
by Hessian errors. This method assumes that the PDFs stay close to the original when profiling,
and thus will be accurate in the context of a closure test.
The figure of merit is generated by expanding the theoretical predictions:
χ2=
Ndat
∑
i, j=1
(
σ expi −σ thi,0−
Nth
∑
α=1
Γthiαβ
th
α
)
(cov)−1i j
(
σ expj −σ thj,0−
Nth
∑
γ=1
Γthjγβ
th
γ
)
+T 2
Nth
∑
γ=1
(
β thγ
)2
, (3.1)
where σ expi are the pseudo-data points, σ
th
i,0 are the theory predictions evaluated using the central
PDF, β thα define the parameter space, Γthi,α describe how the theory predictions change within this
parameter space, (cov)i j is the experimental covariance matrix, Ndat is the number of pseudo-data
points and Nth is the number of theory parameters. The tolerance, T , parametrises the effect of
the data sets already included in the initial PDF set and is not necessary unity due to tensions and
inconsistencies between and within data sets. We take a value of 3, guided by MMHT and CT. We
are then able to minimise this to generate our new central PDF. The errors are then calculated using
the Hessian corresponding to the above χ2 in the usual way.
4. HL-LHC Results
4.1 Individual Data Sets
Before performing the full fit1, we first analyse individual data sets, in order to examine the effects
that these have on the PDFs. First we fit to the tt¯ pseudo-data sets, as shown in figure 2. This data
set benefits from the extension in the kinematic region, both in transverse momentum and invariant
mass. This can be seen as the bins at low invariant mass (previously explored) have negligible
improvement but at high invariant mass (unexplored), there is a large error reduction. Overall, this
extended reach has allowed the tt¯ pseudo-data set to further constrain the high-x gluon, as expected.
Next we examine the forward W+charm data set from LHCb. There is currently no data set relating
to this process due to the low rate of events and thus a dedicated model with a fully correlated
normalisation error is used as suggested by our LHCb colleagues. The results for this are shown in
figure 3, where we see the statistical error has been reduced such that it is insignificant compared
to the normalisation error. Further, this pseudo-data set has a good reduction on the strange quark
PDF errors from mid- to high-x.
1Note: we use the shorthand ‘fit’ for brevity, however it should be understood that a profiling has been preformed,
not a full refit.
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Figure 2: Left: Fit to the invariant mass distribution of the tt¯ cross section. Right: Effect on the
gluon PDF when fitting to multiple differential distributions in the tt¯ process.
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Figure 3: Left: Fit to the lepton pseudo-rapidity distribution of the forward W+charm cross section.
Right: Effect on the strange PDF from the same fit.
4.2 Combined Fit
We now perform fits to all pseudo-data sets using an optimistic scenario (Scen C: fred = 0.1−0.2)
and a conservative one (Scen A: fred = 0.5−1.0). The results for these are shown in figure 4. We
see a good reduction, by a factor of 2-4 for the luminosities, over a wide range of kinematics. In
addition, the different scenarios are relatively similar, indicative of the robustness of our method-
ology. This is to be expected due to our choice of processes likely to benefit most from improved
statistics, and thus the exact treatment of the systematic errors has little impact.
4.3 Impact on SM and BSM Studies
A number of SM studies have been performed in the HL/HE-LHC Yellow Report [1] using our
predicted PDFs. For example it has been estimated that the PDF error for the measurement of the
W boson mass will be cut in half. Further, one can find a significant improvement in the PDF errors
for processes not included in the current fit, for example dijet production.
In addition, we show two standard studies displayed in figure 5. First we look into Higgs pro-
duction via gluon fusion, where there is a significant reduction, aiding the search for a potential
3
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Figure 4: Effects on the gluon (left) and strange (right) PDF when fitting all HL-LHC pseudo-data.
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Figure 5: Comparison of PDF errors when calculating the Higgs production via gluon fusion (left)
and gluino pair production (right) using the PDF4LHC15 PDF set and the same PDF set fitted to
the HL-LHC pseudo-data.
intermediary particle. We also look at gluino pair production where we see good reduction in error
over a broad range of kinematics, which will assist us in constraining the parameter space.
5. LHeC
We now extend our analysis to the LHeC, and compare the results to the HL-LHC. For this, we
will be using pseudo-data generated in [8] but ignore the effects of polarisation. The results of this
fit are shown in figure 6, where we see that we have significant reduction in errors of a wide range
of x, in particular at low x as is expected from this data set. One complication that arises is the
tolerance, as one may argue that since there is predicted to be less tension between and within each
data set at the LHeC, it might not be necessary to set T = 3 in eq (3.1) and the typical value of unity
can be used. However, this would reduce the impact of the baseline PDF and so the exact value of
the tolerance to be taken is unclear. Thus, we fit using both T = 1 and 3 to compare and note that
the impact of doing this is to reduce the overall error by a factor of around 2.
Finally, we are able to combine both the HL-LHC and LHeC pseudo-data into one complete fit. We
see that both experiments are complementary in their PDF constraining power. However it should
be noted that additional data sets could change this picture. For example DIS jets could allow for
the LHeC to further constrain the high-x gluon while inclusive D meson production can aid the
HL-LHC in impacting the low-x gluon. A more detailed analysis of the impact from the LHeC can
be found here [9].
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Figure 6: Left: Fits to LHeC pseudo-data using T = 1,3. Right: Combined HL-LHC and LHeC fit.
6. Summary
From this analysis we have seen that the High Luminosity phase of the LHC will provide a sig-
nificant reduction to the PDF errors when compared to current state of the art fits by a factor of
2-4 over a wide range of kinematics. We further see that this leads to improvements of SM and
BSM studies by aiding in the reduction of errors on standard quantities, and reducing the available
parameter space for new particles. In addition, we showed that the LHeC will have a strong impact
on the PDFs, particularly at low-x, relevant for DGLAP violation studies. This is also complimen-
tary to the HL-LHC, with different kinematic regions being constrained by either one. More details
included caveats to the methodology used in this study can be found at [2, 9].
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