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We demonstrate that a large class of one-dimensional quantum and classical exchange models can
be described by the same type of graphs, namely Cayley graphs of the permutation group. Their well-
studied spectral properties allow us to derive crucial information about those models of fundamental
importance in both classical and quantum physics, and to completely characterize their algebraic
structure. Notably, we prove that the spectral gap can be obtained in polynomial computational
time, which has strong implications in the context of adiabatic quantum computing with quantum
spin-chains. This quantity also characterizes the rate to stationarity of some important classical
random processes such as interchange and exclusion processes. Reciprocally, we use results derived
from the celebrated Bethe ansatz to obtain original mathematical results about these graphs in the
unweighted case. We also discuss extensions of this unifying framework to other systems, such as
asymmetric exclusion processes — a paradigmatic model in non-equilibrium physics, or the more
exotic non-Hermitian quantum systems.
Consider the following situations: (a) A card shuffling,
where at each step, two randomly chosen adjacent cards
of the deck are being switched; (b) a cold atom experi-
ment involving strongly interacting 173Yb atoms confined
in one dimension; (c) the quantum Heisenberg XXX
spin-chain; (d) the protein synthesis on RNA. What do
these situations have in common? They can all be de-
scribed by one-dimensional exchange models, where the
action of the Hamiltonian in the quantum case or of the
transition matrix in the classical stochastic case is to ex-
change two adjacent elements [1–5]. In fact, one of the
purposes of this article is to show that they are all de-
scribed by the same theoretical object, namely a graph
associated with the permutation group.
One-dimensional (1D) exchange models are ubiquitous
in both quantum and classical physics, and their study
has been associated with important theoretical break-
throughs. It was in particular to solve the homogeneous
1D Heisenberg spin-chain, a model of fundamental im-
portance for the study of quantum magnetism [6], that
Bethe introduced his celebrated ansatz in 1931 [7]. His
powerful insight, which attracted little attention at first,
turned out to be one of the most fruitful theoretical
achievements of the last century, as it has been extended
and applied to a wide range of quantum [8–12] and clas-
sical [13–15] models that are said to be quantum inte-
grable [16]. However, extracting any physically relevant
information from this method is still strenuous, and more
importantly, the Bethe ansatz can no longer be applied if
the system is inhomogeneous, as one could expect in a re-
alistic experimental situation [17]. In this case, the study
of such strongly correlated systems is greatly challenged
by their computational complexity.
In this article, we develop a universal graph-theoretical
description in order to understand 1D exchange models
containing inhomogeneities, with both periodic and open
boundary conditions (respectively PBC and OBC). For
its central importance, a peculiar focus is given to the
inhomogeneous Heisenberg spin-chain and its generaliza-
tion to fermionic spin-chains with spins greater than 1/2
[18]. This powerful framework allows us to derive crucial
results about the system, which are true for any sys-
tem size, number of spin-orientations, and spin configu-
rations:
• We completely identify the algebraic structure of
the system (i.e., its decomposition according to
the irreducible representation of the permutation
group). The following results are consequences of
this fundamental decomposition.
• We demonstrate a generalized Lieb-Mattis theorem
[19] by identifying how the energy levels are ordered
as a function of their symmetries in both the ferro-
magnetic and anti-ferromagnetic cases.
• In the ferromagnetic case, we show how the energy
gap between the ground-state and first-excited-
state can be obtained in polynomial computational
time. This huge computational advantage have im-
portant consequences in the field of adiabatic quan-
tum computing, where the speed of the process is
limited by the value of the energy gap – which is
a priori an exponentially-hard quantity to compute
in the strongly correlated systems involved [20].
The second important claim of this work is that the
integrable case where the Bethe ansatz may be applied
corresponds, within our graph-theoretical framework, to
the peculiar case where the graphs are unweighted. As
a consequence, we show that results derived from the
Bethe ansatz may be applied in order to study the spectra
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2FIG. 1. Graphs describing a Heisenberg spin-chain (2, 2) of 2
spin-up and 2 spin-down. Panel (a): Open boundary condi-
tions (OBC). Panel (b): Periodic boundary conditions (PBC).
The graph with OBC can be obtained from the graph with
PBC by removing the edges with weight J4, corresponding
to exchanges between distinguishable spins in positions 1 and
4. One can easily check that the Laplacian matrices of these
graphs are equal to ∆(2,2) (Eq. (7) of the main text).
of Cayley graphs of the permutation group with large
number of elements. This approach should attract the
attention of mathematicians.
Furthermore, we discuss how our graph-theoretical
framework and its generalizations may be applied to
study a large class of quantum and classical 1D exchange
models. These include the Fermi-Hubbard model and
its non-Hermitian generalization for the quantum part,
as well as 1D stochastic processes for the classical part,
such as the interchange process and symmetric and asym-
metric exclusion processes. The latter are paradigmatic
in the context of non-equilibrium statistical physics [15].
Some of the ground work for our results were first laid
in Ref. [21] for a peculiar type of exchange model, namely
strongly repulsive mixtures of fermions confined in inho-
mogeneous continuous 1D potentials with OBC. As fur-
ther explained in the main text, the results we present
here are significantly stronger and universal.
I. GRAPH-THEORETICAL DESCRIPTION OF
INHOMOGENEOUS FERMIONIC SPIN-CHAINS
A. An exchange model
We consider a system of N spin-S, S being a half-
integer, on a 1D closed (PBC) or open (OBC) chain. We
suppose that the populations in each spin component are
fixed and given by a partition ν = (N1, . . . , Nκ) of N , i.e.,
such that N1 ≥ · · · ≥ Nκ and N1 + · · · + Nκ = N , with
κ ∈ {2, . . . , 2S + 1}. The Hamiltonian of the model is
H =
N˜∑
k=1
Jk ( l1− Pk,k+1) , (1)
where the local interaction constants Jk verify either
Jk > 0 (respectively Jk < 0) for all k in the ferromag-
netic (respectively antiferromagnetic) case, and operator
Pk,k+1 exchanges the spin orientations at positions k and
k + 1, e.g.,
P3,4 |↑↑↓↑↓↑〉 = |↑↑↑↓↓↑〉 . (2)
We have used the convention N˜ = N and N + 1 = 1 for
PBC and N˜ = N − 1 for OBC. Equivalently, we could
have studied the following energy-shifted Hamiltonian:
H˜ = −
N˜∑
k=1
JkPk,k+1, (3)
but our graph-theoretical description will be more
straightforward using Eq. (1). A complete study of
the Hamiltonian in Eq. (3) for the homogeneous case
J1 = · · · = JN˜ = 1 using the Bethe ansatz is due to
Sutherland [18].
As first observed by Dirac [22], in the case where
S = 1/2, H is equivalent to the Heisenberg spin-chain.
Indeed, one can write Pk,k+1 as
Pk,k+1 =
l1 + σzkσ
z
k+1
2
+ σ+k σ
−
k+1 + σ
−
k σ
+
k+1
=
1
2
( l1 + ~σk · ~σk+1),
(4)
where we have used the standard notations for the Pauli
matrices ~σ = (σx, σy, σz) and the raising and lowering
operators σ± acting at positions k and k+ 1. Therefore,
the Heisenberg Hamiltonian of the XXX spin-chain ver-
ifies
HXXX = −
N˜∑
k=1
Jk ~σk · ~σk+1 = 2H−
N˜∑
k=1
Jk l1. (5)
In other words, the Heisenberg model is, up to an affine
transformation, an exchange model. More generally, for
spins larger than 1/2, Pk,k+1 can always be written (up
to an affine transformation) as a scalar product ~γk ·~γk+1,
where ~γ is the vector of all the generators (γi)1≤i≤κ2−1
of the SU(κ) algebra [23]. In this sense, H can be seen
as a S > 1/2 generalization of the Heisenberg spin-chain
for S = 1/2.
For a given mixture ν = (N1, . . . , Nκ), the number
of distinguishable spin configurations along the chain is
given by the following multinomial coefficient:
Dν =
N !
N1! · · ·Nκ! . (6)
3FIG. 2. Examples of graphs corresponding to different spin mixtures on closed chains (PBC). Panel (a): (2,2,2), panel (b):
(12,3), panel (c): (7,2,1). These graphs display remarkable symmetry properties, with a characteristic rose shape that is
reminiscent of the boundary conditions.
Writing as |χ〉 the quantum state associated with a
given spin configuration χ, each eigenvector |ψ〉 of H can
be written |ψ〉 = ∑χ aχ |χ〉, with ~a = (aχ)χ a vector of
length Dν . Within this representation, H is a Dν ×Dν
real symmetric matrix ∆ν defined as
∆νχχ′ =

−Jk if |χ〉 = Pk,k+1 |χ′〉 6= |χ′〉∑
k∈Kχ Jk if |χ〉 = |χ′〉
0 otherwise
, (7)
where Kχ = {k : Pk,k+1 |χ〉 6= |χ〉}.
As it is typically the case for strongly correlated sys-
tems, the dimension of the problem grows exponentially
with the size N of the system, and brute-force diagonal-
ization becomes intractable even for moderate values of
N . A comprehensive framework is thus necessary in order
to overcome complexity and make general conclusions.
B. Interpretation in terms of graph theory
We suppose that the reader is familiar with basic no-
tions of graph and group theories. Relevant definitions
and properties as well as common references are included
in the Appendix.
We recall here the definitions of Cayley and Schreier
graphs [24]. Let G be a finite group, and S a generating
subset of G [25] such that s ∈ S if and only if s−1 ∈ S
(S is said to be symmetric). The Cayley graph X(G,S)
associated with G and S is the graph whose vertices are
indexed by all the elements of G, and such that there
is an edge between g and g′ if there is s ∈ S such that
g′ = sg. The fact that S is generating and symmetric
ensures that X(G,S) is connected and undirected (re-
spectively). Additionally, if we consider a subgroup H
of G, the Schreier graph X(H ⊂ G,S) is defined by in-
dexing the vertices by all the cosets gH, and such that
there is an edge between gH and g′H if there is s ∈ S
such that g′H = sgH 6= gH. The fact that g′H 6= gH
ensures that there are no self-loops. Note that if H is
the trivial subgroup, X(H ⊂ G,S) ∼= X(G,S). Besides,
one could have easily defined the weighted versions of
X(G,S) and X(H ⊂ G,S) by associating each s ∈ S to
a weight ws ∈ R.
Then, our graph-theory interpretation of Hamiltonian
H and of its representation ∆ν is the following: ∆ν is the
Laplacian matrix of the weighted Schreier graph X(Sν ⊂
SN , S˜C), where:
• SN is the permutation group of {1, . . . , N};
• Sν = SνN1 × · · · ×SνNκ is the Young subgroup as-
sociated with ν, with SνNi the set of permutations
P ∈ SN such that P (i) = i if i does not belong to
{N1 + · · ·+Ni−1 + 1, . . . , N1 + · · ·+Ni−1 +Ni};
• S˜C ≡ {(1, 2), (2, 3), . . . , (N˜ , N˜ + 1)} is the set of
nearest-neighbour transpositions (Coxeter genera-
tors), where each (k, k+ 1) ∈ S˜C is associated with
a weight Jk.
Note that the only difference between OBC and PBC
is the presence of transposition (N, 1) in the PBC case.
As a pedagogical example, the graphs associated with
a (2, 2) mixture of two spin-up and two spin-down with
both OBC and PBC are displayed in Fig. 1. Other ex-
amples of graphs for more complex spin mixtures with
PBC are given in Fig. 2.
C. Results
A first trivial observation is that, as it is well known for
Laplacian matrices, the spectrum σ (∆ν) of ∆ν is given
by real positive numbers and contains 0 with multiplicity
1. Indeed, the multiplicity of 0 in the spectrum of the
Laplacian matrix is equal to the number of connected
components of the graph, and here X(Sν ⊂ SN , S˜C)
is connected since S˜C generates SN (see Appendix A).
Therefore, the ground-state of H in the ferromagnetic
case is non-degenerate with 0 energy.
4a. Algebraic structure. One great advantage of not-
ing that a graph is a Cayley or Schreier graph is that it
allows one to access the algebraic structure of its spec-
trum in a natural way. Indeed, by associating a matrix
to a graph that is itself associated with a group, we asso-
ciate a matrix to a group: In other words, we are using
the well-studied language of linear representations [26–
28]. In our case, for a given spin mixture ν, we observe
that each spin configuration is equivalent to a unique
tabloid of shape ν [29]. The identification is done as
follows: First, we associate each spin configuration |χ〉
to a tabloid of shape ν. Then, we associate each row
i ∈ {1, . . . , κ} to one spin orientation, and we identify
each index of row i as the position of a spin of type i
along the chain. For instance, consider a mixture (5, 3)
of 5 spin-up and 3 spin-down. Then, the following spin
configuration and tabloid are equivalent:
|↑↓↑↑↑↓↑↓〉 ⇔ 1 3 4 5 7
2 6 8
. (8)
Therefore, ∆ν is written in the vector space whose basis is
indexed by the tabloids, namely the permutation module
Mν . More precisely, it can be written as:
∆ν =
N˜∑
k=1
Jk (M
ν(Id)−Mν((k, k + 1)))
= Mν
 N˜∑
k=1
Jk (Id− (k, k + 1))
 , (9)
where we have linearly extended Mν to an algebra repre-
sentation and Id and (k, k+ 1) are respectively the iden-
tity and transposition in positions k, k + 1 of SN . Note
that we just have re-written Eq. (1) in terms of represen-
tation theory. The interest of such a re-writing is that the
decomposition of Mν according to the irreducible repre-
sentations (irreps) Sµ of SN (where the partition µ of N
labels uniquely the irrep) is well known and given by the
so-called Young’s rule [30]:
Mν ∼=
⊕
µDν
kµνS
µ (kνν = 1). (10)
Here, the multiplicities kµν are positive integers known as
the Kostka numbers, and D is the dominance order over
the set of partitions of N , which states that [µ1, . . . , µr] D
[ν1, . . . , νr] if µ1 + · · ·+µk ≥ ν1 + · · ·+νk for all k. Thus,
we obtain
∆ν ∼=
⊕
µDν
kµνS
µ
 N˜∑
k=1
Jk (Id− (k, k + 1))
 , (11)
with kνν = 1. Eq. (11) is a central result. Translated
into words, it means that ∆ν is block-diagonal, and con-
tains kµν identical blocks of size dimS
µ corresponding
to the irreps Sµ where µ D ν. The fact that it does not
contain irreps Sµ
′
such that ν . µ′ can be interpreted as
a consequence of the Pauli principle.
b. Symmetry ordering. Eq. (11) implies that, given
two spin mixtures ν and ν′,
ν D ν′ ⇒ σ (∆ν) ⊆ σ
(
∆ν
′)
. (12)
In particular, the spectral radii (the largest absolute
value of the eigenvalues) verify ρ (∆ν) ≤ ρ
(
∆ν
′
)
. Im-
portantly, one can then show the important fact that it
is always possible to construct an eigenvector ~aν with
eigenvalue ρ (∆ν) that belongs to the symmetry class [ν]
(in other words, which is “as anti-symmetric as possi-
ble”). The proof of this statement is exactly the same
as the one we described in Ref. [21]: First we note that
the graph X(Sν ⊂ SN , S˜C) is bipartite and can be sep-
arated into even and odd spin configurations |χ〉, then
we use this fact to construct a vector that belongs to
the symmetry class [ν] and show that it belongs to the
eigenspace with eigenvalue ρ (∆ν). Note that the fact
that kνν = 1 in Eq. (11) implies that ~aν is in fact unique
for generic choices of weights (Jk)k (see also [31]). In the
context of Ref. [21], the fact that the spectrum of ∆ν
has a negative contribution to the energy implies that
ρ (∆ν) corresponds to the ground-state of a given mix-
ture ν. Therefore, the fact that this ground-state be-
longs to the symmetry class [ν] has been interpreted as
a generalization of the Lieb-Mattis theorem [19]. Here,
the ground-state energy is −ρ (∆ν) for the antiferromag-
netic case Jk < 0, and we can reach a conclusion sim-
ilar to Ref. [21]. Nevertheless, the situation is different
for the ferromagnetic case Jk > 0, where ρ (∆
ν) corre-
sponds to the maximal energy of the mixture ν, which
is of course less physically interesting. It is however an
important lemma for what follows. Indeed, Eq. (12) also
shows that all the spectra are included in the spectrum
of ∆(1,...,1) ≡ ∆ corresponding to the case where N = κ.
In this case, X(S(1,...,1) ⊂ SN , S˜C) is isomorphic to the
Cayley graph X(SN , S˜C). It is a bipartite graph, since
it can be split between even and odd permutations. It is
also d−regular, with
d =
N˜∑
k=1
Jk. (13)
Therefore, one has
λ ∈ σ (∆) ⇔ 2d− λ ∈ σ (∆) . (14)
Indeed, if ~aλ is an eigenvector of ∆ with eigenvalue λ,
it is easy to see that the vector a˜λ that coincides with
~aλ for vertices corresponding to even permutations and
is equal to −~aλ for odd vertices is an eigenvector of ∆
with eigenvalue 2d − λ. Moreover, if ~aλ belongs to the
symmetry class [µ], we observe that, by construction, a˜λ
belongs to the conjugate symmetry class [tµ]. For in-
stance, 0 ∈ ∆ belongs to the trivial representation [N ]
(totally symmetric) and 2d = ρ(∆) belongs to the sign
representation [1, . . . , 1] (totally anti-symmetric). More
5generally, if we denote by E([µ]) the lowest eigenvalue of
∆ that belongs to the symmetry class [µ], we deduce from
the previous discussion that, with both OBC and PBC,
the following generalized Lieb-Mattis theorem holds:
µ D µ′ ⇒
{
E([µ]) ≤ E([µ′]) if Jk > 0
E([µ]) ≥ E([µ′]) if Jk < 0 . (15)
Thus, we observe opposite behavior in the ferromagnetic
and antiferromagnetic phases, where the ground-state
tends to be more symmetric in the first case and more
anti-symmetric in the second case.
c. Energy gap. Let us discuss the ferromagnetic
case, as the antiferromagnetic is similar to what we de-
scribed in Ref. [21]. If we denote the spectral gap of ∆
by λ∗, which in this case is the smallest non-zero eigen-
value, the fact that dimS[N ] = 1, together with the fact
that 0 has multiplicity of 1 and that [N − 1, 1] D µ for
any partition µ 6= [N ] implies:
λ∗ = E([N − 1, 1]). (16)
Besides, it is easy to deduce from Eq. (11) that λ∗ is in
fact the spectral gap of ∆ν for any ν 6= (N). In other
words, for any spin mixture, the energy gap is the same as
in the polaron case with N − 1 spin-up and 1 spin-down.
It is therefore sufficient to compute the lowest non-zero
eigenvalue of the following N ×N matrix:
J1+JN −J1 −JN
−J1 J1+J2 −J2
. . .
. . .
. . .
−JN−2 JN−1+JN−2 −JN−1
−JN −JN−1 JN−1+JN
 , (17)
where JN = 0 in the OBC case. Depending on the bound-
ary conditions, Eq. (17) is either the Laplacian matrix
∆(N−1,1) of a cycle graph CN (PBC, here e.g., forN = 9):
or a path graph PN (OBC, here e.g., for N = 9):
This considerably reduces the complexity of the problem
(typically from N ! to N). Note that Bacher has given
an alternative proof of Eq. (16) for the unweighted Cay-
ley graph X(SN , SC) with SC = {(1, 2), (2, 3), . . . , (N −
FIG. 3. Spectra σ (∆ν) of the Laplacian matrices ∆ν for dif-
ferent spin mixtures ν, where ν is a partition of N , in both
the ferromagnetic (F , Jk > 0) and antiferromagnetic (AF ,
Jk < 0) cases. In the F phase, the energy gap λ∗ of the
simplest non-trivial case (N − 1, 1) is the same as the energy
gap of any mixture ν, which gives a huge computational ad-
vantage. This is no longer true in the AF phase, where the
spectra are opposite as compared to the F phase, so that λ∗ is
associated with the energy differences between the most and
second-most excited states. The only exception is in the case
where ν = (1, 1, . . . , 1) (i.e., N = κ), due to the symmetry
of the spectrum in this case (Eq. (14) of the main text). λ∗
is represented by a solid (respectively dashed) light blue line
when associated with the energy gap (respectively the gap
between the second-most and most excited states). The spec-
trum of ∆(N−1,1), which is included in σ (∆ν) for all mixture
ν due to Eq. (12), is represented by red squares, and other
eigenvalues by black dots.
1, N)} in a purely mathematical context [32]. Here, our
result relies only on symmetry arguments. We also re-
mark that in Ref. [21], the fact that the Laplacian spec-
trum has a negative contribution to the energy implies
that one can only use Eq. (16) in the case N = κ where
Eq. (14) is valid. Here, in the ferromagnetic case, the re-
sult is much stronger, since one can use this method for
any spin mixture ν. This result is illustrated in Fig. 3.
Thus, the application of these results to adiabatic
quantum computing, where the speed of the process de-
pends crucially on the value of the energy gap, are ex-
tremely promising [20]. For instance, with 100 qubits
with 50 spin-up and 50 spin-down that are subjected
to H, one only has to diagonalize the ∆(99,1) matrix of
size 100×100 in order to get the spectral gap, instead
of the whole ∆(50,50) matrix of size D(50,50) ×D(50,50) ≈
1029 × 1029. A subsequent question for future work is
to characterize the class of problems that can be studied
by an adiabatic tuning of the exchange coefficients Jk in
Hamiltonians of the form H (Eq. (1)).
6II. HOMOGENEOUS CASE. CONNECTION TO
THE BETHE ANSATZ
A. Explicit eigenvalues
We now consider the homogeneous case where J1 =
· · · = JN = 1. In this situation the spectrum of the path
graph PN and cycle graph CN are well-known and are
respectively given by [33]:
σ (PN ) =
{
2− 2 cos
(
jpi
N
)
, 0 ≤ j ≤ N − 1
}
, (18)
and
σ (CN ) =
{
2− 2 cos
(
2jpi
N
)
, 0 ≤ j ≤ N − 1
}
. (19)
In particular, Eq. (16) implies that, for any mixture ν,
we get an explicit expression for the energy gap:
λ∗ = 2− 2 cos
(
bpi
N
)
, (20)
with b = 1 in the OBC case and b = 2 in the PBC
case. Eq. (20) has been checked for several examples,
such as the ones provided in Fig. 2. We observe that
the energy gap vanishes as (bpi/N)2 in the thermody-
namic limit N →∞. In terms of the aforementioned ap-
plications to adiabatic quantum computing, this means
that the coupling constant Jk should be strong (typically
Jk = O
(
N2
)
) in order to have a substantial energy gap.
B. Bethe ansatz in the PBC case
The homogeneous version of H (Eq. (1)) in the PBC
case has been intensively studied. In fact, it is for the
S = 1/2 version of this model (cf Eq. (5)) that Bethe
introduced in 1931 his celebrated ansatz, an educated
guess about the form of the eigenvectors and eigenvalues
of ∆(N1,N2) [7]. His solution has been later generalized
to the S > 1/2 model by Sutherland [18], and to many
other classes models, ranging from bosons and fermions
in the one-dimensional continuum [8–10] to the XY Z
spin-chain and two-dimensional ice-type models [13] —
the so-called quantum integrable systems [16]. This sug-
gests to us that the graphs X(Sν ⊂ SN , S˜C) we intro-
duced and their weighted versions, which correspond to
models that are no longer integrable, have an important
role in a large class of strongly correlated systems. We
mention some of them in the next Section.
Although it is not the purpose here to provide the de-
tails of this well-established theory, we find it useful to
briefly recall Bethe’s original solution to the S = 1/2
XXX spin-chain, and its generalization to higher spins
by Sutherland. This allows us to obtain results on the
spectra of the unweighted graphs X(Sν ⊂ SN , S˜C) that
are, up to our knowledge, not familiar to mathematicians.
In the S = 1/2 case where ν = (N1, N2) ≡ (N −
M,M), any spin configuration |χ〉 is characterized by the
positions of the M down spins, and one can write:
|ψ〉 =
∑
1≤x1<···<xM≤N
a(x1, . . . , xM ) |x1, . . . , xM 〉 , (21)
where xi is the position of the i
th spin-down. If M = 1,
the Schro¨dinger equation is easily solved, yielding the
spectrum given in Eq. (19) with eigenvectors of the
(Bloch) form a(x1) = Ae
ik1x1 , where A ∈ R and k1 =
2jpi/N (0 ≤ j ≤ N−1). Then, Bethe’s intuition was that
in the general case M ≥ 1, the a(x1, . . . , xM ) coefficients
could always be written as a finite sum of exponentials
that is now widely known as the Bethe ansatz:
a(x1, . . . , xM ) =
∑
P∈SM
AP e
i(kP1x1+···+kPMxM ). (22)
Then, one can show that if a(x1, . . . , xM ) has this form
and if the Schro¨dinger equation is verified, one can re-
late AP for P ∈ SM with AQ for Q = (P1, . . . , P (j +
1), P j, . . . , PM) = (j, j+1)◦P by a simple phase factor:
AP = −e−iθ(kPj ,kP (j+1))AQ, (23)
where
θ(kj , kl) = 2 arctan
1
2
(
cot
kj
2
− cot kl
2
)
. (24)
In order to determine the M momentum-like quantities
k1, . . . , kM , the next step is to apply PBC by writing
a(x1, . . . , xM ) = a(x2, . . . , xM , x1 +N), which yields
eikjN = (−1)Me−i
∑M
l=1 θ(kj ,kl) (1 ≤ j ≤M), (25)
or equivalently(
Λj + i/2
Λj − i/2
)N
=
M∏
l=1,l 6=j
Λj − Λl + i
Λj − Λl − i (1 ≤ j ≤M),
(26)
where Λj =
1
2 cot
kj
2 . The M coupled non-linear equa-
tions of the form of Eq. (26) are the celebrated Bethe
ansatz equations. Then, Bethe showed that their solu-
tions (with unequal Λj ’s) yield indeed all the eigenvec-
tors of ∆(N−M,M), with eigenvalues given by
E =
M∑
j=1
1
Λ2j + 1/4
. (27)
Note that PBC are crucial in order to have the correct
number of coupled equations.
Interestingly, the generalization to the S > 1/2 case by
Sutherland was performed 44 years after Bethe’s original
solution. The idea is to apply Bethe’s ansatz successively
κ− 1 times: For a mixture ν = (N1, N2 . . . , Nκ), we first
7separate the N1 spins of type 1 with the M1 = N2+ · · ·+
Nκ = N − N1 others, and treat the spins of type 1 as
the spin-up and the M1 others as the spin-down of the
previous example. Then, we separate the M1 remaining
spins between the N2 spins of type 2 and M2 = N3 +
· · · + Nκ = M1 − N2 others, that we treat respectively
as the spin-up and spin-down of the S = 1/2 case, and
repeat the procedure. This technique is known as the
nested Bethe ansatz. We will not write the resulting
Bethe ansatz equations here, which are more involved
but whose forms are very similar to the ones described
above for S = 1/2 (cf [18] for more details).
Thus, the Bethe ansatz provides a method for diag-
onalizing the Laplacian matrix ∆ν of the unweighted
Schreier graph X(Sν ⊂ SN , S˜C). However, it should
be noted that the non-linear coupled equations of the
form Eq. (26) are hard to solve in practice for even mod-
erate values of N . However, in the thermodynamic limit
where N,N1, . . . , Nκ → ∞ while keeping Nj/N con-
stant, one can write the logarithmic version of the Bethe
ansatz equations as coupled integral (Fredholm) equa-
tions, allowing to derive some exact analytical results
[16]. For instance, translating a result from Sutherland
for the ground-state energy per particle in the balanced
case ν = (N/κ, . . . , N/κ) in our graph-theoretical lan-
guage, we get that the spectral radius of ∆(N/κ,...,N/κ) is
given, in the large N limit, by:
ρ
(
∆(N/κ,...,N/κ)
)
' −2N
κ
(
Ψ
(
1
κ
)
+ γ
)
, (28)
where Ψ is Euler’s digamma function and γ = Ψ(1) '
0.577215 is Euler’s constant. In the large κ limit, one
also has
ρ
(
∆(N/κ,...,N/κ)
)
' 2N
∞∑
k=2
(−1)kζ(k)
κk
, (29)
with ζ(k) =
∑
n≥1 1/n
k the Riemann zeta function.
We have checked Eq. (28) by explicitly diagonalizing
∆(N/κ,...,N/κ) for different values of N and κ. We found
that this equation is already valid with less than a 1%
relative error for N = 12.
To conclude this discussion on Bethe ansatz, we see
that analytical results obtained from the theory of quan-
tum integrable systems can be used to study the Lapla-
cian spectra of Schreier graphs of the permutation group
SN for large values of N . The approach here may po-
tentially interest mathematicians working in the fields of
asymptotic, combinatorial and geometric group theories.
III. OTHER QUANTUM AND CLASSICAL
EXCHANGE MODELS
A. Other models described by X(Sν ⊂ SN , S˜C)
a. Quantum models. So far we have focused on the
Heisenberg model and its higher spin generalization. In
FIG. 4. Three equivalent random processes. Panel (a): An
interchange process with 3 black cards and 2 red cards. Panel
(b): A symmetric exclusion process with 3 particles on 5 sites.
Panel (c): A random walk on X(S(3,2) ⊂ S5, S˜C).
Ref. [21], we have shown that strongly repulsive SU(κ)
mixtures of ultracold fermions confined in 1D continu-
ous potentials can also be efficiently described using the
X(Sν ⊂ SN , S˜C) graphs. This is due to a mapping be-
tween this model and a discrete spin-chain (the OBC ver-
sion of H, Eq. (1)), as initially observed in Refs. [2, 3].
Subsequently, other mappings allow one to extend our
graph description to other models.
A first example is the Hubbard chain, which can be
mapped to the Heisenberg model using the well-known
Jordan-Wigner transformation [34]. More precisely, let
us consider a system consisting of M spinless fermions
on an N−site chain that is described by the following
Hamiltonian:
HF = −t
N˜∑
k=1
[
c†k+1ck + h.c.
]
+ V
N˜∑
k=1
(
c†k+1ck+1 −
1
2
)(
c†kck −
1
2
)
,
(30)
where c†k/ck are the fermionic creation/annihilation at
site k. Then, HF is equivalent to the homogeneous
Heisenberg spin-chain HXXX (Eq. (5)) with J1 = · · · =
Jk = 2t = V . Therefore, it can be described by
X(S(N−M,M) ⊂ SN , S˜C), and results derived in Section
I can be applied here.
8b. Classical models: A deck of cards. Perhaps more
surprisingly, this framework can also be applied to classi-
cal physics, in the context of random walks. Indeed, the
Laplacian of a graph is related to the transition matrix of
a random walk on this graph [35]. Here, a random walk
on X(Sν ⊂ SN , S˜C) can be interpreted as a so-called
interchange process [1]. For example, consider a deck of
N cards of types ν = (N1, . . . , Nκ) (Ni cards of type i),
placed on an open or closed chain. The number of card
configurations χ is Dν , as defined in Eq. (6). Then, at
each step, a random pair of adjacent cards are selected
and exchanged with a probability Jk ∈ [0, 1] such that∑N˜
k=1 Jk = 1. In the uniform case, one has Jk = 1/N˜ for
each k. The transition matrix T ν of this Markov process,
which specifies the probability of going from a configura-
tion χ to a configuration χ′, is given by
T νχχ′ =

0 if χ 6= (k, k + 1)χ′
Jk if χ = (k, k + 1)χ
′ and χ 6= χ′
1− d(χ) if χ = χ′
,
(31)
where d(χ) is the degree of the vertex corresponding to χ
in X(Sν ⊂ SN , S˜C). Then, it is clear that T ν is related
to the Laplacian matrix ∆ν of X(Sν ⊂ SN , S˜C) by
T ν = l1−∆ν . (32)
In particular, the eigenvalues 1 = β0 > β1 ≥ · · · ≥
βN−1 > −1 of T ν are trivially related to the spectrum of
∆ν . As it is well-known in probability theory, the spec-
trum of a transition matrix of a Markov process is related
to its rate to stationarity, or in simpler words in our case,
to the speed at which a deck of cards can be considered
as fully randomized by our interchange shuffle. Thus, the
distance ‖(T ν)m − µ‖ to the stationary measure µ after
m steps (see e.g., Refs. [1, 36, 37] for standard definitions
of the norm ‖ · ‖ and the stationary measure µ) is related
to β∗ = max (β1, |βN−1|) by [36]
‖(T ν)m − µ‖ ≤
√
N˜
2
βm∗ . (33)
In Section I, we have shown that the spectral gap of ∆ν
in the ferromagnetic case Jk > 0 is equal to the spectral
gap λ∗ of ∆(N − 1, 1) for every mixture ν. Therefore,
Eqs. (32) and (33) yields β1 = 1 − λ∗. In particular in
the uniform case J1 = · · · = JN˜ = 1/N˜ , using Eq. (20),
we have found
β1 = 1− 2
N˜
+
2
N˜
cos
(
bpi
N
)
. (34)
Moreover, one has |βN−1| = ρ(∆ν) − 1, with ρ(∆ν) the
spectral radius of ∆ν , for which there is no analytical
formula in the general case. For a uniform process on a
closed chain, in the balanced case N1 = · · · = Nκ = N/κ
and for sufficiently large values of N , one may use the
Bethe ansatz result of Eq. (28) and get
|βN−1| ' − 2
κ
(
Ψ
(
1
κ
)
+ γ
)
− 1. (35)
FIG. 5. Panel (a): Illustration of an asymmetric ex-
clusion process, with probability p = 1 − q ∈ [0, 1] and
p 6= q. Alternatively, illustration of a non-Hermitian Hubbard
model with asymmetric hopping. Panel (b): Directed graph
X(S(3,3) ⊂ S6, S˜C) associated with panel (a). The edges
corresponding to a hopping to the left/right have a weight
p/q (respectively).
Besides, one may also use one of the well-known bounds
on the Laplacian spectral radii of graphs (see e.g.,
Eq. A1). More generally, all the results derived in the
previous sections, such as Eqs. (11) and (12), or the gen-
eralized Lieb-Mattis theorem, can also be translated in
this context. Thus, we see that our framework can also
efficiently be used in order to analyse interchange pro-
cesses.
It is important to note that in the case where the in-
terchange process consists of κ = 2 types of cards, it
is equivalent to the so-called symmetric exclusion pro-
cess, where M particles are on a chain of N sites, and at
each step a particle is randomly selected and jumps ei-
ther to the right or to the left if the corresponding site is
empty [38]. In this case, the link to the uniform Heisen-
berg model and the Bethe ansatz, which is clear with our
graph description, have already been exploited by math-
ematicians in order to study some properties of these
stochastic processes (see e.g., Ref. [37]). The equiva-
lence between interchange and exclusion processes as well
as our graph description of these models are summarized
in Fig 4.
B. Generalizations
Finally, with some ad hoc modifications, it is possible
to extend our graph-theoretical description to other mod-
els. We now proceed to briefly describe two examples of
such models.
The first example are the so-called asymmetric exclu-
sion processes. As its name suggests, it is the same as
symmetric exclusion processes, except that the probabil-
ity pk of a particle on site k to jump on an empty site
on the left is different from the probability qk of jumping
to the right [Fig. 5(a)]. Such models are paradigmatic
9in the context of non-equilibrium statistical physics, and
describe a wide range of phenomena, ranging from the
protein synthesis on RNA [5], hopping conductivity in
solid electrolytes [39] and surface growth processes [40]
to traffic flows [41] and molecular rotors [42]. Similarly
to the symmetric exclusion processes, these models are
soluble with the Bethe ansatz in the uniform case [15].
Our second example is a non-Hermitian version of
Eq. (30), that is, a modified Hubbard model of the form
HNH = −
N˜∑
k=1
tk
[
eαc†k+1ck + e
−αc†kck+1
]
+
N˜∑
k=1
Vk
(
c†k+1ck+1 −
1
2
)(
c†kck −
1
2
)
,
(36)
with α > 0. Although not quantum, non-Hermitian mod-
els of this type have attracted a lot of attention recently,
both theoretically and experimentally, as they effectively
describe quantum systems that are coupled to their en-
vironment [43–47].
As one could suspect, those two models can both be
described by the directed versions X(S(N−M,M) ⊂
SN , S˜C) of the X(S(N−M,M) ⊂ SN , S˜C) graphs (see
Fig. 5(b)). Obviously, the fact that their Laplacian ma-
trices ∆ν are no longer symmetric makes their spectral
properties more difficult to study – in particular, their
spectra are not necessarily real. However, the identifi-
cation of each vertex as a tabloid, and therefore the al-
gebraic structure, is, for instance, still valid (see Section
I). Moreover, the mapping between asymmetric exclu-
sion processes and non-Hermitian quantum models [48]
is transparent within our framework, since they are both
described by the spectral properties of ∆ν. A more pre-
cise study of this matrix is left for future work.
IV. CONCLUSION
In this work, we have shown that a wide range of clas-
sical and quantum 1D exchange models are described by
the same theoretical object, namely the Laplacian ma-
trix of a Schreier graph associated with the permutation
group. This unifying description allows one to identify
the algebraic structure of the problem in a natural way.
As a consequence, one may access some peculiar eigen-
values much more easily, such as the spectral radius and
the spectral gap, which are associated with the rate to
stationarity in the classical stochastic case, and with the
speed at which an adiabatic protocol may be performed
in the context of adiabatic quantum computing. In par-
ticular, our result on the energy gap of inhomogeneous
ferromagnetic Heisenberg spin chains may be tested in
experiments, and has important potential applications
for quantum technologies.
Furthermore, we stressed that the graphs we defined
in this article are deeply related to the celebrated Bethe
ansatz, which can be regarded as a powerful tool in order
to compute their spectra in unweighted case. As an illus-
tration, we obtained the spectral radii of Schreier graphs
associated with the permutation group with a large num-
ber of elements. More generally, we believe these graphs
have a central importance in the theory of quantum inte-
grable systems. Nevertheless, we lay emphasis on the fact
that our description goes beyond the integrable case, as
it also enables one to describe completely inhomogeneous
systems.
There are many open questions on these mathematical
objects, which once tackled would give crucial informa-
tion about all the models we described above. More-
over, an interesting and ambitious perspective for future
works, besides the ones mentioned in this paper, would be
to extend this framework to integer spin-chains. Then,
the fact that our method is efficient in order to study
the energy gap suggests us that it could be well adapted
to tackle the celebrated Haldane conjecture on antiferro-
magnetic integer spin chains [49, 50].
In conclusion, this work stands at the crossroad be-
tween quantum physics, classical physics, and pure math-
ematics. This connection sheds a new light on some well-
known problems, and paves the way to fruitful collabo-
rations between different research fields.
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Appendix A: Notions of graph theory
In this section, we recall some basic definitions and
properties of graph theory [51]. A graph G = (V, E) is
defined by a set of vertices V and a set of edges E that
are characterized by pair of vertices. When (i, j) ∈ E
if and only if (j, i) ∈ E , G is said to be undirected. A
graph is weighted when each edge e is associated with a
real number we such that all we are not necessary equal,
and unweighted when we = 1 for all edges e. The degree
deg(v) of a vertex v is then the sum of the weights of all
the edges between v and its adjacent vertices. When all
the vertices of a graph have the same degree r, the graph
is said to be r−regular. A bipartite graph is a graph such
that its vertices can be divided into two disjoint sets V1
and V2 where each edge connects an element of V1 with
an element of V2. A graph G1 = (V1, E1) is a covering
graph of G2 = (V2, E2) if we can map G2 into G1 while
respecting the topology of the graph, i.e., if there is a
surjective map f : V1 → V2 such that, for each v ∈ V1,
the restriction of f to a neighbourhood of v is a bijection
onto a neighbourhood of f(v).
The main branch of graph theory is arguably the so-
called spectral graph theory, which consists in associating
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matrices to the graphs of interest and then relating the
properties of the graph to the spectra of their matrices
[24]. The simplest matrix that one can associate with
a graph G is its adjacency matrix AG , which is written
in the basis of the vertices such that entry Aij is equal
to w(i,j) if vertex “i” is adjacent to vertex “j” and 0
otherwise. Another simple matrix that can be written
in the same basis is the degree matrix DG , which is a
diagonal matrix whose diagonal entries are given by the
degree of the corresponding vertex. Then, the Laplacian
matrix is defined by ∆G = DG−AG . For instance, one can
check that the Laplacian matrices of the graphs in panels
(a) and (b) of Fig. 1 of the main text are respectively
given by:
J2 −J2 0 0 0 0
−J2 J1+J2+J3 −J3 −J1 0 0
0 −J3 J1+J3 0 −J1 0
0 −J1 0 J1+J3 −J3 0
0 0 −J1 −J3 J1+J2+J3 −J2
0 0 0 0 −J2 J2
 ,
and
J2+J4 −J2 0 0 −J4 0
−J2 J1+J2+J3+J4 −J3 −J1 0 −J4
0 −J3 J1+J3 0 −J1 0
0 −J1 0 J1+J3 −J3 0
−J4 0 −J1 −J3 J1+J2+J3+J4 −J2
0 −J4 0 0 −J2 J2+J4
 .
Up to a minus sign, ∆G can be seen as a discrete version
of the continuous Laplacian. Moreover, it is closely linked
to the stochastic properties of the graph, as it is can be
related to the transition matrix of a random walk on V
[35].
In the case of an undirected graph, G, ∆G is symmetric:
Thus, it can be diagonalized in an orthogonal basis and
its spectrum σ (∆G) is real. From the positivity of the
diagonal entries of ∆G and the fact that each of them
is equal to the sum of the absolute values of the non-
diagonal entries in their respective row, one can easily
deduce that σ (∆G) is also positive. Since every row sum
is equal to zero, the vector u = (1, 1, . . . , 1) always satis-
fies ∆Gu = 0, we see that σ (∆G) always contains 0. In
fact, it is easy to show that the multiplicity of 0 is equal
to the number of connected components of G. Therefore,
we see that the second smallest eigenvalue λ∗, or spec-
tral gap, is closely related to the topology of G, which
explains why this quantity has been intensively studied
by mathematicians [52, 53]. Intuitively, λ∗ can be seen
as a measure of the connectivity of G. Another quantity
related to the geometrical properties of the graph is the
spectral radius ρ (∆G), which in our case is equal to the
largest eigenvalue of ∆G . One important property in the
case of a connected graph is e.g., [54]
ρ (∆G) ≤ max{deg(u) + deg(v); (u, v) ∈ E}, (A1)
with equality if G is bipartite and regular.
Appendix B: Representations of SN
A complete description of the set IR of irreducible rep-
resentation (irreps) of the permutation group SN can be
found in Ref. [30].
The set IR is in bijection with the conjugacy classes of
SN (2 elements g1 and g2 of a group are conjugate if there
is an element h in the group such that g1 = h
−1g2h),
which are uniquely labeled by the different structures
of their decomposition in disjoint cyclic permutations.
Therefore, there is a one-to-one correspondence between
IR and the set of partitions of N . Equivalently, each
partition µ = [µ1, . . . , µr] of N can be graphically rep-
resented by a Young diagram, which is a left-justified
set of boxes with r rows such that each row contains µi
boxes. For example, one of the irreps of S9 is charac-
terized by the partition [5, 3, 1], or equivalently by the
following Young diagram:
Y[5,3,1] ≡ . (B1)
[5, 3, 1] is also called the shape of Y[5,3,1]. The conjugate
of a Young diagram of shape µ = [µ1, . . . , µr] is the di-
agram with columns of lengths µ1, . . . , µr. For example,
the conjugate of the previous example is
Y[3,2,2,1,1] ≡ . (B2)
The so-called dominance order D on Young diagrams
is such that µ ≡ [µ1, . . . , µr] D ν ≡ [ν1, . . . , νr] (where
the last terms of one of the partitions may be equal to
zero) if
µ1 + · · ·+ µk ≥ ν1 + · · ·+ νk for all 1 ≤ k ≤ r. (B3)
For example, one has
D . (B4)
In more visual terms, it means that one can go from the
left diagram to the right one by moving a certain number
of boxes from upper rows to lower rows and right to left.
Note that the dominance order is only a partial order
when N > 5. For instance, it is not possible to compare
and . (B5)
Given a Young diagram, one may associate different
Young tableaux by labeling its boxes by integers. A
tableau is said to be standard when its entries are in-
creasing from left to right along the rows and up to down
along the columns.
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Two tableaux of same shape µ are said to be row-
equivalent if they are equal up to permutations of integers
belonging to the same rows. For example,
8 4 5 1 9
3 7 2
6
and
1 9 8 5 4
7 3 2
6
(B6)
are row-equivalent. Then, we define tabloids as the row-
equivalence classes among the set of µ-tableaux. For
the previous example, the corresponding tabloid may be
graphically represented as
1 4 5 8 9
2 3 7
6
. (B7)
Note than the number of µ-tabloids is Dµ, as defined in
Eq. (6) of the main text. The permutation module is then
defined as the C-vector space Mµ whose basis is indexed
by the set of µ-tabloids. This vector space is crucial for
the construction of IR. As an important peculiar case,
M [1,1,...,1] is equivalent to C [SN ], the group algebra of
SN , whose basis (eP )P∈SN is indexed by the elements of
SN . Additionally, the internal multiplication on C [SN ]
verifies eP · eQ = ePQ. Then, one can naturally associate
the regular representation R with C[SN ] by considering
the canonical action of SN on C[SN ]: Writing a vector
in C[SN ] as u =
∑
Q∈SN uQeQ with uQ ∈ C, and given
P ∈ SN , the linear map R(P ) is defined by
R(P )·u = ePu =
∑
Q∈SN
uQePQ =
∑
Q∈SN
uP−1QeQ, (B8)
which can be linearly extended on a representa-
tion of C[SN ] by writing R
(∑
Q∈SN uQeQ
)
≡∑
Q∈SN uQR(Q). Similarly, one can identify any per-
mutation module Mµ with a representation of SN by
considering the natural action of SN on the vector space
Mµ.
Given a µ-tableau T , one may associate the following
element of Mµ known as a polytabloid:
ET =
∑
P∈CT
(P ){P (T )}, (B9)
where CT is the set of permutations preserving all
columns of T , (P ) is the sign of the permutation P ,
and {T} is the tabloid corresponding to T . The Specht
module Sµ is then defined as the subspace of Mµ gener-
ated by all the elements ET when T runs through all the
µ-tableaux. It can be shown that the basis of Sµ is given
by the elements ET when T runs though all the standard
Young tableaux of shape µ. In particular, its dimension is
given by the number of standard Young tableaux, which
is given by the so-called hook length formula. Further-
more, a crucial theorem known as Young’s rule states
that the permutation module Mµ can be decomposed in
the following way:
Mµ ∼=
⊕
µ′Dµ
kµ′µS
µ′ (kµµ = 1), (B10)
where kµ′µ are positive integers called the Kostka num-
bers.
As it is the case for the permutation modules and the
group algebra, Sµ can be identified with a representa-
tion of SN by considering the natural action of SN
on Sµ. Then, it can be shown that the set of all the
Specht modules Sµ is, in fact, IR. Note that when taking
µ = [1, 1, . . . , 1], Eq. (B10) implies in particular that the
regular representation is a sum of all the irreps. In this
case, the kµ′[1,1,...,1] numbers are given by the dimensions
of the Sµ
′
irreps. Intuitively, keeping in mind Eq. (B9),
an irrep Sµ can be seen as symmetrizing the rows and
anti-symmetrizing the columns of the µ-tableaux [55].
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