Purpose: Numerical simulations of three-dimensionally localized MRS spectra have been very time consuming for multispin systems because the current state-of-the-art method requires computation of a large ensemble of spins pixel-by-pixel in three dimensional space. This paper describes a highly accelerated technique for computing spatially localized MRS spectra using the full solution to the Liouville-von Neumann equation. Methods: The time evolution of spatially localized multispin density matrix as the full solution to the Liouville-von Neumann equation was analyzed. A new technique based on one dimensional spatial projection of the full density matrix was proposed. This method was implemented using a computer program written in Java language. Results: The MRS spectra calculated using the new method were found to be identical to conventional three-dimensional simulation for the same digitization of the voxel while the new method reduced computation time by orders of magnitude and led to not only improved speed but also accuracy. Applications of the new method to phantom studies of multispin systems and quantification of in vivo MRS spectra of brain were demonstrated. Conclusion: The dramatically enhanced computational efficiency makes accurate simulation of localized MRS spectra highly accessible for calculating basis sets for spectral quantification and for optimizing pulse sequences. Published 2017. This article is a U.S. Government work and is in the public domain in the USA. [https://doi.org/10.1002/mp.12375]
INTRODUCTION
With increasing popularity of Provencher's LCModel, 1 spatially localized magnetic resonance spectroscopy (MRS), especially 1 H MRS, has become a widely adopted quantitative method for non-invasive detection of metabolites in vivo. There is also a growing trend that numerical simulations are used as an alternative to phantom experiments for in vivo MRS quantification and method development. [2] [3] [4] [5] [6] [7] Localized MRS requires shaped RF pulses and accompanying field gradients in order to achieve spatial localization. Due to imperfect excitation profiles of RF pulses and bandwidth limitation, a considerable portion of the spins lie in the vicinity of voxel boundaries and experience incomplete excitations, and consequently, spins experience-different combinations of RF pulses due to spatial differences, 8, 9 which was well illustrated by simulation using the compartment approximation. [10] [11] [12] This well-known effect is particularly pronounced for coupled spins that have widely separated chemical shifts, such as lactate (Lac), leading to severe spectral deviations from the ideal case. Long echo times (TE) and a high magnetic field can further amplify these deviations, because higher magnetic field leads to wider distribution of chemical shift and spin coherence evolves with time. The chemical shifts of common metabolites span about 300 Hz at 3 Tesla (T), which is comparable to the refocusing RF pulse bandwidth, typically less than 1500 Hz measured by full width at half maximum (FWHM) (e.g., the refocusing RF pulses on GE's 3 T scanner). For numerical simulation of localized MRS, a large number of spatial points are thus needed to account for regional differences throughout the voxel. Three-dimensional localized MRS simulation using 40 spatial points on each dimension had been successfully demonstrated in the literature. 13 The computation is very time consuming for a J-coupled spin molecule such as myo inositol (mI) in which the six coupled spins constitute a full spin density operator of 64 9 64 dimensions governed by the Liouville-von Neumann equation. If 100 spatial points are used on each of the three dimensions, the total number of spatial points is 10 6 , and the required computation time would be measured by days and weeks, making numerical simulation of full density matrix impractical for routine use.
Instead of real RF pulses, ideal pulses are still often used for simulation due to the lengthy computation.
As numerical simulation gains increasing popularity for validating in vivo MRS detection methods as well as for providing quantification basis sets, improving the efficiency and accuracy of spin density matrix simulation is much needed. Because speeding up simulation of complex spin systems using partial solutions to the Liouville-von Neumann equation or heuristic approximations leads to loss of accuracy, we demonstrate in this report that spatial coordinates of the full set of spin density operators labeled by slice selection gradients can be projected onto one dimension after slice selection as long as the crusher gradients are refocused. Therefore, the conventional three-dimensional simulation method can be converted to a one-dimensional problem in cases such as the commonly used PRESS or STEAM. The results are identical to three-dimensional simulation without any compromise of accuracy but with dramatically reduced computation time; we hereafter refer to this method as "one-dimensional projection method". Because of the orders of magnitude increase in computation efficiency simulation of full density matrix of multispin systems with high spatial digitization can now be achieved with ease, leading to not only significantly improved speed but also accuracy. Preliminary accounts of this work have been presented as meeting abstracts. 14 
METHODS

2.A. Spin density operator evolution
The evolution of spin density operator q is governed by the Liouville-von Neumann equation:
where the Planck constant was set to 1 for notation convenience; H is the Hamiltonian. The solution to Eq. (1) can generally be expressed as:
The propagator, P(t), is defined as:
with T being the Dyson time-ordering operator relevant for Hamiltonians containing noncommuting components. The Dyson time-ordering operator requires that a later time term always occurs on the left when the right side of Eq. (3) is expanded into a series of terms for digital computation [see Eq. (6)]. P(t) can be classified into three types: free evolution propagator, gradient evolution propagator, and RF pulse evolution propagator, corresponding to Hamiltonians H 0 , H g , and H RF , respectively. H g differs from H 0 by a term arising from gradient-induced frequency offset:
where c, g, r, and S are gyromagnetic ratio, gradient strength, vector of position, and spin operator, respectively. Both H 0 and H g are time independent if g is a constant during the pulse. H RF is a time-dependent function for a shaped RF pulse accompanied by a gradient for spatial selection. Assuming the magnet field is along the z direction, H RF can be generally expressed as:
where f x (t) and f y (t) are the RF polarization components along x and y directions, and S x and S y are the x and y components of the spin operator, respectively. The computation load in simulating spatially localized MRS spectra is mostly attributed to performing matrix diagonalization. The computation of the free evolution propagators involves only one operation of matrix diagonalization of H 0 because H 0 is temporally and spatially independent. If n represents the simulated number of spatial points along the direction of the gradient, the gradient evolution matrix needs n operations of diagonalization because there are n different gradient evolution propagators.
The propagator of a shaped RF pulse can be numerically calculated as:
where D is the duration of each digitized segment of the RF pulse, and p denotes the total number of segments. The RF propagator in Eq. (6) is a function of the position for a spatially selective RF pulse. Theoretically, Eq. (6) is correct only if D is sufficiently small and the time order is kept as t p > t p-1 ÁÁÁ>t 0 , because the Hamiltonians at different times are not commutative. The computation for each time segment in Eq. (6) requires one matrix diagonalization followed by two matrix multiplications. Our test showed that a six-spin system, which involved 64-dimensional matrices, required~1 s to compute Eq. (6) on a typical desktop computer when the RF pulse was digitized into 150 segments. For a three-dimensional voxel with 100 points in each dimension, the total number of the pulse propagators is 3 9 10 6 (there are three pulses in the sequence) and the total computation time easily exceeds 100 h.
2.B. The one-dimensional projection method
Here, we demonstrate that the numerical simulation of the full density matrix of spins can be converted into a onedimensional problem similar to the experimental realization of localization by using three one-dimensional frequency selective RF pulses. In Fig. 1 , the excitation pulse of a PRESS sequence is applied along the z direction, followed by a rephasing gradient. The two refocusing pulses select regions along the x and y directions, respectively. The crusher gradients were positioned to sandwich the two refocusing RF pulses. As long as transverse magnetizations are sufficiently scrambled along the slice selection directions after the application of the crusher gradients, differences due to crusher gradient arrangements are undetectable in simulations. The strengths of the crusher gradients were determined by: gradient strength 9 frequency interval of digitized RF bandwidth 9 crusher gradient duration = p. As a result, the phase was shifted 180 degrees for each spatial point, namely, the transverse magnetizations can be canceled for every two spatial points after the application of the crusher gradients. Unlike the real analog case, the limited number of spins in the simulation may not be enough to accurately mimic gradient crushers. The cancelation by each pair of adjacent spins ensures that the magnetization is thoroughly spoiled by the crushers. As an alternative to simulating the crusher gradients, phase cycling can also be used to scramble the transverse magnetizations.
To illustrate the one-dimensional projection method, let the starting full density operator q(0) evolve into q(t 1 , z) after the excitation pulse, the rephrasing gradient, and the free evolution period between the excitation pulse and the first refocusing RF pulse. q(t 1 , z) is only a function of z because the slice selection gradient is applied along the z direction only. It further evolves into q(t 2 , z, x) and q(t 3 , z, x, y) after the first refocusing RF pulse and the second refocusing RF pulse because of the slice selection gradients are subsequently applied along the x and y directions only. Expressing spin density operator evolutions in terms of propagators, we can write:
P 1 , P 2 , and P 3 represent the three evolution propagators associated with the three RF pulses, respectively. The free evolution between excitation and the first refocusing gradient have been combined into P 1 . Evolution during the x crusher gradient and the free evolution between the first refocusing RF pulse and the second refocusing RF pulse have been combined into P 2 . Evolution during the y crusher gradient and the free evolution between the second refocusing RF pulse and the acquisition have been added into P 3 . To start acquisition at t 3 , the density operators are summed over all spatial points: X x;y;z qðt 3 ; z; x; yÞ ¼ X y P 3 ðyÞ X x;z qðt 2 ; z; xÞ
The factorization in Eq. (8) indicates that spin density evolution can be calculated along the z direction only for the excitation and then along x for the first refocusing RF pulse and further along y for the second refocusing RF pulse. As such, the total computational time is proportional to n x + n y + n z , rather than n x 9 n y 9 n z (n x , n y , and n z denote the spatial points in x, y, and z directions, respectively).
2.C. Implementation
The full density matrix simulation program was developed in Java (Oracle Corporation, California) on Eclipse (www.ec lipse.org) integrated development environment (IDE). Eclipse software development kit (SDK) is a free and open source software. The whole package consisted of sequence class, molecule class, matrix class, and eigenvector class. The propagators and evolutions of the spin density operators were computed within the sequence class in which molecule class and matrix class were instantiated. The methods in the eigenvector class were called to perform matrix diagonalizations. Among spin operators, only S y is a complex matrix. The y component is needed in the Hamiltonian only if an RF pulse is a complex function, for example, when the RF frequency has an offset to the carrier frequency [see Eq. (5)]. The diagonalization of a RF pulse propagator at time t can be expressed as:
where H RF (t) [Eq. (5)] generally is a complex matrix, and U is the matrix composed of the eigenvectors of H RF (t). If a rotation is performed to eliminate the imaginary part in H RF (t), The same rotation needs to be applied to U. To simplify matrix diagonalization, spin density operators were rotated such that all Hamiltonian matrices were made real. The Householder transformation was then used to transform the real Hamiltonian matrices into tridiagonal forms. The eigenvectors and eigenvalues were subsequently sorted out by the tridiagonal QL algorithm. 15 Those mathematical subroutines were adopted from numerical recipes in C. 15 All floating number operations were performed in double precisions.
The computation of propagators outlined above was performed first and then called back to compute the spin density operator evolutions (see Appendix for the pseudo code of The slice-selection excitation was applied in z direction. The two refocusing pulses were in x and y directions, respectively. t 1 , t 2 , and t 3 are the times at which the spin density operators are summed over the selected slices.
class Sequence). This strategy took advantage of parallel computing; the propagators were computed with multithreading, resulting in about fourfold acceleration with a desktop computer. This call-back process also avoided repetitive propagator computation. 16 The computation of spin density operator evolutions was performed sequentially following the pulse sequence timing. After each of the three slice-selection pulses, the spin density operators were added up (i.e., the operation of projection).
2.D. Simulations of PRESS and STEAM
A PRESS sequence was simulated at 3 T and 7 T, respectively, with the following parameters: TE = 35 ms (TE 1 = 18 ms, TE 2 = 17 ms); excitation pulse duration = 3.6 ms, bandwidth = 2200 Hz, flip angle = 90 degree; and refocusing pulse duration = 6.19 ms, bandwidth = 1200 Hz, flip angle = 180 degree. The refocusing gradient for excitation was applied right after the excitation pulse, as shown in Fig. 1 . All RF pulses were created using Shinnar-Le Roux algorithm. 17 For STEAM, the TE and mixing time (TM) were 20 and 10 ms, respectively. The excitation RF pulse duration was 3.6 ms. The TE crushers were simulated by applying 16 steps of phase cycling (an increment of 22.5 degrees for each step) to the spin density operators right before the second sliceselection pulse and after the third pulse.
The spatial positions of localized MRS are mapped onto RF frequencies in each of the three directions. In this study, the numbers of simulated spatial points were controlled by the frequency intervals of digitized RF bandwidths. The simulated RF bandwidths were larger than the actual bandwidths by 50% in order to include entire voxel regions. The excitation and refocusing RF pulses in time domain were digitized with 150 and 240 temporal points, respectively.
2.E. Phantom and in vivo experiments and spectral fitting
Phantom experiments were performed at 3 T using the same sequence parameters as numerical simulation except that on the scanner the rephrasing gradient for the excitation pulse was combined with a crusher gradient and the crusher gradients sandwiching the two refocusing pulses were applied to all three directions (see Discussion, paragraph 2). A standard head coil was used. The signal was averaged 16 times. The voxel size was 3 9 3 9 3 cm 3 . A GE MRS braino phantom (General Electric Medical Systems, Milwaukee, WI, USA) was used and heated up to about 37°C before the scan. It contained the following brain metabolites and chemicals: 12.5 mM N-acetyl-aspartate (NAA), 10 mM creatine (Cr), 3 mM choline (Cho), 7.5 mM mI, 12.5 mM glutamate (Glu), 5 mM Lac, 0.1% sodium azide, 50 mM potassium phosphate monobasic (KH 2 PO 4 ), 56 mM sodium hydroxide (NaOH), and 1 mL/L Gd-DPTA (Magnevist).
In vivo short TE spectra were acquired from twelve humans (aged 29 AE 7.5) using the standard head coil and the sequence parameters described above, except that the flip angles of the two refocusing RF pulses were changed to 167 degrees and the pulse widths were lengthened to 6.5 ms by the GE product sequence, which were accommodated in the simulated basis set. The voxels (2.0 9 2.0 9 4.5 cm 3 ) were located in the anterior cingulate cortex (ACC) dominated by grey matter. Tissue segmentation analysis yielded 62% gray matter, 27% white matter, and 11% cerebrospinal fluid on average. The mean water T 2 was 72 ms, determined from multiple TE water-unsuppressed spectra.
The spectral fitting program was developed in-house 18 and executed automatically without user intervention. The basis sets for fitting the phantom spectra consisted of NAA, Cr, Cho, Glu, mI, and Lac. The in vivo basis set included 17 metabolites. All chemical shifts and coupling constants were obtained from the literature. 19, 20 No smoothing process was applied to the simulated spectra. Figure 2 shows the comparisons between three different simulations of PRESS-localized NAA and Lac spectra at 3 T; the simulation (red spectra) using GAMMA C++ library 2 and three-dimension computation, the simulation (green) using GAMMA C++ library and the proposed onedimensional projection method, and the simulation (black) using the Java-developed program in this study and the proposed one-dimensional projection. The voxel was represented by 100 9 100 9 100 equally spaced points. As seen in Fig. 2 , the simulations generated by the three methods are completely identical. All computations were performed on PC. The two simulations with the onedimensional projection method used 10 s or less for NAA (acetyl moiety and aspartate moiety were combined) and Lac; in contrast, the conventional three-dimensional computation took over 16 h. Figure 3 compared the simulated short TE spectra using shaped RF pulses (black) and ideal RF pulses (red) at 3 T [ Fig. 3(a) ] and 7 T [ Fig. 3(b) ], respectively. The voxel was digitized by 330 9 180 9 180 equally spaced points. The metabolites NAA, Cr, Cho, Glu, Lac, and mI with the same concentrations as the phantom were simulated. The ideal RF pulses were created using a square-like function lasting 0.05 ms. The differences in the two simulated spectra were displayed in green color. Note that the three major resonance lines (NAA, Cr, and Cho) in black color were truncated at the top of Fig. 3 . For coupled spins, Lac in particular, the differences were sizable at 3 T [ Fig. 3(a) ]. More pronounced chemical shift artifacts can be seen at 7 T [ Fig. 3(b) ]. Lac, mI, Glu (more obvious at~3.75 ppm), as well as the aspartyl moiety of NAA, showed marked differences between the two simulations [ Fig. 3(b) ]. Figure 4 are three different TE spectra of Lac at 35 ms, 83 ms, and 144 ms simulated using ideal pulses and shaped pulses, respectively. The signal amplitudes were normalized by the simulated NAA peaks at 2 ppm. The ideal-pulse generated spectra (i.e., no localization artifacts) show clearly noticeable deviations from the localized spectra that used the shaped pulses, particularly for the long TEs. A TE of 144 ms is usually used to detect Lac in vivo as the target signal at 1.3 ppm is inverted to differentiate it from other overlapped signals. At this TE, the ideal pulses more than doubled the signal amplitude compared to the shaped pulses. Lac concentration will be substantially underestimated if ideal-pulse generated basis is used to fit experimental spectra. Comparisons of simulated spectra using shaped RF pulses (black) and ideal RF pulses (red) at 3 T (a) and 7 T (b). Residuals are displayed in green. Coupled spins, lactate in particular, showed large differences that were more pronounced at 7 T.
RESULTS
FIG. 2.
The short echo-time (TE) N-acetyl-aspartate (NAA), lactate (Lac) spectra simulated with PRESS at 3 T. The spectra represent the simulations using GAMMA C++ conventional three-dimensional method (red), GAMMA C++ with one-dimensional projection (green), and Java-developed simulation with onedimensional projection (purple), respectively. The voxel was represented by the points of 100 9 100 9 100 in digitization. The three simulated spectra are completely identical. The two simulations with the one-dimensional projection method used 10 s or less for NAA (acetyl moiety and aspartate moiety were combined) and Lac; in contrast, the conventional three-dimensional simulation took over 16 h. All RF pulses were created using Shinnar-Le Roux algorithm and were identical to those used by the scanner.
these results were in good agreement with the listed ingredients of the phantom described in the Methods. The downfield signals beyond 4 ppm in Fig. 5 were suppressed by water suppression. Bloch simulation showed that the Cr methylene protons at 3.9 ppm were partially suppressed by the CHESS pulses (with a bandwidth of 75 Hz). The partial suppression by CHESS had been taken into account in the fitting. Figure 6 shows simulated localized PRESS [ Fig. 6 (a)] and STEAM [ Fig. 6(b) ] at 7 T using different numbers of spatial points which were defined by: simulated RF bandwidth/digitized frequency interval (rounded to even numbers). NAA, Glu, and Lac were included, with the concentration ratios described above. The RF pulses and the timings were described in the Method. In Fig. 6(a) (PRESS) , the spectrum in black was computed using 330 9 180 9 180 spatial points. The differences caused by using 82 9 46 9 46, 42 9 22 9 22, and 28 9 16 9 16 spatial points were displayed by the residuals in red, green, and purple, respectively. In Fig. 6(b) (STEAM) , the spectrum in black was computed using 330 9 330 9 330 spatial points. The differences caused by using 34 9 34 9 34, 16 9 16 9 16, and 8 9 8 9 8 spatial points were represented by the residuals in red, green, and purple, respectively. Figure 7 shows an example of using the one dimensional projection method to simulate basis sets (red) for fitting an in vivo short TE spectrum (black) (Supplement Fig. 1 showed the fits of spectra acquired from twelve subjects). The fit residuals were displayed in the top panel (black) while the fitted baselines were in the bottom (purple [tNAA] included the concentrations of NAA and NAAG. Glx stands for Glu and glutamine. tCr and tCho were total creatine and choline-containing compound, respectively. All other weakly represented metabolites FIG. 4 . Three different echo time spectra of lactate (Lac) at 35 ms, 83 ms, and 144 ms were simulated using ideal pulses (red) and shaped pulses (black), respectively. The signal amplitudes were normalized by the simulated N-acetyl-aspartate (NAA) peaks at 2 ppm. The disparities between ideal pulses and shaped pulses are noticeable and more pronounced with long echo times.
FIG. 5. Fit of short TE phantom spectrum at 3 T using simulated basis sets. The experimental and fitted spectra are displayed in black and red, respectively. Fit residuals (black) are displayed in the top panel and the estimated baseline (black) is at the bottom. All RF pulses in the simulation were identical to those used by the scanner.
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were omitted because they yielded coefficients of variations (CV) larger than 30%.
DISCUSSIONS
The proposed one-dimensional projection method dramatically improved the efficiency and accuracy of simulating spatially localized MRS. Thanks to the increase in computational efficiency, more spatial points can be used to represent the three dimensional voxel, leading to more accurate simulations. The novel concept used in the one-dimensional projection method introduced here can be transplanted into any other simulation software including GAMMA, although the simulation program in this study was written in Java for cross-platform compatibility. The one dimensional projection program will be available upon request.
Our simulation accurately reproduced the phantom experiment as demonstrated in Fig. 5 . To the best of our knowledge, this was the first reported simulation with spatial points exceeding 100 in each of the three directions. According to the results in Fig. 6 , with the use of simple RF waveforms, 40 points should be sufficient for PRESS in refocusing directions (fewer points can be used for the excitation direction), and 20 points per direction are generally sufficient for STEAM. As such, using the one-dimensional projection method on a typical desktop PC, the computation time for a six spin molecule can be shortened to less than 10 min. It should be noted, however, more complex pulses or sequences [e.g., the inclusion of outer volume suppression (OVS) pulses] would require substantially more spatial points to properly define the voxel.
The only major difference between the pulse sequence used in simulation and the sequence on the scanner was the crusher gradients for the refocusing pulses. In Fig. 1 , the crusher gradients were only applied to the respective sliceselective directions. This difference should be inconsequential as long as the transverse magnetizations are completely scrambled. If necessary, phase cycling can be applied to the spin density operators to further scramble transverse magnetization. The refocusing pulses in the PRESS are not phase sensitive. Additional phase cycling in the refocusing dimension has no influence on the resultant spin density operators, which was verified by our simulation. For STEAM, however, the TE crushers have to be simulated with phase cycling because the transverse magnetizations are scrambled before the second slice selection and are not refocused until the third slice selection; as a consequence, the operation of one-dimensional projection cannot be directly applied to TE crushers (since it is only applicable to a single dimension). There are many phase-different terms of spin density operators after the application of the TE crushers, and the excitation pulse is phase sensitive. With added phase cycling for STEAM, the one-dimensional projection method still dramatically FIG. 6 . Comparisons of simulated PRESS (a) and STEAM (b) at 7 T with reduced spatial points. The spectra in black were created by simulations with high spatial definitions, 330 9 180 9 180 for PRESS and 330 9 330 9 330 for STEAM, respectively. The differences caused by using reduced points are represented by the residual lines in red, green, and purple, respectively. In PRESS (a), the three reduced spatial definitions are 82 9 46 9 46, 42 9 22 9 22, and 28 9 16 9 16. In STEAM (b), they are 34 9 34 9 34, 16 9 16 9 16, and 8 9 8 9 8, respectively.
FIG.
7. An example of fitting in vivo short echo-time (TE) spectrum acquired at 3 T using simulated basis set. The fitted spectrum and the baseline (under the spectra) were displayed in red and purple, respectively. The baseline included the contributions from the resonance signals of macromolecules and lipids. The experimental spectrum and the fit residuals (on top) are in black.
improves the computation efficiency. For example, for simulating STEAM with 20 9 20 9 20 spatial points and 16 steps of phase cycling, the computation time is shortened by 16 9 20 9 20 9 20/(20+20+20) % 2100-fold.
In the current study, the phantom data were acquired without OVS, and accordingly, the corresponding simulation covered frequency regions significantly wider (1.5 times) than the corresponding RF bandwidths. Because chemical shifts displace the voxel, OVS pulses, if applied close to the voxel, changes the observed signal amplitudes. Although OVS was not considered in this work, a box-like OVS can be incorporated into the simulation by using the OVS-defined frequency ranges in the simulation while using more spatial points to better define the voxel and its surroundings.
Typically, Lac and the aspartyl moiety of NAA can lead to strong four compartment artifact, due to the large separations of chemical shifts between their J-coupled partners. Noticeable chemical shift effects at 3 T were observed for Lac and the aspartyl moiety of NAA as revealed by the simulation results shown in Fig. 3(a) . The same effects were more pronounced at 7 T and were also noticeable for other metabolites such as Glu as shown in Fig. 3(b) .
A full consideration of magnetization relaxation is very difficult even under idealized conditions. In theory, relaxation is described by a super-operator incorporating a relaxation tensor in Eq. (1) . 21 This tensor has the relaxation information for all coherences, including all high-order coherences in addition to populations (T 1 ) and single-quantum coherence (T 2 ). Acquiring the complete information about this tensor is impractical for coupled spin systems. In practice, metabolite relaxation is usually represented by a single set of T 1 and T 2 representing the longitudinal and transverse relaxation times, respectively. In the current study, T 1 was assumed to be uniformed and T 2 decay was explicitly incorporated into simulated data by scaling the data based on a priori transverse relaxation rates. For spectral fitting, this approach has advantages over methods based on phantom-generated basis spectra. Since metabolites in phantom and in vivo are quite different in terms of relaxation times, relaxation needs to be experimentally determined and then removed from phantom spectra before incorporating a priori knowledge of T 1 or T 2 into the basis sets. Incorrect T 2 s can lead to biased estimates of metabolite concentrations. This may not be a major issue for a short TE MRS; however, correct T 2 s allow the application of constraints to line-broadenings. This is important for short TE spectral fitting [22] [23] [24] [25] because there are always couplings between the estimated lineshape and the baseline. 18 Constraints based on the correct T 2 s can mitigate estimation uncertainties originated from the above-mentioned interactions.
As simulation time of the one-dimensional projection method is mainly consumed by computing the propagators which are prepared prior to computing the spin density evolutions, simulating a 2D or higher dimensional spectrum such as J-resolved spectrum can be made very efficient -the preprepared propagators can be repeatedly called back throughout the 2D or higher dimensional loop -and can be accomplished in a time frame similar to the case of a 1D spectrum.
In conclusion, the one-dimensional projection method dramatically reduced computation time for numerical simulation of spatially localized MRS. Thus, full spin density matrix simulation of localized MRS can now be performed routinely to facilitate various experimental investigations.
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APPENDIX
