We give a constructive approach to the well known classical theorem saying that an integral extension doesn't change the Krull dimension.
Constructive Krull dimension
In this section we recall some elementary characterizations of the Krull dimension. Proofs may be found e.g. in [CLR, CLQ2] .
Let us consider a commutative ring A.
A filter is a saturated multiplicative monoid in A. A prime filter is a filter not equal to A whose corresponding localization gives a local ring. Within classical mathematics, prime filters are exactly the complements of prime ideals, a maximal filter is prime and its complement is a minimal prime.
The radical of an ideal a will be noted as D A (a). We write D A (x 1 , . . . , x m ) for D A ( x 1 , . . . , x m ). The Zariski (distributive) lattice Zar A is defined as the set Zar A = {D A (x 1 , . . . , x m ) | m ∈ N, x 1 , . . . , x m ∈ A} ordered by inclusion. Within classical mathematics, Zar A is isomorphic to the lattice of compact open subsets of the Zariski spectrum Spec A. The isomorphism is given by
where D A (a) = { p ∈ Spec A | a / ∈ p }.
Krull boundaries
Recall that for an ideal a and an element a of A we have the notation (a : a ∞ ) A = n∈N (a : a n ) A = {y ∈ A | ∃ n ∈ N, ya n ∈ a} Definition 1.1 Let x 0 , . . . , x ℓ be a sequence of elements of a commutative ring A.
1. We define inductively an iterated boundary monoid S A (x 0 , . . . , x ℓ ) for this sequence by:
2. We define inductively an iterated boundary ideal N A (x 0 , . . . , x ℓ ) for this sequence by:
E.g.,
For any a ∈ A, N A (a) meets any maximal ideal and S A (a) meets any maximal filter. The inductive definition of S(x 0 , . . . , x d ) can be understood with the constructor M a := S → a N (S + Aa) where a ∈ A and S is an arbitrary multiplicative monoid in A. More precisely
Similarly the inductive definition of N (x 0 , . . . , x d ) can be understood with the "dual" constructor I a := a → (a : a ∞ ) A + Aa where a is an arbitrary ideal of A. More precisely
We have the equivalences
This justifies reversing the order between
When 0 ∈ S A (x 0 , . . . , x d ) we will say that the sequence x 0 , . . . , x d is pseudo singular.
Remark. In [CLR] , where the Krull boundaries are defined for the first time, the boundary ideal uses a slightly different constructor a → ( √ a : Aa) A + Aa. Let us denote by V A (a) the closed subset of Spec A defined by a (i.e., the complement of D A ). The name "boundary of
is the boundary of V A (a) inside Spec A (in classical mathematics). This gives an intuitive explanation for the fact that the dimension on A/b is stricty lesser than the dimension of A: the boundary of any subvariety in a variety is always strictly lesser than the variety itself.
Next, Fred Richman defined in [Ric] another boundary with the constructor we use here.
In fact the boundary ideal ( √ 0 : Aa) A + Aa of [CLR] contains the Richman boundary ideal N A (a) and they have the same radical. So the two quotient rings have isomorphic Zariski lattices, and the difference is not really important.
Perhaps the most intrinsic definitions would be to consider N A (x 0 , . . . , x n ) and the saturation of the monoid S A (x 0 , . . . , x n ). 
Characterizations of Krull dimension

(induction using ideal boundary) For any
a ∈ A, Kdim (A/N A (a) ) ≤ d − 1.
(induction using monoid boundary) For any
Moreover points 2, 3, 4, 5 lead to constructively equivalent definitions of the Krull dimension.
Two sequences a 0 , . . . , a d and x 0 , . . . , x d satisfying the point 5 will be called complementary sequences. In the lattice notation this gives
. . .
Here are light variations on the formulations for the point 4.
1. For any x 0 , . . . ,
For any x 0 , . . . , x d ∈ A, there exist n ∈ N such that:
Remarks. In constructive mathematics the sentence " Kdim A ≤ ℓ " is well defined but Kdim A is not in general a well defined element of N ∪ {∞}. It is remarkable that most classical theorems using Krull dimension may be put under the form "If Kdim A ≤ ℓ then . . . ".
The basic fact that Kdim K[X 1 , . . . , X ℓ ] = ℓ when K is a discrete field has a very simple proof, see [CL2] . As a consequence, the usual "geometrical rings" have a well defined Krull dimension in constructive mathematics. This means e.g., that the construction of complementary sequences is given by an effective procedure in such rings. See also [Lom] for an explicit generalization of the Nullstellensatz.
Some basic facts
Following simple facts show a kind of strong " duality " between addition and multiplication, ideals and filters, and the two kinds of Krull boundaries. Fact 1.3 (Krull boundaries, localizations and quotients) Let x 0 , . . . , x ℓ ∈ A, S a monoid and a an ideal. One has:
1. S A/a (x 0 , . . . , x ℓ ) = S A (x 0 , . . . , x ℓ ) mod a.
N S
−1 A (x 0 , . . . , x ℓ ) = S −1 N A (x 0 , . . . , x ℓ ).
(a) S S
The fact that Krull dimension cannot increase by localization or quotient is direct and constructive from the constructive definition. Some converse implications are given in the following lemmas. Proof. The first equality comes from D A (a ∩ b) = D A (ab). If x 0 , . . . , x n ∈ A, 0 ∈ S A/a (x 0 , . . . , x n ) means that S A (x 0 , . . . , x n ) meets a. So Kdim A/a ≤ n and Kdim A/b ≤ n means that S A (x 0 , . . . , x n ) meets a and b for any x 0 , . . . , x n ∈ A, which is equivalent to S A (x 0 , . . . , x n ) meets the product a b.
2 Lemma 1.5 (Krull dimension and localizations) Let S 1 , . . . , S ℓ be comaximal monoids in A, i.e., any ideal meeting all the S i equals A. Then
Proof. Straightforward and constructive. 2
Integral extensions
Let A ⊂ B be an integral extension. Within classical mathematics the Lying Over is equivalent to the following inclusion for any ideal a:
The following classical lemma gives a slightly more precise result, without using prime ideals. It is easily proven with a determinant trick.
Lemma 2.1 Let A ⊆ B be an integral extension and an ideal a ⊆ A. Then any b ∈ aB is integral over the ideal a, i.e., ∃ a 1 ∈ a, a 2 ∈ a 2 , . . . , a n ∈ a n , b n + a 1 b n−1 + · · · + a n−1 b + a n = 0
As a consequence we get
We give now a slight generalization.
Lemma 2.2 Let A ⊆ B be an integral extension with an ideal a ⊆ A, an ideal b ⊆ B, and a monoid S ⊆ A. Then one has
Proof. Let a ∈ A ∩ (b + aB). Using Lemma 2.1 in the integral extension B/b of A/(A ∩ b) , we deduce that a N meets a + b. But a ∈ A and a ⊆ A, so a N meets a + (b ∩ A). Let s ∈ S + aB. We use Lemma 2.1 in the integral extension S −1 B of S −1 A. Since s belongs to (1 + aS −1 B) sat B , it belongs also to (1 + aS −1 A) sat B , and this implies in B that s belongs to (S + a) sat B . 2 Proposition 2.3 Let A ⊆ B be an integral extension and a 0 , . . . , a d ∈ A. Then
Proof by induction on d. First,
The reverse inequality will be shown in a more general setting in Section 3.
Proof. The constructive meaning of Kdim A ≤ Kdim B is the implication
.
Algebraic extensions
Recall that elements in a ring are comaximal when they generate the ideal 1 . Equivalently the monoids generated by these elements are comaximal.
Definition 3.1 Let A ⊆ B be an extension of commutative rings. We say that x ∈ B is algebraic over A if there exist comaximal elements a 0 , . . . , a k ∈ A such that i a i x i = 0. We say that B is algebraic over A when any element of B is algebraic over A.
Remark. When A is a Bezout domain and B contains the fraction field of A, we find the usual notion of algebraic elements in field extensions. But in general it seems that the subset of B made of elements that are algebraic over A is not necessarily a subring of B.
Lemma 3.2 If B is algebraic over A then any quotient B/b is algebraic over A/(b ∩ A) . Lemma 3.3 Let A be a reduced ring. One has
In particular if the a i 's are comaximal in A and x ∈ B ⊃ A (this means that x is algebraic over A) we get
Remark. The last point means that the boundary of V B (x) is contained in the union or the boundaries of the V B (a i )'s.
Proof. We write x ⊥ for Ann A (x). The first point is straightforward. In light notation this gives in particular N A (x) = x + x ⊥ . Let us see the second point. Let a = N A (x) + i Ann(a i ). We write the proof for k = 3 (the general case is similar), i.e., a 3 x 3 + a 2 x 2 + a 1 x + a 0 = 0 ( * )
We have Proof. Follows from proposition 2.3 and Theorem 3.4 2
