Abstract. The paper provides examples of the q -convolution and the (p,q) -convolution, which put some light on how complicated these operations are. They show that the q -convolution of two Dirac delta's need not be compactly supported and that the (1,1) -convolution of two Dirac delta's can be absolutely continuous. A (possibly not unique) measure corresponding to a moment sequence from the limit theorem for the (p,q) -convolution is described.
Notation
Given a (positive Borel) measure μ supported on the real-line R, the moments of μ are defined by m n (μ) = t n μ(dt), n ∈ N.
The set of all such measures which have all moments finite will be denoted by P f m . Similarily, the set of measures supported on the non-negative half-line [0, +∞) with all moments finite will be denoted by P + f m . Moment sequences corresponding to measures from P + f m are often called Stieltjes moment sequences. For a measure μ ∈ P + f m and a 0, T a denotes the dilation μ → T a μ , defined for a measurable set A ⊂ [0, +∞) by the formula (T a μ)(A) = μ(A/a), when a > 0, and T 0 μ = δ 0 . As usual, δ a denotes the point mass measure concentrated at a .
Let us also recall that, by the Schur's Lemma, the pointwise product of two moment sequences is again a moment sequence. If, moreover, both sequences correspond to measures supported on [0, +∞), then the resulting sequence also shares this property. The corresponding transformation of measures is the multiplicative convolution, denoted by • . It can be defined for two measures μ, ν as the image of the product measure μ ⊗ ν under the mapping (x, y) → xy. It follows that δ a • δ b = δ ab . Moreover, for measures μ, ν ∈ P + f m we have m n (μ • ν) = m n (μ) · m n (ν), n ∈ N.
(1)
Throughout all the paper, p and q are two positive parameters. Moreover, N = {0, 1, 2,...} is the set of non-negative integers. Unless otherwise stated, all sequences appearing below are indexed by N. We also denote as usual (cf. [6] )
We shall need the q -binomial theorem ( [6] ):
and the formula
1. q -moment sequences and deformed convolutions DEFINITION 1. A sequence (μ n ) n is called a q -moment sequence if there exists a (positive Borel) measure μ on R such that
Note that if q = 1 , what we get is the standard notion of moment sequences. Since the parameter q is fixed, we simplify the notation by omitting the superscript (q) in μ (q) n . The only problem which can appear is when considering moments and q -moments of a given measure. To avoid this, we will always denote by μ n the q -moments of a measure μ wheras for the standard moments of μ we reserve the notation m n (μ). In particular, μ
(1) n = m n (μ) for n ∈ N. We will denote by M + q the set of all q -moment sequences (μ n ) n corresponding to measures from P + f m . In a special case q = 1, M + 1 is the set of Stieltjes moment sequences. A nice description of M + q for q > 0 presented below contains the qdeformed version of the Stieltjes theorem (see [8] for details). In this paper, we will often use the equivalence (1) ⇔ (3) from the following. PROPOSITION 1.1. For a sequence (μ n ) n with μ 0 = 1 the following conditions are equivalent: 
μ n n is a moment sequence corresponding to a probability measure μ on [0, +∞).
From the papers [5] and [9] , we derive the following definitions: DEFINITION 2. Let (μ n ) n and (ν n ) n belong to M + q .We shall call: 1. the q -convolution of (μ n ) n and (ν n ) n the sequence given by the formula
2. the (p, q)-convolution of (μ n ) n and (ν n ) n the sequence given by the formula
Two crucial facts concerning the behaviour of the q -convolution and (p, q)-convolution are Propositions 3.3 and 4.3 from [9] , which we recall here. PROPOSITION 1.2. In both cases, it is to be checked directly that the operation is associative and commutative. Moreover, the (p, q)-convolution is symmetric with respect to p ↔ p −1 . Easy examples show that the convolutions are not (inner) operations on the set of qmoments sequences corresponding to measures on R (see [9] for details).
If
Observe also that the 1-convolution coincides with the classical convolution of sequences, so the q -convolution can be called a q -deformation of the classical convolution. This is not the case with the (p, q)-convolution. Moreover, the q -convolution is not a special case of the (p, q)-convolution, but for p = q we have
which differs from the q -convolution only by the second power of the q -binomial coefficient.
The motivation for both the q -convolution and the (p, q)-convolution comes from the non-commutative probability (in particular, braided algebras, cf. [9] ) and that is why the q -moments fits better to describe this operations. It turns out however that, thanks to the characterisation of M + q (Proposition 1.1), we are able to reveal their action on the classical moment sequences.
We start with the q -convolution. Let us take two sequences
According to Proposition 1.2, the resulting sequence belongs to M + q and by Proposi-
This formula shows how the q -convolution transform two sequences from M
When we consider the (p, q)-convolution acting on moment sequences (instead of q -moment sequences), the parameter q disappears. Indeed, for
q as in (7), we have
This means that the mapping
where
is a well defined operation on M + 1 , which depends only on the parameter p > 0. This is exactly the (p, 1)-convolution.
Here again a similarity between q -and (q, 1)-convolution is evident.
Applications of the q -deformed convolutions

Example of the q -convolution
In this section we assume that 0 < q < 1. For a > 0 let
Then {G n (a)} n is a Stieltjes moment sequence (i.e. a moment sequence of a measure on [0, +∞)). This fact was shown by Al-Salam and Carlitz in [1] , the authors used hypergeometric series' techniques. An alternative proof is a straithforward application of the definition of the qconvolution. PROPOSITION 2.1. The sequence {G n (a)} n is a Stieltjes moment sequence and m n (δ a q δ 1 ) = G n (a).
Proof. For the proof, let us consider μ = δ a ( a > 0) and ν = δ 1 and calculate the n th moment of δ a q δ 1 . For this, we use Eq. (7) and obtain
Thus the moments of δ a q δ 1 are exactly {G n (a)} n .
On the other hand, δ a and δ 1 are measures on [0, +∞) (we assumed a > 0) and so the sequence {G n (a)} n is in M + 1 . REMARKS. 1. Unfortunately, the q -convolution gives no informations on the measure which corresponds to the moment sequence {G n (a)} n . It can be found in [1] or [4] that the two measures
have the moment sequence {G n (a)} n and one should choose m a or σ a depending on the relation between a and q . 2. In this paper, the q -convolution is treated as operation on q -moment sequences, but it would be interesting to generalize them to operations on measures 1 . A way to make it would be firstly generalize the definition to measures with compact support. The example of δ a q δ 1 shows that such a direct generalization is hardly possible, since the q -convolution of two compactly supported measures need not be compactly supported (the support can be unbounded as 0 < q < 1 ). The situation is even worse, since the sequence {G n (a)} n is well known as an example of indeterminate moment sequence (for q < a < 1 q both measures m a and σ a correspond to it). This means that the q -convolution of two compactly supported measures (which are necessarily uniquely determined by their moments) may no longer be uniquely determined by moments. Proof. Let us fix a > 0 and consider the q -moment sequence (μ n ) n corresponding to the measure δ a , i.e. μ n = q ( n 2 ) a n and the constant sequence ν n = 1 = q (
Positive definiteness of the sequence q −(
First we show that (ν n ) n is in M + q . For this purpose, let us consider the log-normal distribution λ σ with parameter σ > 0 , which is the measure with the density on [0, +∞) given by
By a change of variable, one can show that 2
So if q ∈ (0, 1) and we choose σ 2 = ln 
This way we have showed that m n (ν) = q −( n 2 ) , where ν := T √ q λ ln 1/q . Since ν is supported on [0, +∞), hence the constant sequence (1) n = (ν n ) n is in M + q . Now, we need the formula from the q -calculus
(see [7] for the proof), from which we get for a > 0
According to Proposition 1.2, the sequence ((−a; q) n ) n belongs to M + q and so, by Proposition 1. 2. It seems unclear to the author whether the sequence ((−a; q) n ) n is also positive definite. Instead, we can prove directly that 1 (−a;q) n n belongs to M + 1 . For this purpose, given q ∈ (0, 1) and a > 0, let us define
This is a positive Borel measure on [0, +∞) and, by Eq. (2), its moments are
2 In fact, Stieltjes [11] showed that for all s ∈ [−1,1] the distributions λ σ,s with densities
have the same moments m n (λ σ,s ) = e 1 2 n 2 σ 2 (see also [2] ).
Example of the (1, 1)-convolution
A basic tool in hypergeometric series' calculus is the q -binomial theorem (Eq. 2). In case of the (p, q)-convolution we lack this tool because of the second power of the q -binomial coefficient appearing in the formula. This makes the calulations of examples almost hopeless. The limit case as p, q → 1 is a nice exception, which shows however that even the (1, 1)-convolution is a complicated operation.
The (1, 1)-convolution is the limit case of the (p, q) -convolution as p, q → 1 and so it is defined as an operation on moment sequences via the formula For a > 0 the measure δ a 1,1 δ a has the density function
Proof. Let us recall that the following equality holds for central binomial coefficients:
For a > 0 we have
We know however that 2n n is the (2n) th moment of the dilated arcsine law, which has the density
This means that a n 2n n = a n π
Thus a n 2n n is the n th moment of the measure with the density
REMARK. Since this measure is supported on the compact interval, the moment problem is determinate and the measure is unique. So, in contrast to the case of the qconvolution, this example does not exclude the possibility of generalizing the definition of the (1, 1)-convolution to an operation on compactly supported measures.
Limit measure for the (p, q)-convolution
In [9] the following result was proved. 
Untill now, the measure related to this q -moments was not known. In this paper, we shall use the results of Berg from [3] to describe it as a multiplicative convolution of two measures. We briefly recall them. As in Berg's paper, we assume that 0 < q < 1 and 0 < p < 1.
We consider the measure
which, by Eq. (2) and Eq.(3), has moments
We denote by I q the measure with the (non-negative) density function on (0, +∞)
Then, by the q -binomial theorem (Eq. 2), the moments of I q are
Berg showed that J q := 1 x log 1 q dI q (x) is also a probability measure. If byJ q we denote the image of J q under the reflection x → 1 x , then we havě
and the moments ofJ q are
Above, Γ(z) is the Gamma function and the last equality follows from the formula
which can be proved by induction (see [3] for an analytic proof).
We are interested in finding a measure λ corresponding to the q -moment se-
or, equivalently by Proposition 1.1, to the moment se-
. For this, let us observe that
As stated in Eq. (1), the multiplication of moment sequences reflects the multiplicative convolution of measures, so the moment sequence in question corresponds to the measure λ m = δ p • δ 1
If we denote byR
which means that PROPOSITION 2.5. The measure corresponding to the limit moment sequence
is the multiplicative convolution of the measuresR q andJ q .
REMARKS. 1. The fact that the sequence
[n] p ![n] p −1 ! n! n is a Stieltjes moment sequence was proved in [9] (Collorary 6.3). It is worth noting that the formula (9) provides an alternative proof of this fact, since multiplicative convolution preserves measures on [0, +∞).
2. The determinancy ofJ q is not known (cf. [3] ). In particular, the Carleman criterion gives no information about it, because the series
is convergent. Thus it is unknown if λ is uniquely determined by its moments.
