The asymptotic distribution of the bootstrap sample mean of an infinitesimal array * 
INTRODUCTION
The study of the validity of the bootstrap methodology has been the object of much work in recent years. In particular, the prominent role of the mean in probability and statistics has motivated considerable attention on the bootstrap of the mean. Broadly speaking, this work adressed the solution of the following question: Question 1 How well does the bootstrap work if we assume that the distribution of a sum can be approximated by some law for a wide range of sample sizes n and that the distribution of the terms in the sum do not depend on n ?
In these studies (mainly beginning with Bickel and Freedman [7] ) the usual framework to study the bootstrap has been that of a suitably normalized sequence of independent identically distributed random variables (i.i.d.r.v.'s), including later the consideration of domains of attraction of stable laws (Athreya [4, 5, 6] , Hall [ 11 ] , Arcones and Gine [2, 3] , Swanepoel [16] , Knight [13] and Deheuvels, Mason and Shorack [9] ).
In this paper we are interested in the following more general question: (8) and (9) [2] , Athreya [6] and Bickel, Goetze and Van Zwet [8] .
Finally, Theorem (8) Convergence in distribution, in law or weak convergence will be terms indistinctly used throughout the paper, and, as already employed will be denoted by ~w. The limit in distribution will be denoted as w -lim.
We will often denote by P* and E* respectively the conditional probability and expectation To simplify the exposition, our and where inequality (14) comes from (9) . Now [7] , Hall and Jing [12] and Politis and Romano [15] and made some comments which were very helpful in shaping the final version.
