Detecting a planted community in an inhomogeneous random graph by Bogerd, Kay et al.
Detecting a planted community in an inhomogeneous random graph
Kay Bogerda,1, Rui M. Castroa,2, Remco van der Hofstada,3, and Nicolas Verzelenb,4
aEindhoven University of Technology, bINRA
1k.m.bogerd@tue.nl, 2rmcastro@tue.nl, 3r.w.v.d.hofstad@tue.nl, 4nicolas.verzelen@inra.fr
August 31, 2020
Abstract
We study the problem of detecting whether an inhomogeneous random graph
contains a planted community. Specifically, we observe a single realization of a
graph. Under the null hypothesis, this graph is a sample from an inhomogeneous
random graph, whereas under the alternative, there exists a small subgraph
where the edge probabilities are increased by a multiplicative scaling factor.
We present a scan test that is able to detect the presence of such a planted
community, even when this community is very small and the underlying graph
is inhomogeneous. We also derive an information theoretic lower bound for this
problem which shows that in some regimes the scan test is almost asymptotically
optimal. We illustrate our results through examples and numerical experiments.
1 Introduction
Many complex systems can be described by networks of vertices connected by edges.
Usually, these systems can be organized in communities, with certain groups of ver-
tices being more densely connected than others. A central topic in the analysis of
these systems is that of community detection where the goal is to find these more
densely connected groups. This can often reveal interesting properties of the network
with important applications in sociology, biology, computer science, and many other
areas of science [9].
Much of the community detection literature is concentrated around methods that
extract the communities from a given network, see [12, 24, 25]. These methods
typically output an estimate of the community structure regardless of whether it really
is present. Therefore, it is important to investigate when an estimated community
structure is meaningful and when it simply is an artifact of the algorithm.
To answer this question, it has been highly fruitful to analyze the performance of
these methods on random graphs with a known community structure. The stochastic
block model is arguably the simplest model that still captures the relevant community
structure, and the study of this model has led to many interesting results [1, 4, 8,
21, 22, 23]. However, there are significant drawbacks because of this simplicity: the
communities are typically assumed to be very large (i.e., linear in the graph size), and
the graph is homogeneous within each community (i.e., vertices within a community
are exchangeable and, in particular have the same degree distribution).
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To overcome these issues, several suggestions have been made. For example, the
degree-corrected block model allows for inhomogeneity of vertices within each com-
munity [20]. This allows one to model real-world networks more accurately, while
remaining tractable enough to obtain results similar to those obtained for the stochas-
tic block model [11, 13, 14, 18, 19]. However, the degree-corrected block model still
assumes that communities are large. To detect small communities, Arias-Castro and
Verzelen consider a hypothesis testing problem where the goal is not to find commu-
nities, but instead decide whether or not any communities structure is present in an
otherwise homogeneous graph [2, 3].
In this paper, we also focus on the detection of small communities and we inves-
tigate when it is possible to detect the presence of a small community in an already
inhomogeneous random graph. In particular, we present a scan test and provide con-
ditions under which it is able to detect the presence of a small community. These
results are valid under a wide variety of parameter choices, including cases where the
underlying graph is inhomogeneous. Furthermore, we show that for some parameter
choices the scan test is optimal. Specifically, we identify assumptions that ensure
that if the conditions of the scan test are reversed then it is impossible for any test
to detect such a community.
2 Model and results
We consider the problem of detecting a planted community inside an inhomogeneous
random graph. This is formalized as a hypothesis testing problem, where we observe
a single instance of a simple undirected random graph G = (V,E), with vertex set V
and edge set E. We denote the adjacency matrix of G by A, i.e. Aij = 1{(i, j) ∈ E}.
That is, Aij = 1 if and only if there is an edge between the vertices i, j ∈ V . Because
we only consider simple graphs, we have Aii = 0 for all i ∈ V .
Under the null hypothesis, denoted byH0, the observed graph is an inhomogeneous
random graph on |V | = n vertices, where an edge between two vertices i, j ∈ V is
present, independently of all other edges, with probability pij . In other words, the
entries of the adjacency matrix A are independent Bernoulli random variables such
that P0(Aij = 1) = pij . The alternative hypothesis, denoted by H1, is similar, but
within a subset of the vertices the connection probabilities are increased. Formally,
there is a subset C ⊆ V of size |C| = r, called the planted community, for which the
edge probabilities are increased by a multiplicative scaling factor ρC ≥ 1. Concretely,
under the alternative hypothesis the edge probabilities are P1(Aij = 1) = ρC pij for
i, j ∈ C and P1(Aij = 1) = pij otherwise. Note that the scaling ρC is allowed
to depend on the location of the planted community C ⊆ V . This is necessary
because our graphs are inhomogeneous, making the problem difficulty dependent on
the location of the planted community C ⊆ V . Specifically, on a sparse region of the
graph it is relatively difficult to detect a planted community so a strong signal ρC is
required to ensure a significant difference between the edge probabilities under the
null hypothesis P0(Aij = 1) = pij and the edge probabilities under the alternative
hypothesis P1(Aij = 1) = ρCpij . On the other hand, when the community is planted
on a dense region the problem is easier and a smaller signal ρC could be sufficient.
Throughout this paper, we assume that the location of the planted community C ⊆ V
is unknown, but that we do know its size |C| = r. In particular, we focus on the setting
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where r →∞ and is much smaller than n.
In our analysis we begin by considering the (unrealistic) case where the parameters
pij are all known. This allows us to get a precise characterization of the statistical
difficulty of the problem. In Section 2.3 we relax this assumption and show that it is
possible to adapt to unknown parameters under some conditions on the structure of
the edge probabilities pij . In particular, there we will assume that the random graph
is rank-1, so that pij = θiθj for some vertex weights (θi)ni=1.
To summarize, our goal is to decide whether a given graph contains a planted
community, or equivalently to decide between the hypotheses:
H0: There is no planted community, that is
Aij ∼
{
Bern(pij), if i 6= j,
0, otherwise.
H1: There exists a planted community C ⊆ V of size |C| = r, and ρC > 1, such that
Aij ∼

Bern(ρC pij), if i 6= j, and i, j ∈ C,
Bern(pij), if i 6= j, and i /∈ C or j /∈ C,
0, otherwise.
Note that in the above definition we are implicitly assuming that ρC is not too
large, so that ρC pij ≤ 1 for all i, j ∈ C.
Given a graph, we want to determine which of the above models gave rise to the
observation. A test ψn is any function taking as input a graph g on n vertices, and
that outputs either ψn(g) = 0 to claim that there is reason to believe that the null
hypothesis is true (i.e., no community is present) or ψn(g) = 1 to deem the alternative
hypothesis true (i.e., the graph contains a planted community). The worst-case risk
of such a test is defined as
Rn(ψn) := P0(ψn 6= 0) + max
C⊆V, |C|=r
PC(ψn 6= 1) , (1)
where P0(·) denotes the distribution under the null hypothesis, and PC(·) denotes the
distribution under the alternative hypothesis when C ⊆ V is the planted community.
A sequence of tests (ψn)∞n=1 is called asymptotically powerful when it has vanishing
risk, that is Rn(ψn)→ 0, and asymptotically powerless when it has risk tending to 1,
that is Rn(ψn)→ 1.
Our primary goal is to characterize the asymptotic distinguishability between the
null and alternative hypothesis as the graph size n increases. Throughout this paper,
when limits are unspecified they are taken as the graph size satisfies n → ∞. The
other parameters pij , ρC , and r are allowed to depend on n, although this dependence
is left implicit to avoid notational clutter.
Notation. We use standard asymptotic notation: an = O(bn) when |an/bn| is
bounded, an = Ω(bn) when bn = O(an), an = Θ(bn) when bn = O(an) and an =
Ω(bn), an = o(bn) when an/bn → 0, and an  bn when an = (1 + o(1))bn. Also,
we use the probabilistic versions of these: an = OP(bn) when |an/bn| is stochastically
bounded, an = ΩP(bn) when bn = OP(an), an = ΘP(bn) when bn = OP(an) and
an = ΩP(bn), and an = oP(bn) when an/bn converges to 0 in probability.
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We write e(C) :=
∑
i,j∈C Aij for the number of edges in the subgraph induced by
C ⊆ V , and e(C,−C) := ∑i∈C,j /∈C Aij for the number of edges between C and its
complement −C = V \ C. For two numbers a, b ∈ R, we write a ∧ b = min{a, b},
a ∨ b = max{a, b}, and [a]+ = max{a, 0}. Finally, define the entropy function
h(x) := (x+ 1) log(x+ 1)− x . (2)
This function plays a prominent role in most of the results.
2.1 Information theoretic lower bound
We start with a result highlighting conditions under which all tests are asymptotically
powerless. Here we assume that the edge probabilities pij , the scaling parameters
ρC , and the size of the planted community |C| = r are all known. When some of
these parameters are unknown, the problem of detecting a planted community might
become more difficult, hence any test that is asymptotically powerless when these
parameters are known remains asymptotically powerless when they are unknown.
We prove a lower bound under two different sets of assumptions. To state these
assumptions we define the average edge probability as pD = E0[e(D)]/
(|D|
2
)
for any
D ⊆ V . Our assumptions correspond to different regimes of the problem in terms of
planted community size r. For large communities we need to restrict, in a moderate
way, the amount of inhomogeneity in the underlying graph, with larger communities
requiring stronger restrictions on the amount of inhomogeneity. This results in the
following assumption:
Assumption 1.1. There exists δ ∈ (0, 1/2) such that the following conditions hold:
(i) The planted community cannot be too large, that is r = O(n1/2−δ).
(ii) On subgraphs D much smaller than the planted community C, the relative edge
density pD/pC cannot be too large. Specifically, there exists 0 < γn = o(1) such
that
max
C⊆V,|C|=r
max
D⊆C,
|D|<r/(n/r)γn
|D| pD
|C| pC
≤ δ . (3)
(iii) Every potential community C must be dense enough. Specifically,
max
C⊆V,|C|=r
1
pC
= o
(
r
log(n/r)
)
. (4)
Note that the inhomogeneity restriction in Assumption 1.1 (ii) only applies to
small subsets D ⊆ C. In particular, we have |D|/|C| < (r/n)γn in (3), and thus if
the edge probabilities differ by at most a multiplicative factor of O(log(n)k), for some
fixed constant k > 0, then (3) can always be satisfied by choosing a sequence γn that
converges to zero slowly enough. For example, in the homogeneous setting where the
graph is an Erdo˝s-Re´nyi random graph we know that all edge probabilities are equal
and therefore (3) is easily satisfied for any fixed δ ∈ (0, 1/2).
If the planted community size r is much smaller than allowed by Assumption 1.1,
then it is not needed to have a restriction on the inhomogeneity, provided that the
graph is dense enough. This gives the following assumption:
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Assumption 1.2. We assume that the following two conditions hold:
(i) The planted community is small enough. In particular, we require that r = no(1).
(ii) Every potential community C must be dense enough. Specifically,
max
C⊆V,|C|=r
log
(
1
pC
)
= o
(
log(n/r)
log(r)
)
.
Note that we only need one of the two assumptions above to hold in order to prove
the lower bound in this section. The difference between these two assumptions is that
Assumption 1.1 works best when the planted community is large, whereas Assump-
tion 1.2 is more easily satisfied if the planted community is small. Furthermore, we
need that the underlying graph is not too dense. This is made precise in the following
assumption:
Assumption 2. We require that maxC⊆V,|C|=r maxi,j∈C ρ2C pij → 0 as n→∞.
This assumption accomplishes two goals. First, since ρC > 1 it forces pij → 0 for
every i, j ∈ V . This ensures that the number of edges in subsets of the vertices is
in essence a sufficient statistic for the testing problem. Secondly, at a more technical
level, pij → 0 is necessary for the Poisson approximations we use and it ensures
that the differences in edge probabilities pij are not magnified too much under the
alternative. We note that Assumption 2 is not needed when the underlying graph is
homogeneous (i.e., when the null hypothesis corresponds to an Erdo˝s-Re´nyi random
graph), see [2].
We further discuss Assumptions 1.1, 1.2, and 2 in more detail in Section 3. In that
section we give several examples of random graphs that satisfy these assumptions.
This brings us to the main result of this section, providing conditions under which
all tests are asymptotically powerless by deriving a minimax lower bound:
Theorem 1. Suppose that Assumption 2 and either Assumption 1.1 or 1.2 holds. Let
0 < ε < 1 be fixed. Then all tests are asymptotically powerless if, for all C ⊆ V of
size |C| = r,
max
D⊆C
E0[e(D)]h
(
ρC − 1
)
|D| log(n/|D|) ≤ 1− ε . (5)
Condition (5) has its counterpart in the work by Arias-Castro and Verzelen [2,
see (9)], who derive a similar result when the underlying graph is an Erdo˝s-Re´nyi
random graph. However, because of the inhomogeneity in our graphs, the maximum
in (5) is not necessarily attained at the planted community C ⊆ V of size |C| = r,
but it could be attained at any of its smaller subgraphs D ⊆ C. This is why our
condition is more complex.
The result in Theorem 1 happens to be tight, even in some scenarios where the
edge probabilities pij are unknown, as we construct a scan test that is powerful when
the inequality in (5) is, roughly speaking, reversed. This is described in the next
sections.
Finally, the proof of Theorem 1 is given in Section 5.5 and follows a common
methodology in these cases, by first reducing the composite alternative hypothesis to
a simple alternative hypothesis and then characterizing the optimal likelihood ratio
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test. This is done via a second-moment method, but it requires a highly careful
truncation argument to attain the sharp characterization above.
2.2 Scan test for known edge probabilities
In this section we present a scan test that is asymptotically powerful. We first con-
sider the case where all edge probabilities pij and the community size |C| = r are
known. Although this case is unrealistic in practice, it allows us to understand the
fundamental statistical limits of detection. In a sense, knowing the edge probabilities
pij is the most optimistic scenario, and so the focus is primarily on whether or not
it is possible to detect a planted community. In the subsequent section we relax this
assumption by showing how the scan test can be extended when the edge probabilities
pij are unknown.
Our test statistic is inspired by Bennett’s inequality (see [5, Theorem 2.9]), which
ensures that, for any t > 0,
P0(e(D)− E0[e(D)] ≥ t) ≤ exp
(
−E0[e(D)]h
(
t
E0[e(D)]
))
, (6)
where we recall that h(x) = (x + 1) log(x + 1) − x. Note that this inequality is also
valid when we are under the alternative hypothesis (by simply changing the subscripts
0 to C). Plugging in t = E0[e(D)]h−1(s/E0[e(D)]) yields the bound
P0
(
E0[e(D)]h
([
e(D)
E0[e(D)]
− 1
]
+
)
≥ s
)
≤ e−s . (7)
This result motivates the use of the statistic
T kD :=
E0[e(D)]h
(
[e(D)/E0[e(D)]− 1]+
)
|D| log(n/|D|) , (8)
where the superscript k is used to differentiate between the setting with known edge
probabilities, and the setting with unknown edge probabilities in the next section.
Note that the statistic T kD can be computed because E0[e(D)] is a function of the
known edge probabilities pij .
To construct our test, we simply scan over the whole graph, rejecting the null
hypothesis when there exists a subgraph D ⊆ V of size |D| ≤ r with an unusually
high value for T kD. To be precise, fix ε > 0, then the scan test rejects the null
hypothesis when
T k := max
D⊆V,|D|≤r
T kD ≥ 1 +
ε
2 . (9)
This test is essentially based on the number of edges e(D) in subsets D ⊆ V of size
1 ≤ |D| ≤ r; rejecting the null hypothesis when there exists a subset D ⊆ V for which
the number of edges e(D) becomes substantially larger than its expectation E0[e(D)].
So we are essentially looking for an overly dense subset. Furthermore, the reason we
need to scan over subsets smaller than r is because of the possible inhomogeneity in
our model; some edges carry little information and therefore it can be beneficial to
ignore these edges and simply scan over a smaller subgraph instead.
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Note that the proposed test is not computationally practical due to the very large
number of sets one must consider in the scan (unless r is very small). However, in this
paper we are primarily interested in characterizing the statistical limits of possible
tests, apart from computational considerations. See also the discussion in Section 4.
In order for the scan test to be powerful under the alternative we need EC [e(D)]→
∞ for the most informative subgraph D ⊆ C, because otherwise there is a non-
vanishing probability that e(D) contains no edges under the alternative (by a standard
Poisson approximation), making it impossible for the scan test to detect the planted
community. This subgraph is characterized in the following definition:
Definition 1. For every subgraph C of size |C| = r, the most informative subgraph
is
D?(C) := arg max
D⊆C
E0[e(D)]
|D| log(n/|D|) . (10)
The subgraph D?(C) in the definition above is essentially the densest subgraph
under the null hypothesis. Using the above we can state the main result of this
section, which provides conditions under which the scan test in (9) is asymptotically
powerful:
Theorem 2. Suppose that all edge probabilities pij and the community size r are
known. Then the scan test (9) is asymptotically powerful when r = o(n), EC [e(D?(C))]→
∞ for all C ⊆ V of size |C| = r, and
max
D⊆C
E0[e(D)]h
(
ρC − 1
)
|D| log(n/|D|) ≥ 1 + ε , (11)
where ε > 0 comes from the definition of the scan test in (9).
This result is more widely applicable than the lower bound from Theorem 1. The
condition EC [e(D?(C))] → ∞ is less stringent than either Assumption 1.1 or 1.2.
Also, there is no need for a condition like Assumption 2. This is because we can use
the upper bound from Bennett’s inequality and therefore do not need the Poisson
approximations necessary in deriving the lower bounds. To make this precise and
to make the result in Theorem 2 directly comparable to Theorem 1 we provide the
following corollary:
Corollary 1. Suppose that all edge probabilities pij and the community size r are
known, and that either Assumption 1.1 or 1.2 holds. Then the scan test in (9) is
asymptotically powerful when for all C ⊆ V of size |C| = r,
max
D⊆C
E0[e(D)]h
(
ρC − 1
)
|D| log(n/|D|) ≥ 1 + ε , (12)
where ε > 0 comes from the definition of the scan test in (9).
To show that Theorem 2 applies in a broader setting than the lower bound from
Theorem 1 we also provide the following corollary. This shows that the scan test
(9) is able to detect large communities (of size larger than
√
n), even when the edge
probabilities are very small and highly inhomogeneous:
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Corollary 2. Suppose that all edge probabilities pij and the community size r are
known. Define pmax := maxi,j∈V pij and pmin := mini6=j∈V pij. If r ≥ na, pmin ≥
n−2b, and pmax/pmin = o(na−b) for 0 < b < a < 1, then the scan test in (9) is
asymptotically powerful when for all C ⊆ V of size |C| = r,
max
D⊆C
E0[e(D)]h
(
ρC − 1
)
|D| log(n/|D|) ≥ 1 + ε , (13)
where ε > 0 comes from the definition of the scan test in (9).
In the corollary above, both a and b above may depend on the graph size n. In
particular, if pmax/pmin = O(1) then it is possible that a − b = o(1), provided that
(a − b) log(n) → ∞. For instance, it is necessary to have a − b = o(1) in order to
satisfy Assumption 1.1 (ii).
A downside of the scan test presented in this section is that it requires knowledge
of all edge probabilities pij . In practice, these are often unavailable to a statistician.
The next section is devoted to extending the scan test to cope with unknown edge
probabilities, assuming that the edge probabilities have a rank-1 structure.
2.3 Scan test for unknown rank-1 edge probabilities
In this section we show how the scan test from the previous section can be extended to
the setting where the edge probabilities pij are unknown. We do still assume that the
community size |C| = r is known. As can be seen in (8), the scan statistic depends
on the edge probabilities pij only through E0[e(D)] =
∑
i<j∈D pij . Therefore, a
natural way to approach the situation where the edge probabilities pij are unknown
is to devise a good surrogate for E0[e(D)] that can be computed solely based on the
observed graph (which could be a sample from either the null hypothesis or alternative
hypothesis). Clearly, this is not possible in full generality, but if the edge probabilities
have some additional structure then this become possible.
Here we consider the scenario where, under the null hypothesis, the edge proba-
bilities pij have a so-called rank-1 structure. The resulting model is sometimes also
called a hidden-variable model. That is, we assume that each vertex i ∈ V is assigned
a weight θi ∈ (0, 1) and that the edge probabilities are given by pij = θiθj . This
is probably one of the simplest models for inhomogeneous random graphs possible.
Note that this model is very similar to the degree corrected stochastic block model
[11, 13, 20], except that our focus is on the detection of small communities, whereas
the literature on stochastic block models is typically concerned with the detection of
much larger communities. Further, there are strong connections between this model
and the configuration model [6, 16].
To make it possible to estimate E0[e(D)] we need to assume that the graph is not
too inhomogeneous and not too sparse, as formulated in the following assumption:
Assumption 3. Let θmax = maxi∈V θi and θmin = mini∈V θi, then the maximum
allowed inhomogeneity is (
θmax
θmin
)2
= o
(
r2/3∧ n
r
θ2min
)
. (14)
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Using the above assumption, we will show that it is possible to estimate E0[e(D)]
by using the observed edges going from D to the rest of the graph −D = V \D. Note
that the exponent 2/3 in Assumption 3 is not an arbitrary choice, but as we explain
below, it is actually the best possible exponent that still ensures that our estimator
works.
When C ⊆ V is the planted community, and we estimate E0[e(D)] for a large
enough subgraph D ⊆ C using this approach, we will obtain an almost unbiased
estimate both under H0 as well as under H1. This is because enough of the edges used
in this estimate have the same distribution under the null and alternative hypothesis.
Our estimator is based on the identity
E0[e(D)] =
(√
E0[e(V )]+ 12
∑
i∈V
θ2i −
√
E0[e(V )]+ 12
∑
i∈V
θ2i −2E0[e(D,−D)]
)2
4 −
1
2
∑
i∈D
θ2i .
(15)
This identity is explained in more detail in Section 5.7, and it is valid when Assump-
tion 3 holds and n is large enough. Note that both E0[e(V )] and E0[e(D,−D)] are
the sum of a large number of edge probabilities pij = θiθj , and most of these remain
unaffected under the alternative hypothesis. Because of this, and since
∑
i∈V θ
2
i will
generally be negligible, we will estimate E0[e(D)] by
ê(D) :=
(√
e(V )−√e(V )− 2e(D,−D))2
4 . (16)
Here we have used that (θmax/θmin)2 ≤ r2/3 by Assumption 3, which ensures that the
term
∑
i∈D θ
2
i /2 in (15) becomes negligible, and therefore that our estimator ê(C)
is a good surrogate for E0[e(D)]. This also explains the exponent 2/3 appearing
in Assumption 3, as this is the largest exponent that still guarantees that the term∑
i∈D θ
2
i /2 is negligible. This is discussed in more detail in Section 5.2.
In most cases, the estimator in (16) can essentially be used as a plugin for the
scan test of the previous section. However, this estimator might not concentrate very
well when E0[e(D)] becomes too small. To remedy this, we use a thresholded version
of the estimator given by
ê(D)∨ :=
(
ê(D)∨ |D|2
n
log4(n/|D|)
)
. (17)
Using the thresholded estimator in (17), we can consider the same scan test as in the
previous section but with E0[e(D)] replaced by the estimator ê(D)∨. This leads to the
definition of the scan test for unknown edge probabilities as
T uD :=
ê(D)∨h
([
e(D)/ê(D)∨ − 1]+)
|D| log(n/|D|) , (18)
where the superscript u is used to indicate that we consider the setting with unknown
rank-1 edge probabilities.
As in the previous section, we scan over subgraphs and reject the null hypothesis
when T uD becomes too large. However, as explained above, when scanning over sub-
graphs D ⊆ V whose size |D| is much smaller than |C| = r we run into a problem
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because of the bias in ê(D)∨. Luckily this is not a problem because Assumption 3 en-
sures that asymptotically the maximum of T uD will always be attained at a subgraph
of size |D| ≥ r1/3, see the proof of Lemma 1 in Section 5.2. Therefore, for ε > 0 fixed,
the scan test for unknown edge probabilities rejects the null hypothesis when
T u := max
D⊆V, r1/3≤|D|≤r
T uD ≥ 1 +
ε
3 . (19)
This brings us to the main result of this section, which provides conditions for the
scan test in (19) to be asymptotically powerful:
Theorem 3. Suppose that the community size r is known and that Assumption 3
holds. Then the scan test (19) is asymptotically powerful when r = o(n), EC [e(D?(C))]→
∞ for all C ⊆ V of size |C| = r, and
max
D⊆C
E0[e(D)]h
(
ρC − 1
)
|D| log(n/|D|) ≥ 1 + ε , (20)
where ε > 0 comes from the definition of the scan test in (19).
Comparing this result with Theorem 2, we see that for rank-1 random graphs,
Assumption 3 is the only extra condition necessary when the edge probabilities are
unknown. Furthermore, by the same argument as in the previous section it can be
shown that either Assumption 1.1 or 1.2 is sufficient to ensure that EC [e(D?(C))]→
∞. Therefore, to make the result in Theorem 3 directly comparable to Theorem 1 we
provide the following corollary:
Corollary 3. Suppose that the community size r is known and that Assumption 3,
and either Assumption 1.1 or 1.2 holds. Then the scan test (9) is asymptotically
powerful when, for all C ⊆ V of size |C| = r,
max
D⊆C
E0[e(D)]h
(
ρC − 1
)
|D| log(n/|D|) ≥ 1 + ε , (21)
where ε > 0 comes from the definition of the scan test in (19).
Moreover, a result similar to Corollary 2 also applies in the setting with unknown
edge probabilities. This leads to the following result:
Corollary 4. Suppose the community size r is known and that Assumption 3 holds.
If r ≥ na, θmin ≥ n−b, and (θmax/θmin)2 = o(na−b) for 0 < b < a < 1, then the scan
test in (9) is asymptotically powerful when for all C ⊆ V of size |C| = r,
max
D⊆C
E0[e(D)]h
(
ρC − 1
)
|D| log(n/|D|) ≥ 1 + ε , (22)
where ε > 0 comes from the definition of the scan test in (19).
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3 Examples
The results in the previous section provide conditions for when it is possible to detect
a planted community C ⊆ V . When the scaling ρC is large enough it is asymptotically
possible to detect a planted community using the scan test, and when the scaling ρC is
too small it is impossible for any test to detect a planted community. To understand
at which scaling ρC this change happens, we need to characterize the behavior of
max
D⊆C
E0[e(D)]h
(
ρC − 1
)
|D| log(n/|D|) ≈ 1 . (23)
The subgraph that attains the maximum above will be denoted by D? = D?(C) and
was defined in Definition 1. In this section, we present several examples of different
random graph models and illustrate how (23) depends on the inhomogeneity structure.
For clarity of presentation, the parameters in these examples are chosen such that the
scaling ρC satisfying (23) always converges to a constant.
In the examples below, the lower bound from Theorem 1 as well as the upper
bound from Theorems 2 and 3 are applicable because Assumptions 1.2, 2 and 3 are
all satisfied1. Furthermore, it can be checked that Assumption 1.1 (i) and (ii) are also
satisfied. Thus, the only reason why Assumption 1.1 does not hold in the examples
below is because the edge density condition from Assumption 1.1 (iii) is not satisfied.
The reason for this is that it is not possible to simultaneously satisfy that edge density
condition and have the scaling ρC from (23) converge to a constant larger than 1. This
means that a choice had to be made between either selecting examples that satisfy
Assumption 1.1 or having ρC − 1 converge to a positive constant. We choose for the
latter option to improve the clarity of presentation.
There are, however, also many interesting examples where Assumption 1.1 does
hold. For instance, it is possible to satisfy Assumption 1.1 in any of the examples
below by simply increasing the community size r or the edge density (by increasing
all vertex weights by the same factor). Thus, in the examples below, it is possible to
apply Theorems 1, 2, and 3 because Assumptions 1.2, 2 and 3 hold, and this remains
true for larger community sizes or denser graphs but then because of Assumptions
1.1, 2 and 3. This explains how Assumptions 1.1 and 1.2 are nicely complementing
each other to make our results applicable in a wide range of scenarios.
3.1 Erdo˝s-Re´nyi random graph
The arguably simplest setting where we can apply our results is that of an Erdo˝s-
Re´nyi random graph, where all edge probabilities pij = p are equal, so that the graph
is completely homogeneous. In this case, the subgraph D? that attains the maximum
in (23) is always the complete planted community C ⊆ V . Let r = o(n), r →∞ and
p→ 0 be such that r2p→∞. One easily sees that (23) becomes
max
D⊆C
E0[e(D)]h
(
ρC − 1
)
|D| log(n/|D|) =
E0[e(C)]h
(
ρC − 1
)
|C| log(n/|C|) 
rph
(
ρC − 1
)
2 log(n/r) 
rHp(ρC p)
2 log(n/r) . (24)
1The examples in Section 3.4 consider randomly sampled vertex weights, and therefore the assumptions
in this section hold with high probability. Furthermore, this section also contains some examples where
Assumption 1.1 instead of Assumption 1.2 holds.
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where Hp(ρC p) is the Kullback-Leibler divergence between Bern(p) and Bern(ρC p).
Note that this is the same condition found by Arias-Castro and Verzelen, who consid-
ered the problem of detecting a planted community in an Erdo˝s-Re´nyi random graph
[2, see (9) and (15)].
3.2 Rank-1 random graph with 2 weights
A slightly more complex setting is where the underlying graph has a rank-1 structure
with two different weights. Some of the vertices have large weight θmax, and the
remaining vertices have small weight θmin. Therefore, there are three different edge
probabilities in the underlying graph: pij = θ2max when both endpoints have large
weight, pij = θ2min when both endpoints have small weight, and pij = θmaxθmin when
one of the endpoints has large weight and the other small weight.
The subgraph D?(C) that attains the maximum in (23) depends crucially on the
amount of inhomogeneity in C ⊆ V , and because we only have two different weights
this translates to the ratio of vertices with large weight θmax and vertices with small
weight θmin in C. Moreover, it can be checked that the maximum in (23) is attained
either on the whole subgraph C, or on the subgraph Cmax ⊆ C consisting of only the
large-weight vertices in C. Specifically, assuming log(n/|C|)  log(n), the maximum
in (23) is attained at Cmax when
|Cmax| > (1 + o(1)) |C| − 1 + (θmax/θmin)
2
(θmax/θmin − 1)2 , (25)
and otherwise it is attained at C. Here we can see that the amount of inhomogene-
ity plays an important role in determining the maximum in (23), and therefore in
determining whether a planted community can be detected or not.
In Figure 1 we give two examples of the threshold scaling ρC required for the scan
test to be asymptotically powerful. When, for every C ⊆ V , the scaling ρC is chosen
above the blue curve then the scan test is asymptotically powerful by Theorems 2
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(a) r = blog(n)3c, θmax = 1log(n) , θmin = 16.5 log(n) .
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(b) r = blog(n)3c, θmax = 12.5 log(n) , θmin = 16.5 log(n) .
Figure 1: Example of the threshold scaling ρC required for detecting a planted community
using the optimal subgraph D?(C) (blue, left axis) and the threshold scaling ρC required
when using the whole subgraph C instead (dashed blue, left axis), together with the size
of the optimal subgraph |D?(C)| (red, right axis). The specific numerical values are simply
chosen to highlight the different regimes possible; other choices produce similar results.
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and 3, and when it is chosen below the blue curve then all tests are asymptotically
powerless by Theorem 1. Here we can clearly see a sharp bend in the blue curve at
the point where |Cmax| crosses the threshold in (25). This happens because there are
many vertices with large weight when |Cmax| is large and it is optimal to only use
these vertices when trying to detect a planted community. However, there no longer
are enough vertices with large weight when |Cmax| becomes too small and it becomes
more beneficial to also use the vertices with small weight.
3.3 Rank-1 random graph with 3 weights
Extending the setting in the previous section, we can consider a rank-1 random graph
with three different weights. Some vertices have large weight θmax, some vertices
have medium weight θmed, and the remaining vertices have small weight θmin. In this
setting the situation becomes even more complex, and the subgraph D? that attains
the maximum in (23) depends on the amount of vertices of each type in C ⊆ V .
In Figure 2 we give an example of the threshold scaling ρC required for the scan
test to be asymptotically powerful in the setting with three weights. When, for every
C ⊆ V , the scaling ρC is chosen above the surface then the scan test is asymptotically
powerful by Theorems 2 and 3, and when it is chosen below the surface then all
tests are asymptotically powerless by Theorem 1. We can see that when there are
enough vertices with large weight θmax then it is optimal to only use these large-weight
vertices (green region), but as the number of large-weight vertices decreases it becomes
beneficial to include also medium-weight vertices (orange region) or even small-weight
vertices (blue region). Note that the cross-section with no medium-weight vertices
is the same as Figure 1(a) and the cross-section with no large-weight vertices is the
same as Figure 1(b).
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Figure 2: Example of the threshold scaling ρC required for detecting a planted community
when using the optimal subgraph D?(C). In the blue region D?(C) consists of all vertices, in
the orange region D?(C) consists of both large and medium-weight vertices, and in the green
region D?(C) consists only of large-weight vertices. The parameters used are r = blog(n)3c,
θmax = 1log(n) , θmed =
1
2.5 log(n) , θmin =
1
6.5 log(n) . These values are chosen for ease of
comparison with Figure 1.
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3.4 Rank-1 random graph with an arbitrary number of weights
In this section we consider the setting where the graph contains several different
vertex weights. In this case it is more difficult to characterize the subgraph D?(C)
that maximizes (23) for a given subgraph C ⊆ V , and finding this subgraph becomes
optimization problem. This is because, for a given size |D|, we only need to consider
the subgraph D consisting of the |D| largest weights in C. Using this insight we can
approximate (23). Let FˆC(x) be the empirical distribution function of the weights in
C, then
max
D⊆C
E0[e(D)]h
(
ρC − 1
)
|D| log(n/|D|) ≈ maxk∈{1,...,r}
(
k
2
)(
r
k
∫ 1
r−k
r
Fˆ −1C (y)dy
)2
h(ρC − 1)
k log
(
n/k
) (26)
≈ max
α∈(0,1]
r
2α
(∫ 1
1−α Fˆ
−1
C (y)dy
)2
h(ρC − 1)
log(n) ,
where Fˆ −1C (y) = inf
{
x ∈ R : y ≤ FˆC(x)
}
is the quantile function of FˆC(x), and we
have assumed that r = no(1) such that log(n/r)  log(n) in the second approximation
above.
To apply (26) we need to know FˆC(x), which is different for every subgraph C ⊆ V .
However, instead of characterizing the threshold scaling ρC for every subgraph C,
we can instead consider a uniformly chosen subgraph C. In this way, if the vertex
weights are sampled from a distribution W with distribution function F (x), then we
know from the Glivenko-Cantelli theorem that FˆC(x) will eventually be close to F (x),
uniformly in x. With this in mind, we can consider the required threshold scaling ρC
when C is a uniformly chosen subgraph and the vertex weights are sampled from a
distribution W .
In Table 1 this is done for a community of size r = blog(n)4c and weight distri-
bution W = (s + X)/ log(n)3/2, where we consider several different distributions X.
We add a small constant s to ensure that none of the vertex weights can become too
small and we have normalized the weights by log(n)3/2 to ensure that in each example
the maximum weight is less than 1 with high probability. These choices ensure that
Assumptions 1.2, 2, and 3 hold with high probability. Furthermore, we have that
rE[W ]2/ log(n/r) = O(1), and by (23) this guarantees that ρC = O(1), so we obtain
a numerical value for ρC that is asymptotically independent of n.
Moreover, in Table 2 we consider the same examples as in Table 1 but with a larger
community size r = bn1/4 log(n)4c. In this case Assumption 1.2 does not hold because
the community size r is too large. However, we can now apply Assumption 1.1 instead.
To see this, note that Assumption 1.1 (i) and (iii) hold with high probability provided
δ < 1/4. Furthermore, Assumption 1.1 (ii) also holds with high probability because
the edge probabilities differ by at most a factor log(n)2 (i.e., pmax/pmin = O(log(n)2))
with high probability.
This shows that Assumptions 1.1 and 1.2 are nicely complementing each other.
For small communities (as in Table 1) our results can be applied because Assumptions
1.2, 2, and 3 hold with high probability, and for large communities (as in Table 2)
our results can still be applied because Assumptions 1.1, 2, and 3 hold with high
probability.
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Table 1: The threshold scaling ρC required to detect a planted community C that is planted
uniformly at random (based on setting the approximation in (26) equal to 1 and then solving
for ρC). We provide the analytic results together with a numerical example where E[X] = 1.
The community size is r = blog(n)4c.
W Threshold ρC |D?|
s+X
log(n)3/2 , X∼Degen(δ) h
−1
(
2
(s+1)2
)
+1 r
δ=1, s=0.1 3.311 1.000 · r
s+tX
log(n)3/2 , X∼Bern(q) h
−1
(
2
q(s+t)2∧ 2(s+qt)2
)
+1 qr or r
q=0.5, t=2, s=0.1 2.624 0.500 · r
s+X
log(n)3/2 , X∼Unif(a,b) h
−1
(
27
4
b−a
(b+s)3
)
+1 23
b+s
b−a r
a=0, b=2, s=0.1 3.144 0.700 · r
s+X
log(n)3/2 , X∼Exp(λ) h
−1
(
λ2
2esλ−1
)
+1 esλ−1r
λ=1, s=0.1 2.939 0.407 · r
Table 2: The threshold scaling ρC required to detect a planted community C that is planted
uniformly at random (based on setting the approximation in (26) equal to 1 and then solving
for ρC). We provide the analytic results for community size r = bn1/4 log(n)4c. Note that,
the threshold scaling ρC is equal to 1 + Θ(n−1/8) in these examples because h(x)  x2/2 as
x→ 0.
W Threshold ρC |D?|
s+X
log(n)3/2 , X∼Degen(δ) h
−1
(
1
n1/4
2
(s+1)2
)
+1 r
s+tX
log(n)3/2 , X∼Bern(q) h
−1
(
1
n1/4
(
2
q(s+t)2∧ 2(s+qt)2
))
+1 qr or r
s+X
log(n)3/2 , X∼Unif(a,b) h
−1
(
1
n1/4
27
4
b−a
(b+s)3
)
+1 23
b+s
b−a r
s+X
log(n)3/2 , X∼Exp(λ) h
−1
(
1
n1/4
λ2
2esλ−1
)
+1 esλ−1r
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4 Discussion
In this section we remark on our results and discuss some possibilities for future work.
Alternatives to the scan test. When the community size |C| = r becomes much
larger than allowed by Assumption 1.1 or 1.2, that is r ≥ √n, then the scan test is
no longer optimal. This was considered by Arias-Castro and Verzelen for an Erdo˝s-
Re´nyi random graph [2], where they show that for large communities, a statistic based
on simply counting the total number of edges is optimal. A similar idea can also be
applied in the inhomogeneous settings. This suggests that such a test is asymptotically
powerful, if for all C ⊆ V of size |C| = r,
EC [e(C)]− E0[e(C)]√
E0[e(V )]
→∞ . (27)
Alternatively, when the communities become extremely large such that r = Θ(n) then
our model becomes a version of the degree corrected stochastic block model [20]. In
this case, it might be beneficial to consider tests based on spectral methods [4, 13,
21, 23].
Another setting where the scan test is no longer optimal is when the underlying
graph is very sparse. In this case, one could consider tests similar to those considered
by Arias-Castro and Verzelen [3].
Unknown community size. When presenting our results, we have always assumed
that the size of the planted community is known. In practice, this is often not the
case and it would be necessary to estimate the community size before testing. In our
case, the scan test can easily be extended to the setting of unknown community size.
To see this, note that the scan test can detect any planted community provided that
it is not larger than r. Hence, one can simply use the scan test with a large enough
value for r and it will detect a planted community of size at most r.
Beyond the rank-1 case. In Section 2.3 we consider unknown edge probabilities
by additionally assuming a rank-1 structure. This can likely be generalized to edge
probabilities that have different structural assumptions, provided Assumption 3 is
suitably adjusted. The main difficulty in obtaining a result similar to Theorem 3
would then be to find an estimator for E0[e(C)] and show a consistency result similar
to Lemma 2. Such a result will depend heavily on the precise structural assumptions
made.
Relaxation of Assumptions 1.1, 1.2, and 2. All assumptions needed to prove
the information theoretic lower bound in Section 2.1 require that certain conditions
hold for all sets C ⊆ V of size |C| = r. This can be slightly relaxed because it is
only necessary that these conditions hold for most sets C ⊆ V . Specifically, there
needs to exists a class C such that the conditions in Assumptions 1.1, 1.2, and 2 hold
for all C ∈ C and P¯(C ∈ C) → 1, where P¯(·) denotes probability with respect to a
uniformly chosen set C ⊆ V of size |C| = r. To see this, one only needs to modify the
truncation event in (52) to also include all sets C /∈ C. That is, one needs to modify
the truncation event to Γ′C = ΓC ∪{C /∈ C}, where ΓC is the original truncation event
from (52).
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Computational complexity. In general, the computational complexity of scan
tests is not polynomial in the graph size n. In the homogeneous settings, it has been
conjectured that polynomial time algorithms are not able to achieve the minimax
rate [15]. Inhomogeneity in the graphs can make computations easier – for instance
in very inhomogeneous cases it is possible to recover the largest clique of a graph
in polynomial time [10]. It thus remains an interesting avenue for future work to
thoroughly characterize the statistical limits of tests under computational constraints.
5 Proofs
In this section we prove our results. We start with the proof of Theorem 2 because
it is the simplest and it sets the stage for some of the arguments in the proof of
Theorem 3. We end this section with the proof of Theorem 1, which shows that
the results obtained in Theorem 2 and Theorem 3 are, roughly speaking, the best
possible.
5.1 Proof of Theorem 2: Scan test for known edge probabili-
ties is powerful
In this section we prove that the scan test in (9) is asymptotically powerful. That is,
under the conditions of the theorem, both type-I and type-II errors vanish.
Type-I error. We will show that P0(T k ≥ 1 + ε/2) → 0. This is done through
a relatively straightforward use of Bennett’s inequality and the union bound. Using(
n
k
) ≤ (n ek )k, it follows that
P0
(
T k ≥ 1 + ε2
)
= P0
(
max
D⊆V, |D|≤r
T kD ≥ 1 +
ε
2
)
= P0
(
max
1≤k≤r
max
D⊆V, |D|=k
E0[e(D)]h
([
e(D)/E0[e(D)]− 1
]
+
)
k log(n/k) ≥ 1 +
ε
2
)
≤
∑
1≤k≤r
∑
D⊆V,|D|=k
P0
(
E0[e(D)]h
([
e(D)/E0[e(D)]− 1
]
+
)
k log(n/k) ≥ 1 +
ε
2
)
≤
∑
1≤k≤r
(
n
k
)
exp
(
−
(
1 + ε2
)
k log
(n
k
))
≤
∑
1≤k≤r
(
e
(
k
n
)ε/2)k
≤ e
(
r
n
)ε/2
1− e ( rn)ε/2 → 0 .
The first and second inequality follow from a simple union bound and Bennett’s
inequality given in (7). The final step relies on the fact that k/n ≤ r/n and r = o(n).
Therefore we conclude that the scan test (9) has vanishing type-I error.
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Type-II error. Showing that we have vanishing type-II error starts by realizing
that PC(T k ≥ 1 + ε/2) ≥ PC(T kD?(C) ≥ 1 + ε/2), for every C ⊆ V of size |C| = r,
where D?(C) was introduced in Definition 1. The rest of the proof entails showing
that for every C ⊆ V of size |C| = r,
T kD?(C) ≥ (1 + oPC(1))
E0[e(D?(C))]h(ρC − 1)
|D?(C)| log(n/|D?(C)|) . (28)
Together with (11) this implies that, for every C, we have PC(T kD?(C) ≥ 1 + ε/2)→ 1.
Let C ⊆ V be an arbitrary subgraph of size |C| = r and recall D? := D?(C) from
Definition 1 (we drop the explicit dependence of D? on C to avoid notational clutter).
To prove (28) it suffices to show that
E0[e(D?)]h
([
e(D?)/E0[e(D?)]− 1
]
+
)
≥ (1 + oPC(1))E0[e(D?)]h (ρC − 1) . (29)
To see this, note that x 7→ h(x − 1) is convex, with derivative h′(x − 1) = log(x)
and therefore h(x − 1) ≥ h(y − 1) + (x − y) log(y). Using this, together with x =
e(D?)/E0[e(D?)] and y = EC [e(D?)]/E0[e(D?)] = ρC > 1, we obtain the lower bound
E0[e(D?)]h
([
e(D?)
E0[e(D?)]
− 1
]
+
)
− E0[e(D?)]h (ρC − 1)
= E0[e(D?)]h
([
e(D?)
E0[e(D?)]
− 1
]
+
)
− E0[e(D?)]h
(
EC [e(D?)]
E0[e(D?)]
− 1
)
≥ (e(D?)− EC [e(D?)]) log(EC [e(D?)]E0[e(D?)]
)
=
(
e(D?)− EC [e(D?)]
)
log (ρC) .
It follows by Chebyshev’s inequality that(
e(D?)− EC [e(D?)]
)
log (ρC) = OPC
(√
EC [e(D?)] log(ρC)
)
.
Therefore, the inequality in (29) holds when√
EC [e(D?)] log(ρC)
E0[e(D?)]h (ρC − 1) = o(1) . (30)
To show this, we consider three cases depending on the asymptotic behavior of ρC .
Although these three cases do not cover all possibilities, they suffice, by the argument
in Remark 1 below.
Case 1 (ρC → 1): Using
√
x log(x)  (x − 1) as x → 1, and h(x − 1)  (x − 1)2/2
as x→ 1 gives√
EC [e(D?)] log(ρC) = (1 + o(1))
√
E0[e(D?)](ρC − 1) ,
and
E0[e(D?)]h(ρC − 1) = (1 + o(1))E0[e(D?)](ρC − 1)2/2 .
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Hence, by (11) we have
E0[e(D?)](ρC − 1)2  2E0[e(D?)]h(ρC − 1) > 2|D?| log(n/|D?|)→∞ .
Combining the above gives√
EC [e(D?)] log(ρC)
E0[e(D?)]h(ρC − 1) = (1 + o(1))
2√
E0[e(D?)](ρC − 1)2
= o(1) .
This shows that (30) holds when ρC → 1.
Case 2 (ρC → α ∈ (1,∞)): In this case √ρC log(ρC) = O (h(ρC − 1)), and by (11)
we have E0[e(D?)]h(ρC − 1) ≥ |D?| log(n/|D?|)→∞. Therefore√
EC [e(D?)] log(ρC) =
√
E0[e(D?)]
√
ρC log(ρC) = o(E0[e(D?)]h(ρC − 1)) .
This shows that (30) holds when ρC → α ∈ (1,∞).
Case 3 (ρC →∞): Using h(x−1)  x log(x) as x→∞ and because EC [e(D?)]→∞
we have √
EC [e(D?)] log(ρC)
E0[e(D?)]h(ρC − 1) =
1√
EC [e(D?)]
= o(1) . (31)
This shows that (30) holds when ρC → ∞, and therefore that (29) holds in all the
three cases.
Remark 1 (General ρC sequences). Note that ρC might not fit one of the above
cases, but may rather oscillate between a combination of the three. However, this
is not a problem. For every subsequence of ρC , there exists a further subsequence
along which the scaling ρC satisfies one of the three cases. Hence, (30) holds along
this (further) subsequence, which implies that (30) also holds along the full sequence.
This type of argument will be used in several more places in the proofs.
The proof of Theorem 2 is now easily completed using (28) together with (11).
For every C ⊆ V of size |C| = r,
T k ≥ T kD? =
E0[e(D?)]h
([
e(D?)/E0[e(D?)]− 1
]
+
)
|D?| log(n/|D?|)
≥ (1 + oPC(1))
E0[e(D?)]h
(
[ρC − 1]+
)
|D?| log(n/|D?|)
≥ (1 + oPC(1))(1 + ε) .
Hence, PC
(
T k ≥ 1 + ε/2)→ 1. This shows that the type-II error vanishes, complet-
ing the proof.
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5.2 Proof of Theorem 3: Scan test for unknown rank-1 edge
probabilities is powerful
In this section we prove that the scan test in (19) is asymptotically powerful, but we
first derive some auxiliary results. The first of these shows that if a planted community
can be detected then it can be detected based on the evidence of the subgraph D?(C)
from Definition 1. Moreover, by Assumption 3 it follows that D?(C) must be relatively
large. Specifically, we show that |D?(C)| ≥ r1/3. This explains why the scan test in
(19) is defined to only scan over subgraphs larger than r1/3.
Lemma 1. For any C ⊆ V of size |C| = r, let D?(C) be as given in Definition 1.
When Assumption 3 holds then |D?(C)| ≥ r1/3.
Proof. We use a proof by contradiction. For any D ⊆ V of size |D| ≤ r1/3, it follows
by Assumption 3 that
E0[e(D)]
|D| log(n/|D|) ≤
|D| − 1
2
θ2max
log(n/|D|)
≤ o(r)2
θ2min
log(n/r1/3)
<
|C| − 1
2
θ2min
log(n/|C|)
≤ E0[e(C)]|C| log(n/|C|) .
Hence, a subset D ⊆ V of size |D| ≤ r1/3 does not maximize the right-hand side of
(10), and therefore |D?(C)| ≥ r1/3.
In the second auxiliary result we quantify the deviations of ê(D) around E0[e(D)].
We note that the lemma below remains true when all (1 + oP0(1)) terms are replaced
by (1 + oPC(1)) terms. So, this results holds under both the null and alternative
hypothesis. This crucial property is key to ensure that we can deal with unknown
edge probabilities.
Lemma 2. Let D be a set of subsets of the vertices V , such that r1/3 ≤ |D| ≤ r for
all D ∈ D. Under Assumption 3 and
e(V ) = (1 + oP0(1))E0[e(V )] ,
e(D,−D) = (1 + oP0(1))E0[e(D,−D)] , uniformly over all D ∈ D .
the deviations of ê(D) around E0[e(D)] satisfy
ê(D)
E0[e(D)]
= 1 + oP0(1) , uniformly over all D ∈ D .
Additionally, the statement above remains true when all (1+oP0(1)) terms are replaced
by (1 + oPC(1)) terms.
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Proof. Define f(x1, x2) :=
(√
x1 −
√
x1 − 2x2
)2 for x1 ≥ 2x2. Then the partial deriva-
tives of f(x1, x2) are given by
∂f
∂x1
(x1, x2) = −
(√
x1 −
√
x1 − 2x2
)2
√
x1
√
x1 − 2x2 = −
f(x1, x2)√
x1
√
x1 − 2x2 ,
∂f
∂x2
(x1, x2) = 2
√
x1 −
√
x1 − 2x2√
x1 − 2x2 =
2 f(x1, x2)√
x1 − 2x2
(√
x1 −
√
x1 − 2x2
) .
We use a Taylor expansion of f(x1, x2) around (a1, a2) with a1 > 2a2. Specifically,
there exists (ξ1, ξ2) with ξ1 in between x1 and a1, and ξ2 in between x2 and a2, such
that
f(x1, x2) = f(a1, a2) +
∂f
∂x1
(ξ1, ξ2) (x1 − a1) + ∂f
∂x2
(ξ1, ξ2) (x2 − a2) . (32)
We use (32) with (x1, x2) = (e(V ), e(D,−D)) and (a1, a2) = (E0[e(V )],E0[e(D,−D)]).
Because e(V ) = (1+oP0(1))E0[e(V )] by assumption, it follows that for any ξ1 between
e(V ) and E0[e(V )] we have ξ1 = (1 + oP0(1))E0[e(V )]. Similarly, by assumption we
have e(D,−D) = (1 + oP0(1))E0[e(D,−D)] uniformly over all D ∈ D, and therefore it
follows that ξ2 = (1 + oP0(1))E0[e(D,−D)]. Hence,
f(e(V ), e(D,−D))
f(E0[e(V )],E0[e(D,−D)]) (33)
= 1− (1 + oP0(1)) (e(V )− E0[e(V )])√
E0[e(V )]
√
E0[e(V )]− 2E0[e(D,−D)]
+ (2 + oP0(1)) (e(D,−D)− E0[e(D,−D)])√
E0[e(V )]− 2E0[e(D,−D)]
(√
E0[e(V )]−
√
E0[e(V )]− 2E0[e(D,−D)]
)
= 1− (1 + oP0(1))
e(V )− E0[e(V )]
E0[e(V )]
+ (2 + oP0(1))
e(D,−D)− E0[e(D,−D)]
E0[e(D,−D)]
= 1 + oP0(1) ,
where we have used E0[e(D,−D)] = o(E0[e(V )]) and E0[e(V )] → ∞ in the sec-
ond equality above, which is ensured by Assumption 3. To see this, note that
(θmax/θmin)2 ≤ o
(
n
r θ
2
min
) ≤ o(nr ) because θ2min ≤ 1, hence
E0[e(D,−D)]
E0[e(V )]
≤ (1 + o(1)) |D|nθ
2
max
n2θ2min
≤ |D|
n
o
(n
r
)
= o
( |D|
r
)
= o(1) .
To continue, we will show that
f (e(V ), e(D,−D)) = 4 ê(D) , (34)
f (E0[e(V )],E0[e(D,−D)]) = (1 + o(1))
(
4E0[e(D)] + 2
∑
i∈D
θ2i
)
(35)
= (1 + o(1)) 4E0[e(D)] .
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Here (34) follows directly from the definition in (16). To obtain the first equality in
(35) we use Assumption 3 to ensure that E0[e(V )] + 12
∑
i∈V θ
2
i = (1 + o(1))E0[e(V )].
This is easily shown since
E0[e(V )] +
∑
i∈V θ
2
i
E0[e(V )]
≤ 1 + nθ
2
max(
n
2
)
θ2min
≤ 1 + nr
2/3θ2min(
n
2
)
θ2min
= 1 + 2 r
2/3
n− 1 = 1 + o(1) .
For the second equality in (35) we need to show
∑
i∈D θ
2
i /E0[e(D)] = o(1). To this
end, we first show ∑
i∈D θ
2
i(∑
i∈D θi
)2 ≤ 14|D| (θmin + θmax)2θmin θmax . (36)
To see this, note that the ratio
∑
i∈D θ
2
i
/(∑
i∈D θi
)2 is maximized when a fraction
α = θmin/(θmin + θmax) of the vertices in D has weight θmax and the remaining
1− α fraction of vertices has weight θmin. Plugging this in we obtain (36). Then, by
Assumption 3 it follows that θmax/θmin = o(r1/3) and using that |D| ≥ r1/3 together
with (36), we obtain∑
i∈D θ
2
i(∑
i∈D θi
)2 ≤ 14|D| (θmin + θmax)2θmin θmax ≤ 1|D| θmaxθmin = o(r
1/3)
r1/3
= o(1) .
Hence, plugging (34) and (35) into (33) gives
ê(D)
E0[e(D)]
= (1 + o(1)) f(e(V ), e(D,−D))
f(E0[e(V )],E0[e(D,−D)]) = (1 + oP0(1)) .
Finally, it can easily be checked, using the same steps as above, that the lemma
remains true under the alternative hypothesis (i.e., when all (1 + oP0(1)) terms are
replaced by (1 + oPC(1)) terms).
We are now ready to prove Theorem 3, which shows that the scan test in (19) is
still asymptotically powerful even when the edge probabilities are not known. To this
end, we again show that both the type-I and the type-II error vanish, which we do
separately below.
Type-I error. Here we show P0(T u ≥ 1+ε/3)→ 0. To this end, we show that using
the truncated estimator ê(D)∨ from (17) is asymptotically as good as using E0[e(D)].
Specifically, we show that uniformly over all subgraphs D ⊆ V of size r1/3 ≤ |D| ≤ r,
max
D⊆V, r1/3≤|D|≤r
E0[e(D)]
ê(D)∨
≤ 1 + oP0(1) . (37)
To show this, define the random set D := {D ⊆ V : r1/3 ≤ |D| ≤ r, ê(D)∨ ≤ E0[e(D)]}
and rewrite (37) as
max
D⊆V, r1/3≤|D|≤r
(
E0[e(D)]
ê(D)∨
1{D ∈ D}+
E0[e(D)]
ê(D)∨
1{D /∈ D}
)
. (38)
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In the second term above we have D /∈ D, so this term is trivially less than or equal
to 1. Therefore we will focus on the first term in (38). For any D ∈ D, it follows by
definition of the thresholded estimator ê(D)∨ in (17) that
|D|2
n
log4
(
n
|D|
)
≤ ê(D)∨ ≤ E0[e(D)] ≤
(∑
i∈D
θi
)2
, hence |D|√
n
log2
(
n
|D|
)
≤
∑
i∈D
θi .
Now, by the second part of Assumption 3 we have 1 ≤ ( θmaxθmin )2 ≤ nr θ2min, and therefore
θmin ≥
√
r/n ≥ 1/√n. Using this we obtain
E0[e(D,−D)] =
(∑
i∈D
θi
)(∑
j /∈D
θj
)
≥ |D|√
n
log2
(
n
|D|
)
n− |D|√
n
(39)
= (1 + o(1))|D| log2
(
n
|D|
)
.
Recall that Bennett’s inequality ensures that, for t > 0,
P0(e(D,−D)−E0[e(D,−D)] ≤ −t) ≤ exp
(
−E0[e(D,−D)]h
(
t
E0[e(D,−D)]
))
.
To get a uniform bound over all subgraphs D ∈ D, we use a union bound together
with (39). For any δ > 0 and n large enough, this gives
P
(
min
D∈D
e(D,−D)− E0[e(D,−D)] ≤ −(1 + δ)
√
2E0[e(D,−D)] |D| log(n/|D|)
)
≤
∑
1≤k≤r
∑
D⊆V, |D|=k
1
{
E0[e(D,−D)] ≥ (1− δ)|D| log2(n/|D|)
}
× P
(
e(D,−D)− E0[e(D,−D)] ≤ −(1 + δ)
√
2E0[e(D,−D)] |D| log(n/|D|)
)
≤
∑
1≤k≤r
∑
D⊆V, |D|=k
1
{
E0[e(D,−D)] ≥ (1− δ)|D| log2(n/|D|)
}
× exp
(
−E0[e(D,−D)]h
(
(1 + δ)
√
2 |D| log(n/|D|)
E0[e(D,−D)]
))
≤
∑
1≤k≤r
(
n
k
)
exp
(
−(1 + δ)k log
(n
k
))
(40)
≤
∑
1≤k≤r
(
e
(
k
n
)δ)k
≤ e
(
r
n
)δ
1− e ( rn)δ → 0 ,
For the step in (40) we have used the result in (39) together with h(x)  x2/2 as
x→ 0, and the final step relies on the fact that k/n ≤ r/n and r = o(n).
Then, using the above together with (39), it follows that uniformly over D ∈ D,
e(D,−D)− E0[e(D,−D)]
E0[e(D,−D)] = OP0
(√
|D| log(n/|D|)
E0[e(D,−D)]
)
= oP0(1) . (41)
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To bound the deviations of e(V ) we use Chebyshev’s inequality,
e(V )− E0[e(V )]
E0[e(V )]
= OP0
(√
1
E0[e(V )]
)
= oP0(1) . (42)
Using (41) and (42), it follows by Lemma 2 that uniformly over D ∈ D,
ê(D)∨
E0[e(D)]
≥ ê(D)
E0[e(D)]
= 1 + oP0(1) .
This shows that the first term in (38) is less than or equal to 1 + oP0(1), and therefore
that (37) holds.
Then, using (37) it becomes relatively straightforward to show that the type-I
error vanishes. Indeed, note that a h
([
x
a − 1
]
+
) ≤ b h([xb − 1]+) for a > b, and
therefore
P0
(
T u ≥ 1 + ε3
)
= P0
 maxD⊆V,
r1/3≤|D|≤r
ê(D)∨h
([
e(D)/ê(D)∨ − 1
]
+
)
|D| log (n/|D|) ≥ 1 +
ε
3

≤ P0
 maxD⊆V,
r1/3≤|D|≤r
(1 + oP0(1))E0[e(D)]h
([
(1 + oP0(1))
e(D)
E0[e(D)] − 1
]
+
)
|D| log (n/|D|) ≥ 1 +
ε
3
 .
Then using the same reasoning as in the proof of Theorem 2, it follows that the type-I
error vanishes.
Type-II error. Here we show that PC(T u ≥ 1 + ε/3) ≥ PC(T uD? ≥ 1 + ε/3) → 1,
for every C ⊆ V of size |C| = r, where D? = D?(C) is defined as in (10). To this end,
we start by quantifying the deviation of ê(D?)/E0[e(D?)] under the alternative.
By Chebyshev’s inequality,
e(D?,−D?)− EC [e(D?,−D?)]
EC [e(D?,−D?)] = OPC
(√
1
EC [e(D?,−D?)]
)
= oPC(1) ,
e(V )− EC [e(V )]
EC [e(V )]
= OPC
(√
1
EC [e(V )]
)
= oPC(1) .
Moreover, ρCθ2min ≤ 1 and therefore θ
2
max
θ2min
= o(nr θ2min) ≤ o(nr 1ρC ) by Assumption 3.
Hence ρC ≤ o
(
n
r
θ2min
θ2max
)
. Therefore
1 ≤ EC [e(D
?,−D?)]
E0[e(D?,−D?)] ≤ 1 +
EC [e(D?, C \D?)]
E0[e(D?, V \D?))] = 1 + ρC
E0[e(D?, C \D?)]
E0[e(D?, V \D?))]
≤ 1 + ρC |D
?|(|C| − |D?|)
|D?|(|V | − |D?|)
θ2max
θ2min
≤ 1 + ρC r
n
θ2max
θ2min
≤ 1 + o(1) .
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By the above it follows that EC [e(D?,−D?)] = (1+o(1))E0[e(D?,−D?)], and similarly
EC [e(V )] = (1 + o(1))E0[e(V )]. Therefore
e(D?,−D?) = (1 + oPC(1))E0[e(D?,−D?)] , and e(V ) = (1 + oPC(1))E0[e(V )] .
Then, applying Lemma 2 (using the set D = {D?}), we obtain
ê(D?)
E0[e(D?)]
= 1 + oPC(1) .
Therefore by definition of the thresholded estimator in (17),
ê(D?)∨ =
(
ê(D?)∨ |D?|2
n
log4
(
n
|D?|
))
(43)
=
(
(1 + oPC(1))E0[e(D?)]∨ |D?|2n log4
(
n
|D?|
))
.
We continue by considering the two cases in the maximum of (43) separately.
Case 1 : Here we have ê(D?)∨ = (1 + oPC(1))E0[e(D?)]. Plugging this into the defini-
tion of the test statistic we obtain
T uD? =
ê(D?)∨h
([
e(D?)
ê(D?)∨ − 1
]
+
)
|D?| log(n/|D?|)
=
(1+oPC(1))E0[e(D?)]h
([
(1+oPC(1))
e(D?)
E0[e(D?)] − 1
]
+
)
|D?| log(n/|D?|) .
The proof can then be completed by using the same reasoning as in the proof of
Theorem 2 from (28) to (31). Here the additional oPC(1) terms do not make any
difference.
Case 2 : Here we have ê(D?)∨ = (|D?|2/n) log4 (n/|D?|). This corresponds to the
case where the underlying graph is very sparse, and therefore a very large signal ρC
is required to detect a planted community.
We start by deriving a lower bound on ρC . Using condition (20) and the fact that
E0[e(D?)] ≤ (|D?|2/n) log4 (n/|D?|) and h−1(x) ≥
√
x, we obtain
ρC ≥ h−1
( |D?| log(n/|D?|)
E0[e(D?)]
)
≥ h−1
(
n
|D?|
1
log3(n/|D?|)
)
≥ (1 + o(1))
√
n/|D?| .
(44)
Moreover, by the second part of Assumption 3 we have 1 ≤ ( θmaxθmin )2 ≤ nr θ2min, and
therefore θmin ≥
√
r/n ≥ 1/√n. Using this together with (44) gives
EC [e(D?)]
ê(D?)∨
≥ ρC |D
?|2θ2min
|D?|2
n log
4
(
n
|D?|
) ≥ ρC
log4
(
n
|D?|
) →∞ .
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Then, using that e(D?) = (1 +oPC(1))EC [e(D?)] by Chebyshev’s inequality and h(x−
1)  x log(x) as x→∞, we obtain
ê(D?)∨h
(
e(D?)
ê(D?)∨
− 1
)
≥ ê(D?)∨h
(
(1 + oPC(1))
EC [e(D?)]
ê(D?)∨
− 1
)
(45)
= (1 + oPC(1))EC [e(D?)] log
(
EC [e(D?)]
ê(D?)∨
)
= (1 + oPC(1))EC [e(D?)] log
(
ρC
E0[e(D?)]
ê(D?)∨
)
.
Now, by the same argument as above we have θmin ≥ 1/
√
n. Hence, it follows that
E0[e(D?)] ≥ |D?|2θ2min ≥ |D?|2/n, so that E0[e(D?)]/ê(D?)∨ ≥ log−4 (n/|D?|). Then,
using (44),
log(ρC E0[e(D?)]/ê(D?)∨)
log(ρC)
≥ log(ρC/ log
4(n/|D?|))
log(ρC)
= 1− 4 log log(n/|D
?|)
log(ρC)
= 1 + o(1) .
Plugging this into (45), we obtain
ê(D?)∨h
(
e(D?)
ê(D?)∨
− 1
)
= (1 + oPC(1))EC [e(D?)] log
(
ρC
E0[e(D?)]
ê(D?)∨
)
≥ (1 + oPC(1))EC [e(D?)] log (ρC)
= (1 + oPC(1))E0[e(D?)]h(ρC − 1)
≥ (1 + oPC(1))(1 + ε)|D?| log
(
n
|D?|
)
,
where the final step follows from (20). Therefore, T uD? ≥ 1+ε/3 with high probability,
completing the proof.
5.3 Proof of Corollaries 1 and 3
To prove Corollaries 1 and 3 we need to show that either Assumption 1.1 or 1.2 is
sufficient to ensure that EC [e(D?)] → ∞ for every C ⊆ V of size |C| = r. When
ρC = O(1) this is a direct consequence of conditions (12) and (21), therefore we will
consider the case where ρC →∞.
Using h(x− 1)  x log(x) as x→∞ together with (12) or (21), we obtain
EC [e(D?)] = (1 + o(1))
E0[e(D?)]h(ρC − 1)
log(ρC)
≥ (1 + o(1)) |D
?| log(n/|D?|)
log(ρC)
. (46)
Below we consider the two cases where Assumption 1.1 or Assumption 1.2 hold sep-
arately.
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Case 1 (Assumption 1.1 holds): First, by Definition 1 and Assumption 1.1, it follows
that for every C ⊆ V ,
E0[e(D?)]
|D?| log(n/|D?|) ≥
E0[e(C)]
|C| log(n/|C|) = (1 + o(1))
rpC
2 log(n/r) →∞ ,
where the final step is a consequence of Assumption 1.1 (iii). In particular, this means
that we must have that |D?| → ∞.
Then, for every C ⊆ V we have ρCpC ≤ 1, and therefore ρC ≤ 1/pC ≤ r ≤
√
n
for n large enough by Assumption 1.1 (i) and (iii). Therefore, using (46) and because
|D?| → ∞, it follows that
EC [e(D?)] ≥ (1 + o(1)) |D
?| log(n/|D?|)
log(ρC)
≥ (1 + o(1)) |D?| log(
√
n)
log(
√
n) →∞ .
Case 2 (Assumption 1.2 holds): For every C ⊆ V we have ρCpC ≤ 1, and therefore
log(ρC) ≤ log(1/pC) = o(log(n)) by Assumption 1.2 (ii). Hence, using (46), we obtain
EC [e(D?)] ≥ (1 + o(1)) |D
?| log(n/|D?|)
log(ρC)
≥ (1 + o(1)) |D
?| log(n)
o(log(n)) →∞ .
The above two cases show that either Assumption 1.1 or 1.2 is sufficient to ensure
that EC [e(D?)]→∞ for every C ⊆ V of size |C| = r.
5.4 Proof of Corollaries 2 and 4
Begin by noting that the conditions in Corollary 4 imply the conditions on pmax and
pmin that are stated in Corollary 2. To prove Corollaries 2 and 4 we need to show that
EC [e(D?)]→∞ for every C ⊆ V of size |C| = r. Because pmax/pmin = o(na−b), there
exists a sequence xn → ∞ such that pmax/pmin = na−b/xn. We will first show that
|D?| ≥ nb√xn, which we will do by a similar argument as in the proof of Lemma 1.
Suppose |D?| ≤ nb√xn, then because r ≥ na,
E0[e(D?)]
|D?| log(n/|D?|) ≤
|D?| − 1
2
pmax
log(n/|D?|)
= |D
?| − 1
2
na−b
xn
pmin
log(n/|D?|)
≤ O(1) n
a
√
xn
pmin
log(n/r)
<
r − 1
2
pmin
log(n/r) ≤
E0[e(C)]
|C| log(n/|C|) .
Hence, D? cannot be the maximizer in (10) when |D?| ≤ nb√xn, and therefore we
must have |D?| ≥ nb√xn. Therefore,
EC [e(D?)] ≥ E0[e(D?)] ≥ |D
?|2
2 pmin ≥
n2bxn
2 n
−2b →∞.
The proof of Corollary 2 is then completed by applying Theorem 2, and similarly the
proof of Corollary 4 is completed by applying Theorem 3.
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5.5 Proof of Theorem 1: Information theoretic lower bound
To prove Theorem 1 we need to show that Rn(ψn) → 1, where Rn is the worst-case
risk given in (1) and ψn 7→ {0, 1} is any test deciding between the null and alternative
hypothesis. The first step is a reduction from the worst-case risk to the average risk
R¯n(ψn) := P0(ψn(G) = 1) +
(
n
r
)−1 ∑
C⊆V, |C|=r
PC(ψn(G) = 0) .
Note that the average risk is a lower bound for the worst-case risk, that is Rn(ψn) ≥
R¯n(ψn). This average risk corresponds to a hypothesis test between two simple hy-
potheses, because the alternative hypothesis is now simple. The means that the
likelihood ratio test is optimal (by the Neyman-Pearson lemma). In particular, the
test ψlrn (G) = 1{L(G) > 1} minimizes the average risk, where L(G) is the likelihood
ratio, given in (47) below. To avoid overloading the notation we write simply L to
denote L(G). The risk of this test is given by
R¯n(ψlrn ) = P0(L > 1) + E0[L1{L ≤ 1}] = 1−
1
2 E0[|L− 1|] .
Therefore, to prove Theorem 1, it suffices to show that E0[|L− 1|]→ 0.
Given a graph g, the likelihood ratio L(g) is given by
L(g) :=
(
n
r
)−1 ∑
C⊆V, |C|=r
PC(G = g)
P0(G = g)
=
(
n
r
)−1 ∑
C⊆V, |C|=r
LC(g) = E¯[LC(g)] , (47)
where E¯[·] denotes the expectation with respect to a uniformly chosen set C ⊆ V of
size |C| = r, and
LC(g) :=
∏
i<j∈C
(
ρCpij
pij
)Aij (1− ρCpij
1− pij
)1−Aij
. (48)
To bound E0[|L−1|] one generally resorts to the Cauchy-Schwarz inequality to control
instead the second moment of L and obtain E0[|L − 1|] ≤ E0[L2] − 1. However, in
our setting this bound is too crude, and the variance of L will be rather large in
comparison to the first moment. To see this note that the second moment can be
written as
E0[L2] = E¯⊗2 [E0 [LC1LC2 ]]
= E¯⊗2
[
E0
[ ∏
i<j∈C1∩C2
(
ρC1pij ρC2pij
p2ij
)Aij (
(1− ρC1pij)(1− ρC2pij)
(1− pij)2
)1−Aij]]
,
where E¯⊗2[·] denotes expectation with respect to two independently and uniformly
chosen sets C1, C2 ⊆ V of size |C1| = |C2| = r. This second moment depends crucially
on e(C1 ∩ C2), the number of edges in the intersection of C1 and C2. Although this
intersection is empty or very small with high probability it can be large with small
probability, resulting in a very large second moment if the number of edges inside it
is large as well.
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To deal with this issue we use a more refined approach suggested by Ingster [17]
and later used by Butucea and Ingster [7] and Arias-Castro and Verzelen [2]. This
approach relies on a truncation of the likelihood ratio
L˜ :=
(
n
r
)−1 ∑
C⊆V, |C|=r
1ΓCLC = E¯[1ΓCLC ] ,
where LC is as given by (48) and ΓC is some truncation event. Using L˜ ≤ L, the
triangle inequality, and the Cauchy-Schwarz inequality, we obtain the upper bound
E0[|L− 1|] ≤ E0[|L˜− 1|] + E0[L− L˜] ≤
√
E0[L˜2]− 2E0[L˜] + 1 + 1− E0[L˜] .
Therefore, R¯n(ψlrn ) → 1 when both E0[L˜] → 1 and E0[L˜2] → 1. So, the ideal
truncation event should lower the variance of L˜ while still ensuring that the first
moment of L˜ approaches 1.
Intuitively, we would like to use the truncation event to prevent “bad behavior”
at the intersection of two sets C1 and C2. However, we can only state the truncation
event in terms of one of these sets. This creates a challenge. For a given set C ⊆ V ,
the potentially problematic intersections are sets D ⊆ C for which E0[e(D)] is large.
We will denote by EC (see (51) below) this class of “potentially problematic” sets.
The idea is then to construct the truncation event so that it removes the set C from
consideration if it contains a subset D ∈ EC for which the number of edges e(D) is
significantly larger than its expectation E0[e(D)].
To formalize this, it is helpful to express the likelihood ratio in a more convenient
form. Namely,
LC(g) = exp
( ∑
i<j∈C
Aij log
(
ρCpij
pij
)
+ (1−Aij) log
(
1− ρCpij
1− pij
))
(49)
= exp
( ∑
i<j∈C
Aijθij(ρCpij)− Λij(θij(ρCpij))
)
,
with
θij(q) := log
(
q(1− pij)
pij(1− q)
)
, and Λij(θ) := log
(
1− pij + pijeθ
)
.
Note that Λij(θ) is the cumulant generating function of Bern(pij), with Fenchel-
Legendre transform given by
Hpij (q) = sup
x≥0
{qx− Λij(x)} = q θij(q)− Λij(θij(q)) , for q ∈ (pij , 1) , (50)
where Hp(q) := q log
(
q
p
)
+(1−q) log( 1−q1−p) is the Kullback-Leibler divergence between
Bern(p) and Bern(q).
Now, to construct the truncation event ΓC , we begin by defining for each set
C ⊆ V a class of “potentially problematic” intersection sets as
EC :=
{
D ⊆ C : (ρC − 1)2 E0[e(D)] > (1− ε/2)|D|
(
log
(
n|D|
r2
)
− bn
)}
, (51)
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where bn → ∞ very slowly. For concreteness we will take bn = log log(n/r). Using
this, we define the numbers ζD in the lemma below, the proof of this lemma is mainly
technical and is therefore deferred to Section 5.6:
Lemma 3. Let Assumption 2, and either Assumption 1.1 or 1.2 hold. Then for any
C ⊆ V of size |C| = r and D ∈ EC there exists a unique number ζD ≥ 1, such that
for n large enough,
(1 + ε)E0[e(D)]h(ζD − 1) = |D| log
(
n
|D|
)
.
Moreover, ζD satisfies θij(ζD pij) ≤ 2θij(ρC pij) for every i, j ∈ D.
Using the numbers ζD ≥ 1 and EC from (51), we finally define the truncation
events as
ΓC :=
 ∑
i<j∈D
Aij θij
(
ρCpij
) ≤ ∑
i<j∈D
pijζD θij
(
ρCpij
)
, for all D ∈ EC
 . (52)
Loosely speaking θij
(
ρCpij
) ≈ log(ρC), so the above truncation event will remove all
sets C ⊆ V for which there exists a subset D ∈ EC with e(D) > ζDE0[e(D)]. Utilizing
this truncation event, we need to show that both E0[L˜]→ 1 and E0[L˜2]→ 1.
First truncated moment. Here we show that E0[L˜] → 1. Since we are simply
considering a truncation of the likelihood, it follows from Fubini’s theorem that
E0[L˜] = E¯[E0[1ΓC LC ]] = E¯[PC(ΓC)] . (53)
Hence, it suffices to show that PC(ΓC) → 1 for most C ⊆ V . Below we will show
the slightly stronger result that minC⊆V,|C|=r PC(ΓC)→ 1, which together with (53)
shows that E0[L˜]→ 1.
Begin by noting that
max
C⊆V,|C|=r
max
i,j∈C
∣∣∣∣∣θij
(
ρCpij
)
log (ρC)
− 1
∣∣∣∣∣→ 0 , as n→∞ . (54)
To see this, consider
θij
(
ρCpij
)
log (ρC)
− 1 =
log
(
1−pij
1−ρCpij
)
log(ρC)
. (55)
Using Assumption 2 we see that the above converges to 0 uniformly over all i, j ∈ C,
if ρC is bounded away from 1. Otherwise, when ρC → 1, we can simply use Taylor’s
theorem to obtain log
( 1−pij
1−ρCpij
)
/ log(ρC) ≤ pij/(1 − pij) + 3pij provided pij is small
enough (e.g., pij ≤ 1/3 suffices). Hence, also in this case it follows from Assumption 2
that (55) converges uniformly to 0. Loosely speaking, this means that θij
(
ρCpij
) 
log(ρC) for all sets C ⊆ V and i, j ∈ C. This, together with a union bound and
Bennett’s inequality, allows us to control PC(ΓC). Indeed,
1− PC(ΓC) ≤
∑
D∈EC
PC
( ∑
i<j∈D
Aijθij
(
ρCpij
)
>
∑
i<j∈D
pijζDθij
(
ρCpij
))
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≤
∑
D∈EC
PC
( ∑
i<j∈D
Aij > (1 + o(1))ζD
∑
i<j∈D
pij
)
≤
∑
D∈EC
exp
(
−EC [e(D)]h
(
(1 + o(1))
(
ζD
ρC
− 1
)))
=
∑
D∈EC
exp
(
−(1 + o(1))EC [e(D)]h
(
ζD
ρC
− 1
))
,
where the last step uses a property of the h function, which ensures that for t ≥ 1,
x ≥ 0 we have √th(x) ≤ h(tx) ≤ t2h(x).
To show that this vanishes we need the following lemma, the proof of which is
mainly technical and therefore deferred to Section 5.6. We remark that the definition
of an in this lemma comes from the exponent in (56) below.
Lemma 4. Define the sequence an as
an := min
C⊆V, |C|=r
min
D∈EC
(
(1− ε)EC [e(D)]|D| h
(
ζD
ρC
− 1
)
− log
(
r
|D|
))
.
When (5), Assumption 2, and either Assumption 1.1 or 1.2 hold, then an →∞.
Using Lemma 4 and grouping the sets D ∈ EC by their size |D|, together with the
bound on the binomial coefficient
(
r
k
) ≤ ( r ek )k we conclude that, for n large enough,
1− min
C⊆V,|C|=r
PC(ΓC)
≤ max
C⊆V,|C|=r
∑
D∈EC
exp
(
−(1 + o(1))EC [e(D)]h
(
ζD
ρC
− 1
))
= max
C⊆V,|C|=r
r∑
k=1
∑
D∈EC , |D|=k
exp
(
−(1 + o(1))EC [e(D)]h
(
ζD
ρC
− 1
))
= max
C⊆V,|C|=r
r∑
k=1
∑
D∈EC , |D|=k
1
(re/k)k exp
(
−k
(
(1 + o(1))EC [e(D)]
k
h
(
ζD
ρC
− 1
)
− log(re/k)
))
≤ max
C⊆V,|C|=r
r∑
k=1
(
r
k
)−1 ∑
D∈EC , |D|=k
exp
(
−k
(
(1 + o(1))EC [e(D)]
k
h
(
ζD
ρC
− 1
)
− log(re/k)
))
≤
r∑
k=1
(
r
k
)−1 ∑
D⊆C, |D|=k
exp (−k (an − 1)) (56)
=
r∑
k=1
exp (−k (an − 1)) ≤ exp(−(an − 1))1− exp(−(an − 1)) → 0 ,
where the final step follows because an → ∞ by Lemma 4. Hence, from (53) we see
that E0[L˜]→ 1.
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Second truncated moment. Here we show that E0[L˜2]→ 1. In other words,
E0[L˜2] = E¯⊗2
[
E0
[
1ΓC11ΓC2LC1LC2
]] ≤ 1 + o(1) ,
where we recall that E¯⊗2[·] denotes expectation with respect to two independently
and uniformly chosen sets C1, C2 ⊆ V of size |C1| = |C2| = r. Let D = C1 ∩C2, then
using (49) this becomes
E0[L˜2] = E¯⊗2
[
E0
[
1ΓC11ΓC2LC1LC2
]]
= E¯⊗2
[
E0
[
1ΓC1 ∩ ΓC2 exp
( ∑
i<j∈D
Aij
(
θij
(
ρC1pij
)
+ θij
(
ρC2pij
))
− Λij
(
θij
(
ρC1pij
))− Λij(θij(ρC2pij))
)]]
,
where we note that the sum runs only over i < j ∈ D = C1 ∩ C2. The remaining
terms in the sum above (i.e., the terms i, j ∈ C1 ∪ C2 with i /∈ D or j /∈ D) can
all be factorized because the Aij are independent, and all these terms have a zero
contribution because their expectation equals one.
Using the Cauchy-Schwarz inequality inside the expectation E¯⊗2[·], and that the
sets C1 and C2 are chosen independently, we obtain
E0[L˜2] = E¯⊗2
[
E0
[
1ΓC1 exp
( ∑
i<j∈D
Aijθij
(
ρC1pij
)− Λij(θij(ρC1pij))
)
× 1ΓC2 exp
( ∑
i<j∈D
Aijθij
(
ρC2pij
)− Λij(θij(ρC2pij))
)]]
≤ E¯⊗2
[
E0
[
1ΓC1 exp
( ∑
i<j∈D
2Aijθij
(
ρC1pij
)− 2Λij(θij(ρC1pij))
)]1/2
×E0
[
1ΓC2 exp
( ∑
i<j∈D
2Aijθij
(
ρC2pij
)− 2Λij(θij(ρC2pij))
)]1/2 ]
= E¯⊗2
[
E0
[
1ΓC1 exp
( ∑
i<j∈D
2Aijθij
(
ρC1pij
)− 2Λij(θij(ρC1pij))
)]]
.
Next, we split this expectation into two parts based on whether D /∈ EC1 or D ∈ EC1 .
Thus we have the partition
E0[L˜2] ≤ P1 + P2 ,
where
P1 := E¯⊗2
[
1{D /∈ EC1}E0
[
1ΓC1 exp
( ∑
i<j∈D
2Aijθij
(
ρC1pij
)− 2Λij(θij(ρC1pij))
)]]
,
P2 := E¯⊗2
[
1{D ∈ EC1}E0
[
1ΓC1 exp
( ∑
i<j∈D
2Aijθij
(
ρC1pij
)− 2Λij(θij(ρC1pij))
)]]
.
Using this split, we first show that P1 ≤ 1 + o(1) and then show that P2 ≤ o(1).
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Part 1 : Here we show that P1 ≤ 1 + o(1). In this part we can simply ignore the
truncation events ΓC1 and obtain the bound
P1 ≤ E¯⊗2
[
1{D /∈ EC1}E0
[
exp
( ∑
i<j∈D
2Aijθij
(
ρC1pij
)− 2Λij(θij(ρC1pij))
)]]
≤ E¯⊗2
[
1{D /∈ EC1} exp
( ∑
i<j∈D
∆(1)ij
)]
,
where
∆(1)ij := log
(
1 + (ρC1pij − pij)
2
pij(1− pij)
)
.
Then using log(1 + x) ≤ x and by Assumption 2, uniformly over all i, j ∈ D,
∆(1)ij ≤ log
(
1 + (1 + o(1))(ρC1 − 1)2pij
) ≤ (1 + o(1))(ρC1 − 1)2pij .
Now, by definition of EC1 it follows that (1+o(1))(ρC1−1)2 E0[e(D)] ≤ |D|
(
log
(n|D|
r2
)−
bn
)
for every D /∈ EC1 . Therefore
P1 ≤ E¯⊗2
[
1{D /∈ EC1} exp
(
(1 + o(1))(ρC1 − 1)2E0[e(D)]
)]
≤ E¯⊗2
[
1{|D| ≤ 1}+ 1{|D| > 1} exp
(
|D|
(
log
(
n|D|
r2
)
− bn
))]
≤ P¯⊗2(|D| ≤ 1) +
r∑
k=2
exp
(
k
(
log
(
nk
r2
)
− bn
))
P¯⊗2(|D| = k)
≤ 1 +
r∑
k=2
exp
(
k
(
log
(
nk
r2
)
− bn
))
P¯⊗2(|D| = k) . (57)
Note that |D| = |C1 ∩ C2| has a hypergeometric distribution under P¯⊗2, hence
P¯(|D| = k) =
(
r
k
)(
n−r
r−k
)(
n
r
) = ((1 + o(1)) re
k
r − k
n− r
)k
≤ exp
(
−k
(
log
(
nk
r2
)
+O(1)
))
. (58)
Plugging this into (57), we obtain
P1 ≤ 1 +
r∑
k=2
exp
(
k
(
log
(
nk
r2
)
− bn − log
(
nk
r2
)
+O(1)
))
≤ 1 +
r∑
k=2
exp
(
k
(O(1)− bn)) ≤ 1 + o(1) ,
where the final step follows because bn = log log(n/r)→∞.
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Part 2 : Here we show that P2 ≤ o(1). First, define
ξ := 12
log(ζD)
log(ρC1)
, (59)
where ζD was defined in Lemma 3. Then, by the same reasoning as in (54),
max
C1⊆V,|C1|=r
max
D∈EC1
max
i,j∈D
∣∣∣∣ log(ζD)/ log(ρC1)θij(ζDpij)/θij(ρC1pij) − 1
∣∣∣∣→ 0 , as n→∞ . (60)
Loosely speaking, this means that, ξ  θij(ζDpij)2θij(ρC1pij) ≤ 1 uniformly over i, j ∈ D.
By definition of the truncation event ΓC1 in (52), for any D ∈ EC1 ,∑
i<j∈D
Aij θij
(
ρCpij
) ≤ ∑
i<j∈D
pijζD θij
(
ρCpij
)
.
Then for x ∈ [0, 1], we obtain the bound
P2 = E¯⊗2
[
1{D ∈ EC1}E0
[
1ΓC1 exp
( ∑
i<j∈D
2Aijθij
(
ρC1pij
)− 2Λij(θij(ρC1pij))
)]]
≤ E¯⊗2
[
1{D ∈ EC1}E0
[
exp
( ∑
i<j∈D
2θij
(
ρC1pij
)[
xAij + (1− x)ζDpij
]
− 2Λij
(
θij
(
ρC1pij
)))]
= E¯⊗2
[
1{D ∈ EC1} exp
( ∑
i<j∈D
Λij
(
2θij
(
ρC1pij
)
x
)
+
(
2θij
(
ρC1pij
)− 2θij(ρC1pij)x)ζDpij − 2Λij(θij(ρC1pij))
)]
.
To obtain the best possible bound we optimize the above with respect to x. Here
it can be seen from (50) that each individual term in the sum is minimal when
x = θij(ζDpij)2θij(ρC1pij) . Therefore, by (60) it follows that the overall optimum is attained at
x = (1 + o(1))ξ, where ξ was defined in (59). Plugging this in, and using (60), gives
P2 ≤ E¯⊗2
[
1{D ∈ EC1} exp
( ∑
i<j∈D
∆(2)ij
)]
,
where
∆(2)ij :=
(
Λij(θij
(
ζDpij
)
)− ζDpijθij
(
ζDpij
))− 2(Λij(θij(ρC1pij))− ζDpijθij(ρC1pij))
= −Hpij (ζDpij)− 2
(
HρC1pij (ζDpij)−Hpij (ζDpij)
)
= Hpij (ζDpij)− 2HρC1pij (ζDpij) , (61)
where we have used (50) in the second equality. To relate the Kullback-Leibler diver-
gence Hp(q), appearing in (61), to the function h(x) from (2) we need the following
lemma, the proof of which is deferred to Section 5.6:
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Lemma 5. For any 0 < p < q < 1/2 (possibly depending on n) it follows that,∣∣∣∣∣∣ Hp(q)ph( qp − 1) − 1
∣∣∣∣∣∣ ≤ O (p+ q) ,
where Hp(q) is the Kullback-Leibler divergence between Bern(p) and Bern(q), and
h(x) is given in (2).
Recall that ζD ≤ ρ2C by Lemma 3, and therefore maxi,j∈D pijζD = o(1) by As-
sumption 2. Similarly, it follows that maxi,j∈D pijρC = o(1) and maxi,j∈D pij = o(1).
Then, using Lemma 5 we obtain the bounds, uniformly over i, j,∈ D,∣∣∣∣∣∣ Hpij (pijζD)pijh(ζD − 1) − 1
∣∣∣∣∣∣ = O(pij(ζD + 1)) ≤ maxi,j∈D O(pij(ζD + 1)) = o(1) ,∣∣∣∣∣∣ HpijρC (pijζD)pijρCh( ζDρC − 1) − 1
∣∣∣∣∣∣ = O(pij(ζD + ρC)) ≤ maxi,j∈D O(pij(ζD + ρC)) = o(1) .
Using the uniform bounds above, we can express ∆(2)ij from (61) in terms on the
function h(x). This gives, uniformly over i, j ∈ D,
∆(2)ij = Hpij (pijζD)− 2HρC1pij (pijζD)
= (1 + o(1))
(
pijh
(
ζD − 1
)
− 2ρC1pijh
( ζD
ρC1
− 1
))
.
Therefore, for D ∈ EC1 , we have
1
|D|
∑
i<j∈D
∆(2)ij − log
(
n|D|
r2
)
= (1 + o(1)) 1|D|
∑
i<j∈D
[
pijh
(
ζD − 1
)
− 2ρC1pijh
( ζD
ρC1
− 1
)]
− log
(
n|D|
r2
)
= (1 + o(1))
[
E0[e(D)]
|D| h
(
ζD − 1
)
− 2EC1 [e(D)]|D| h
( ζD
ρC1
− 1
)]
−
(
log
(
n
|D|
)
− 2 log
(
r
|D|
))
.
Then, by definition of ζD in Lemma 3 and an in Lemma 4, this becomes
max
C1⊆V, |C1|=r
max
D∈EC1
1
|D|
∑
i<j∈D
∆(2)ij − log
(
n|D|
r2
)
≤ max
C1⊆V, |C1|=r
max
D∈EC1
2
log( r|D|
)
− (1 + o(1))
EC1 [e(D)]h
(
ζD
ρC1
− 1
)
|D|

≤ −2an → −∞ .
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Combining the above and grouping the sets D ∈ EC1 by their size |D|, together with
(58), we obtain
P2 ≤ E¯⊗2
[
1{D ∈ EC1} exp
( ∑
i<j∈D
∆(2)ij
)]
≤
r∑
k=1
exp
(
k
(
−2an + log
(
nk
r2
)))
P¯(|D| = k)
≤
r∑
k=1
exp
(
k
(
−2an + log
(
nk
r2
)
− log
(
nk
r2
)
+O(1)
))
≤
r∑
k=1
exp
(
k(−2an +O(1))
) → 0 ,
where the final step follows because an →∞ by Lemma 4. This shows that P2 = o(1).
Following our steps, we conclude that E0[L˜]→ 1 and E0[L˜2] = P1 +P2 ≤ 1 +o(1),
and therefore R¯n(ψlrn )→ 1. Finally, the risk of any test ψn is bounded by the average
risk of the likelihood ratio test, that is Rn(ψn) ≥ R¯n(ψlrn )→ 1, completing the proof
of Theorem1.
5.6 Proof of auxiliary results
In this section we provide the proofs for Lemmas 3, 4, and 5. To simplify this, we
first compile Assumptions 1.1 and 1.2 into a single result. This is the only place
in the proof of Theorem 1 where Assumptions 1.1 and 1.2 are used directly. Thus,
Theorem 1 can simply be extended to other assumptions, provided one can prove
Lemma 6 below under the new set of assumptions made.
Lemma 6. Let (5), Assumption 2, and either Assumption 1.1 or 1.2 hold. Then, for
all C ⊆ V of size |C| = r and for all D ∈ EC ,
log(r/|D|)
log(n/r)
(
log(ρC) ∨ 1
)
= o(1) . (62)
Furthermore, log(n/r)/ log(ρC)→∞ for all C ⊆ V of size |C| = r.
5.6.1 Proof of Lemma 6
Below we consider two cases depending on whether Assumption 1.1 or Assumption 1.2
holds. We note that some of these inequalities below only hold when n is large enough.
Case 1 (Assumptions 2 and 1.1 hold): For all C ⊆ V of size |C| = r, define ηC ≥ ρC ,
such that |C|pCh(ηC − 1)
2 log(n/r) = 1−
2
3 ε ,
where ε comes from (5). Further, by Assumption 1.1 (iii), we obtain
h(ηC − 1) ≤ 2 log(n/r)
rpC
= o(1) . (63)
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Hence, ηC → 1 and thus (ηC − 1)2/h(ηC − 1) → 2 for every C ⊆ V of size |C| = r.
Using this together with Assumption 1.1 (ii), we obtain, for all C ⊆ V of size |C| = r
and for all D ⊆ C of size |D| < r/(n/r)γn , that
(ρC − 1)2E0[e(D)]|D| ≤ (ηC − 1)
2 |D|pD
2 ≤ δ(ηC − 1)
2 |C|pC
2
=
(
1− 23 ε
)
log
(n
r
)
δ
(ηC − 1)2
h(ηC − 1)
≤ (1− 23 ε) log (nr ) 2δ (1 + o(1))
≤ (1− ε/2)
(
log
(
n|D|
r2
)
− bn
)
, (64)
where we recall that bn = log log(n/r). Furthermore, the final inequality above (in
(64)) follows since
2δ log(n/r) ≤ 2δ log(n)
≤ log(n/r2) +O(1)
≤ log(n|D|/r2) +O(1)
≤ (1 + o(1)) (log(n|D|/r2)− bn) ,
because r = O(n1/2−δ) by Assumption 1.1 (i).
Therefore, by definition of EC (see (51)) it follows that, for all C ⊆ V of size
|C| = r and D ∈ EC , we have |D| ≥ r/(n/r)γn , or equivalently log(r/|D|)/ log(n/r) ≤
γn = o(1). Furthermore, by (63) we have ρC → 1 for all C ⊆ V of size |C| = r.
Combining this, we obtain
log(r/|D|)
log(n/r)
(
log(ρC) ∨ 1
) ≤ log(r/|D|)log(n/r) ≤ γn = o(1) .
This shows that (62) holds.
To complete the proof, we need to show that log(n/r)/ log(ρC)→∞ for all C ⊆ V
of size |C| = r. This is trivial because ρC → 1, and therefore we have proved Lemma 6
when Assumptions 1.1 and 2 hold.
Case 2 (Assumptions 2 and 1.2 hold): For all C ⊆ V of size |C| = r we have
ρCpC ≤ 1, and therefore
log(ρC) ≤ log(1/pC) .
Hence, by Assumption 1.2 (i) and (ii), we obtain, for all C ⊆ V of size |C| = r,
log(r/|D|)
log(n/r)
(
log(ρC) ∨ 1
) ≤ log(r)log(n/r)(log(1/pC) ∨ 1) = o(1) .
This shows that (62) holds. Similarly, for all C ⊆ V of size |C| = r, we obtain
log(ρC)
log(n/r) ≤
log(r)
log(n/r) log(1/pC) = o(1) ,
which shows that log(n/r)/ log(ρC)→∞.
This proves Lemma 6 when Assumptions 1.2 and 2 hold.
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5.6.2 Proof of Lemma 3
Begin by defining q˜ij by
q˜ij pij
1− q˜ij pij =
(
ρCpij
)2
pij
(1− pij)(
1− ρCpij
)2 ,
which implies that θij(q˜ij pij) = 2θij(ρC pij). By Assumption 2 we have pij → 0 and
ρ2Cpij → 0 for every i, j ∈ V and therefore it follows that q˜ij  ρ2C .
We show below that h(q˜ij − 1) ≥ (2 + o(1))(ρC − 1)2 for all i, j ∈ D when n is
large enough. Using this and the fact that D ∈ EC gives
(1 + ε) 1|D| E0[e(D)]h(q˜ij − 1) ≥ (2 + o(1))(1 + ε)(ρC − 1)
2E0[e(D)]
|D|
≥ (2 + o(1))(1 + ε)(1− ε/2)
(
log
(
n |D|
r2
)
− bn
)
≥ 2(1 + ε/4)
(
log
(
n |D|
r2
)
− bn
)
≥ 2(1 + ε/4) log
(
n
|D|
|D|2
r2
1
log(n/r)
)
.
Then by Lemma 6, for every D ∈ EC , we have |D|/r ≥ (n/r)−o(1), and therefore
(1 + ε) 1|D| E0[e(D)]h(q˜ij − 1) ≥ 2(1 + ε/4) log
(
n
|D|
|D|2
r2
1
log(n/r)
)
≥ 2 log
(
n
|D|
)
+ 2 log
((
n
|D|
)ε/4( |D|2
r2
1
log(n/r)
)1+ε/4)
≥ 2 log
(
n
|D|
)
+ 2 log
((n
r
)ε/4−o(1)(1+ε/4))
︸ ︷︷ ︸
→∞≥ 2 log
(
n
|D|
)
.
Note that h(x− 1) is continuous and increasing on x ≥ 1. This means that, for large
enough n, there is a unique solution ζD ∈ (1,mini,j∈D q˜ij) such that
(1 + ε) 1|D| E0[e(D)]h(ζD − 1) = log
(
n
|D|
)
.
Moreover, it follows that θij(ζD pij) ≤ θij(q˜ij pij) = 2θij(ρC pij) for every i, j ∈ D
because ζD ∈ (1,mini,j∈D q˜ij).
We are left to show h(q˜ij − 1) ≥ (2 + o(1))(ρC − 1)2, which we do by considering
different cases depending on the asymptotic behavior of ρC (which is sufficient by
Remark 1).
Case 1 (ρC → 1): By definition of q˜ij ,
q˜ij − 1 = (ρC − 1)
(
1 + (1− pij)ρ
2
C
1− pij(2ρC − ρ2C)
)
 2(ρC − 1) .
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Then, using the above together with h(x− 1)  (x− 1)2/2 as x→ 1, we obtain
h (q˜ij − 1)  (q˜ij − 1)2 /2  2(ρC − 1)2 .
Case 2 (ρC → α ∈ (1,∞)): Using q˜ij  ρ2C , we obtain
h(q˜ij − 1)
(ρC − 1)2 
h(ρ2C − 1)
(ρC − 1)2 
ρ2C log(ρ2C)− ρ2C + 1
(ρC − 1)2
 1 + 2ρC
(
ρC log(ρC)− ρC + 1
)
(ρC − 1)2 ≥ 2 + o(1) .
Case 3 (ρC →∞): Using q˜ij  ρ2C and h(x− 1)  x log(x) as x→∞, we obtain
h(q˜ij − 1)
(ρC − 1)2 = (1 + o(1))
q˜ij log(q˜ij)
ρ2C
≥ (2 + o(1)) log(ρC)→∞ .
In particular, h(q˜ij − 1) ≥ 2(ρC − 1)2 when n is large enough.
5.6.3 Proof of Lemma 4
First note that (5) implies
h(ρC − 1) ≤ (1− ε) |D| log(n/|D|)E0[e(D)] ,
and Lemma 3 implies
h(ζD − 1) = 11 + ε
|D| log(n/|D|)
E0[e(D)]
.
Therefore,
h(ζD − 1)
h(ρC − 1) ≥
1
1− ε2 . (65)
To prove the lemma we consider three different cases depending on the asymptotic
behavior of ρC (any other case is handled as in Remark 1).
Case 1 (ρC → 1): From the proof of Lemma 3 we have ζD ∈
(
1,mini,j∈D q˜ij
)
, where
q˜ij  ρ2C → 1, and therefore ζD → 1. Then using h(x − 1)  (x − 1)2/2 as x → 1
together with (65), we obtain
(ζD − 1)2
(ρC − 1)2 
h(ζD − 1)
h(ρC − 1) ≥
1
1− ε2 .
Using this, we obtain
ρCh
(
ζD
ρC
− 1
)
 (ζD − ρC)
2
2ρC
= 12 (ζD − 1)
2
(
1− ρC − 1
ζD − 1
)2
≥ (1 + o(1))h(ζD − 1)(1−
√
1− ε2) = Ω(1)h(ζD − 1) .
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This result, together with Lemma 3, yields
1
|D| EC [e(D)]h
(
ζD
ρC
− 1
)
≥ Ω(1) 1|D| E0[e(D)]h (ζD − 1) ≥ Ω(1) log (n/|D|) .
Finally, by Lemma 6 it follows that r/|D| ≤ (n/r)o(1), and therefore
(1− ε) 1|D| EC [e(D)]h
(
ζD
ρC
− 1
)
− log
(
r
|D|
)
≥ Ω(1) log
(
n
|D|
)
− log
(
r
|D|
)
≥ (Ω(1)− o(1)) log(n
r
)
→∞ .
Case 2 (ρC → α ∈ (1,∞)): By (65) it clearly follows that ρC ≤ ζC . Also, h(x−1) is
convex and has derivative log(x). It follows that h(x−1)−h(ρC−1) ≤ (x−ρC) log(x)
for x ≥ ρC . Using this,
log(ζD)(ζD − ρC) ≥ h(ρC − 1)
(
h(ζD − 1)
h(ρC − 1) − 1
)
≥ h(ρC − 1)
(
1
1− ε2 − 1
)
.
In particular, this result implies that ζD is lower bounded away from ρC (i.e. ζD ≥
ρC + Ω(1)). Now, using that h(x) ≥ x2 log(x+ 1) we obtain
ρCh
(
ζD
ρC
− 1
)
≥ ρC2
(
ζD
ρC
− 1
)
log
(
ζD
ρC
)
≥ ζD − ρC2 (log(ζD)− log(ρC))
≥ Ω(1)ζD − ρC2 log(ζD) ≥ Ω(1)h(ρC − 1) ,
where the last step follows from the fact that ζD is lower bounded away from ρC . To
proceed similarly as in case 1, we need to relate h(ζD − 1) to h(ρC − 1). From the
proof of case 2 in Lemma 3 it follows that ζD ≤ q˜ij  ρ2C , and since ρC is bounded
away from 1 it follows that h(ρC − 1)/h(ζD − 1) ≥ Ω(1). Therefore we conclude that
ρCh
(
ζD
ρC
− 1
)
≥ Ω(1)h(ζD − 1) .
From this point onward the proof continues as in case 1.
Case 3 (ρC → ∞): We have ζD ≥ ρC → ∞ and h(x − 1)  x log(x) as x → ∞.
Therefore it follows by (65) that
1
1− ε2 ≤
h(ζD − 1)
h(ρC − 1) 
ζD log(ζD)
ρC log(ρC)
 ζD
ρC
(
1 + log(ζD/ρC)log(ρC)
)
.
Hence, ζD/ρC ≥ 1 + Ω(1). Further, using ζD ≤ q˜ij  ρ2C , we obtain
ρCh(ζD/ρC − 1)
h(ζD − 1) 
ζD log(ζD/ρC)− ζD + ρC
ζD log(ζD)
= log(ζD/ρC)log(ζD)
+ o(1) ≥ Ω(1) 1log(ζD) ≥ Ω(1)
1
log(ρC)
.
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Here it was crucial to use the fact that ζD/ρC is lower bounded away from 1. Finally,
by Lemma 6 we obtain log(r/|D|) ≤ o(log(n/r)/ log(ρC)), and therefore we get
(1− ε) 1|D| EC [e(D)]h
(
ζD
ρC
− 1
)
− log
(
r
|D|
)
≥ Ω(1) 1|D| E0[e(D)]
h(ζD − 1)
log(ρC)
− log
(
r
|D|
)
≥ Ω(1) log(n/|D|)log(ρC) − log
(
r
|D|
)
≥ (Ω(1)− o(1)) log(n/r)log(ρC) →∞ ,
where log(n/r)/ log(ρC)→∞ follows from Lemma 6.
5.6.4 Proof of Lemma 5
Define the function
fp(q) := Hp(q)− p h
(
q
p
− 1
)
= (q − p) + (1− q) log
(
1− q
1− p
)
.
Then the derivatives of fp(q) are given by
∂fp(q)
∂q
= log
(
1− p
1− q
)
,
∂2fp(q)
∂q2
= 11− q ,
∂3fp(q)
∂q3
= 1(1− q)2 .
Therefore, for 0 < p < q, a Taylor expansion of q around p shows that there exists
ξ ∈ [p, q] such that
fp(q) =
1
2(1− p) (q − p)
2 + 16(1− ξ)2 (q − p)
3 .
Now, we continue by considering two cases depending of the value of q/p.
Case 1 (q/p ≤ 5): Here we use that h(x − 1) ≥ (x − 1)2/4 for all 1 < x ≤ 5.
Therefore,
fp(q)
ph
(
q
p − 1
) ≤ 4p fp(q)(q − p)2
= 4p(q − p)2
[
(q − p)2
2(1− p) +
(q − p)3
6(1− ξ)2
]
= 2p1− p +
2
3
q − p
(1− ξ)2
≤ O(p) +O(q) ,
for some ξ ∈ [p, q].
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Case 2 (q/p > 5): Here we use that h(x− 1) ≥ (x− 1) for all x > 5. Therefore,
fp(q)
ph
(
q
p − 1
) ≤ fp(q)
q − p =
q − p
2(1− p) +
(q − p)2
6(1− ξ)2 ≤ O(p) +O(q) ,
for some ξ ∈ [p, q].
To complete the proof, note that fp(q) ≥ 0 and ph
(
q
p−1
) ≥ 0 for all 0 < p < q < 1.
Therefore, it follows that
0 ≤ fp(q)
ph
(
q
p − 1
) ≤ O(p+ q) .
5.7 Derivation of equation (15)
The choice of estimator in Section 2.3 is based on the equality from (15). In this section
we give a more detailed derivation of this equality. First, observe that
∑
i/∈D θi ≥∑
i∈D θi, which is ensured by Assumption 3. To see this, note that r
θmax
θmin
≤ r4/3 ∧√
n r ≤ n4/5. Hence, for n large enough,∑
i/∈D
θi −
∑
i∈D
θi = θmin
(
(n− r)− r θmax
θmin
)
≥ θmin
(
(1 + o(1))n− n4/5) > 0 .
Then, using that
∑
i/∈D θi ≥
∑
i∈D θi, we obtain
2
∑
i∈D θi =
∑
i∈V θi −
(∑
i/∈D θi −
∑
i∈D θi
)
(66)
=
√(∑
i∈V θi
)2
−
√(∑
i/∈D θi −
∑
i∈D θi
)2
=
√(∑
i∈V θi
)2
−
√(∑
i/∈D θi +
∑
i∈D θi
)2
− 4∑i∈D∑j /∈D θiθj
=
√
2E0[e(V )] +
∑
i∈V θ
2
i −
√
2E0[e(V )] +
∑
i∈V θ
2
i − 4E0[e(D,−D)] ,
Finally, plugging (66) into the definition of E0[e(D)], we obtain
E0[e(D)] =
1
2
(∑
i∈D θi
)2
− 12
∑
i∈D θ
2
i =
1
8
(
2
∑
i∈D θi
)2
− 12
∑
i∈D θ
2
i
=
(√
2E0[e(V )] +
∑
i∈V
θ2i −
√
2E0[e(V )] +
∑
i∈V
θ2i − 4E0[e(D,−D)]
)2
8 −
1
2
∑
i∈D
θ2i
=
(√
E0[e(V )] + 12
∑
i∈V
θ2i −
√
E0[e(V )] + 12
∑
i∈V
θ2i − 2E0[e(D,−D)]
)2
4 −
1
2
∑
i∈D
θ2i .
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