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Abstract
In this paper we continue our program of non-pertubative constructions of tensorial group
field theories (TGFT). We prove analyticity and Borel summability in a suitable domain
of the coupling constant of the simplest super-renormalizable TGFT which contains some
ultraviolet divergencies, namely the color-symmetric quartic melonic rank-four model with
Abelian U(1) gauge invariance, nicknamed U(1) − T 44 . We use a multiscale loop vertex
expansion. It is an extension of the loop vertex expansion (the basic constructive technique
for non-local theories) which is required for theories that involve non-trivial renormalization.
Contents
1 Introduction 2
2 The Field Theory 4
2.1 A rank 4 Abelian TGFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Power counting and melons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Counter-terms and Renormalization . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Hubbard-Stratonovic decomposition . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 BKAR Forest formula 9
4 Multi-scale Loop Vertex Expansion 9
4.1 Slicing intermediate field decomposition . . . . . . . . . . . . . . . . . . . . . . . 9
4.2 Two-level jungle expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
5 Bounds and convergence 13
5.1 The Grassmann integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
5.2 Bosonic integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
5.3 Bound of the Bosonic integral . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
5.4 Final Bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
6 Conclusion 20
7 Acknowledgments 20
1vincent.lahoche@th.u-psud.fr
1
ar
X
iv
:1
51
0.
05
05
1v
4 
 [h
ep
-th
]  
24
 Fe
b 2
01
9
1 Introduction
This paper is a sequel to [1], in which we started a constructive program for tensorial group field
theories (TGFT). Constructive field theory resums perturbative quantum field theory in order to
obtain a rigorous definition of quantities such as Schwinger functions for interacting models [30].
The Loop Vertex Expansion (LVE) is a constructive technique [38, 30, 31], improving on the
traditional constructive tools in order to treat more general models with non-local interactions
and/or on more general geometries. Following [32], it can be described as a reorganization of
the perturbative series, combining an intermediate field decomposition with replicas and a forest
formula. It allows to write the connected Schwinger functions as convergent sums indexed by
spanning trees rather than as divergent sums indexed by Feynman graphs. Indeed a connected
Schwinger function S is usually expanded in Feynman series as
S =
∑
G
AG , (1)
where AG is the Feynman amplitude associated to the graph G. However, even if each of these
amplitudes are ultra-violet convergent, the sum is generally badly divergent, because of the very
large number of graphs of large size, so that the perturbative expansion has a zero radius of
convergence in the coupling(s), hence ∑
G
|AG | =∞. (2)
The LVE allows to circumvent this difficulty. The first step is to consider for any pair made of
a connected graph G and of a spanning tree T ⊂ G in it, a universal non trivial weight w(G, T ),
which is the percentage of Hepp’s sectors of G in which T is leading, in the sense of Kruskal greedy
algorithm (see [32] for details). These weights, being by definition percentages, are normalized:∑
T ⊂G
w(G, T ) = 1. (3)
They allow to rewrite the Feynman expansion as a sum indexed by spanning trees:
S =
∑
G
AG =
∑
G
∑
T ⊂G
w(G, T )AG =
∑
T
AT , (4)
where:
AT :=
∑
G⊃T
w(G, T )AG . (5)
Since trees do not proliferate as fast as Feynman graphs, in good cases it can be shown that:∑
T
|AT | <∞ (6)
at least in a certain domain that we call the summability domain. Strictly speaking, such a pro-
gram can be achieved with standard Feynman graphs only for Fermionic theories, because of the
Pauli principle, since in that case amplitudes at same order combine into a determinant implying
nice compensations [37]. Such compensations do not occur at fixed order for Bosonic theories,
hence the sum (6) does not converge, even if it is repacked as a tree expansion. Fortunately
the loop vertex expansion overcomes this difficulty by working in another representation, called
intermediate field, or Hubbard-Stratonovic. This representation amounts to a clever exchange
of the roles of propagators and vertices. The program summarized by equations (5)-(6) then
works, but for the graphs of the intermediate field representation, and the corresponding sum (6)
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converges absolutely to the Borel sum of the initial expansion.
Group Field Theories (GFT), on the other hand, are a class of field theories defined on a group
manifold and characterized by a specific form of non-locality in their interactions, giving their
Feynman diagrams the structure of cellular complexes rather than graphs [2]. In some recent
works, such theories appear as promising models for quantum gravity. More precisely, GFTs can
be viewed either as a tentative to extend to higher dimensions the success of matrix models in
dimension two [3], or as a second quantization of loop quantum gravity states because spin foams
arise as Feynman diagrams of GFTs [12]. Tensorial Group Field Theories (TGFTs) are a new
class of GFTs, whose propagator is based on an inverse Laplacian [16] and for which interactions
are chosen to be invariant [15, 17, 19, 20, 21], in the precise sense of the U(N)⊗d invariance
of rank-d tensors of size N [5, 8, 9, 10]. This U(N)⊗d invariance provides a 1/N expansion. It
requires tensor indices to be contracted into pairs respecting position of the indices2. The same
scheme is used for TGFTs, the sums over indices being replaced by integrations over group vari-
ables. For TGFTs, it has been proved recently that this additional invariance allows to define a
locality principe, the traciality, useful for renormalization and for importing other classical field
theory tools, such as the functional renormalization group [28, 24, 25]. Renormalization and
phase transitions are at the core of the space-time emergence and geometrogenesis scenario [29].
Space-time emergence should correspond to a phase transition from a symmetric to a condensed
phase, similar to the Bose-Einstein condensation in physics of many-bodies systems. As recent
works seem to confirm, asymptotic freedom [17, 20, 22, 23] phase transitions [13, 14] and infrared
non-Gaussian fixed points [21, 24, 25, 26] are common features of TGFTs, and promising steps
in the long way towards understanding semi-classical space-time.
The loop vertex expansion (LVE) is a technique to treat constructively non local models
in the ordinary sense [31, 38]. It works well for Bosonic theories without renormalization. In
case of theories requiring renormalization, such as the model of this paper, a simple LVE is not
enough, and a multi-scale loop vertex expansion (MLVE) should be used, which expands larger
and larger orders of perturbation theory only when they contain higher and higher ultraviolet
scales [33]. At least in the simplest case of super-renormalizable models, it only requires to use
two successive forest formulas (or equivalently, a two-level jungle formula [36]) instead of just
one for the LVE [33, 34, 35].
This paper constructs non-perturbatively such a super-renormalizable Abelian TGFT with
quartic melonic interaction at rank 4. With the MLVE technique, we prove convergence, analyt-
icity and Borel summability theorems for the free energy and Schwinger functions of the model.
Interestingly, we highlight the role of the closure constraint, an additional invariance coming from
the GFTs, advocated as a necessary ingredient for the consistent interpretation of these models
as encoding simplicial geometry. This closure constraint reduces the intermediate matrix fields,
turning them into vector fields. At the technical level, this reduction considerably simplifies the
proofs.
The plan of the paper follows the standard one of papers on this subject [33, 35]. After
recalling briefly the model and its intermediate field representation in Section 2, we introduce
the standard multi-scale analysis to perform renormalization and subtract the single divergent
graph of the model. In section 3, we introduce the BKAR forest-formula, and perform the MLVE
in Section 4, which represent the connected functions of the theory as a two-level tree expansion
that we introduce itself. This expansion contain both Bosonic and Fermionic links, and will be
the first step of our proof of convergence. In Section 5, we prove the convergence theorem itself,
step by step, bounding separately the Bosonic and Fermionic integrations.
2This rule is the main imprvement over previous more singular tensor models [4].
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2 The Field Theory
2.1 A rank 4 Abelian TGFT
One considers the Tensorial Group Field Theory (TGFT) on the Abelian group manifold U(1)4,
defined, in Fourier components, by the generating functional:
Z[J, J¯ , λ] =
∫
dµC(T, T¯ )e
−Sint[T,T¯ ]+
∫
J¯T+
∫
T¯ J , (7)
with sources J~p and J¯~p and the notation
∫
J¯T :=
∑
~p∈Z4 J¯~pT~p ; the following definition for the
covariance ∫
dµC(T, T¯ )T¯~p′T~p = C~p,~p ′ = δ~p,~p ′
δ
(∑
i pi
)
~p2 +m2
(8)
where the Kronecker delta δ
(∑
i pi
)
implements the closure constraint [19, 17], and the action
Sint is given by:
Sint = λ
4∑
i=1
∑
{~pi}
W(i)~p1, ~p2,~p3,~p4T~p1 T¯~p2T~p3 T¯~p4 , (9)
where the symbols W(i) are products of Kronecker deltas:
W(i)~p1, ~p2,~p3,~p4 = δp1ip4iδp2ip3i
∏
j 6=i
δp1jp2jδp3jp4j . (10)
Each term involved in the action Sint, with tensor indices contracted following the scheme defined
by the products of Kronecker deltas given by (10) is called bubble, and can be pictured graphically
as a 4-colored bipartite regular graph, with black and white vertices corresponding respectively
to the fields T and T¯ , joining together 4 lines per vertex, corresponding to the Kronecker deltas.
As an example, the bubble with i = 1 is pictured in Figure (1).
1 1
2
3
4
Figure 1: Bipartite graph associated to the bubble i = 1.
Schwinger - or correlation - N -points functions can be defined by their Feynman expansion in
power of λ, indexed by Feynman graphs:
SN =
∑
{GN}
(−λ)V (GN )
s(GN ) AGN (11)
where {GN} is the set of graphs with N external lines, V (G) the number of vertices in G, s(G)
a symmetry factor, and AGN the Feynman amplitude. Any Feynman graph can be pictured
graphically following the rule that bubble interaction vertices are pictured as in Figure (1), and
Wick contractions are pictured by dotted lines joining two black and white vertices, both in the
same bubble or not. Figure 2 gives an example of such a Feynman graph. Attributing color 0
for the dotted lines, a Feynman graph is nothing but a bipartite regular 5-colored graph.
4
Figure 2: Example of Feynman graph with 2 external lines and 3 vertices
2.2 Power counting and melons
Power counting has been established for such field theories in recent works [19, 20], using standard
multi-scale analysis, and it has been proved that the divergent degree ω(G) for a Feynman graph
G is given by:
ω(G) = −2L(G) + F (G)−R(G). (12)
In this formula, L(G) and F (G) are respectively the number of lines and faces of the Feynman
graph G. We recall that a “face" is defined as a bicolored cycle containing the color 0, and R(G)
is the rank of the incidence matrix fe.
The leading order contributions come from the set of melonic graphs [5, 6, 7], whose definition
is recalled in [1], and for which it can be shown that [19]:
F (G)−R(G) = 2(L(G)− V (G) + 1), (13)
so that we find that the divergent degree writes as:
ω(G) = 2(1− V (G)) (14)
and the theory is super-renormalizable. ω is negative for V > 1. Moreover, One-vertex melonic
graphs have vanishing degree and diverge logarithmically. The two possible diagrams with one
vertex and two external legs are pictured in Figure (3)a and (3)b. But by direct inspection, it
can be shown that the graph of Figure 3b is finite, with divergent degree ω = −2 + 1− 1 = −2.
The melopole3 of Figure 3a however has a vanishing divergent degree: ω = −2 + 3 − 1 = 0,
so that it diverges logarithmically. Hence, the only divergent non-vacuum graphs in our model
requiring renormalization are melopoles4.
a b
c d
Figure 3: The two configurations for tadpole graphs and the two vacuum graphs with one vertex
3For our purpose, a melopole is a melonic tadpole
4The finiteness of the number of divergent graphs is a characteristic of super-renormalizable theories.
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For a vacuum amplitude, the melonic bound (13) is replaced by [19]:
F (G)−R(G) = 2(L(G)− V (G) + 1) + 1 (15)
where the +1 with respect to the non-vacuum case (13) can be understood as follows. From a
non-vacuum graph with 2N external lines, the closure of the graph generates 3N + 1 faces or
less. A moment of reflexion shows that R increases by N , so that the optimal variation of F −R
is equal to 2N + 1. At the same time, the number of internal lines increases by N , and the
number of vertices does not change, so that the variation of 2(L− V + 1) is equal to 2N . With
the constraint L(G) = 2V (G)−N(G)/2, the divergent degree becomes:
ω(G) = 3− 2V (G). (16)
the degree is again negative for V > 1, and the two possible configurations for V = 1 are pictured
in Figure (3)c and (3)d. A direct calculation shows that the contribution (3)d converges. Indeed,
there are 2 + 3 = 5 faces, 2 lines and R = 2, so that: ω = −2× 2 + (5− 2) = −1. The melonic
contribution (3)c however, with 2×3+1 = 7 faces is linearly divergent: ω = −2×2+(7−2) = 1,
and must be renormalized.
2.3 Counter-terms and Renormalization
Let us start with the non-vacuum case. Let AMi(p) the amplitude for a melopoleMi, of color
i. From Feynman rules, using a sharp momentum regularization on a discrete interval [−N,N ],
one finds:
AMi(p) = −2λ
∑
~q∈[−N,N ]4
δ
(∑4
j=1 qj
)
~q2 +m2
δpiqi ∼ ln(N), (17)
so that only the first term, AMi(0) of its Taylor expansion around p = 0 diverges and must be
subtracted. This subtraction can be systematically implemented with an appropriate ordering
of the fields in the interaction Sint, called melordering [18], and consisting, for each melonic
interaction bubble, in the subtraction of all the contractions over the meloforest of the corre-
sponding vacuum melopole. These contractions appear as mass counter-terms in the partially
renormalized classical action SPRint , defined as:
SPRint [T¯ , T ] = λ
4∑
i=1
Trbi [T¯ , T ] + 4δm
2
∫
T¯ T, (18)
where Trbi [T¯ , T ] is a shorthand notation for the melonic interaction labeled by i and:
δm2 := AMi(0) = −2λ
∑
~q∈[−N,N ]4
δ
(∑4
j=1 qj
)
~q2 +m2
δ0qi , (19)
so that all the non-vacuum amplitudes generated by the non-vacuum renormalized generating
functional, ∫
dµC [T¯ , T ]e
−SPRint [T¯ ,T ]+〈J¯ ,T 〉+〈T¯ ,J〉, (20)
are finite. Taking into account the vacuum divergences requires additional counter-terms, sub-
tracting divergent graphs. From the conclusions of the previous section, the vacuum melon
graphs of the type of Figure (3)c must be subtracted with the counter-term (one for each bubble
bi):
CT 1v = λ
∑
~q1∈[−N,N ]4
∑
~q2∈[−N,N ]4
δ
(∑
j q1j
)
~q21 +m
2
δ
(∑
j q2j
)
~q22 +m
2
δq11q21 . (21)
6
The index 1 signals the fact that an additional counter-term is necessary to make the vacuum
contributions finite. Indeed, the mass counter-term introduced previously generates a divergent
vacuum graph, and must be renormalized, with corresponding counter-term :
CT 2v = −2λ
∑
~q1∈[−N,N ]4
∑
~q2∈[−N,N ]4
δ
(∑
j q1j
)
~q21 +m
2
δ
(∑
j q1j
)
~q22 +m
2
δ0q22 . (22)
Taking into account all these counter-terms, the completely renormalized classical action
SRint[T¯ , T ] = λ
4∑
i=1
Trbi [T¯ , T ] + 4δm
2
∫
T¯ T − 4CT 1v − 4CT 2v
subtracts all the divergences of the original model, and all the amplitudes generated by the
completely renormalized generating functional
Zren[J¯ , J ] := e4CT 1v+4CT 2v
∫
dµC [T¯ , T ]e
−λ∑4i=1 Trbi [T¯ ,T ]−4δm2 ∫ T¯ T+〈J¯ ,T 〉+〈T¯ ,J〉 (23)
are finite. For the rest, we left the subscript "ren", but keep in mind that we deal with the
renormalized generating functional.
2.4 Hubbard-Stratonovic decomposition
Hubbard-Stratonovic (or intermediate field) decomposition is the first ingredient of the Loop
Vertex Expansion. The action (9) with mass counter-term can be written as:
SPRint = λ
4∑
i=1
∑
{~pi}
W(i)~p1, ~p2,~p3,~p4T~p1 T¯~p2T~p3 T¯~p4 + 4δm2
∑
~p
T¯~pT~p. (24)
Hence, defining the three Hermitian matrices Mi with elements
Mimn :=
∑
{~p1,~p2}
∏
j 6=i
δp1jp2jδp1inδp2imT~p1 T¯~p2 , (25)
the renormalized action (24) can be rewritten as :
SPRint = λ
4∑
i=1
[
tr(Mi)2 +
1
λ
δm2tr(Mi)
]
(26)
= λ
4∑
i=1
tr
[
Mi +
δm2
2λ
]2
− (2N + 1)(δm
2)2
λ
(27)
where “tr" means the trace over indices of the matrices Mi. The last term can be added to the
vacuum counter-terms, so that finally the partially renormalized classical action becomes:
SRint = λ
4∑
i=1
tr
[
Mi +
δm2
2λ
]2
−
[
(2N + 1)
(δm2)2
λ
+ CT 1v + CT
2
v
]
. (28)
The needed mass counter-term can then be absorbed in a global translation of the quartic
interaction. The intermediate field decomposition arises as an application of the well known
properties of the Gaussian integration to the partition function (7). Denoting
X := 4
[
(2N + 1)
(δm2)2
4λ
+ CT 1v + CT
2
v
]
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one finds:
Z[J, J¯ , λ] = eX
∫
dνI(σ)e
−Tr ln(1−i√2λCΣ)+i∑4j=1√2λδ¯m2tr[σj ]−J¯RJ (29)
where the integration over T¯ , T have been performed, R := (1 − i√2λCΣ)−1C is the resolvent
matrix, dνI(σ) is the normalized Gaussian integration over the σi (I designates the covariance),
δ¯m2 := δm2/2λ, and:
Σ :=
4∑
i=1
⊗i−1j=1I⊗ σi ⊗4i+1 I. (30)
The additional term i
∑4
j=1
√
2λδ¯m2tr[σi] in (29) exactly compensates the divergences of the
term of order
√
λ coming from the perturbative expansion of the logarithm. As a result, the
partition function (29) can be rewritten as:
Z[J, J¯ , λ] = eX
∫
dνI(σ)e
−Tr ln2(1−i
√
2λCΣ)+i
∑4
j=1
√
2λ
∑
pi
A(pi)σi,pipi−J¯RJ (31)
with ln2(1− x) := x+ ln(1− x) = O(x2) and:∑
i
∑
pi
A(pi)σi,pipi := Tr(CΣ) + δ¯m
2
∑
i
tr(σi). (32)
Note that −2λA(pi) is nothing but the renormalized amplitude AMi(pi) for the melopole Mi.
As a result:
λ
4∑
i=1
∑
pi∈[−N,N ]
A2(pi) = X. (33)
As already explained in [1], due to the closure constraint, only the diagonal part τi(pi) := (σi)pipi
of the matrix σi contributes, so that (29) writes as
Z[J, J¯ , λ] = eX
∫
dνI(τ)e
−∑~p∈P ln2(1−i√2λC0(~p)Γ(~p))−i√2λ∑4j=1∑pj∈P A(pj)τj(pj) (34)
× e−
∑
~p∈P J¯(~p)(1−i
√
2λC0(~p))Γ(~p))−1C0(~p)J(~p),
where C0(~p) := (~p2 +m2)−1, P := {~p ∈ Z4|
∑
i pi = 0}, Γ(~p) :=
∑
i τi, and dνI(τ) is the Gaussian
measure of the three vector fields, defined as:∫
dνI(τ)τi(p)τj(p
′) := δijδpp′ . (35)
Interestingly, the definition (34) can be further simplified. Indeed, because of equality (33),
4∑
i=1
∑
pi
1
2
τ2i (pi)− i
√
2λ
4∑
j=1
∑
pi∈P
A(pi)τi(pi)−X = 1
2
4∑
i=1
∑
pi
(
τi(pi)− i
√
2λA(pi)
)2
, (36)
the Gaussian measure for the intermediate field can be translated. Taking into account this
translation, the partition function (34) becomes:
Z[J, J¯ , λ] =
∫
dνI(τ)e
−∑~p∈P ln2(1−i√2λC0(~p)Γ(~p)+2λD(~p)) (37)
× e−
∑
~p∈P J¯(~p)(1−i
√
2λC0(~p))Γ(~p)+2λD(~p))−1C0(~p)J(~p), (38)
with the definition:
D(~p) := C0(~p)
∑
i
A(pi). (39)
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3 BKAR Forest formula
The BKAR (Brydges–Kennedy–Abdesselam–Rivasseau) forest interpolation formula [36], nick-
named the “constructive swiss knife", is the heart of the LVE. A forest formula expands a quantity
defined on n points in terms of forests built on these points, and is a multi-variable Taylor ex-
pansion with integral remainder. There are in fact many forest formulas, but the BKAR formula
seems to be the only one which is both symmetric under permutation of the n points and positive
[31].
Let [1, · · · , n] be a finit set of points. An edge l between two elements i, j ∈ [1, · · · , n] is a
couple (i, j) for 1 ≤ i < j ≤ n, and the set of such edges can be identified with the set of lines
of Kn, the complete graph with n vertices. Consider the vector space Sn of n × n symmetric
matrices, whose dimension is n(n + 1)/2 and the compact and convex subset PSn of positive
symmetric matrices whose diagonal coefficients are all equal to 1, and off-diagonal elements are
between 0 and 1. Any X ∈ PSn can be parametrized by n(n − 1)/2 elements Xl, where l run
over the edges of the complete graph Kn [31]. Let us consider a smooth function f defined in the
interior of PSn with continuous extensions to PSn itself. The BKAR forest formula state that:
Theorem 1 (The BKAR forest formula)
f(1) =
∑
F
∫
dwF∂Ff [XF (wF )] (40)
where 1 is the matrix with all entries equal to 1, and:
• The sum is over the forests F over n labeled vertices, including the empty forest.
• The integration over dwF means integration from 0 to 1 over one parameter for each edge of
the forest. Note that there are no integration for the empty forest since by convention an empty
product is 1.
• ∂F :=
∏
l∈F ∂l means a product of partial derivatives with respect to the variables Xl associated
to the edge l of F .
• The matrix XF (wF ) ∈ PSn is such that XFii (wF ) = 1∀i, and for i 6= j XFij (wF ) is the infimum
of the wl variables for l in the unique path from i to j in F . If no such path exists, by definition
XFij (wF ) = 0.
4 Multi-scale Loop Vertex Expansion
4.1 Slicing intermediate field decomposition
The regularization adopted in the previous part, in the cubic domain [−N,N ]4 is not the most
natural with respect to the rotational invariance of the Laplacian. A more natural choice, taking
into account this invariance, is the restriction: 0 ≤ ~p2 ≤ N2. We will adopt such a cut-off for
the rest of this paper. In addition, we will proceed to a slicing, in order to make multi-scale
analysis. To this end, we introduce an integer M > 1, the ratio of a geometric progression M j
so that the upper j = jmax verifies: M jmax = N , and the notation χ≤x(y) := θ(x − y), with θ
the Heaviside step function. Then, we define the following functions on `2(Z4), implementing
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closure constraint:
χ≤1 := θ(M2 − ~p2)δ
( 4∑
i=1
pi
)
(41)
χ≤j := θ(M2j − ~p2)δ
( 4∑
i=1
pi
)
j ≥ 2 (42)
χj := χ≤j − χ≤j−1 j ≥ 2, (43)
where χi defines the i-th slice. With the definition
U(~τ) := i
√
2λC0(~p)Γ(~p) + 2λD(~p) (44)
where ~τ = (τ1, τ2, τ3, τ4); the interaction with cut-off M j writes
V≤j := Tr ln2(1− U≤j) = Tr[χ≤j ln2(1− U)] (45)
U≤j := i
√
2λC0(~p)Γ(~p)χ≤j + 2λD(~p)χ≤j , (46)
and the interaction in the slice j is defined as the difference:
Vj := V≤j − V≤j−1 (47)
so that the sum over scale is equal to the original interaction with cut-off N :
jmax∑
j=0
Vj = V, (48)
and the partition function (37) can be written as
Z[J, J¯ , λ] =
∫
dνI(τ)
jmax∏
j=0
e−Vj . (49)
From the definitions (45) and (47), we deduce the explicit expression for Vj :
Vj := Tr[χj ln2(1− U)] = Tr ln2(1− Uj) (50)
with the definition:
Uj := i
√
2λC0(~p)Γ(~p)χj + 2λD(~p)χj . (51)
4.2 Two-level jungle expansion
As explained briefly in the introduction, the two-level jungle expansion which combine two suc-
cessive forest-formulas play the same central role for the MLVE than the BKAR forest formula
with respect to standard Loop-Vertex Expansion.
To begin, we define
Wj(~τ) := e
−Vj(~τ) − 1 (52)
and rewrite the product over scales in (49) as a Grassmann integration:
Z[J, J¯ , λ] =
∫
dνI(τ)
jmax∏
j=0
dµ(η¯j , ηj)e
−∑j η¯jWj(~τ)ηj . (53)
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Let S := [0, jmax] be the integer set of scales, and IS the |S| × |S| identity matrix, which is the
covariance of the Grassmann integration measure. Hence, the previous decomposition can be
rewritten as:
Z[J, J¯ , λ] =
∫
dνI(τ)dµIS (η¯, η)e
−W =
∞∑
n=0
1
n!
∫
dνI(τ)dµIS (η¯, η)(−W )n (54)
where W :=
∑
j η¯jWj(~τ)ηj , and η, η¯ denote all the Grassmann variables collectively. The first
step is to introduce a replica trick for the Bosonic intermediate fields. We duplicate the inter-
mediate field into copies, so that:
(−W (τ))n →
n∏
m=1
(−Wm(τm)) (55)
and in the same time replace the covariance I by 1n, the n × n matrix with all entries equals
to 1, so that our measure writes as dν1(τm). Exchanging sum and Gaussian integration, (54)
becomes:
Z[J, J¯ , λ] =
∞∑
n=0
1
n!
∫
dν1n(τm)dµIS (η¯, η)
n∏
m=1
(−Wm(τm)). (56)
The obstacle to factorize this integral over vertices lies now in the Bosonic degenerate blocks 1n
and the fermionic fields, which couple the vertices Wm. Following the method exposed in [33],
solving this difficulty requires two successive forest formula. The first one concerns the Bosonic
fields. Introducing the coupling parameters xmp, so that xmp = xpm, xpp = 1 between the vertex
vector replicas, equation (56) can be rewritten, as:
Z[J, J¯ , λ] =
∞∑
n=0
1
n!
[
e
1
2
∑n
a,b=1 xab
∑4
i=1
∂
∂τa
i
∂
∂τb
i
+
∑jmax
j=0
∂
∂η¯j
∂
∂ηj
n∏
m=1
(
−
∑
j
η¯jWj(~τm)ηj
)]
~τ,η¯,η=0
xab=1
(57)
where as in [33] we use the derivative formula equivalent to Gaussian integration. Applying the
BKAR forest formula for the variables xab, it follows:
Z[J, J¯ , λ] =
∞∑
n=0
1
n!
∑
Bn
∫ 1
0
( ∏
l∈Bn
dwl
)[
e
1
2
∑n
a,b=1 Xab(wl)
∑4
i=1
∂
∂τa
i
∂
∂τb
i
+
∑jmax
j=0
∂
∂η¯j
∂
∂ηj
×
∏
l∈Bn
(
∂2
∂τis(l)∂τit(l)
) n∏
m=1
(
−
∑
j
η¯jWj(~τm)ηj
)]
~τ,η¯,η=0
(58)
where Bn denotes a Bosonic forest with n vertices, and where the positive symmetric matrices
Xab are defined in Theorem 1 of the companion paper [1]. The forest Bn partitions the set of
vertices into blocks, corresponding to its connected components, which are trees, and that we
denote by V. Obviously, each vertex belongs to a unique Bosonic block. Contracting every
Bosonic block into an “effective vertex", we obtain a graph which we denote by {1, ..., n}/Bn.
The last forest formula concerns Fermionic fields. We introduce replica Fermionic fields ηVj for
the effective vertices of {1, ..., n}/Bn, and replica coupling parameters yVV′ . Applying the forest
formula to these variables, and denoting by F the generic Fermionic forest connecting blocks,
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and V(lf ),V′(lf ) the end blocks of the Fermionic lines in lf ∈ F , we find:
Z[J, J¯ , λ] =
∞∑
n=0
1
n!
∑
Bn
∑
F
∫ 1
0
∏
l∈Bn
dwl
∏
lf∈F
dwlf
×
[
e
1
2
∑n
a,b=1Xab(wl)
∑4
i=1
∂
∂τa
i
∂
∂τb
i
+
∑
V,V′ YVV′ (wlf )
∑jmax
j=0
∂
∂η¯V
j
∂
∂ηV
′
j
×
∏
l∈Bn
(
∂2
∂τis(l)∂τit(l)
) ∏
lf∈F
( jmax∑
j=0
( ∂
∂η¯
V(lf )
j
∂
∂η
V′(lf )
j
+
∂
∂η¯
V′(lf )
j
∂
∂η
V(lf )
j
))
×
∏
V
∏
m∈V
(
−
∑
j
η¯Vj Wj(~τm)η
V
j
)]
~τ,η¯,η=0
. (59)
Note that the Fermionic lines are oriented. Expanding the sums over j, using the basic properties
of the derivations for Bosonic and Fermionic fields, and expanding explicitly each sum over pairs of
internal vertices in blocks V in order to reveal the detailed Fermionic edges `f between vertices in
the end blocks of a given Fermionic line lf joining together these two blocks; we obtain, following
[33] the two-level jungle formula:
Z[J, J¯ , λ] =
∞∑
n=0
1
n!
∑
J
[ n∏
k=1
jmax∑
jk=0
] ∫
dwJ
∫
dνJ ∂J
[∏
V
∏
m∈V
Wjm(~τm)η¯
V
jmη
V
jm
]
where
• The sum over J runs over all two-level jungles, hence over all oriented pairs J = (Bn,FF ) of
two disjoint forests on the set {1, ..., n}, such that J¯ = Bn ∪ FF is still a forest on {1, ..., n}.
The Bn and FF are called Bosonic and fermionic components of J . Note that the lines of J are
partitioned into Bosonic and Fermionic lines.
• ∫ dwJ means integration from 0 to 1 over parameters wJ , one for each line in J¯ , coming from
forest formula.
•
∂J =
∏
l∈Bn
(
∂2
∂τis(l)∂τit(l)
) ∏
`f∈FF
δjs(`f )jt(`f )
(
∂
∂η¯
V(s(`f ))
js(`f )
∂
∂η
V(t(`f ))
jt(`f )
+
∂
∂η¯
V(t(`f ))
jt(`f )
∂
∂η
V(s(`f ))
js(`f )
)
(60)
where V(m) denotes the Bosonic blocks to which m belongs.
• The measure dνJ , mixing Bosonic and Fermionic integrations is defined as, for some F :∫
dνJF := e
1
2
∑n
a,b=1 Xab(wl)
∑4
i=1
∂
∂τa
i
∂
∂τb
i
+
∑
V,V′ YVV′ (wlf )
∑
m∈V,m′∈V δjmjm′
∂
∂η¯V
jm
∂
∂ηV
′
jm′ F
∣∣∣∣
~τ,η¯,η=0
(61)
Since the slice assignments, the fields, the measure and the integrand are now factorized over
the connected components of J¯ , the logarithm of Z is easily computed as the restriction of the
previous sum (60) to the two-level spanning trees (the connected component of the two-level
forests):
lnZ[J, J¯ , λ] =
∞∑
n=1
1
n!
∑
J tree
[ n∏
k=1
jmax∑
jk=0
] ∫
dwJ
∫
dνJ ∂J
[∏
V
∏
m∈V
Wjm(~τm)η¯
V
jmη
V
jm
]
. (62)
The rest of this paper is devoted to the proof of the following Theorem
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Theorem 2 Let λ = ρeiφ, φ ∈ (−pi, pi). For ρ small enough, the series (62) is absolutely and
uniformly convergent in jmax, for g in the small open cardioid domain defined by |λ| ≤ ρ cos(φ/2).
The ultra-violet limit ln(Z) = limjmax→∞ ln(Z[λ, jmax]) is therefore well-defined and analytic in
that cardioid domain, and is the Borel sum of its perturbative expansion in powers of λ.
5 Bounds and convergence
5.1 The Grassmann integrals
The sum (62) splits into Grassmann and Bosonic integrals, and we start with the first. As ex-
plained in [33], due to the standard properties of Grassmann integration, the Gaussian integration
over these variables can be written as:∏
V
∏
m∈V
(
∂
∂η¯Vjm
∂
∂ηVjm
)
e
∑
V,V′ YVV′ (wlf )
∑
m∈V,m′∈V δjmjm′ η¯
V
jm
ηV
′
jm′
×
∏
`f∈FF
δjs(`f )jt(`f )
(
η¯
V(s(`f ))
js(`f )
η
V(t(`f ))
jt(`f )
+ η¯
V(t(`f ))
jt(`f )
η
V(s(`f ))
js(`f )
)∣∣∣∣
η¯,η=0
. (63)
Denoting Ymm′ := YV(m)V(m′)δjmjm′ , and taking into account that this matrix is symmetric, the
previous Gaussian integral turns to the more familiar form:∫ ∏
V
∏
m∈V
dη¯Vjmdη
V
jme
−∑nm,m′ η¯V(m)jm Ymm′ηV(m′)jm ∏
`f∈FF
δjs(`f )jt(`f )
(
η¯
V(s(`f ))
js(`f )
η
V(t(`f ))
jt(`f )
+η¯
V(t(`f ))
jt(`f )
η
V(s(`f ))
js(`f )
)
.
(64)
Defining:
Yp1,...,pkm1,...,mk :=
∫ ∏
V
∏
m∈V
dη¯Vjmdη
V
jme
−∑m,m′ η¯V(m)jm Ymm′ηV(m′)jm′ k∏
r=1
ηV(r)mr η¯
V(r)
pr , (65)
and taking into account what the authors of [33] have called the hard core constraint inside each
blocks, meaning that the integral (64) vanishes if two vertices belong to the same Bosonic block
V with the same scale attribution, they write (64) as:(∏
V
∏
m,m′∈V
m6=m′
(1− δjmjm′ )
)( ∏
`f∈FF
δjs(`f )jt(`f )
)(
Yp1,...,pkm1,...,mk +Y
m1,...,pk
p1,...,mk
+ · · ·+Ym1,...,mkp1,...,pk
)
(66)
where the sum runs over the 2k ways to exchange the upper and lower indices, and k := |FF | is
the cardinal of the Fermionic forest, and the first product implements the hard core constraint.
For our purpose, the following result, for which a proof can be found in [33], is relevant to achieve
the fermionic bound:
Lemma 1 Due to the positivity of the covariance Y, for any {mi} and {pi} the minor Yp1,...,pkm1,...,mk
defined in (65) satisfies:
|Yp1,...,pkm1,...,mk | ≤ 1. (67)
5.2 Bosonic integrals
We now move on to the problem of the Bosonic integrals, whose bound is more subtle than
the Fermionic one. From formula (62), Bosonic integration factorizes over each blocks V. As a
result, we can only consider and bound one of these block contributions. Let us consider such a
block V. It involves the Gaussian integration:∫
dνVFV(~τ) = e
1
2
∑
a,b∈BXab(wl)
∑4
i=1
∂
∂τi,a
∂
∂τi,b FV(~τ)
∣∣
~τ=0
(68)
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with FV(~τ) defined as:
FV(~τ) =
∏
l∈V
(
∂2
∂τi,s(l)∂τi,t(l)
) ∏
m∈V
Wjm(~τm) , (69)
where, as from the beginning, the sums over the momenta being implied. The derivatives ∂/∂τ
can be evaluated from the famous Faà di Bruno formula, extending the standard derivation rule
for composed functions, and easily proved by induction:
∂qxf(g(x)) =
∑
pi
f |pi|(g(x))
∏
B∈pi
g|B|(x), (70)
where pi runs over the partitions of the set {1, ..., q} and B runs through the blocks of the partition
pi. With this helpful result, and from the definitions (50) and (52), we have:
∂τi(−Vj) = −i
√
2λ
∑
~p∈Pi
C0(~p)χj(1−Rj(~p)) = i
√
2λ
∑
~p∈P⊥i
C0(~p)χjUjRj(~p), (71)
where P⊥i is the subset of P where the component pi is frozen, and equals to the external
momentum. This formula can be easily extended for a derivative of degree k > 0 as:
k∏
l=1
∂τi(l)(−Vj) = (i
√
2λ)k(k − 1)!
 ∑
~p∈Pj,⊥{k}
Ck0 (~p)R
k
j
 (72)
where Pj,⊥{k} is the intersection of the support of the distribution χj on the slice j with the
gauge invariant subset P⊥{k}, frozen each of the external momenta to their external values, and
setting all the external momenta with the same color equals together. Moreover:
Rj :=
1
1− Uj . (73)
The k-th derivative of Wj can be deduced from Faà di Bruno formula. For k > 0:
k∏
l=1
∂τi(l)(−Wj) = e−Vj
∑
{ml}∑
l≥1 lml=k
k!∏
l≥1ml!(l!)ml
∏
l≥1
[∂lτ (−Vj)]ml , (74)
where the compact notation
∏
l≥1[∂
l
τ (−Vj)]ml means partitions of size ml of the original product∏k
l=1 ∂τi(l) . In (69), we can rewrite the product as a product over the arcs of the vertices:
FV(~τ) =
∏
m∈V
c(m)∏
k=1
∂
∂τi(k),a(m)
Wjm(~τm). (75)
where c(m) is the coordination number of the vertex m, equal to the number of half lines of the
intermediate-fields hooked to this vertex. Then, the Bosonic integral (68) becomes:∫
dνV
[ ∏
m∈V
e−Vj (i
√
2λ)c(m)
∑
{x(m)l }∑
l≥1 lx
(m)
l =c(m)
c(m)!∏
l≥1 x
(m)
l !l
x
(m)
l
∏
l≥1
[∂lτ (−Vj)]xl(m)
]
, (76)
where, once again we used of the compact notation
∏
l≥1[∂
l
τ (−Vj)]xl(m), the bar meaning we
extracted the factor (i
√
2λ)l×x
(m)
l . Note that in this formula the sums over momenta along the
intermediate field edges is implicit as well. In order to bound the resolvant insertions, we have
the following helpful lemma (see [35])
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Lemma 2 Because C0 and Γ are real, and D(~p) is positive, for ρ small enough Rjm obeys the
following bounds:
|Rj | ≤ 2 cos−1
(
φ
2
)
, (77)
with φ := arg(λ) ∈]− pi, pi].
Then, using the constraint:
∑
m c(m) = 2(|V| − 1), with |V| the number of vertices of V, (76)
admits the bound:∣∣ ∫ dνVFV(~τ)∣∣ ≤∣∣∣∣ 8λcos2(φ/2)
∣∣∣∣|V|−1 ∫ dνV[ ∏
m∈V
e−Vjm (~τm)
∑
{x(m)l }∑
l≥1 lx
(m)
l =c(m)
c(m)!∏
l≥1 x
(m)
l !l
x
(m)
l
∏
l≥1
|∂lτ (−Vj)|xl(m)R=I
]
, (78)
the notation R = I meaning that all the resolvant are setting equal to the identity operator.
Moreover, note that Ujm involves intermediate fields. Then, defining:
GV :=
∏
m∈V
∑
{x(m)l }∑
l≥1 lx
(m)
l =c(m)
c(m)!∏
l≥1 x
(m)
l !l
x
(m)
l
∏
l≥1
|∂lτ (−Vj)|xl(m)R=I , (79)
and since the Gaussian measure dνV is positive, we can use the Cauchy-Schwarz inequality to
get: ∫
dνV
∏
m∈V
e−Vjm (~τm)GV ≤
(∫
dνV
∏
m∈V
∣∣e−2Vjm (~τm)∣∣)1/2(∫ dνV|GV|2)1/2. (80)
We shall treat separately each term, calling the first term the non-perturbative factor, and the
second the perturbative factor, following the conventions of [33]. Note that in our derivation of
the bound (80), we have not considered the special case for which the tree has one vertex only.
This particular contribution involves melonic vacuum diagrams, discarded by construction with
their corresponding counter-terms, and non-melonic vacuum diagrams. Because these diagrams
are convergent, these contributions can be easily bounded, and they do not spoil the conclusion5.
5.3 Bound of the Bosonic integral
We begin with the first term, the non perturbative contribution:
B1 :=
∫
dνV
∏
m∈V
∣∣∣∣e−2Vjm (~τm)∣∣∣∣. (81)
Firstly, note that:
∣∣e−2Vjm (~τm)∣∣ ≤ e2|Vjm (~τm)|. Secondly, because of the identity:
ln2(1− x) =
∫ 1
0
dt
tx2
1− tx, (82)
we have, from Lemma (2):
|Vj | ≤ 2
cos(φ/2)
∣∣∣∣∑
~p
Uj(~p)
∣∣∣∣2 ≤ 2cos(φ/2) ∑
~p
|Uj(~p)|2 (83)
5This can be easily proved rigorously with integration by part with respect to the intermediate field, following
a standard strategy exposed for instance in [33].
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and we get:
B1 ≤
∫
dνV
∏
m∈V
exp
(
4
cos(φ/2)
∑
~p
|Ujm(~p )|2
)
. (84)
Using Definition (37),∑
~p
|Uj(~p)|2 = 2|λ|
[
C20 (~p)Γ
2(~p) + 2|λ|D2(~p) + 2
√
2|λ|C0(~p)D(~p)Γ(~p)
]
. (85)
From Definition (39) ofD(~p), and because the renormalized function A(p) behaves as ln(p2+m2),
D2(~p) ≤ O(1). Similarly, ∑~p δp1pC0(~p)D(~p) ≤ O(1). For λ small enough, we deduce that:∑
~p
|Uj(~p)|2 ≤ 2λ
[O(1) + ∑
~p∈Pj
C20 (~p)Γ
2(~p)
]
. (86)
Now, note that C20 (~p)χj(~p) ≤ O(1)M−4jχj(~p), therefore:∑
~p
C20 (~p)χj(~p)Γ
2(~p) =
∑
i,j
∑
pi,pj
L(pi, pj)τim(pi)τjm(pj) , (87)
with the definition:
L(p1, p2) := O(1)M−4j
∑
p3,p4
χj(~p)δ(p1 + p2 + p3 + p4) . (88)
As a result: ∑
~p
|Ujm(~p)|2 ≤ 2λ sup
(O(1))[1 +∑
i,j
∑
pi,pj
L(pi, pj)τim(pi)τjm(pj)
]
(89)
where the notation sup
(O(1)) stands for the highest of the numerical constants involved in the
first bound. The term of degree 2 in τ gives an effective variance X−1V δpi,pj−
∣∣∣∣ 16λcos(φ/2) ∣∣∣∣IVL(pi, pj),
whereXV is the covariance of the Gaussian measure and IV is the identity matrix in replica space.
The Gaussian integration can be computed, and gives (taking into account the normalization of
original Gaussian measure):
B1 ≤ eO(1)
∣∣ 8λ|V|
cos(φ/2)
∣∣ × det [1− ∣∣∣∣ 16λcos(φ/2)
∣∣∣∣L⊗XV]−1/2 , (90)
where 1 denote the identity matrix in the whole space on which the determinant is computed.
The determinant can be computed in terms of traces with the formula det(1−X) = eTr ln(1−X).
Denoting:
X =
∣∣∣∣ 16λcos(φ/2)
∣∣∣∣L⊗XV, (91)
we have:
Tr(X) = O(1)M−j
∣∣∣∣ 64λcos(φ/2)
∣∣∣∣|V| ≤ O(1)∑
j
M−j
∣∣∣∣ 64λcos(φ/2)
∣∣∣∣|V| ≤ O(1)∣∣∣∣ 64λcos(φ/2)
∣∣∣∣|V|, (92)
and, for the norm of X:
||X|| ≤
∣∣∣∣ 64λcos(φ/2)
∣∣∣∣. (93)
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where in both cases we used the fact that all diagonal entries of XV are equal to 1. Finally, using
the Taylor expansion − ln(1−X) = ∑n≥1Xn/n, the two previous bounds imply:
−Tr ln(1−X) =
∑
n≥1
Tr(Xn)
n
≤ Tr(X)
∑
n≥2
||X||n
n
≤ |V| ×
∑
n≥1
∣∣∣∣ 64λcos(φ/2)
∣∣∣∣n (94)
and for λ small enough, we find:
B1 ≤ eO(1)
∣∣ 2λ
cos(φ/2)
∣∣|V|
. (95)
We now move on to the perturbative bound:
B2 :=
(∫
dνV|GV|2
)1/2
. (96)
For l > 1 we have: ∑
~p∈Pj
C l0(~p) ≤
∑
~p∈Pj
C20 (~p) ≤
1
M4(j−1)
∑
~p∈Pj
1. (97)
The last sum can be bounded by the integral over the volume of the intersection between the
plane of R4 of equation
∑4
i=1 pi = 0 and the volume in between the hyper-spheres of equations
~p2 = M2(j−1) and ~p2 = M2j . This volume corresponds to the volume between the two spheres
of R3 of radius M j and M j−1, times a factor 1/2 coming from the normalization of Kronecker
delta: ∑
~p∈Pj
1 ≤ 1
2
× (Vj − Vj−1) ≤ 2
3
piM3j (98)
and for the worst case: ∑
~p∈Pj
C l0(~p) ≤
2
3
piM4M−j . (99)
The Gaussian integrals can be computed more easily by reversing the field translation (36).
Because, obviously: |e−i
√
2λ
∑4
j=1
∑
pj∈P A(pj)τj(pj)| ≤ 1, we can treat the integral for the back-
translated intermediate fields with the simple replacement: C0(~p)Ujm(~p)→ i
√
2λC0(~p)χjmΓm(~p),
and an additional factor e−4Tr(XB)
∑
p A
2(p)χj ≤ 1. In the worst case, the Gaussian integration is
bounded by the following one:
HV :=
∫
dνV
∏
m∈V
( ∑
~pα1∈Pjm
C20 (~p)Γm(~p)
)km
. (100)
Such an integral can be pictured as a graph with |V| vertices, labeled by m, each of them
having km half colored intermediate field lines hooked to them. By Wick theorem, the Gaussian
integration joins together half lines between the vertices. In the worst case the graph has no
loop, and because ||XB|| ≤ 1, it follows that the Gaussian integration (100) is bounded by:
|HV| ≤ 4
∑
m km
∏
m∈V
(
2
3
piM4M−jm
)km
×
( ∑
m∈V
km
)
!! (101)
where we have taken into account the 4 choices for the colors of intermediate field lines through
the factor 4
∑
m km . For (96), the double factorial is:(
2
∑
m∈V
x
(m)
1
)
!! ≤ (4|V| − 4)!! (102)
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Note that the combinatorial factor: ∑
{x(m)l }∑
l≥1 lx
(m)
l =c(m)
1∏
l≥1 x
(m)
l !l
x
(m)
l
(103)
is nothing but the coefficient of xc(m) in the Taylor expansion of
∏
k e
xk/k = 1/(1− x). We find
the bound:
|B2| ≤
√
(4|V| − 4)!!×
∏
m∈V
∑
{x(m)l }∑
l≥1 lx
(m)
l =c(m)
c(m)!∏
l≥1 x
(m)
l !l
x
(m)
l
|2λ|x(m)1 /2
(
8pi
3
)c(m)
M−(jm−4) (104)
where, following [33], we assume that the scales j have an inferior bound jmin > 4 (this is
certainly not essential, since the first slices can be treated by a simple LVE). Choosing |λ| ≤ 1/2,
and with the remark following (103), we find finally the pessimistic bound
|B2| ≤
√
(4|V| − 4)!!×
∏
m∈V
(
8pi
3
)c(m)
c(m)!M−jm . (105)
Taking into account the bound (95), we find, using (80):
∣∣ ∫ dνV ∏
m∈V
e−Vjm (~τm)GV
∣∣ ≤ eO(1)∣∣ 2λcos(φ/2) ∣∣|V|√(4|V| − 4)!!× ∏
m∈V
c(m)!
(
8pi
3
)c(m)
M−jm (106)
and:∣∣ ∫ dνVFV(~τ)∣∣ ≤ eO(1)∣∣ 2λcos(φ/2) ∣∣|V|( 8λ
cos2(φ/2)
)|V|−1√
(4|V| − 4)!!×
∏
m∈V
c(m)!
(
8pi
3
)c(m)
M−jm .
(107)
5.4 Final Bound
Collecting together the results of sections (5.1) and (5.3), we find the bound for the expansion
(62) of the free energy ln(Z) (we omit the exponential factor to simplify the expressions):
| lnZ[J, J¯ , λ]| ≤
∞∑
n=1
1
n!
∑
J tree
[ n∏
k=1
jmax∑
jk=0
]
2L(FF )
( ∏
`f∈FF
δjs(`f )jt(`f )
)∏
V
∏
m,m′∈V
m 6=m′
(1− δjmjm′ )
×
(
8|λ|
cos2(φ/2)
)|V|−1√
(4|V| − 4)!!×
∏
m∈V
c(m)!
(
8pi
3
)c(m)
M−jm , (108)
where L(FF ) denote the number of fermionic lines. At this stage, the reasoning follows exactly
that of [33]. Thanks to Cayley’s Theorem, the number of trees with n labeled vertices and
coordination numbers ci for each vertex i = 1, ..., n is given by:
(n− 2)!∏
i(ci − 1)!
. (109)
This result shows that the sum involved in (108) obeys∑
c(m)|∑m c(m)=2
V|−2
∏
m∈V
c(m) =
(3|V| − 3)!
(|V| − 2)!(2|V| − 1)! . (110)
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Collecting all the factorials leads to:√
(4|V| − 4)!! (3|V| − 3)!
(2|V| − 1)! . (111)
Using Stirling’s formula as in [33]
2
√
(4|V| − 4)!! (3|V| − 3)!
(2|V| − 1)! ≤ (|V| − 1)!3
|3V|e−|V||V||V|. (112)
We now move on to sum over scale attributions, taking into account the hard core constraint.
As explained in details in [33], the hard core constraint imposes that the scale assignments of
vertices in a same block are all different, which implies:∑
m∈V
jm ≥ jmin + (jmin + 1) + · · ·+ (jmin + |V| − 1) = jmin|V|+ |V|(|V| − 1)
4
(113)
and: ∑
m∈V
(jm − 2) ≥ 1
2
∑
m∈V
jm +
jmin − 4
2
|V|+ |V|(|V| − 1)
4
, (114)
where we have introduced explicitly the minimal scale jmin > 4. This result implies that,
∑
{jm}
∏
m,m′∈V
m 6=m′
(1− δjmjm′ )
∏
m∈V
M−jm ≤
( jmax∑
j=jmin
M−j/2
)|V| 1
M
jmin−4
2
|V|+ |V|(|V|−1)
4
(115)
which, for jmin > 4 and M > 4, is uniformly bounded by M−|V|
2/4. The upper bound jmax
can now be sent to infinity without any divergence, allowing to define non-perturbatively the
ultraviolet limit of the theory.
The final step is to sum over the Fermionic forest. Such a forest can be partitioned into
components of cardinal bk, associated to connected blocks of size k, hence with k sub-vertices.
The number of Fermionic lines is then
∑
k bk− 1. For each component with k sub-vertices, there
are nbk ways to hook a Fermionic line. Moreover, from [33], the number of uncolored two-level
trees is bounded by 4nnn−2. Taking into account the color leads to 42nnn−2. We find:
| lnZ[J, J¯ , λ]| ≤
∑
n
4n
n!
∑
{bk}∑
k kbk=n
n!∏
k bk!(k!)
bk
2
∑
k bk−1k(
∑
k bk)−2
∏
k
nbk
×
∏
k
[(
512pi2|λ|
9 cos2(φ/2)
)k−1√
(4k − 4)!! (3k − 3)!
(2k − 1)!M
−k2/4
]bk
. (116)
Taking into account the bound (112) as well as the constraint
∑
k kbk = n, when the number
of (sub) vertices is fixed to n, and the easy bound coming from Stirling formula : n(
∑
k bk)−2 ≤
(
∑
k bk)!e
n, we find the final bound:
| lnZ[J, J¯ , λ]| ≤
∑
b≥0
[∑
n≥1
(
512pi2|λ|
9 cos2(φ/2)
)n−1
(4× 33)nnnM−n2/4
]b
. (117)
The power ofM ensures that, forM sufficiently large, this factor compensates the bad divergence
associated to nn. The radius of convergence is then finite, and the factor cos2(φ/2) establishes
the domain of uniform convergence as stated in Theorem (2).
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6 Conclusion
In this first constructive paper for super-renormalizable TGFTs, we have successfully applied the
Multi-scale Loop Vertex Expansion to the simplest super-renormalizable TGFT. The theorem
of this paper can easily be extended to connected Schwinger functions, introducing additional
resolvents for each pair of derivations with respect to the external sources. Interestingly, the
fact that the closure constraint reduces the intermediate fields’ freedom degrees to vector-like
intermediate fields considerably simplified the proof of the convergence. In particular, in [35]
some technical difficulties occurring from the non-commutativity of the operators involved in the
resolvents forced us to use complicated iterated Cauchy-Schwarz estimates. They disappear in
our TGFT thanks to the closure constraint.
The next step of this constructive program would be to construct the same model for d = 5 and
d = 6. Presumably, the extension to the d = 5 case should be doable, because it is still super-
renormalizable, and requires only of a finite number of subtractions. The just-renormalizable
d = 6 case, however, may be more difficult. However, a promising indication for the future is
that this theory is ultra-violet asymptotically free.
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