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Abstract
These proceedings present the lectures given at the twenty-fourth specialized course organized by the CERN
Accelerator School (CAS). The course was held in Ebeltoft, Denmark, from 8–17 June, 2010 in collaboration with
Aarhus University, with the topic ‘RF for Accelerators’While this topic has been covered by CAS previously, early
in the 1990s and again in 2000, it was recognized that recent advances in the field warranted an updated course.
Following introductory courses covering the background physics, the course attempted to cover all aspects of
RF for accelerators; from RF power generation and transport, through cavity and coupler design, electronics and
low level control, to beam diagnostics and RF gymnastics. The lectures were supplemented with several sessions




The aim of the CERN Accelerator School (CAS) is to collect, preserve, and disseminate the knowledge accu-
mulated in the world’s accelerator laboratories over the years. This applies not only to general accelerator physics,
but also to related sub-systems, equipment, and technologies. This wider aim is achieved by means of specialized
courses. The topic of the 2010 course was RF for Accelerators and was held at the Hotel Ebeltoft Strand, Ebeltoft,
Denmark from 8–17 June, 2010.
While this topic has been covered by CAS previously, early in the 1990s and again in 2000, it was recognized
that recent advances in the field warranted an updated course.
The present course was made possible by the active collaboration provided by Aarhus University (Aarhus,
Denmark). In particular, the contributions of the Local Organizing Committee composed of Søren Pape Møller
(ISA/Aarhus University) and Kate Andersen (Aarhus University) were most valuable.
The generous financial support provided by Thales/Logitrade, Danfysik A/S, Valvo Bauelemente GmbH,
SDMS, Bruker Biospin, NXP Semiconductor, Freescale, ELTA and Friatec allowed scholarships to be offered
to highly deserving young students, who would otherwise have not been able to attend the school.
The backing of the CERN management and the guidance of the CAS Advisory and Programme Committees
ensured that the course could take place, while the attention to detail of the Local Organizing Committee and the
management and staff of the Hotel Ebeltoft Strand ensured that the School was held under optimum conditions.
Special thanks must go to the lecturers for the preparation, presentation, and writing up of their topics for
these proceedings.
For the proceedings we are indebted to Barbara Strasser and to the CERN Desktop Publishing Service, es-
pecially Susan Leech O’Neale, who will be missed following her retirement in May 2011. Their dedication and
commitment had led to the production of this document.
Finally, the enthusiasm of the participants who came from more than 16 different countries provides convinc-
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Radio frequency for particle accelerators ± evolution and anatomy of a 
technology 
M. Vretenar 
CERN, Geneva, Switzerland 
Abstract 
This introductory lecture outlines the impressive progress of radio frequency 
technology, from the first table-top equipment to the present gigantic 
installations. The outcome of 83 years of evolution is subsequently 
submitted to an anatomical analysis, which allows identifying the main 
components of a modern RF system and their interrelations. 
1 From Maxwell to the radio 
We can incontestably assert that modern electromagnetism starts with the publication of the Maxwell 
equations in 1864. The list of SUDFWLFDO DSSOLFDWLRQV RI 0D[ZHOO¶V WKHRU\ LV HQGOHVV EXW KHUH LQ
particular we are interested in the development of the radio, which is going to be the starting point for 
RF technology. 
We know that Maxwell himself developed from his equations the theoretical basis for wave 
propagation in the years around 1873, however, it was only in 1888 that Heinrich Hertz was able to 
generate (and detect) electromagnetic waves. From this moment, progress was extremely rapid, and in 
1891 Nikola Tesla and Guglielmo Marconi laid the basis for what at the time was called the µwireless 
telegraph¶. The wireless was extremely simple, very far from modern radio, the goal being just to 
create with a spark gap strong pulses with a wide frequency spectrum that could be detected at long 
distances. It was only the invention of vacuum tubes in the early twentieth century that made possible 
the transmission of single-frequency RF waves. In particular, the triode was patented by De Forest in 
1907, although at the time he did not have in mind any specific application for his invention. It was 
only during World War I and because of the war needs that tubes started to be used for 
communications, with the positive consequence that their cost went down because of the large 
production quantities and that several technological improvements were introduced, like cathode 
coatings for improved emission. 
The technology was now mature for the invention of the radio, and in the years immediately 
following the war several teams started to develop broadcasting systems, based on the technology of 
diffusing from an antenna high-power fixed frequency waves, modulated in amplitude by a low-
frequency audio signal. The first radio broadcasting in history came from a Dutch amateur in 1919; 
during the 1920s all major countries started official radio broadcasting, the first being Argentina in 
1920, immediately followed by the US and most European countries. 
The result was that from about 1925 all the technology required for radio broadcasting was 
available at relatively low cost: vacuum tubes (triodes) able to produce high-power (for the time) 
waves at a frequency up to few MHz, with all related electronics: oscillating circuits, components, etc. 
2 From Rutherford to the particle accelerator 
The years immediately following WWI were particularly exciting not only for technology, but also for 
basic science. After much theoretical work during the first years of the century aimed at understanding 
the structure of the atom, immediately after the war atomic physics started to become an experimental 
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science. The milestone in this respect was the historical experiment by Ernest Rutherford, who in 1919 
announced his success in producing the first disintegration of the nucleus. With a very simple 
apparatus, reproduced in Fig. 1, he bombarded nitrogen gas with -particles generated by radioactive 
decay of radium and thorium, producing a small amount of hydrogen from the splitting of the nitrogen 
nuclei. This experiment made a tremendous impact on the general public: scientists had realised the 
old dream of medieval alchemists, transform the elements one into another. 
 
Fig. 1: Reproduction of the Rutherford chamber 
 7KH PDLQ FRQVHTXHQFH RI 5XWKHUIRUG¶V H[SHULPHQW ZDV PRUH DQG PRUH LQWHUHVW in 
experimental nuclear physics. It was immediately clear that the main limitation for nuclear 
experiments was the projectile: with the particles coming from radioactive decays, only a few light 
atoms could be modified, and in insignificant quantities. In this respect, there was a large resonance 
from the plea by Rutherford at a speech at the Royal Society in 1927 [1], where he asked the scientific 
community to start developing devices that could supply large amounts of charged particles at the 
energy required to disintegrate the nuclei. This was in fact a major technological challenge: the value 
of the Coulomb barrier formed by the electrons around the nucleus was estimated at about 500 kV, 
and to be useful µparticle accelerators¶ had to reach energies beyond this threshold. 
 5XWKHUIRUG¶VSOHDGLGQRWJRXQQRWLFHG DQG WKHPDLQ ODERUDWRries in Europe and in the US 
started to develop accelerators based on high-voltage technology, i.e., µelectrostatic¶ accelerators. 
Many possible ways of reaching very high voltages were explored at the time: Cockcroft and Walton 
at Cambridge started to develop their well-known high-voltage generator; Van de Graaf at Princeton 
worked at a belt-charged generator; and other teams around the world explored different approaches, 
like pulsed techniques, capacitor discharges, transformers, etc. 
Eventually, the winners of the race to high voltage and high energy were Cockcroft and Walton, 
who in 1932 announced that they had obtained disintegration of lithium by 400 keV protons (the 
theoreticians had been too pessimistic); Fig. 2 is a famous photograph of Walton inside the electronic 
cage of his generator. However, it appeared immediately that high-voltage technology applied to 
accelerators could not be improved further: electrostatic accelerators were already hitting the hard 
limit represented by discharge between the electrodes, whereas disintegration of heavier nuclei in 
large quantities required higher and higher energies. A new technology was needed to bring 





Fig. 2: The first Cockcroft±Walton electrostatic generator (with E. Walton inside the detector)  
3 Marrying the radio and the particle accelerator: Wideröe and Lawrence 
We have seen that in the second half of the 1920s radio technology was already mature and 
widespread, and on the other hand that there was an enormous interest in technologies for the 
acceleration of particles. It is clear that a breakthrough could come from the marriage of radio 
technology with particle accelerators, but who was the first to have the idea? 
Surprisingly (or maybe not) the idea came from a young PhD student. Rolf Wideröe, a 
Norwegian student of electrical engineering at Aachen University in Germany, not only was the first 
to propose the principle of radio frequency acceleration, but was also able to assemble a table-top 
experimental RF accelerator which is a masterpiece of ingenuity and practical ability [2]. However, 
this did not come out in a straightforward way; initially, :LGHU|H¶Vmain interest was the acceleration 
of intense electron beams for X-ray production, at the time another increasingly important application 
of accelerators. But unfortunately the X-ray transformer, an ancestor of the betatron, that he built for 
his thesis did not work correctly (later it turned out that it was because of a construction flaw and not 
of a design problem) and his professor invited him to find quickly another subject. Wideröe had little 
time left before the term for the thesis, and willing to realise an experimental device he remembered 
that in 1924 a Swedish professor, Gustav Ising, had published a paper proposing to accelerate particles 
between µdrift tubes¶ excited by pulses of travelling waves [3]. The main idea of Wideröe was to use 
the recent radio technology to produce an accelerating voltage between the tubes, and to apply it 
continuously rather than in pulses. But this led to another problem: because the voltage was changing 
sign with the period of the RF wave, only particles close to the crest could be accelerated. In order to 
accumulate energy over several drift tubes, the length of the tubes had to match the velocity of the 
particles and only a fraction of the beam could gain energy. This was the beginning of synchronous 
acceleration. 
The Wideröe experimental device is shown in Fig. 3, taken from his thesis presented to the 
University in 1927. In this simple table-top equipment he applied to a drift tube 25 kV of RF at 1 MHz 
and successfully accelerated a few single-charged potassium ions up to 50 keV, demonstrating that 
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contributions from two correctly spaced gaps could be added. It is interesting to observe how this is a 
real miniature accelerator made of an ion source followed by a double-gap accelerating section fed by 
an RF system. The entire device is inside a vacuum system and the accelerator is followed by a simple 
spectrometer.  
 
Fig. 3: :LGHU|H¶VILUVW5)DFFHOHUDWRU [2] 
Although extremely clever, :LGHU|H¶s device did not have a follow-up. With the relatively low 
frequencies available at the time, it was not possible to imagine the acceleration of protons because the 
drift tubes would have been excessively long: 5 metres for 500 keV at 1 MHz. For this reason Wideröe 
published his thesis in the ³Archiv für Elektrotechnik´ [4] and did not consider pushing further his 
idea. He eventually went to work for AEG to build high-voltage circuit breakers, and only several 
years later did he resume developing his betatron, rapidly becoming the main European expert in this 
field [2]. Years later, Wideröe was an advisor to CERN and can be counted among its founding 
fathers. 
To go one step further from :LGHU|H¶s device something new was needed, and this came from 
the other side of the world, from California. In the 1920s, Ernest O. Lawrence (born in 1901) was a 
brilliant young professor of physics at the University of Berkeley. He gathered an excellent team of 
collaborators at his at the time remote University and was frantically looking for a new idea to join the 
µenergy race¶. He himself recalled some years later that in 1929, during a boring conference, he went 
to look at recent publications at the library, where he spotted the ³Archiv für Elektrotechnik´ issue 
with :LGHU|H¶VWKHVLV. By all accounts Lawrence did not speak German, but the pictures were so self-
explanatory that he immediately realised that radio-frequency acceleration could put Berkeley into the 
accelerator race. Without delay, he assigned two of his best PhD students to work on two ideas. David 
H. Sloan started building a Wideröe-type linac for heavy ions made of several drift tubes [5], whereas 
M. Stanley Livingston was launched on a more exotic idea: a µcyclic¶ accelerator bending particles on 
a circular path around a Wideröe-type drift tube. The latter eventually became the cyclotron, the first 
real RF accelerator [6]. In the final design, the drift tube is replaced by two hollow D-shaped 
electrodes; the particles are kept in a circular orbit by the magnetic field generated by a large magnet 
KRXVLQJWKH'¶VDQGDUHDFFHOHUDWHGLQWKHJDSEHWZHHQWKH'¶V. 7KHSDWKLQVLGHWKH'¶VFDQEHORQJ
enough for the particles to remain synchronous with the RF, even at the low frequencies available at 
the time (3.5 MHz for the first Lawrence cyclotron). Moreover, in a cyclotron at non-relativistic 
energy the revolution frequency does not depend on the particle velocity and the frequency can be 




Figure 4 is another famous picture from a PhD thesis, this time from Livingston¶V, which shows 
the basic scheme of the first cyclotron. Again, one of the key components is a triode-based RF system 
(called oscillator LQ/LYLQJVWRQ¶s scheme). /DZUHQFH¶VWHDPVXFFHHGHGLQ to reach a record 1.2 
MeV with its first cyclotron, achieving in 1932 the first nuclear disintegrations. A larger cyclotron was 
able to go as high as 5 MeV in 1935, paving the way for the extensive use of radio frequency in 
particle accelerators. 
 
Fig. 4: Scheme of Lawrence and Livingston¶VILUVWF\FORWURQ [7] 
4 Towards higher frequencies: cavities, klystrons, and the radar 
The invention of the cyclotron definitely placed radio frequency at the centre of particle 
accelerators; however, it also showed that more progress was needed in this field if one wanted to go 
beyond the limitations of Lawrence-type cyclotrons. In order to reach higher energies and keeping the 
dimensions reasonable, higher magnetic fields but also higher RF frequencies were needed. But trying 
to push standard radio technology based on oscillating circuits towards higher frequencies was 
forbidden by the limitation coming from the power radiated from the circuit, which appears as soon as 
the RF wavelength becomes comparable with the circuit dimensions. To go to higher frequencies a 
new approach to building resonant circuits was needed; eventually, while working on the linear 
accelerator with Sloan at Berkeley, William W. Hansen was the first to propose using a new concept, 
the µcavity resonator¶. 
When Hansen moved to Stanford University in 1937 he continued his research on resonant 
cavities there, laying the foundations for modern microwave technology. In this period, from his 
fortunate collaboration with the brothers Russell and Sigurd Varian came another milestone, the 
invention of the klystron [8]. The early klystrons were low-power devices, which used the new cavity 
technology to produce mW-level power at frequencies at the time unheard of, in the GHz range. The 
first application of the klystron was in the radars used during WWII (Fig. 5), and it was only after the 
war that the Varian brothers developed the high-power klystron; in 1948 they left Stanford to open 
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their company to commercialize a wide range of klystrons to be used in the rapidly developing TV 
broadcasting market, marking the first example of the transfer of a technology from RF for 
accelerators to industry.   
 
Fig. 5: A WWII 3 GHz klystron 
However, what definitely brought high-frequency RF out of the US West Coast universities and 
transformed it into a mature technology with a wide range of applications was the war effort related to 
radar. While most of the developed countries had a radar programme in the 1930s, the development of 
modern powerful radar devices is definitely related to the work on high-power magnetron oscillators 
which took place at Birmingham in the UK during the early 1940s. Lacking the money to develop the 
magnetron on a large scale, the British government decided to share this strategic war technology with 
the US at the end of 1940. This resulted in the start of a massive research effort in the US for the 
development of powerful radar devices to be used during the war. Important units like the famous 
Radiation Laboratory at MIT were created to work on microwave technology; they immediately 
enrolled the best accelerator scientists, who were the only people with experience in high frequencies. 
The result was impressive and during the few years of the war these teams developed all of modern 
microwave technology: waveguide theory, coupling techniques, microwave measurement equipment 
and techniques, etc. After the war, the US government realised the industrial potential of these 
technologies, and decided to declassify the results achieved by radar-related research. This resulted in 
the publication of the well-known series of RF books and in a much larger use of RF technology, in 
the broadcasting and radar industry but also in the particle accelerator field. Scientists finally had the 
technology to go up in frequency and make major improvements on the first generation of 
accelerators. 
As an example of a scientist fighting the radar war, we can quote the interesting case of Hans 
Bethe and coupling. Bethe was a famous theoretical physicist and nuclear scientist, who at the rise of 
Nazism left Germany for the UK and then the US. When the war started, he volunteered to contribute 
to the war effort, and was put in touch with the MIT radar team. After wondering about what to ask a 
theoretical physicist, they decided to propose to him to study the problem of coupling via a slot from a 
waveguide to a cavity and between two cavities. The resulting paper [9] brilliantly solves the problem 
starting from black-body radiation theory and remains the starting point for all those who after Bethe 
wanted to study this subject. Immediately after writing this paper Bethe moved to the Manhattan 
Project, leaving it as his only contribution to radio-frequency technology.      
5 The first linear accelerators 
After the war, accelerator research restarted in earnest, driven by the wide interest in atomic physics 
related to the development of nuclear weapons and nuclear technology. The accelerator scientists now 




developed by industry for the war effort. The goal was now to use modern high-frequency technology 
to bring beams of protons or electrons to unprecedented energies. 
The first to move in this direction was Luis Alvarez, a talented experimental physicist from the 
Berkeley group, who developed with his team the first high-energy proton linear accelerator, the Drift 
Tube Linac (DTL). What he did was basically placing a Sloan-type drift-tube structure inside a large 
Hansen-type cavity resonator. Because of the operating mode the accelerating field sequence in a DTL 
is different than in a Wideröe-type structure, requiring the individual cells (drift tube and gap) to be  
long for the particle to remain synchronous with the field; the consequence is that in order to 
accelerate protons up to energies of the order of few tens of MeV (  ~ 0.1±0.2) with drift tubes of 
reasonable length, the RF frequency must be higher than about 100 MHz, a frequency range now 
accessible thanks to the development of radar technology. 
The first DTL built by Alvarez had an even closer contact with radar: the frequency of 
202.56 MHz was chosen because the US Army made available to him a stock of surplus radar 
amplifiers at this frequency, to be used for his new linac. Eventually, Alvarez became the owner of 
2000 units of 85 kW each, an impressive stockpile, out of which he used only 26 units for his 32 MeV 
linear accelerator. Figure 6 shows the first Alvarez DTL with the RF amplifiers on both sides. In 1948 
this first linac reached the design energy, paving the way for a new generation of high-energy 
accelerators [10]. From that moment the 202.56 MHz frequency remained a standard for proton linacs, 
as is the case for the CERN linacs. 
 
Fig. 6: The Alvarez drift tube linac [10] 
At about the same time, the Stanford team was also progressing towards high frequencies, but in 
this case for electrons, and out of the work of a first-class team made by Hansen, Ginzton and 
Kennedy came the principle of the 3 GHz electron linac, based on travelling-wave, iris-loaded 
structures. Also here the frequency of 3 GHz was chosen because a radar-type magnetron was used as 
RF power source on their first prototype. The klystrons that were later developed at Stanford kept this 
frequency, which is still the standard frequency for electron linacs. 
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Figure 7 shows Hansen and his colleagues with a section of the first electron linear accelerator 
that operated at Stanford University in 1947. It was 3.6 metres long and could accelerate electrons to 
6 MeV. This photograph is famous because it was the Stanford answer to a photo (Fig. 8) published by 
Berkeley a few months earlier, which shows the first tank of the Alvarez DTL with all the team on top 
of it. There was no better way to advertise the advantages of higher frequencies! 
 
Fig. 7: W. Hansen (right) and colleagues with a section of the first Stanford electron linac [10] 
 




6 New challenges: the synchrotron 
After the success of the first generation of linear accelerators, the quest for higher energy continued 
leading to the development of machines capable of bringing protons up to relativistic energies. Early 
prototype synchrotrons were tried immediately after the war, but only from the early 1950s were 
large-scale synchrotrons designed and built in the US and UK, reaching energies in the GeV range and 
introducing new challenges for RF systems. 
 In a synchrotron the energy is transferred to the beam by only a few elements along the ring, 
the accelerating cavities. Synchrotron cavities can have a lower frequency than linacs, the equivalent 
µdrift tube¶ being the entire accelerator circumference, and a smaller gap voltage because the 
acceleration takes place over several turns. However, their main specific characteristic is that their 
resonant frequency has to change during the acceleration period in order to keep the beam of 
increasing velocity synchronous with the RF fields, something that required the development of a new 
and sophisticated technology.  
After some attempts at different techniques, the introduction of ferrites in the inductive part of 
the cavity finally solved the problem. An additional difficulty comes from the fact that the ferrites 
must stay in air, leading to the development for the early synchrotrons of ceramic gap insulators that 
allow separating the vacuum of the beam pipe from the air of the cavity. Moreover, the need to 
produce long RF pulses marked the separation from the short-pulse radar technology and led to the 
development of specific tube-based RF amplifiers. Figure 9 shows the scheme of one of the first 
modern synchrotron cavities, from the Brookhaven Cosmotron (1952, 3 GeV proton beam energy). 
 
Fig. 9: Scheme of the RF cavity for the Brookhaven Cosmotron 
An additional challenge for the RF systems of early synchrotrons was the need for a number of 
RF feedback loops that could keep the voltage and the frequency programmes under control during 
acceleration. A pioneer in this respect was the CERN PS, commissioned in 1959. The importance of 
the RF controls loops was demonstrated by the fact that only the introduction of a radial loop hastily 
assembled in a Nescafe tin by Wolfgang Schnell, the RF group leader, allowed transition to be passed 
on the night of 24.11.1959 and the beam to be accelerated to full energy after some months of fruitless 
attempts. Figure 10 is a famous photograph from that night, showing Schnell in front of his 
oscilloscope surrounded by a cheery project team. 




Fig. 10: During the first hours of the start-up of the CERN PS (24.11.1959) 
7 The maturity: high frequency, high power, low loss 
The start of the CERN PS marked the transition to the 1960s and to the maturity of RF and particle 
accelerators. Most of the required technologies had been developed, and what remained was to 
improve and to exploit them on a large scale. The last 50 years have seen a burgeoning of accelerators 
around the world, each with its own specific RF system, going from the large colliders for physics to 
the small machines for industrial applications and medicine: more than 7000 linear electron 
accelerators for X-ray therapy are operational around the world. 
In very general terms, the main trends of the last years have been: 
i. increase in the frequency of the RF systems, in particular for linear accelerators, going up to 
the 30 GHz of the original CLIC proposal; 
ii. increase in complexity, in particular for the number and quality of control loops; 
iii. increase in RF power (pulsed or CW); 
iv. improvement of the cavity design and construction techniques. 
In parallel with the steady improvement of the technologies, only two major innovations 
appeared in the field of accelerator RF during the last 50 years: superconductivity and computer codes 
for RF design. 
The application of superconductivity to particle accelerators is relatively recent; if 
superconducting phenomena have been known since 1911, their theoretical understanding based on 
the BCS theory came only in 1957. A few years later in 1965 the first superconducting accelerating 
cavity was tested at Stanford, a lead-plated resonator that successfully accelerated a beam of electrons. 
Immediately accelerator experts were attracted by the idea of freeing themselves from the problem and 
cost of generating large amounts of RF power, even if the price to pay was operation of the cavity at 
cryogenic temperatures. During the 1970s several superconducting cavity projects aiming at  
2±3 MV/m gradient were launched in different Laboratories (Stanford, Illinois, CERN, Karlsruhe, 
Cornell, Argonne), using different designs and technologies. Major improvements started to come 
from the late 1970s and during the 1980s, when improved cleaning techniques plus geometry 




10 MV/m. This paved the way for the large-scale superconducting RF project that came to life in the 
1980s and early 1990s: ATLAS and CEBAF in the USA, HERA and LEP-II (Fig. 11) in Europe. After 
the successful application of RF superconductivity to large-scale projects, recent years have seen on 
the one hand impressive developments in the surface preparation technique that allows one to safely 
operate superconducting RF systems at unprecedented gradients, and on the other hand a reduction in 
their costs and operational problems that has allowed one to use superconductivity in a wide range of 
accelerator projects of all sizes. 
 
Fig. 11: 4-cell prototype superconducting RF cavity for LEP (1985) 
Another innovation that deserves to be mentioned is the rise of RF simulation software, which 
nowadays allows computers to solve the most complicated 3D problems. For years, the only way to 
define the dimensions of accelerator RF cavities was by scaling from laboratory models, followed by a 
trial and error optimization. The first rudimentary computer codes for the calculation of small circular-
symmetric cavities were developed in the late 1960s, but the first real breakthrough towards 
computing field distributions and resonance frequencies was the 2-dimensional code Superfish by 
Klaus Halbach and Ronald Holsinger, which was first presented in 1976 [11]. The first codes were 
running on large mainframe computers, required long computation times and were limited in the size 
and definition accuracy of the geometry under study. Over the years, the development of more 
powerful computers has greatly helped the work of the cavity designer; an important step in this 
direction was the first PC version of Superfish that appeared in 1985. The next move was the 
calculation of geometries with a general 3-dimensional shape, and the first code to achieve this goal 
ZDV 0$),$ VROXWLRQ RI 0$[ZHOO¶V HTXDWLRQV E\ WKH )LQLWH Integration Algorithm), originally 
developed at DESY under the direction of Thomas Weiland. The first release of the complete MAFIA 
package took place in 1986 [12]. 
Nowadays after more than two decades of development a wide number of 3-dimensional RF 
codes are available on the market, able to solve with extreme accuracy the most complex RF and 
microwave problems. It is interesting to observe that for the most commonly used 3D codes the design 
of accelerator cavities represents now a minor fraction of the advertised applications. Among their 
main applications are now EMC analyses, high-frequency circuit design, antenna design, charged 
particle dynamics in electromagnetic fields, electro and magneto-static design, etc. The large diffusion 
of these codes outside of the accelerator field indicates how this has been another successful transfer 
of technology from accelerator RF to industry.  
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8 Anatomy of an RF system 
In order to understand the behaviour of an RF system, it is useful to first analyse its anatomy 
and then to dismember it into its basic components.   
In general terms, an RF system is a very simple device. It can be considered as a black box 
(Fig. 12) that communicates with the external world through only five channels:  
± an input beam and an output beam, with the output beam at higher energy than at input; 
± an input for the electrical power coming from the grid; 
± an output for the dissipated heat, usually via some cooling water; 




Fig. 12: µBlack-box¶ scheme of an RF system 
This representation underlines the fact that an RF system is a device that transforms electrical 
energy taken from the grid into energy transferred to a beam of particles. The efficiency of this 
transformation is usually quite low, and a large fraction of the input energy will be dissipated into heat 
released in the surrounding environment. More precisely, the energy transformation will take place in 
three different steps, each with its own technology and its own efficiency: 
i. The transformation of the AC power from the grid (alternate, low voltage, high current) to 
DC power (continuous, high voltage, low current) that takes place in a power converter; the 
efficiency is that of the power converter. 
ii. The transformation of the DC power into RF power (high-frequency) that takes place in an 
RF active element: RF tube, klystron, transistor, etc.; the efficiency is the usual RF 
conversion efficiency that depends on the specific device and its class of operation. 
iii. The transformation of the RF power into power to a particle beam that takes place in the 
gap of an accelerating cavity; the efficiency is proportional to the shunt impedance, which 
represents the efficiency of the gap in converting RF power into voltage available for a 
beam crossing the cavity at a given velocity. 
An expanded scheme for an RF system is presented in Fig. 13; it identifies the three main 
elements of an RF system, power converter, RF amplifier, and RF cavity, together with the control 
loops (low level RF, including the main oscillator), and the ancillary systems: cooling, vacuum, and 


















Fig. 13: Block-diagram scheme of an accelerator RF system 
Looking in detail at the different components, we can identify their main features as: 
1. The power converter: although it is sometimes subcontracted outside of the RF groups or 
considered as an integrated part of the RF amplifier, the power converter is an essential part of an 
RF system not only because it provides the first energy transformation, but because operating with 
high voltages it is often one of the main items responsible for the overall reliability of an RF 
system. It usually comprises a rectifying section and a transformer to step up the voltage. Most of 
the RF systems operate in pulsed mode, and the power converter has to act as a buffer between the 
pulsed system and the grid, providing a constant charge to the electrical network. This is obtained 
by storage of the energy in a capacitor bank, either stand-alone or part of a pulse forming network. 
Pulsed power converters are usually called µmodulators¶. 
2. The RF amplifier: has the important task of converting DC into RF power in an active element. 
The conversion takes place by means of an electron beam accelerated by the DC voltage and 
density modulated at the RF frequency by a grid (vacuum tube), by a cavity (klystron), or directly 
by an applied voltage (transistor). The modulated RF power is then extracted from a resonant 
cavity excited by the electron beam. The output cavity is either in air around the anode (vacuum 
tube) or in vacuum around the electron beam path (klystron). Only a fraction of the power of the 
electron beam goes to the RF; the rest is dissipated in the electron collector. 
3. The transmission line: the power generated by the RF amplifier has to be transported to the 
accelerating cavity reliably (without arcing), with minimum loss and zero reflection. Rigid coaxial 
lines, waveguides, or different types of coaxial cable are commonly used for the transmission 
lines.  
4. The power coupler: the power transported to the cavity has to be injected into the cavity by a 
device that needs at the same time to couple strongly the transmission line to the field distribution 
in the cavity, to provide a way to adjust the matching between the line and the cavity, and finally 
to separate the vacuum of the cavity from the air of the line. The consequence of these multiple 
requirements is that the power coupler is usually a very critical device that requires a careful 
design and prototyping. 
5. The Low Level RF (LLRF): it is in a sense the brain of an RF system, because at the same time it 
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provides the interface with the operators who need to set up the system parameters. A LLRF is 
basically a collection of electronics, slow and fast, analog and digital, which controls the return 
loops from the cavity and/or the beam to the RF amplifiers, required to provide a constant phase 
and amplitude of the gap RF field in the presence of perturbations coming from the external 
environment or from the beam. We can consider as part of the LLRF the main oscillator, which 
generates the reference operating frequency. 
6. The accelerating cavity: the heart of an RF system, it has to concentrate the RF energy under the 
form of electric field on a gap, with minimum power loss. Operating in vacuum, it is usually a 
complicated multidisciplinary object that integrates beam dynamics aspects (sequence and 
position of gaps, integration of transverse focusing elements), RF design (layout of the RF fields, 
path and dissipation of the RF currents), mechanical aspects (construction and joining techniques), 
thermo mechanical aspects (cooling, deformations) and vacuum properties.         
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Theory of electromagnetic fields
A. Wolski
University of Liverpool, and the Cockcroft Institute, UK
Abstract
We discuss the theory of electromagnetic fields, with an emphasis on aspects
relevant to radiofrequency systems in particle accelerators. We begin by re-
viewing Maxwell’s equations and their physical significance. We show that in
free space there are solutions to Maxwell’s equations representing the propa-
gation of electromagnetic fields as waves. We introduce electromagnetic po-
tentials, and show how they can be used to simplify the calculation of the fields
in the presence of sources. We derive Poynting’s theorem, which leads to ex-
pressions for the energy density and energy flux in an electromagnetic field.
We discuss the properties of electromagnetic waves in cavities, waveguides,
and transmission lines.
1 Maxwell’s equations
Maxwell’s equations may be written in differential form as follows:
∇ · ~D = ρ, (1)
∇ · ~B = 0, (2)








The fields ~B (magnetic flux density) and ~E (electric field strength) determine the force on a particle of
charge q travelling with velocity ~v (the Lorentz force equation):
~F = q
(
~E + ~v × ~B
)
.
The electric displacement ~D and magnetic intensity ~H are related to the electric field and magnetic flux
density by the constitutive relations:
~D = ε ~E,
~B = µ ~H.
The electric permittivity ε and magnetic permeability µ depend on the medium within which the fields
exist. The values of these quantities in vacuum are fundamental physical constants. In SI units:





where c is the speed of light in vacuum. The permittivity and permeability of a material characterize the
response of that material to electric and magnetic fields. In simplified models, they are often regarded
as constants for a given material; however, in reality the permittivity and permeability can have a com-
plicated dependence on the fields that are present. Note that the relative permittivity εr and the relative









Fig. 1: Snapshot of a numerical solution to Maxwell’s equations for a bunch of electrons moving through a beam
position monitor in an accelerator vacuum chamber. The colours show the strength of the electric field. The bunch
is moving from right to left: the location of the bunch corresponds to the large region of high field intensity towards
the left-hand side. (Image courtesy of M.Korostelev.)
That is, the relative permittivity is the permittivity of a material relative to the permittivity of free space,
and similarly for the relative permeability.
The quantities ρ and ~J are, respectively, the electric charge density (charge per unit volume) and
electric current density ( ~J ·~n is the charge crossing unit area perpendicular to unit vector ~n per unit time).
Equations (2) and (4) are independent of ρ and ~J , and are generally referred to as the ‘homogeneous’
equations; the other two equations, (1) and (3) are dependent on ρ and ~J , and are generally referred to
as the ’‘inhomogeneous’ equations. The charge density and current density may be regarded as sources
of electromagnetic fields. When the charge density and current density are specified (as functions of
space, and, generally, time), one can integrate Maxwell’s equations (1)–(3) to find possible electric and
magnetic fields in the system. Usually, however, the solution one finds by integration is not unique: for
example, as we shall see, there are many possible field patterns that may exist in a cavity (or waveguide)
of given geometry.
Most realistic situations are sufficiently complicated that solutions to Maxwell’s equations cannot
be obtained analytically. A variety of computer codes exist to provide solutions numerically, once the
charges, currents, and properties of the materials present are all specified, see, for example, Refs. [1–3].
Solving for the fields in realistic systems (with three spatial dimensions, and a dependence on time) often
requires a considerable amount of computing power; some sophisticated techniques have been developed
for solving Maxwell’s equations numerically with good efficiency [4]. An example of a numerical solu-
tion to Maxwell’s equations in the context of a particle accelerator is shown in Fig. 1. We do not consider
such techniques here, but focus instead on the analytical solutions that may be obtained in idealized sit-
uations. Although the solutions in such cases may not be sufficiently accurate to complete the design of
real accelerator components, the analytical solutions do provide a useful basis for describing the fields in
(for example) real RF cavities and waveguides.
An important feature of Maxwell’s equations is that, for systems containing materials with con-
stant permittivity and permeability (i.e., permittivity and permeability that are independent of the fields
present), the equations are linear in the fields and sources. That is, each term in the equations involves
a field or a source to (at most) the first power, and products of fields or sources do not appear. As a
consequence, the principle of superposition applies: if ~E1, ~B1 and ~E2, ~B2 are solutions of Maxwell’s
equations with given boundary conditions, then ~ET = ~E1 + ~E2 and ~BT = ~B1 + ~B2 will also be so-
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lutions of Maxwell’s equations, with the same boundary conditions. This means that it is possible to
represent complicated fields as superpositions of simpler fields. An important and widely used analysis
technique for electromagnetic systems, including RF cavities and waveguides, is to find a set of solu-
tions to Maxwell’s equations from which more complete and complicated solutions may be constructed.
The members of the set are known as modes; the modes can generally be labelled using mode indices.
For example, plane electromagnetic waves in free space may be labelled using the three components of
the wave vector that describes the direction and wavelength of the wave. Important properties of the
electromagnetic fields, such as the frequency of oscillation, can often be expressed in terms of the mode
indices.
Solutions to Maxwell’s equations lead to a rich diversity of phenomena, including the fields around
charges and currents in certain basic configurations, and the generation, transmission, and absorption of
electromagnetic radiation. Many existing texts cover these phenomena in detail; for example, Grant
and Phillips [5], or the authoritative text by Jackson [6]. We consider these aspects rather briefly, with
an emphasis on those features of the theory that are important for understanding the properties of RF
components in accelerators.
2 Integral theorems and the physical interpretation of Maxwell’s equations
2.1 Gauss’s theorem and Coulomb’s law
Guass’s theorem states that for any smooth vector field ~a,∫
V




where V is a volume bounded by the closed surface ∂V . Note that the area element d~S is oriented to
point out of V .
Gauss’s theorem is helpful for obtaining physical interpretations of two of Maxwell’s equations,
(1) and (2). First, applying Gauss’s theorem to (1) gives:∫
V
∇ · ~D dV =
∮
∂V
~D · d~S = q, (6)
where q =
∫
V ρ dV is the total charge enclosed by ∂V .
Suppose that we have a single isolated point charge in an homogeneous, isotropic medium with
constant permittivity ε. In this case, it is interesting to take ∂V to be a sphere of radius r. By symmetry,
the magnitude of the electric field must be the same at all points on ∂V , and must be normal to the
surface at each point. Then, we can perform the surface integral in (6):∮
∂V
~D · d~S = 4πr2D.
This is illustrated in Fig. 2: the outer circle represents a cross-section of a sphere (∂V ) enclosing volume
V , with the charge q at its centre. The red arrows in Fig. 2 represent the electric field lines, which are
everywhere perpendicular to the surface ∂V . Since ~D = ε ~E, we find Coulomb’s law for the magnitude





Applied to Maxwell’s equation (2), Gauss’s theorem leads to∫
V
∇ · ~B dV =
∮
∂V
~B · d~S = 0.
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Fig. 2: Electric field lines from a point charge q. The field lines are everywhere perpendicular to a spherical surface
centred on the charge.
In other words, the magnetic flux integrated over any closed surface must equal zero – at least, until we
discover magnetic monopoles. Lines of magnetic flux always occur in closed loops; lines of electric field
may occur in closed loops, but in the presence of electric charges will have start (and end) points on the
electric charges.
2.2 Stokes’s theorem, Ampère’s law, and Faraday’s law
Stokes’s theorem states that for any smooth vector field ~a,∫
S
∇× ~a · d~S =
∮
∂S
~a · d~l, (7)
where the closed loop ∂S bounds the surface S. Applied to Maxwell’s equation (3), Stokes’s theorem
leads to ∮
∂S
~H · d~l =
∫
S
~J · d~S, (8)
which is Ampère’s law. From Ampère’s law, we can derive an expression for the strength of the magnetic
field around a long, straight wire carrying current I . The magnetic field must have rotational symmetry
around the wire. There are two possibilities: a radial field, or a field consisting of closed concentric
loops centred on the wire (or some superposition of these fields). A radial field would violate Maxwell’s
equation (2). Therefore, the field must consist of closed concentric loops; and by considering a circular
loop of radius r, we can perform the integral in Eq. (8):
2πrH = I,
where I is the total current carried by the wire. In this case, the line integral is performed around a loop
∂S centred on the wire, and in a plane perpendicular to the wire: essentially, this corresponds to one of
the magnetic field lines, see Fig. 3. The total current passing through the surface S bounded by the loop
∂S is simply the total current I .
In an homogeneous, isotropic medium with constant permeability µ, ~B = µ0 ~H , and we obtain the







Fig. 3: Magnetic field lines around a long straight wire carrying a current I
Finally, applying Stokes’s theorem to the homogeneous Maxwell’s equation (4), we find∮
∂S




~B · d~S. (10)
Defining the electromotive force E as the integral of the electric field around a closed loop, and the





which is Faraday’s law of electromagnetic induction.
Maxwell’s equations (3) and (4) are significant for RF systems: they tell us that a time-dependent
electric field will induce a magnetic field; and a time-dependent magnetic field will induce an electric
field. Consequently, the fields in RF cavities and waveguides always consist of both electric and magnetic
fields.
3 Electromagnetic waves in free space
In free space (i.e., in the absence of any charges or currents) Maxwell’s equations have a trivial solution
in which all the fields vanish. However, there are also non-trivial solutions with considerable practical
importance. In general, it is difficult to write down solutions to Maxwell’s equations, because two of the
equations involve both the electric and magnetic fields. However, by taking additional derivatives, it is
possible to write equations for the fields that involve only either the electric or the magnetic field. This
makes it easier to write down solutions: however, the drawback is that instead of first-order differential
equations, the new equations are second-order in the derivatives. There is no guarantee that a solution
to the second-order equations will also satisfy the first-order equations, and it is necessary to impose
additional constraints to ensure that the first-order equations are satisfied. Fortunately, it turns out that
this is not difficult to do, and taking additional derivatives is a useful technique for simplifying the
analytical solution of Maxwell’s equations in simple cases.
3.1 Wave equation for the electric field
In free space, Maxwell’s equations (1)–(4) take the form
∇ · ~E = 0, (12)
∇ · ~B = 0, (13)
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Our goal is to find a form of the equations in which the fields ~E and ~B appear separately, and not together
in the same equation. As a first step, we take the curl of both sides of Eq. (15), and interchange the order
of differentiation on the right-hand side (which we are allowed to do, since the space and time coordinates
are independent). We obtain
∇×∇× ~E = − ∂
∂t
∇× ~B. (17)
Substituting for ∇× ~B from Eq. (14), this becomes





This second-order differential equation involves only the electric field ~E so we have achieved our aim
of decoupling the field equations. However, it is possible to make a further simplification, using a
mathematical identity. For any differentiable vector field ~a,
∇×∇× ~a ≡ ∇(∇ · ~a)−∇2~a. (19)
Using the identity (19), and also making use of Eq. (12), we obtain finally





Equation (20) is the wave equation in three spatial dimensions. Note that each component of the electric
field independently satisfies the wave equation. The solution, representing a plane wave propagating in
the direction of the vector ~k, may be written in the form
~E = ~E0 cos
(
~k · ~r − ωt+ φ0
)
, (21)
where ~E0 is a constant vector, φ0 is a constant phase, ω and ~k are constants related to the frequency f
and wavelength λ of the wave by





If we substitute Eq. (21) into the wave equation (20), we find that it provides a valid solution as long as




If we inspect Eq. (21), we see that a particle travelling in the direction of ~k has to move at a speed
ω/|~k| in order to remain at the same phase in the wave: thus the quantity c is the phase velocity of
the wave. This quantity c is, of course, the speed of light in a vacuum; and the identification of light
with an electromagnetic wave (with the phase velocity related to the electric permittivity and magnetic
permeability by Eq. (16)) was one of the great achievements of 19th century physics.
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Fig. 4: Electric and magnetic fields in a plane electromagnetic wave in free space. The wave vector ~k is in the
direction of the +z axis.
3.2 Wave equation for the magnetic field
So far, we have only considered the electric field. But Maxwell’s equation (3) tells us that an electric
field that varies with time must have a magnetic field associated with it. Therefore, we should look for a
(non-trivial) solution for the magnetic field in free space. Starting with Eq. (14), and following the same
procedure as above, we find that the magnetic field also satisfies the wave equation:





with a similar solution:
~B = ~B0 cos
(
~k · ~r − ωt+ φ0
)
. (26)
Here, we have written the same constants ω, ~k, and φ0 as we used for the electric field, though we do
not so far know they have to be the same. We shall show in the following section that these constants do
indeed need to be the same for both the electric field and the magnetic field.
3.3 Relations between electric and magnetic fields in a plane wave in free space
As we commented above, although taking additional derivatives of Maxwell’s equations allows us to
decouple the equations for the electric and magnetic fields, we must impose additional constraints on the
solutions to ensure that the first-order equations are satisfied. In particular, substituting the expressions
for the fields (21) and (26) into Eqs. (12) and (13), respectively, and noting that the latter equations must
be satisfied at all points in space and at all times, we obtain
~k · ~E0 = 0, (27)
~k · ~B0 = 0. (28)
Since ~k represents the direction of propagation of the wave, we see that the electric and magnetic fields
must at all times and all places be perpendicular to the direction in which the wave is travelling. This is
a feature that does not appear if we only consider the second-order equations.
Finally, substituting the expressions for the fields (21) and (26) into Eqs. (15) and (14), respec-
tively, and again noting that the latter equations must be satisfied at all points in space and at all times,
we see first that the quantities ω, ~k, and φ0 appearing in (21) and (26) must be the same in each case.
Also, we have the following relations between the magnitudes and directions of the fields:
~k × ~E0 = ω ~B0, (29)
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~k × ~B0 = −ω ~E0. (30)
If we choose a coordinate system so that ~E0 is parallel to the x axis and ~B0 is parallel to the y axis, then ~k
must be parallel to the z axis: note that the vector product ~E× ~B is in the same direction as the direction





Note that the wave vector ~k can be chosen arbitrarily: there are infinitely many ‘modes’ in which
an electromagnetic wave propagating in free space may appear; and the most general solution will be
a sum over all modes. When the mode is specified (by giving the components of ~k), the frequency
is determined from the dispersion relation (24). However, the amplitude and phase are not determined
(although the electric and magnetic fields must have the same phase, and their amplitudes must be related
by Eq. (31)).
Finally, note that all the results derived in this section are strictly true only for electromagnetic
fields in a vacuum. The generalization to fields in uniform, homogenous, linear (i.e., constant perme-
ability µ and permittivity ε) nonconducting media is straightforward. However, new features appear for
waves in conductors, on boundaries, or in nonlinear media.
3.4 Complex notation for electromagnetic waves
We finish this section by introducing the complex notation for free waves. Note that the electric field
given by Eq. (21) can also be written as
~E = Re ~E0e
iφ0ei(
~k·~r−ωt). (32)
To avoid continually writing a constant phase factor when dealing with solutions to the wave equation,
we replace the real (constant) vector ~E0 by the complex (constant) vector ~E′0 = ~E0e
iφ0 . Also, we note
that since all the equations describing the fields are linear, and that any two solutions can be linearly





provide mathematically valid solutions to Maxwell’s equations in free space, with the same relationships
between the various quantities (frequency, wave vector, amplitudes, phase) as the solutions given in
Eqs. (21) and (26). Therefore, as long as we deal with linear equations, we can carry out all the algebraic
manipulation using complex field vectors, where it is implicit that the physical quantities are obtained
by taking the real parts of the complex vectors. However, when using the complex notation, particular
care is needed when taking the product of two complex vectors: to be safe, one should always take the
real part beforemultiplying two complex quantities, the real parts of which represent physical quantities.
Products of the electromagnetic field vectors occur in expressions for the energy density and energy flux
in an electromagnetic field, as we shall see below.
4 Electromagnetic waves in conductors
Electromagnetic waves in free space are characterized by an amplitude that remains constant in space and
time. This is also true for waves travelling through any isotropic, homogeneous, linear, non-conducting
medium, which we may refer to as an ‘ideal’ dielectric. The fact that real materials contain electric
charges that can respond to electromagnetic fields means that the vacuum is really the only ideal dielec-
tric. Some real materials (for example, many gases, and materials such as glass) have properties that
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approximate those of an ideal dielectric, at least over certain frequency ranges: such materials are trans-
parent. However, we know that many materials are not transparent: even a thin sheet of a good conductor
such as aluminium or copper, for example, can provide an effective barrier for electromagnetic radiation
over a wide range of frequencies.
To understand the shielding effect of good conductors is relatively straightforward. Essentially, we
follow the same procedure to derive the wave equations for the electromagnetic fields as we did for the
case of a vacuum, but we include additional terms to represent the conductivity of the medium. These
additional terms have the consequence that the amplitude of the wave decays as the wave propagates
through the medium. The rate of decay of the wave is characterized by the skin depth, which depends
(amongst other things) on the conductivity of the medium.
Let us consider an ohmic conductor. An ohmic conductor is defined by the relationship between
the current density ~J at a point in the conductor, and the electric field ~E existing at the same point in the
conductor:
~J = σ ~E, (35)
where σ is a constant, the conductivity of the material.
In an uncharged ohmic conductor, Maxwell’s equations (1)–(4) take the form
∇ · ~E = 0, (36)
∇ · ~B = 0, (37)








where µ is the (absolute) permeability of the medium, and ε is the (absolute) permittivity. Notice the
appearance of the additional term on the right-hand side of Eq. (38), compared to Eq. (14).
Following the same procedure as led to Eq. (20), we derive the following equation for the electric
field in a conducting medium:







This is again a wave equation, but with a term that includes a first-order time derivative. In the equation
for a simple harmonic oscillator, such a term would represent a ‘frictional’ force that leads to dissipation
of the energy in the oscillator. There is a similar effect here; to see this, let us try a solution of the same




Substituting into the wave equation (40), we obtain the dispersion relation
−~k2 + iµσω + µεω2 = 0. (42)
Let us assume that the frequency ω is a real number. Then, to find a solution to Eq. (42), we have to
allow the wave vector ~k to be complex. Let us write the real and imaginary parts as ~α and ~β respectively:
~k = ~α+ i~β. (43)
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Fig. 5: Electric and magnetic fields in a plane electromagnetic wave in a conductor. The wave vector is in the
direction of the +z axis.
|~β| = ωµσ
2|~α| . (45)
To understand the physical significance of ~α and ~β, we write the solution (41) to the wave equation as
~E = ~E0e
−~β·~rei(~α·~r−ωt). (46)
We see that there is still a wave-like oscillation of the electric field, but there is now also an exponential




The imaginary part of the wave vector gives the distance δ over which the amplitude of the wave falls by





Accompanying the electric field, there must be a magnetic field:
~B = ~B0 e
i(~k·~r−ωt). (49)
From Maxwell’s equation (4), the amplitudes of the electric and magnetic fields must be related by
~k × ~E0 = ω ~B0. (50)
The electric and magnetic fields are perpendicular to each other, and to the wave vector: this is the
same situation as occurred for a plane wave in free space. However, since ~k is complex for a wave in
a conductor, there is a phase difference between the electric and magnetic fields, given by the complex
phase of ~k. The fields in a plane wave in a conductor are illustrated in Fig. 5.
The dispersion relation (42) gives a rather complicated algebraic relationship between the fre-
quency and the wave vector, in which the electromagnetic properties of the medium (permittivity, per-
meability, and conductivity) all appear. However, in many cases it is possible to write much simpler
expressions that provide good approximations. First, there is the ‘poor conductor’ regime:








The wavelength is related to the frequency in the way that we would expect for a dielectric.
Next there is the ‘good conductor’ regime:




, |~β| ≈ |~α|. (52)
Here the situation is very different. The wavelength depends directly on the conductivity: for a good
conductor, the wavelength is very much shorter than it would be for a wave at the same frequency in free
space. The real and imaginary parts of the wave vector are approximately equal: this means that there
is a significant reduction in the amplitude of the wave even over one wavelength. Also, the electric and
magnetic fields are approximately π/4 out of phase.
The reduction in amplitude of a wave as it travels through a conductor is not difficult to understand.
The electric charges in the conductor move in response to the electric field in the wave. The motion of
the charges constitutes an electric current in the conductor, which results in ohmic losses: ultimately, the
energy in the wave is dissipated as heat in the conductor. Note that whether or not a given material can be
described as a ‘good conductor’ depends on the frequency of the wave (and permittivity of the material):
at a high enough frequency, any material will become a poor conductor.
5 Energy in electromagnetic fields
Waves are generally associated with the propagation of energy: the question then arises as to whether
this is the case with electromagnetic waves, and, if so, how much energy is carried by a wave of a given
amplitude. To address this question, we first need to find general expressions for the energy density and
energy flux in an electromagnetic field. The appropriate expressions follow from Poynting’s theorem,
which may be derived from Maxwell’s equations.
5.1 Poynting’s theorem
First, we take the scalar product of Maxwell’s equation (4) with the magnetic intensity ~H on both sides,
to give




Then, we take the scalar product of (3) with the electric field ~E on both sides to give




Now we subtract Eq. (54) from Eq. (53) to give
~H · ∇ × ~E − ~E · ∇ × ~H = − ~E · ~J − ~E · ∂
~D
∂t



















− ~E · ~J. (56)
Equation (56) is Poynting’s theorem. It does not appear immediately to tell us much about the energy
in an electromagnetic field; but the physical interpretation becomes a little clearer if we convert it from
differential form into integral form. Integrating each term on either side over a volume V , and changing





(UE + UH) dV = −
∮
A
~S · d ~A−
∫
V
~E · ~J dV, (57)











~S = ~E × ~H. (60)
The physical interpretation follows from the volume integral on the right-hand side of Eq. (57):
this represents the rate at which the electric field does work on the charges contained within the volume
V . If the field does work on the charges within the field, then there must be energy contained within
the field that decreases as a result of the field doing work. Each of the terms within the integral on the
left-hand side of Eq. (57) has the dimensions of energy density (energy per unit volume). Therefore, the
integral has the dimensions of energy; it is then natural to interpret the full expression on the left-hand
side of Eq. (57) as the rate of change of energy in the electromagnetic field within the volume V . The
quantities UE and UH represent the energy per unit volume in the electric field and in the magnetic field,
respectively.
Finally, there remains the interpretation of the first term on the right-hand side of Eq. (57). As
well as the energy in the field decreasing as a result of the field doing work on charges, the energy may
change as a result of a flow of energy purely within the field itself (i.e., even in the absence of any
electric charge). Since the first term on the right-hand side of Eq. (57) is a surface integral, it is natural
to interpret the vector inside the integral as the energy flux within the field, i.e., the energy crossing unit
area (perpendicular to the vector) per unit time. The vector ~S defined by Eq. (60) is called the Poynting
vector.
5.2 Energy in an electromagnetic wave
As an application of Poynting’s theorem (or rather, of the expressions for energy density and energy flux
that arise from it), let us consider the energy in a plane electromagnetic wave in free space. As we noted
above, if we use complex notation for the fields, then we should take the real part to find the physical
fields before using expressions involving the products of fields (such as the expressions for the energy
density and energy flux).
The electric field in a plane wave in free space is given by
~E = ~E0 cos
(
~k · ~r − ωt+ φ0
)
. (61)













~k · ~r − ωt+ φ0
)
. (62)
If we take the average over time at any point in space (or, the average over space at any point in time),






The magnetic field in a plane wave in free space is given by
~B = ~B0 cos
(





















~k · ~r − ωt+ φ0
)
. (66)
If we take the average over time at any point in space (or, the average over space at any point in time),
















We see that in a plane electromagnetic wave in free space, the energy is shared equally between







Finally, let us calculate the energy flux in the wave. For this, we use the Poynting vector (60):





~k · ~r − ωt+ φ0
)
, (71)
where kˆ is a unit vector in the direction of the wave vector. The average value (over time at a particular




















Z0 is a physical constant, with value Z0 ≈ 376.73Ω. Using Eq. (70) we find the relation between energy
flux and energy density in a plane electromagnetic wave in free space:
〈~S〉 = 〈U〉ckˆ. (74)
This is the relationship that we might expect in this case: the mean energy flux is given simply by the
mean energy density moving at the speed of the wave in the direction of the wave. But note that this
is not the general case. More generally, the energy in a wave propagates at the group velocity, which
may be different from the phase velocity. For a plane electromagnetic wave in free space, the group
velocity happens to be equal to the phase velocity c. We shall discuss this further when we consider
energy propagation in waveguides.
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6 Electromagnetic potentials
We have seen that, to find non-trivial solutions for Maxwell’s electromagnetic field equations in free
space, it is helpful to take additional derivatives of the equations since this allows us to construct separate
equations for the electric and magnetic fields. The same technique can be used to find solutions for the
fields when sources (charge densities and currents) are present. Such situations are important, since they
arise in the generation of electromagnetic waves. However, it turns out that in systems where charges
and currents are present, it is often simpler to work with the electromagnetic potentials, from which the
fields may be obtained by differentiation, than with the fields directly.
6.1 Relationships between the potentials and the fields
The scalar potential φ and vector potential ~A are defined so that the electric and magnetic fields are
obtained using the relations
~B = ∇× ~A, (75)




We shall show below that as long as φ and ~A satisfy appropriate equations, then the fields ~B and ~E
derived from them using Eqs. (75) and (76) satisfy Maxwell’s equations. But first, note that there is a
many-to-one relationship between the potentials and the fields. That is, there are many different poten-
tials that can give the same fields. For example, we could add any uniform (independent of position)
value to the scalar potential φ, and leave the electric field ~E unchanged, since the gradient of a constant
is zero. Similarly, we could add any vector function with vanishing curl to the vector potential ~A; and
if this function is independent of time, then again the electric and magnetic fields are unchanged. This
property of the potentials is known as gauge invariance, and is of considerable practical value, as we
shall see below.
6.2 Equations for the potentials
The fact that there is a relationship between the potentials and the fields implies that the potentials that
are allowed in physics have to satisfy certain equations, corresponding to Maxwell’s equations. This is,
of course, the case. In this section we shall derive the equations that must be satisfied by the potentials,
if the fields that are derived from them are to satisfy Maxwell’s equations.
However, to begin with, we show that two of Maxwell’s equations (the ones independent of the
sources) are in fact satisfied if the fields are derived from any potentials φ and ~A using Eqs. (75) and
(76). First, since the divergence of the curl of any differentiable vector field is always zero,
∇ · ∇ × ~A ≡ 0, (77)
it follows that Maxwell’s equation (2) is satisfied for any vector potential ~A. Then, since the curl of the
gradient of any differentiable scalar field is always zero,
∇×∇φ ≡ 0, (78)
Maxwell’s equation (4) is satisfied for any scalar potential φ and vector potential ~A (as long as the
magnetic field is obtained from the vector potential by Eq. (75)).
Now let us consider the equations involving the source terms (the charge density ρ and current
density ~J). Differential equations for the potentials can be obtained by substituting from Eqs. (75)
and (76) into Maxwell’s equations (1) and (3). We also need to use the constitutive relations between
the magnetic field ~B and the magnetic intensity ~H , and between the electric field ~E and the electric
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displacement ~D. For simplicity, let us assume a system of charges and currents in free space; then the
constitutive relations are
~D = ε0 ~E, ~B = µ0 ~H. (79)
Substituting from Eq. (76) into Maxwell’s equation (1) gives
∇2φ+ ∂
∂t
∇ · ~A = − ρ
ε0
. (80)





= −µ0 ~J +∇
(






Equations (80) and (81) relate the electromagnetic potentials to a charge density ρ and current density ~J
in free space. Unfortunately, they are coupled equations (the scalar potential φ and vector potental ~J each
appear in both equations), and are rather complicated. However, we noted above that the potentials for
given electric and magnetic fields are not unique: the potentials have the property of gauge invariance. By
imposing an additional constraint on the potentials, known as a gauge condition, it is possible to restrict
the choice of potentials. With an appropriate choice of gauge, it is possible to decouple the potentials,
and furthermore, arrive at equations that have standard solutions. In particular, with the gauge condition


















= −µ0 ~J. (84)
Equations (83) and (84) have the form of wave equations with source terms. It is possible to write
solutions in terms of integrals over the sources: we shall do this shortly. However, before we do so, it is
important to note that for any given potentials, it is possible to find new potentials that satisfy Eq. (82),
but give the same fields as the original potentials. Equation (82) is called the Lorenz gauge. The proof
proceeds as follows.
First we show that any function ψ of position and time can be used to construct a gauge trans-
formation; that is, we can use ψ to find new scalar and vector potentials (different from the original
potentials) that give the same electric and magnetic fields as the original potentials. Given the original





~A′ = ~A−∇ψ. (86)
Equations (85) and (86) represent a gauge transformation. If the original potentials give fields ~E and ~B,
then the magnetic field derived from the new vector potential is
~B′ = ∇× ~A′ = ∇× ~A = ~B, (87)
where we have used the fact that the curl of the gradient of any scalar function is zero. The electric field
derived from the new potentials is
~E′ = −∇φ′ − ∂
~A′
∂t















Here, we have made use of the fact that position and time are independent variables, so it is possible to
interchange the order of differentiation. We see that for any function ψ, the fields derived from the new
potentials are the same as the fields derived from the original potentials. We say that ψ generates a gauge
transformation: it gives us new potentials, while leaving the fields unchanged.
Finally, we show how to choose a gauge transformation so that the new potentials satisfy the
Lorenz gauge condition. In general, the new potentials satisfy the equation













Suppose we have potentials φ and ~A that satisfy





where f is some function of position and time. (If f is non-zero, then the potentials φ and ~A do not






then the new potentials φ′ and ~A′ satisfy the Lorenz gauge condition





Notice that Eq. (91) again has the form of a wave equation, with a source term. Assuming that we can
solve such an equation, then it is always possible to find a gauge transformation such that, starting from
some given original potentials, the new potentials satisfy the Lorenz gauge condition.
6.3 Solution of the wave equation with source term
In the Lorenz gauge (82)


















Note that the wave equations have the form (for given charge density and current density) of two uncou-
pled second-order differential equations. In many situations, it is easier to solve these equations, than





6.4 Physical significance of the fields and potentials
An electromagnetic field is really a way of describing the interaction between particles that have elec-
tric charges. Given a system of charged particles, one could, in principle, write down equations for the
evolution of the system purely in terms of the positions, velocities, and charges of the various particles.
However, it is often convenient to carry out an intermediate step in which one computes the fields gener-
ated by the particles, and then computes the effects of the fields on the motion of the particles. Maxwell’s
equations provide a prescription for computing the fields arising from a given system of charges. The
effects of the fields on a charged particle are expressed by the Lorentz force equation
~F = q
(
~E + ~v × ~B
)
, (99)
where ~F is the force on the particle, q is the charge, and ~v is the velocity of the particle. The motion of
the particle under the influence of a force ~F is then given by Newton’s second law of motion:
d
dt
γm~v = ~F . (100)
Equations (99) and (100) make clear the physical significance of the fields. But what is the significance of
the potentials? At first, the feature of gauge invariance appears to make it difficult to assign any definite
physical significance to the potentials: in any given system, we have a certain amount of freedom in
changing the potentials without changing the fields that are present. However, let us consider first the
case of a particle in a static electric field. In this case, the Lorentz force is given by
~F = q ~E = −q∇φ. (101)
If the particle moves from position ~r1 to position ~r2 under the influence of the Lorentz force, then the




~F · d~ℓ = −q
∫ ~r2
~r1
∇φ · d~ℓ = −q [φ(~r2)− φ(~r1)] . (102)
Note that the work done by the field when the particle moves between two points depends on the dif-
ference in the potential at the two points; and that the work done is independent of the path taken by
the particle in moving between the two points. This suggests that the scalar potential φ is related to the
energy of a particle in an electrostatic field. If a time-dependent magnetic field is present, the analysis
becomes more complicated.
A more complete understanding of the physical significance of the scalar and vector potentials
is probably best obtained in the context of Hamiltonian mechanics. In this formalism, the equations of
motion of a particle are obtained from the Hamiltonian, H(~x, ~p; t); the Hamiltonian is a function of the
particle coordinates ~x, the (canonical) momentum ~p, and an independent variable t (often corresponding
to the time). Note that the canonical momentum can (and generally does) differ from the usual mechani-
cal momentum. The Hamiltonian defines the dynamics of a system, in the same way that a force defines
the dynamics in Newtonian mechanics. In Hamiltonian mechanics, the equations of motion of a particle












In the case of a charged particle in an electromagnetic field, the Hamiltonian is given by
H = c
√
(~p− q ~A)2 +m2c2 + qφ, (105)
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where the canonical momentum is
~p = ~βγmc+ q ~A, (106)
where ~β is the normalized velocity of the particle, ~β = ~v/c.
Note that Eqs. (103)–(106) give the same dynamics as the Lorentz force equation (99) together
with Newton’s second law of motion, Eq. (100); they are just written in a different formalism. The
significant point is that in the Hamiltonian formalism, the dynamics are expressed in terms of the po-
tentials, rather than the fields. The Hamiltonian can be interpreted as the ‘total energy’ of a particle, E .
Combining Eqs. (105) and (106), we find
E = γmc2 + qφ. (107)
The first term gives the kinetic energy, and the second term gives the potential energy: this is consistent
with our interpretation above, but now it is more general. Similarly, in Eq. (106) the ‘total momentum’
consists of a mechanical term, and a potential term
~p = ~βγmc+ q ~A. (108)
The vector potential ~A contributes to the total momentum of the particle, in the same way that the
scalar potential φ contributes to the total energy of the particle. Gauge invariance allows us to find new
potentials that leave the fields (and hence the dynamics) of the system unchanged. Since the fields are
obtained by taking derivatives of the potentials, this suggests that only changes in potentials between
different positions and times are significant for the dynamics of charged particles. This in turn implies
that only changes in (total) energy and (total) momentum are significant for the dynamics.
7 Generation of electromagnetic waves
As an example of the practical application of the potentials in a physical system, let us consider the gen-
eration of electromagnetic waves from an oscillating, infinitesimal electric dipole. Although idealized,
such a system provides a building block for constructing more realistic sources of radiation (such as the
half-wave antenna), and is therefore of real interest. An infinitesimal electric dipole oscillating at a single
frequency is known as an Hertzian dipole.
Consider two point-like particles located on the z axis, close to and on opposite sides of the origin.
Suppose that electric charge flows between the particles, so that the charge on each particle oscillates,
with the charge on one particle being
q1 = +q0e
−iωt, (109)
and the charge on the other particle being
q2 = −q0e−iωt. (110)




zˆ = −iωq0e−iωtzˆ. (111)
In the limit that the distance between the charges approaches zero, the charge density vanishes; however,
there remains a non-zero electric current at the origin, oscillating at frequency ω and with amplitude I0,
where
I0 = −iωq0. (112)
Since the current is located only at a single point in space (the origin), it is straightforward to
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Fig. 7: Hertzian dipole: the charges oscillate around the origin along the z axis with infinitesimal amplitude. The
vector potential at any point is parallel to the z axis, and oscillates at the same frequency as the dipole, with a phase






and ℓ is the length of the current: strictly speaking, we take the limit ℓ→ 0, but as we do so, we increase
the current amplitude I0, so that the produce I0ℓ remains non-zero and finite.
Notice that, with Eq. (113), we have quickly found a relatively simple expression for the vector
potential around an Hertzian dipole. From the vector potential we can find the magnetic field; and from
the magnetic field we can find the electric field. By working with the potentials rather than with the
fields, we have greatly simplified the finding of the solution in what might otherwise have been quite a
complex problem.
The magnetic field is given, as usual, by ~B = ∇× ~A. It is convenient to work in spherical polar
coordinates, in which case the curl is written as
∇× ~A ≡ 1
r2 sin θ
∣∣∣∣∣∣







Ar rAθ r sin θAφ
∣∣∣∣∣∣ . (115)
Evaluating the curl for the vector potential given by Eq. (113) we find
Br = 0, (116)













The electric field can be obtained from ∇ × ~B = 1
c2
∂ ~E
∂t (which follows from Maxwells equation (3) in



































Eφ = 0. (121)
Notice that the expressions for the fields are considerably more complicated than the expression for the
vector potential, and would be difficult to obtain by directly solving Maxwell’s equations.
The expressions for the fields all involve a phase factor ei(kr−ωt), with additional factors giving
the detailed dependence of the phase and amplitude on distance and angle from the dipole. The phase
factor ei(kr−ωt) means that the fields propagate as waves in the radial direction, with frequency ω (equal








If we make some approximations, we can simplify the expressions for the fields. In fact, we can
identify two different regimes. The near field regime is defined by the condition kr ≪ 1. In this case, the
fields are observed at a distance from the dipole much less than the wavelength of the radiation emitted
























The far field regime is defined by the condition kr ≫ 1. In this regime, the fields are observed
at distances from the dipole that are large compared to the wavelength of the radiation emitted by the
dipole. The dominant field components are
Bφ ≈ −i µ0
4π













The following features of the fields in this regime are worth noting:
– The electric and magnetic field components are perpendicular to each other, and to the (radial)
direction in which the wave is propagating.
– At any position and time, the electric and magnetic fields are in phase with each other.
– The ratio between the magnitudes of the fields at any given position is |Eθ|/|Bφ| ≈ c.
These are all properties associated with plane waves in free space. Furthermore, the amplitudes of the
fields fall off as 1/r: at sufficiently large distance from the oscillating dipole, the amplitudes decrease
slowly with increasing distance. At a large distance from an oscillating dipole, the electromagnetic waves
produced by the dipole make a good approximation to plane waves in free space.
It is also worth noting the dependence of the field amplitudes on the polar angle θ: the amplitudes
vanish for θ = 0 and θ = π, i.e., in the direction of oscillation of the charges in the dipole. However, the
amplitudes reach a maximum for θ = π/2, i.e., in a plane through the dipole, and perpendicular to the
direction of oscillation of the dipole.
We have seen that electromagnetic waves carry energy. This suggests that the Hertzian dipole
radiates energy, and that some energy ‘input’ will be required to maintain the amplitude of oscillation of
the dipole. This is indeed the case. Let us calculate the rate at which the dipole will radiate energy. As
usual, we use the expression
~S = ~E × ~H, (128)
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Fig. 8: Distribution of radiation power from an Hertzian dipole. The current in the dipole is oriented along the z
axis. The distance of a point on the curve from the origin indicates the relative power density in the direction from
the origin to the point on the curve.
where the Poynting vector ~S gives the amount of energy in an electromagnetic field crossing unit area
(perpendicular to ~S) per unit time. Before taking the vector product, we need to take the real parts of the








































+ sin(kr − ωt)
)
. (131)
The full expression for the Poynting vector will clearly be rather complicated; but if we take the average







As expected, the radiation is directional, with most of the power emitted in a plane through the dipole,
and perpendicular to its direction of oscillation; no power is emitted in the direction in which the dipole
oscillates. The power distribution is illustrated in Fig. 8. The power per unit area falls off with the square
of the distance from the dipole. This is expected, from conservation of energy.
The total power emitted by the dipole is found by integrating the power per unit area given by
Eq. (132) over a surface enclosing the dipole. For simplicity, let us take a sphere of radius r. Then, the






|〈~S〉| r2 sin θ dθ dφ. (133)
Using the result ∫ π
θ=0













Notice that, for a given amplitude of oscillation, the total power radiated varies as the square of the
frequency of the oscillation. The consequences of this fact are familiar in an everyday observation. Gas
molecules in the Earth’s atmosphere behave as small oscillating dipoles when the electric charges within
them respond to the electric field in the sunlight passing through the atmosphere. The dipoles re-radiate
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Fig. 9: (a) Left: ‘Pill box’ surface for derivation of the boundary conditions on the normal component of the
magnetic flux density at the interface between two media. (b) Right: Geometry for derivation of the boundary
conditions on the tangential component of the magnetic intensity at the interface between two media.
the energy they absorb, a phenomenon known as Rayleigh scattering. The energy from the oscillating
dipoles is radiated over a range of directions; after many scattering ‘events’, it appears to an observer that
the light comes from all directions, not just the direction of the original source (the Sun). Equation (135)
tells us that shorter wavelength (higher frequency) light is scattered much more strongly than longer
wavelength (lower frequency) light. Thus, the sky appears blue.
8 Boundary conditions
Gauss’s theorem and Stokes’s theorem can be applied to Maxwell’s equations to derive constraints on the
behaviour of electromagnetic fields at boundaries between different materials. For RF systems in particle
accelerators, the boundary conditions at the surfaces of highly-conductive materials are of particular
significance.
8.1 General boundary conditions
Consider first a short cylinder or ‘pill box’ that crosses the boundary between two media, with the flat
ends of the cylinder parallel to the boundary, see Fig. 9 (a). Applying Gauss’s theorem to Maxwell’s
equation (2) gives ∫
V
∇ · ~B dV =
∮
∂V
~B · d~S = 0,
where the boundary ∂V encloses the volume V within the cylinder. If we take the limit where the length
of the cylinder (2h – see Fig. 9 (a)) approaches zero, then the only contributions to the surface integral
come from the flat ends; if these have infinitesimal area dS, then since the orientations of these surfaces
are in opposite directions on opposite sides of the boundary, and parallel to the normal component of the
magnetic field, we find
−B1⊥ dS +B2⊥ dS = 0,
whereB1⊥ andB2⊥ are the normal components of the magnetic flux density on either side of the bound-
ary. Hence
B1⊥ = B2⊥. (136)
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In other words, the normal component of the magnetic flux density is continuous across a boundary.
Applying the same argument, but starting from Maxwell’s equation (1), we find
D2⊥ −D1⊥ = ρs, (137)
where D⊥ is the normal component of the electric displacement, and ρs is the surface charge density
(i.e., the charge per unit area, existing purely on the boundary).
A third boundary condition, this time on the component of the magnetic field parallel to a bound-
ary, can be obtained by applying Stokes’s theorem to Maxwell’s equation (3). In particular, we consider
a surface S bounded by a loop ∂S that crosses the boundary of the material, see Fig. 9 (b). If we integrate
both sides of Eq. (3) over that surface, and apply Stokes’s theorem (7), we find∫
S
∇× ~H · d~S =
∮
∂S
~H · d~l =
∫
S




~D · d~S, (138)
where I is the total current flowing through the surface S. Now, let the surface S take the form of a thin
strip, with the short ends perpendicular to the boundary, and the long ends parallel to the boundary. In the
limit that the length of the short ends goes to zero, the area of S goes to zero: the electric displacement
integrated over S becomes zero. In principle, there may be some ‘surface current’, with density (i.e.,
current per unit length) ~Js: this contribution to the right-hand side of Eq. (138) remains non-zero in the
limit that the lengths of the short sides of the loop go to zero. In particular, note that we are interested
in the component of ~Js that is perpendicular to the component of ~H parallel to the surface. We denote
this component of the surface current density Js⊥. Then, we find from Eq. (138) (taking the limit of zero
length for the short sides of the loop):
H2‖ −H1‖ = −Js⊥, (139)
where H1‖ is the component of the magnetic intensity parallel to the boundary at a point on one side of
the boundary, and H2‖ is the component of the magnetic intensity parallel to the boundary at a nearby
point on the other side of the boundary.
A final boundary condition can be obtained using the same argument that led to Eq. (139), but
starting from Maxwell’s equation (3). The result is
E2‖ = E1‖, (140)
that is, the tangential component of the electric field ~E is continuous across any boundary.
8.2 Electromagnetic waves on boundaries
The boundary conditions (136), (137), (139), and (140) must be satisfied for the fields in an electro-
magnetic wave incident on the boundary between two media. This requirement leads to the familiar
phenomena of reflection and refraction: the laws of reflection and refraction, and the amplitudes of the
reflected and refracted waves can be derived from the boundary conditions, as we shall now show.
Consider a plane boundary between two media (see Fig. 10). We choose the coordinate system so
that the boundary lies in the x–y plane, with the z axis pointing from medium 1 into medium 2. We write
a general expression for the electric field in a plane wave incident on the boundary from medium 1:
~EI = ~E0Ie
i(~kI ·~r−ωI t). (141)
In order to satisfy the boundary conditions, there must be a wave present on the far side of the boundary,
i.e., a transmitted wave in medium 2:
~ET = ~E0T e
i(~kT ·~r−ωT t). (142)
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Fig. 10: Incident, reflected, and transmitted waves on a boundary between two media
Let us assume that there is also an additional (reflected) wave in medium 1, i.e., on the incident side of
the boundary. It will turn out that such a wave will be required by the boundary conditions. The electric
field in this wave can be written
~ER = ~E0Re
i(~kR·~r−ωRt). (143)
First of all, the boundary conditions must be satisfied at all times. This is only possible if all waves
are oscillating with the same frequency:
ωI = ωT = ωR = ω. (144)
Also, the boundary conditions must be satisfied for all points on the boundary. This is only possible if
the phases of all the waves vary in the same way across the boundary. Therefore, if ~p is any point on the
boundary,
~kI · ~p = ~kT · ~p = ~kR · ~p. (145)
Let us further specify our coordinate system so that ~kI lies in the x–z plane, i.e., the y component of ~kI
is zero. Then, if we choose ~p to lie on the y axis, we see from Eq. (145) that
kTy = kRy = kIy = 0. (146)
Therefore, the transmitted and reflected waves also lie in the x–z plane.
Now let us choose ~p to lie on the x axis. Then, again using Eq. (145), we find that
kTx = kRx = kIx. (147)
If we define the angle θI as the angle between ~kI and the z axis (the normal to the boundary), and
similarly for θT and θR, then Eq. (147) can be expressed:
kT sin θT = kR sin θR = kI sin θI . (148)
Since the incident and reflected waves are travelling in the same medium, and have the same frequency,
the magnitudes of their wave vectors must be the same, i.e., kR = kI . Therefore, we have the law of
reflection:
sin θR = sin θI . (149)
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Fig. 11: Electric and magnetic fields in the incident, reflected, and transmitted waves on a boundary between two
media. Left: The incident wave is N polarized, i.e., with the electric field normal to the plane of incidence. Right:
The incident wave is P polarized, i.e., with the electric field parallel to the plane of incidence.










where v1 and v2 are the phase velocities in the media 1 and 2, respectively, and we have used the
dispersion relation v = ω/k. If we define the refractive index n of a medium as the ratio between












This is the familiar form of the law of refraction, Snell’s law.
So far, we have derived expressions for the relative directions of the incident, reflected, and trans-
mitted waves. To do this, we have only used the fact that boundary conditions on the fields in the wave
exits. Now, we shall derive expressions for the relative amplitudes of the waves: for this, we shall need
to apply the boundary conditions themselves.
It turns out that there are different relationships between the amplitudes of the waves, depending
on the orientation of the electric field with respect to the plane of incidence (that is, the plane defined
by the normal to the boundary and the wave vector of the incident wave). Let us first consider the case
that the electric field is normal to the plane of incidence, i.e., ‘N polarization’, see Fig. 11, left. Then,
the electric field must be tangential to the boundary. Using the boundary condition (140), the tangential
component of the electric field is continuous across the boundary, and so
~E0I + ~E0R = ~E0T . (153)
Using the boundary condition (139), the tangential component of the magnetic intensity ~H is also con-
tinuous across the boundary. However, because the magnetic field in a plane wave is perpendicular to
the electric field, the magnetic intensity in each wave must lie in the plane of incidence, and at an angle
to the boundary. Taking the directions of the wave vectors into account,
~H0I cos θI − ~H0R cos θI = ~H0T cos θT . (154)
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Using the definition of the impedance Z of a medium as the ratio between the amplitude of the electric











Z2 cos θI − Z1 cos θT








Z2 cos θI + Z1 cos θT
. (157)
Following a similar procedure for the case that the electric field is oriented so that it is parallel to






Z2 cos θT − Z1 cos θI








Z2 cos θT + Z1 cos θI
. (159)
Equations (156)–(159) are known as Fresnel’s equations: they give the amplitudes of the reflected
and transmitted waves relative to the amplitude of the incident wave, in terms of the properties of the
media (specifically, the impedance) on either side of the boundary, and the angle of the incident wave.
Many important phenomena, including total internal reflection, and polarization by reflection, follow
from Fresnel’s equations. However, we shall focus on the consequences for a wave incident on a good
conductor.






This follows from Eq. (155), using the constitutive relation ~B = µ ~H , and the relation between the field
amplitudes in an electromagnetic wave E0/B0 = v, where the phase velocity v = 1/
√
µε.
Now let us consider what happens when a wave is incident on the surface of a conductor. Using








In a good conductor (for which the conductivity σ ≫ ωε), the wave vector is complex; and this means
that the impedance will also be complex. This implies a phase difference between the electric and
magnetic fields, which does indeed occur in a conductor. In the context of Fresnel’s equations, complex
impedances will describe the phase relationships between the incident, reflected, and transmitted waves.
From Eq. (52), the wave vector in a good conductor is given (approximately) by





Therefore, we can write
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Consider a wave incident on a good conductor from a dielectric. If the permittivity and permeability
of the conductor are similar to those in the dielectric, then, since σ ≫ ωε (by definition, for a good
conductor), the impedance of the conductor will be much less than the impedance of the dielectric.






There is (almost) perfect reflection of the wave (with a change of phase); and very little of the wave
penetrates into the conductor.
At optical frequencies and below, most metals are good conductors. In practice, as we expect from
the above discussion, most metals have highly reflective surfaces. This is of considerable importance for
RF systems in particle accelerators, as we shall see when we consider cavities and waveguides, in the
following sections.
8.3 Fields on the boundary of an ideal conductor
We have seen that a good conductor will reflect most of the energy in a wave incident on its surface.
We shall define an ideal conductor as a material that reflects all the energy in an electromagnetic wave
incident on its surface1. In that case, the fields at any point inside the ideal conductor will be zero at all
times. From the boundary conditions (136) and (140), this implies that, at the surface of the conductor,
B⊥ = 0, E‖ = 0. (165)
That is, the normal component of the magnetic field, and the tangential component of the electric field
must vanish at the boundary. These conditions impose strict constraints on the patterns of electromag-
netic field that can persist in RF cavities, or that can propagate along waveguides.
The remaining boundary conditions, (137) and (139), allow for discontinuities in the normal com-
ponent of the electric field, and the tangential component of the magnetic field, depending on the presence
of surface charge and surface current. In an ideal conductor, both surface charge and surface current can
be present: this allows the field to take non-zero values at the boundary of (and within a cavity enclosed
by) an ideal conductor.
9 Fields in cavities
In the previous section, we saw that most of the energy in an electromagnetic wave is reflected from
the surface of a good conductor. This provides the possibility of storing electromagnetic energy in the
form of standing waves in a cavity; the situation will be analogous to a standing mechanical wave on,
say, a violin string. We also saw in the previous section that there are constraints on the fields on the
surface of a good conductor: in particular, at the surface of an ideal conductor, the normal component
of the magnetic field and the tangential component of the electric field must both vanish. As a result,
the possible field patterns (and frequencies) of the standing waves that can persist within the cavity are
determined by the shape of the cavity. This is one of the most important practical aspects for RF cavities
in particle accelerators. Usually, the energy stored in a cavity is needed to manipulate a charged particle
beam in a particular way (for example, to accelerate or deflect the beam). The effect on the beam is
determined by the field pattern. Therefore, it is important to design the shape of the cavity so that the
fields in the cavity interact with the beam in the desired way; and that undesirable interactions (which
always occur to some extent) are minimized. The relationship between the shape of the cavity and the
different field patterns (or modes) that can persist within the cavity will be the main topic of the present
section. Other practical issues (for example, how the electromagnetic waves enter the cavity) are beyond
our scope.
1It is tempting to identify superconductors with ideal conductors; however, superconductors are rather complicated materials
that show sometimes surprising behaviour not always consistent with our definition of an ideal conductor.
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Fig. 12: Rectangular cavity
9.1 Modes in a rectangular cavity
We consider first a rectangular cavity with perfectly conducting walls, containing a perfect vacuum (see
Fig. 12). The wave equation for the electric field inside the cavity is





where c is the speed of light in a vacuum. There is a similar equation for the magnetic field ~B. We
look for solutions to the wave equations for ~E and ~B that also satisfy Maxwell’s equations, and also
satisfy the boundary conditions for the fields at the walls of the cavity. If the walls of the cavity are ideal
conductors, then the boundary conditions are
E‖ = 0, (167)
B⊥ = 0, (168)
where E‖ is the component of the electric field tangential to the wall, and B⊥ is the component of the
magnetic field normal to the wall.
Free-space plane wave solutions will not satisfy the boundary conditions. However, we can look
for solutions of the form
~E(x, y, z, t) = ~E~re
−iωt, (169)
where ~E~r = ~E~r(x, y, z) is a vector function of position (independent of time). Substituting into the wave




~E~r = 0. (170)
The full solution can be derived using the method of separation of variables (in fact, we have begun the
process by separating the time from the spatial variables). However, it is sufficient to quote the result,
and verify the solution simply by substitution into the wave equation. The components of the electric
field in the rectangular cavity are given by
Ex = Ex0 cos kxx sin kyy sin kzz e
−iωt, (171)
Ey = Ey0 sin kxx cos kyy sin kzz e
−iωt, (172)
Ez = Ez0 sin kxx sin kyy cos kzz e
−iωt. (173)
THEORY OF ELECTROMAGNETIC FIELDS
43

Fig. 14: Mode spectra in rectangular cavities. Top: all side lengths equal. Middle: two side lengths equal. Bottom:
all side lengths different. Note that we show all modes, including those with two (or three) mode numbers equal
to zero, even though such modes will have zero amplitude.


















For a cubic cavity (ax = ay = az), there will be a degree of degeneracy, i.e., there will generally be
several different sets of mode numbers leading to different field patterns, but all with the same frequency
of oscillation. The degeneracy can be broken by making the side lengths different: see Fig. 14.
Some examples of field patterns in different modes of a rectangular cavity are shown in Fig. 15.
9.2 Quality factor
Note that the standing wave solution represents an oscillation that will continue indefinitely: there is
no mechanism for dissipating the energy. This is because we have assumed that the walls of the cavity
are made from an ideal conductor, and the energy incident upon a wall is completely reflected. These
assumptions are implicit in the boundary conditions we have imposed, that the tangential component of
the electric field and the normal component of the magnetic field vanish at the boundary.
In practice, the walls of the cavity will not be perfectly conducting, and the boundary conditions
will vary slightly from those we have assumed. The electric and (oscillating) magnetic fields on the walls
will induce currents, which will dissipate the energy. The rate of energy dissipation is usually quantified








+ ω2u = 0 (184)
has the solution
u = u0 e
− ωt







The quality factor Q is (for Q ≫ 1) the number of oscillations over which the energy in the oscillator
(proportional to the square of the amplitude of u) falls by a factor 1/e. More precisely, the rate of energy
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Fig. 15: Examples of modes in rectangular cavity. From top to bottom: (110), (111), (210), and (211).
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If a field is generated in a rectangular cavity corresponding to one of the modes we have calculated,
the fields generating currents in the walls will be small, and the dissipation will be slow: such modes
(with integer values ofmx,my, andmz) will have a high quality factor, compared to other field patterns
inside the cavity. A mode with a high quality factor is called a resonant mode. In a rectangular cavity,
the modes corresponding to integer values of the mode numbers are resonant modes.
9.3 Energy stored in a rectangular cavity
It is often useful to know the energy stored in a cavity. For a rectangular cavity, it is relatively straight-
forward to calculate the energy stored in a particular mode, given the amplitude of the fields. The energy




~D · ~E. (188)






where the volume integral extends over the entire volume of the cavity. In a resonant mode, we have∫ ax
0
cos2 kxx dx =
∫ ax
0




where kx = mxπ/ax, and mx is a non-zero integer. We have similar results for the y and z directions,











The energy varies as the square of the field amplitude, and oscillates sinusoidally in time.













, and Ex0kx + Ey0ky + Ez0kz = 0, (193)












As in the case of the electric field, the numerical factor is correct if the mode numbersmx, my, andmz
are non-zero integers.
Finally, using 1/c2 = µ0ε0, we have (formx,my, andmz non-zero integers)









The total energy in the cavity is constant over time, although the energy ‘oscillates’ between the electric
field and the magnetic field.
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The power flux in the electromagnetic field is given by the Poynting vector:
~S = ~E × ~H. (196)
Since the electric and magnetic fields in the cavity are 90◦ out of phase (if the electric field varies as
cosωt, then the magnetic field varies as sinωt), averaging the Poynting vector over time at any point in
the cavity gives zero: this is again consistent with conservation of energy.
9.4 Shunt impedance
We have seen that, in practice, some of the energy stored in a cavity will be dissipated in the walls, and







For a mode with a longitudinal electric field component Ez0 = V0/L (where L is the length of the





(Note that different definitions of the shunt impedance are used, depending on the context: some defini-
tions omit the factor 1/2.)










Consider a mode with Bz = 0. Such modes have only transverse components of the magnetic
field, and are called TM modes. Using equation (181), we see that the electric field in TM modes obeys
kyEx0 = kxEy0. (199)
We also have, from (175),
kxEx0 + kyEy0 + kzEz0 = 0. (200)
These relations allow us to write the energy stored in the cavity purely in terms of the mode numbers and

































For a TMmode in a rectangular cavity, the quantityRs/Q depends only on the length of the cavity
and the mode numbers. It is independent of such factors as the material of the walls. In fact, this result
generalizes: for TM modes, Rs/Q depends only on the geometry of the cavity, and the mode numbers.
This is of practical significance since, to optimize the design of a cavity for accelerating a beam, the goal
is to maximize Rs/Q for the accelerating mode, and minimize this quantity for all other modes. Since
Rs/Q is independent of such quantities as the material from which the cavity is made, it is possible while
designing the cavity to focus on optimizing the geometry to achieve the highest Rs/Q for the desired
mode (and minimize Rs/Q) for the other modes. Properties of the material from which the cavity will




Most cavities in accelerators are closer to a cylindrical than a rectangular geometry. It is worth consid-
ering the solutions to Maxwell’s equations, subject to the usual boundary conditions, for a cylinder with
perfectly conducting walls. We can find the modes in just the same way as we did for a rectangular cav-
ity: that is, we find solutions to the wave equations for the electric and magnetic fields using separation
of variables; then we find the ‘allowed’ solutions by imposing the boundary conditions. The algebra is
more complicated this time because we have to work in cylindrical polar coordinates. We will not go
through the derivation in detail: the solutions for the fields can be checked by taking the appropriate
derivatives.
One set of modes (not the most general solution) we can write down is as follows:
Er = −iB0 nω
k2rr
Jn(krr) sinnθ sin kzz e
−iωt, (203)
Eθ = −iB0 ω
kr
J ′n(krr) cosnθ sin kzz e
−iωt, (204)








Jn(krr) sinnθ cos kzz e
−iωt, (207)
Bz = B0Jn(krr) cosnθ sin kzz e
−iωt. (208)
Note that Jn(x) is a Bessel function of order n, and J ′n(x) is the derivative of Jn(x). The Bessel functions










y = 0. (209)
This equation appears when we separate variables in finding a solution to the wave equation in cylindrical
polar coordinates.
Because of the dependence of the fields on the azimuthal angle θ, we require that n is an integer:
n provides an azimuthal index in specifying a mode.
From the boundary conditions, Eθ and Br must both vanish on the curved wall of the cavity, i.e.,
when r = a, where a is the radius of the cylinder. Therefore, we have a constraint on kr:






where p′nm is themth zero of the derivative of the nth order Bessel function. This equation is analogous
to the conditions we had for the rectangular cavity, e.g., kx = mxπ/ax. We can use the integer m as a
radial index in specifying a mode.
We also need to have Bz = Er = Eθ = 0 on the flat ends of the cavity. Assuming the flat ends of
the cavity are at z = 0 and z = L, these boundary conditions are satisfied if
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Fig. 16: Bessel functions. The red, green, blue, and purple lines show (respectively) the first, second, third, and
fourth order Bessel functions Jn(x).
where ℓ is an integer. ℓ provides a longitudinal index in specifying a mode.
Also, we find that
∇2 ~E = −(k2r + k2z) ~E, (213)
so from the wave equation












Similar equations hold for the magnetic field ~B.
In the modes that we are considering, the longitudinal component of the electric field Ez = 0, i.e.,
the electric field is purely transverse. These modes are known as ‘TE’ modes. A specific mode of this
type, with indices n (azimuthal), m (radial), and ℓ (longitudinal) is commonly written as TEnmℓ. The
















The fields in the TE110 mode in a cylindrical cavity are shown in Fig. 17.
TE modes are useful for giving a transverse deflection to a beam in an accelerator, but are not
much use for providing acceleration. Fortunately, cylindrical cavities allow another set of modes that
have non-zero longitudinal electric field:
Er = −E0kz
kr





Jn(krr) sinnθ sin kzz e
−iωt, (218)














J ′n(krr) cosnθ cos kzz e
−iωt, (221)
Bz = 0. (222)
In these modes, the magnetic field is purely transverse (zero longitudinal component); therefore, they are
referred to as ‘TM’ modes. As before, for physical fields, nmust be an integer. The boundary conditions
























The lowest frequency accelerating mode in a cylindrical cavity is the TM010 mode (n = 0,m = 1,
ℓ = 0). The fields in the TM010 (see Fig. 18) mode are given by
Er = 0, (225)








Br = 0, (228)
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Bz = 0. (230)






(Note that p01 ≈ 2.40483.) However, to get the maximum acceleration from the cavity, the time taken
for a particle to pass through the cavity should be one-half of the RF period, i.e., π/ω. Therefore, for
best efficiency, the length of the cavity should be L = πv/ω, where v is the velocity of the particle. For
ultra-relativistic particles, the length of the cavity should be L = λ/2, where λ is the wavelength of an
electromagnetic wave with angular frequency ω in free space.
10 Waveguides
Cavities are useful for storing energy in electromagnetic fields, but it is also necessary to transfer electro-
magnetic energy between different locations, e.g., from an RF power source such as a klystron, to an RF
cavity. Waveguides are generally used for carrying large amounts of energy (high power RF). For low
power RF signals (e.g., for timing or control systems), transmission lines are generally used. Although
the basic physics in waveguides and transmission lines is the same— both involve electromagnetic waves
propagating through bounded regions — different formalisms are used for their analysis, depending on
the geometry of the boundaries. In this section, we consider waveguides; we consider transmission lines
in the following section.
As was the case for cavities, the patterns of the fields in the resonant modes are determined by
the geometry of the boundary. The resonant modes in a waveguide with circular cross-section will
look somewhat different from the modes in a waveguide with rectangular cross-section. The physical
principles and general methods are the same in both cases; however, the algebra is somewhat easier for
a rectangular waveguide. Therefore, we shall consider here only waveguides with rectangular cross-
section.
10.1 Modes in a rectangular waveguide
Consider an ideal conducting tube with rectangular cross-section, of width ax and height ay (Fig. 19).
This is essentially a cavity resonator with length az →∞. The electric field must solve the wave equation




















(kxEy0 − kyEx0) cos kxx cos kyy ei(kzz−ωt). (244)








, my = 0, 1, 2 . . .










kxEx0 + kyEy0 + kzEz0 = 0,
ensure that Maxwell’s equation






In a rectangular cavity, the mode could be specified by a set of three numbers, mx, my, and mz ,
that determined the wave numbers and the frequency of oscillation of the field. Because mx, my, and
mz had to be integers, there was a discrete spectrum of allowed frequencies of oscillation in a cavity. In
a waveguide, we only need two integer mode numbers,mx andmy, corresponding to the wave numbers
in the transverse dimensions. The third wave number, in the longitudinal direction, is allowed to take
values over a continuous range: this is because of the absence of boundaries in the longitudinal direction.
Therefore, there is a continuous range of frequencies also allowed.
When we discussed cylindrical cavities, we wrote down two sets of modes for the fields: TE modes
(Ez = 0), and TM modes (Bz = 0). We can also define TE and TM modes in rectangular cavities, and
rectangular waveguides. For a TE mode in a waveguide, the longitudinal component of the electric field
is zero at all positions and times, which implies that
Ez0 = 0. (246)
From (238), it follows that in a TE mode, the wave numbers and amplitudes must be related by
kxEx0 + kyEy0 = 0. (247)
Similarly, for a TM mode, we have (using 244)
Bz0 = 0, kxEy0 − kyEx0 = 0. (248)
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10.2 Cut-off frequency in a waveguide
We have seen that, in a waveguide, specifying the mode does not uniquely specify the frequency. This
is a consequence of the fact that there are no boundaries in the longitudinal direction: there are only two
mode numbers required to specify the transverse dependence of the field; the longitudinal dependence is
not constrained by boundaries. The frequency of oscillation of fields in the waveguide depends on the
longitudinal variation of the field, as well as on the transverse variation. However, if we want a wave
to propagate along the waveguide, there is a minimum frequency of oscillation that is needed to achieve
this, as we shall now show.




− k2x − k2y. (249)
If the wave is to propagate with no attentuation (i.e., propagate without any loss in amplitude), then kz
must be real. We therefore require that
ω2
c2
> k2x + k
2
y. (250)


























Above the cut-off frequency, the wave will propagate without loss of amplitude (in a waveguide with
ideal conducting walls). At the cut-off frequency, the group velocity of the wave is zero: the wave
is effectively a standing wave. Below the cut-off frequency, oscillating fields can still exist within the
waveguide, but they take the form of attenuated (evanescent) waves, rather than propagating waves: the
longitudinal wave number is purely imaginary.
Note that at least one of the mode numbersmx andmy must be non-zero, for a field to be present





where c is the speed of light, and a is the side length of the longest side of the waveguide cross-section.
10.3 Phase velocity, dispersion, and group velocity
Consider an electromagnetic wave that propagates down a waveguide, with longitudinal wave number kz













This is the speed at which one would have to travel along the waveguide to stay at a constant phase of the
electromagnetic wave (i.e., kzz − ωt = constant). However, since kx, ky and kz are all real, it follows
that the phase velocity is greater than the speed of light:
vp > c. (255)
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Fig. 20: Dispersion curve (in red) for waves in a waveguide. The broken black line shows phase velocity ω/kz = c.
The dispersion curve (Fig. 20) shows how the frequency ω varies with the longitudinal wave number kz .
Although the phase velocity of a wave in a waveguide is greater than the speed of light, this does
not violate special relativity, since energy and information signals travel down the waveguide at the group
















vg < c. (257)


































Energy in the wave propagates along the waveguide only for ω > ωco (where ωco is the cut-off fre-
quency). Note the limiting behaviour of the group velocity, for ω > ωco:
lim
ω→∞ vg = c, (260)
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Fig. 21: Group velocity in a waveguide
lim
ω→ωco
vg = 0. (261)
The variation of group velocity with frequency is illustrated in Fig. 21.
10.4 Energy density and energy flow in a waveguide
The main purpose of a waveguide is to carry electromagnetic energy from one place to another: therefore,
it is of interest to know the energy density and the energy flow in a waveguide, for a given mode and field
amplitude.











Using the expressions for the fields (233)–(235), and assuming that both kx and ky are non-zero, we see
that the time-average energy per unit length in the electric field is∫ ∫











where A is the cross-sectional area of the waveguide.
The fields in a waveguide are just a superposition of plane waves in free space. We know that in
such waves, the energy is shared equally between the electric and magnetic fields. Using the expressions
for the magnetic field (242)–244), we can indeed show that the magnetic energy is equal (on average) to
the electric energy — though the algebra is rather complicated. The total time-average energy per unit
length in the waveguide is then given by∫ ∫











The energy flow along the waveguide is given by the Poynting vector, ~S = ~E × ~H . Taking the
real parts of the field components, we find for the time-average transverse components:
〈Sx〉 = 〈Sy〉 = 0. (265)
The longitudinal component is non-zero; taking the time average and integrating over the cross section
gives the time average energy flow along the waveguide∫ ∫
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Fig. 22: Inductance in a transmission line
Using Eq. (256) for the group velocity vg, the time-average energy flow along the waveguide can be
written in the form ∫ ∫









Thus, the energy density per unit length and the rate of energy flow are related by∫ ∫
〈Sz〉 dx dy = vg
∫ ∫
〈U〉 dx dy. (268)
This is consistent with our interpretation of the group velocity as the speed at which energy is carried by
a wave.
The boundary conditions that we have applied implicitly assume ideal conducting walls. In that
case, there will be no energy losses to the walls, and electromagnetic waves can propagate indefinitely
along the waveguide without any reduction in amplitude. In practice, there will be some attenuation
because of the finite conductivity of the walls of the waveguide. However, using a metal with high
conductivity (such as copper or aluminium), attenuation lengths can be quite long, of order many metres.
This makes waveguides very suitable for high-power RF applications.
11 Transmission lines
Transmission lines are used (as are waveguides) to guide electromagnetic waves from one place to an-
other. A coaxial cable (used, for example, to connect a radio or television to an aerial) is an example of
a transmission line. Transmission lines may be less bulky and less expensive than waveguides; but they
generally have higher losses, so are more appropriate for carrying low-power signals over short distances.
11.1 LC model of a transmission line
Consider an infinitely long, parallel wire with zero resistance. In general, the wire will have some
inductance per unit length, L, which means that when an alternating current I flows in the wire, there
will be a potential difference between different points along the wire (Fig. 22). If V is the potential at
some point along the wire with respect to earth, then the potential difference between two points along







In general, as well as the inductance, there will also be some capacitance per unit length, C,








Fig. 23: Capacitance in a transmission line
The ‘complete’ model, including both inductance and capacitance, is referred to as the LC model for a
transmission line.
We wish to solve the equations for the current and voltage in the transmission line, as functions of











These equations are analogous to Maxwell’s equations: they show how changes (with respect to time and
position) in current and voltage are related to each other. They take the form of two, coupled first-order
differential equations. The fact that they are coupled means that the solution is not obvious; however,
we can take the same approach that we did with Maxwell’s equations in free space. By taking additional
derivatives, we can arrive at two uncoupled second-order differential equations. The solution to the
uncoupled equations is more apparent than the solution to the coupled equations. Differentiate (271)




























Equations (275) and (276) are wave equations for the current in the wire, and the voltage between





The solutions to the wave equations may be written
V = V0e
i(kx−ωt), (278)
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Fig. 24: Termination of a transmission line with an impedance R
I = I0e
i(kx−ωt), (279)








Note that the inductance per unit length L and the capacitance per unit length C are real and positive.
Therefore, if the frequency ω is real, the wave number k will also be real: this implies that waves prop-
agate along the transmission line with constant amplitude. This result is expected, given our assumption
about the line having zero resistance.
The solutions must also satisfy the first-order equations (269) and (270). Substituting the above
solutions into these equations, we find
kV0 = ωLI0, (281)









The ratio of the voltage to the current is called the characteristic impedance, Z, of the transmission line.
Z is measured in ohms,Ω. Note that, since L andC are real and positive, the impedance is a real number:
this means that the voltage and current are in phase. The characteristic impedance of a transmission line
is analogous to the impedance of a medium for electromagnetic waves: the impedance of a transmission
line gives the ratio of the voltage amplitude to the current amplitude; the impedance of a medium for
electromagnetic waves gives the ratio of the electric field amplitude to the magnetic field amplitude.
11.2 Impedance matching
So far, we have assumed that the transmission line has infinite length. Obviously, this cannot be achieved
in practice. We can terminate the transmission line using a ‘load’ with impedance ZL that dissipates
the energy in the wave while maintaining the same ratio of voltage to current as exists all along the
transmission line — see Fig. 24. In that case, our above analysis for the infinite line will remain valid for
the finite line, and we say that the impedances of the line and the load are properly matched.
What happens if the impedance of the load, ZL, is not properly matched to the characteristic
impedance of the transmission line, Z? In that case, we need to consider a solution consisting of a





Fig. 25: A ‘lossy’ transmission line.







Note the minus sign in the second term in the expression for the current: this comes from Eqs. (271) and
(272). Let us take the end of the transmission line, where the load is located, to be at x = 0. At this
position, we have
V = V0e




e−iωt (1−K) . (287)
















Note that if ZL = Z, there is no reflected wave: the termination is correctly matched to the characteristic
impedance of the transmission line.
11.3 ‘Lossy’ transmission lines
So far, we have assumed that the conductors in the transmission line have zero resistance, and are sep-
arated by a perfect insulator. Usually, though, the conductors will have finite conductivity; and the
insulator will have some finite resistance. To understand the impact that this has, we need to modify our
transmission line model to include:
– a resistance per unit length R in series with the inductance;
– a conductance per unit length G in parallel with the capacitance.
The modified transmission line is illustrated in Fig. 25.













We can find solutions to the Eqs. (290) and (291) for the voltage and current in the lossy transmission
line by considering the case that we propagate a wave with a single, well-defined frequency ω. In that
case, we can replace each time derivative by a factor −iω. The equations become
∂V
∂x









L˜ = L− R
iω
and C˜ = C − G
iω
. (294)
The new equations (292) and (293) for the lossy transmission line look exactly like the original equations
(271) and (272) for a lossless transmission line, but with the capacitance C and inductance L replaced
by (complex) quantities C˜ and L˜. The imaginary parts of C˜ and L˜ characterize the losses in the lossy
transmission line.
Mathematically, we can solve the equations for a lossy transmission line in exactly the same way




















Since the impedance (296) is now a complex number, there will be a phase difference (given by the
complex phase of the impedance) between the current and voltage in the transmission line. Note that
the phase velocity (295) depends explicitly on the frequency. That means that a lossy transmission line
will exhibit dispersion: waves of different frequencies will travel at different speeds, and the shape of
a wave ‘pulse’ composed of different frequencies will change as it travels along the transmission line.
Dispersion is one reason why it is important to keep losses in a transmission line as small as possible (for
example, by using high-quality materials). The other reason is that in a lossy transmission line the wave
amplitude will attenuate, much like an electromagnetic wave propagating in a conductor.





where k is the wave number appearing in the solution to the wave equation,
V = V0e
i(kx−ωt), (298)














Let us assume R ≪ ωL (i.e., good conductivity along the transmission line) and G ≪ ωC (i.e., poor


















Fig. 26: Coaxial cable transmission line
Finally, we write
k = α+ iβ, (301)















L/C is the impedance with R = G = 0 (not to be confused with the impedance of free
space). Note that since
V = V0e
i(kx−ωt) = V0e−βxei(αx−ωt), (304)
the value of α gives the wavelength λ = 1/α, and the value of β gives the attenuation length δ = 1/β.
11.4 Example: a coaxial cable
A lossless transmission line has two key properties: the phase velocity v, and the characteristic impedance









The problem, when designing or analysing a transmission line, is to calculate the values of L and C.
These are determined by the geometry of the transmission line, and are calculated by solving Maxwell’s
equations.
As an example, we consider a coaxial cable transmission line, consisting of a central wire of
radius a, surrounded by a conducting ‘sheath’ of internal radius d — see Fig. 26. The central wire and
surrounding sheath are separated by a dielectric of permittivity ε and permeability µ. Suppose that the
central wire carries charge per unit length +λ, and the surrounding sheath carries charge per unit length
−λ (so that the sheath is at zero potential). We can apply Maxwell’s equation (1) with Gauss’s theorem
to find that the electric field in the dielectric is given by
| ~E| = λ
2πεr
, (305)
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Fig. 27: Inductance in a coaxial cable. A change in the current I flowing in the cable will lead to a change in the
magnetic flux through the shaded area; by Faraday’s law, the change in flux will induce an electromotive force,
which results in a difference between the voltages V2 and V1.




















To find the inductance per unit length, we consider a length l of the cable. If the central wire
carries a current I , then the magnetic field at a radius r from the axis is given by
| ~B| = µI
2πr
. (308)












A change in the flux through the shaded area will (by Faraday’s law) induce an electromotive force
around the boundary of this area; assuming that the outer sheath of the coaxial cable is earthed, the
change in voltage between two points in the cable separated by distance l will be
∆V = V2 − V1 = −dΦ
dt
. (310)
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RF engineering basic concepts: S-parameters  
F. Caspers 
CERN, Geneva, Switzerland  
Abstract  
The concept of describing RF circuits in terms of waves is discussed and the 
S-matrix and related matrices are defined.  The signal flow graph (SFG) is 
introduced as a graphical means to visualize how waves propagate in an RF 
network.  The properties of the most relevant passive RF devices (hybrids, 
couplers, non-reciprocal elements, etc.) are delineated and the corresponding 
S-parameters are given.  For microwave integrated circuits (MICs) planar 
transmission lines such as the microstrip line have become very important.   
1 S-parameters  
The abbreviation S has been derived from the word scattering.  For high frequencies, it is convenient 
to describe a given network in terms of waves rather than voltages or currents.  This permits an easier 
definition of reference planes.  For practical reasons, the description in terms of in- and outgoing 
waves has been introduced.  Now, a 4-pole network becomes a 2-port and a 2n-pole becomes an n-
port.  In the case of an odd pole number (e.g., 3-pole), a common reference point may be chosen, 
attributing one pole equally to two ports.  Then a 3-pole is converted into a (3+1) pole corresponding 
to a 2-port.  As a general conversion rule, for an odd pole number one more pole is added.      
  
Fig. 1: Example for a 2-port network: a series impedance Z 
Let us start by considering a simple 2-port network consisting of a single impedance Z 
connected in series (Fig. 1). The generator and load impedances are ZG and ZL, respectively. If Z = 0 
and ZL = ZG (for real ZG) we have a matched load, i.e., maximum available power goes into the load 
and U1 = U2 = U0/2. Note that all the voltages and currents are peak values. The lines connecting the 
different elements are supposed to have zero electrical length.  Connections with a finite electrical 





1.1 Definition of ‘power waves’ 
The waves going towards the n-port are a = (a1, a2, ..., an), the waves travelling away from the n-port 
are b = (b1, b2, ..., bn).  By definition currents going into the n-port are counted positively and currents 
flowing out of the n-port negatively. The wave a1 going into the n-port at port 1 is derived from the 
voltage wave going into a matched load. 
In order to make the definitions consistent with the conservation of energy, the voltage is 
normalized to Z0. Z0 is in general an arbitrary reference impedance, but usually the characteristic 
impedance of a line (e.g., Z0 = 50 :) is used and very often ZG = ZL = Z0. In the following we assume 













incident voltage wave port 1
2







   
  
                   (1.1) 
 
Note that a and b have the dimension power  [1]. 
The power travelling towards port 1, P1
inc, is simply the available power from the source, while 
the power coming out of port 1, P1






















   
   
                                         (1.2) 
Note the factor 2 in the denominator, which comes from the definition of the voltages and 
currents as peak values (‘European definition’). In the ‘US definition’ effective values are used and 
the factor 2 is not present, so for power calculations it is important to check how the voltages are 
defined. For most applications, this difference does not play a role since ratios of waves are used. 
In the case of a mismatched load ZL there will be some power reflected towards (!) the 2-port 






P a .                                                                (1.3) 
There is also the outgoing wave of port 2 which may be considered as the superimposition of a wave 
that has gone through the 2-port from the generator and a reflected part from the mismatched load.  
We have defined inc1 0 0 0/ (2 ) /a U Z U Z    with the incident voltage wave Uinc. In analogy to that 
we can also quote for the power wave inc1 0a I Z  with the incident current wave Iinc. We obtain the 
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                                         (1.5) 
For a harmonic excitation u(t) = Re{U e jZt } the power going into port i is given by 
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*) is a purely imaginary number and vanishes when the real part is taken. 
1.2 The S-matrix 
The relation between ai and bi (i = l...n) can be written as a system of n linear equations (ai being the 





aSaSb                                                        (1.7) 
or, in matrix formulation  
      aSb                                                                  (1.8) 
The physical meaning of S11 is the input reflection coefficient with the output of the network 
terminated by a matched load (a2 = 0).  S21 is the forward transmission (from port 1 to port 2), S12 the 
reverse transmission (from port 2 to port 1) and S22 the output reflection coefficient.  
When measuring the S-parameter of an n-port, all n ports must be terminated by a matched load 
(not necessarily equal value for all ports), including the port connected to the generator (matched 
generator). 
Using Eqs. (1.4) and (1.7) we find the reflection coefficient of a single impedance ZL connected 




L 01 1 0 L 01
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Z / ZU I Z Z Zb
S
a U I Z Z Z Z / Z 
     *                              (1.9) 
which is the familiar formula for the reflection coefficient * (sometimes also denoted DVȡ). 
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Let us now determine the S-parameters of the impedance Z in Fig. 1, assuming again 
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   (1.10) 
and in a similar fashion we get  
2 2 0 02
21




U I Z Zb
S
a U I Z Z Z
                                                (1.11) 
Due to the symmetry of the element S22 = S22 and S12 = S21. Please note that for this case we obtain     









Z Z Z Z
Z Z Z
Z Z Z Z
§ ·¨ ¸ ¨ ¸ ¨ ¸¨ ¸ © ¹
S                                                        (1.12) 
1.3 The transfer matrix 
The S-matrix introduced in the previous section is a very convenient way to describe an n-port in 
terms of waves.  It is very well adapted to measurements.  However, it is not well suited for 
characterizing the response of a number of cascaded 2-ports. A very straightforward manner for the 
problem is possible with the T-matrix (transfer matrix), which directly relates the waves on the input 
and on the output [2] 
1 11 12 2
1 21 22 2
b T T a
.
a T T b
§ · § ·§ · ¨ ¸ ¨ ¸¨ ¸© ¹ © ¹© ¹                                                (1.13) 
The conversion formulae between the S and T matrix are given in Appendix I. While the S-matrix 
exists for any 2-port, in certain cases, e.g., no transmission between port 1 and port 2, the T-matrix is 
not defined. The T-matrix TM of m cascaded 2-ports is given by (as in Refs. [2, 3]): 
   . M 1 2 mT T T T!                                                    (1.14) 
Note that in the literature different definitions of the T-matrix can be found and the individual matrix 
elements depend on the definition used. 
2 Properties of the S-matrix of an n-port 
A generalized n-port has n2 scattering coefficients.  While the Sij may be all independent, in general 
due to symmetries etc. the number of independent coefficients is much smaller.  x An n-port is reciprocal when Sij = Sji for all i and j. Most passive components are reciprocal 
(resistors, capacitors, transformers, etc., except for structures involving magnetized ferrites, 
plasmas etc.), active components such as amplifiers are generally non-reciprocal. 
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x A two-port is symmetric, when it is reciprocal (S21 = S12) and when the input and output 
reflection coefficients are equal (S22 = S11).  x An N-port is passive and lossless if its S matrix is unitary, i.e., S†S = 1, where x† = (x*)T is the 
conjugate transpose of x. For a two-port this means 
 
  ¸¸¹·¨¨©§ ¸¸¹·¨¨©§¸¸¹·¨¨©§ 10 012221 1211*22*12 *21*11* SS SSSS SSSS T                                        (2.1) 











11     SS SS
                                                (2.2) 
 11 12 21 22 0
* *S S S S                                                    (2.3) 
Splitting up the last equation in the modulus and argument yields 
 11 12 21 22
11 12 21 22
                   and
arg arg arg arg
S S S S
S S S S S
 
                                                   (2.4) 
where arg(x) is the argument (angle) of the complex variable x. Combining Eq. (2.2) with the first of 
Eq. (2.4) then gives 
11 22 12 21
2
11 121
S S , S S
S S .
  
                                               (2.5) 
Thus any lossless 2-port can be characterized by one modulus and three angles. 
In general the S-parameters are complex and frequency dependent.  Their phases change when 
the reference plane is moved.  Often the S-parameters can be determined from considering symmetries 
and, in case of lossless networks, energy conservation. 
2.1 Examples of S-matrices 
1-port x Ideal short       S11  =   í1 x Ideal termination      S11  =     0 x Active termination (reflection amplifier)  ~S11~  >     1 











where J = a + jE is the complex propagation constant, D  the line attenuation in [neper/m] and E = 2S/O with the wavelength O. For a lossless line we obtain |S21| = 1. 
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x Ideal phase shifter 













§ · ¨ ¸¨ ¸© ¹S  
For a reciprocal phase shifter M12 = M21, while for the gyrator M12 = M21 + S. An ideal gyrator is lossless 
(S†S = 1), but it is not reciprocal. Gyrators are often implemented using active electronic components, 
however, in the microwave range, passive gyrators can be realized using magnetically saturated ferrite 










with the attenuation D in neper. The attenuation in decibel is given by A = -20*log10(S21), 
1 Np = 8.686 dB. An attenuator can be realized, for example, with three resistors in a T circuit. The 


















where k is the voltage attenuation factor and Z0 the reference impedance, e.g., 50 :. x Ideal isolator 
¸¸¹·¨¨©§ 01 00S  
The isolator allows transmission in one direction only; it is used, for example, to avoid reflections 
from a load back to the generator. x Ideal amplifier 
¸¸¹·¨¨©§ 000GS  
  with the gain G > 1. 
3-port 
Several types of 3-port are in use, e.g., power dividers, circulators, T junctions. It can be shown that a 
3-port cannot be lossless, reciprocal, and matched at all three ports at the same time. The following 
three components have two of the above characteristics: x Resistive power divider: It consists of a resistor network and is reciprocal, matched at all ports 
but lossy. It can be realized with three resistors in a triangle configuration. With port 3 
connected to ground, the resulting circuit is similar to a 2-port attenuator but no longer 
matched at port 1 and port 2. 
 
R1 R1 























 x The T splitter is reciprocal and lossless but not matched at all ports. 
  
        Fig. 2:  The two versions of the H10 waveguide T splitter: H-plane and E-plane splitter 
Using the fact that the 3-port is lossless and there are symmetry considerations one finds, for 














§ ·¨ ¸¨ ¸  ¨ ¸¨ ¸© ¹  
.
 x The ideal circulator is lossless, matched at all ports, but not reciprocal. A signal entering the 




Fig. 3:  3-port circulator and 2-port isolator. The circulator can be converted into 
isolator by connecting a matched load to port 3. 
Accordingly, the S-matrix of the isolator has the following form: 
0 0 1
1 0 0 .
0 1 0
§ ·¨ ¸ ¨ ¸¨ ¸© ¹S  
When port 3 of the circulator is terminated with a matched load we get a two-port called 
isolator, which lets power pass only from port 1 to port 2 (see section about 2-ports). A circulator, like 
the gyrator and other passive non-reciprocal elements contains a volume of ferrite.  This ferrite is 
normally magnetized into saturation by an external magnetic field.  The magnetic properties of a 
saturated RF ferrite have to be characterized by a P-tensor. The real and imaginary part of each 
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complex element P are Pc and Pcc. They are strongly dependent on the bias field. The P+ and P- 
represent the permeability seen by a right- and left-hand circular polarized wave traversing the ferrite 
(Fig. 4). In this figure the Pc and the Pcc for the right- and left-hand circular polarized waves are 
depicted denoted as Pc+ and Pc- for the real part of P and correspondingly for the imaginary part. 
 
 
Fig. 4:  Real part Prc and imaginary part Pr'' of the complex permeability P. The 
right- and left-hand circularly polarized waves in a microwave ferrite are P+ and P- respectively. At the gyromagnetic resonance the right-hand 
polarized has high losses, as can be seen from the peak in the lower image. 
In Figs. 5 and 6 practical implementations of circulators are shown. The magnetically polarized 
ferrite provides the required nonreciprocal properties. As a result, power is only transmitted from port 
1 to port 2, from port 2 to port 3 and from port 3 to port 1. A detailed discussion of the different 











Fig. 5:  Waveguide circulator    Fig. 6:  Stripline circulator 
The Faraday rotation isolator uses the TE10 mode in a rectangular waveguide, which has a 
vertically polarized H field in the waveguide on the left (Fig. 7). After a transition to a circular 
waveguide, the polarization of the waveguide mode is rotated counter clockwise by 45o by a ferrite. 
Then follows a transition to another rectangular waveguide which is rotated by 45o such that the 
rotated forward wave can pass unhindered. However, a wave coming from the other side will have its 
polarization rotated by 45o clockwise as seen from the right side. In the waveguide on the left the 
backward wave arrives with a horizontal polarization. The horizontal attenuation foils dampen this 
mode, while they hardly affect the forward wave. Therefore the Faraday isolator allows transmission 
only from port 1 to port 2.  
 
Fig. 7:  Faraday rotation isolator 
The frequency range of ferrite-based, non-reciprocal elements extends from about 50 MHz up to 
optical wavelengths (Faraday rotator) [4]. Finally, it should be noted that all non-reciprocal elements 
can be made from a combination of an ideal gyrator (non-reciprocal phase shifter) and other passive, 
reciprocal elements, e.g., 4-port T-hybrids or magic tees.  
The S-matrix of a 4-port 
As a first example let us consider a combination of E-plane and H-plane waveguide ‘T’s (Fig. 8).   
 
Fig. 8:  Hybrid ‘T’, Magic ‘T’, 180q hybrid.  Ideally there is no crosstalk 
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As usual the coefficients of the S-matrix can be found by using the unitary condition and 
mechanical symmetries. Contrary to a 3-port, a 4-port may be lossless, reciprocal, and matched at all 
ports simultaneously. With a suitable choice of the reference planes the very simple S-matrix given 
above results.  
In practice, certain measures are required to make the ‘T’ a ‘magic’ one, such as small matching 
stubs in the centre of the ‘T’.  Today, T-hybrids are often produced not in waveguide technology, but 
as coaxial lines and printed circuits.  They are widely used for signal combination or splitting in 
pickups and kickers for particle accelerators.  In a simple vertical-loop pickup the signal outputs of the 
upper and lower electrodes are connected to arm 1 and arm 2, and the sum (6) and difference (') 
signals are available from the H arm and E arm, respectively.  This is shown in Fig. 8 assuming two 
generators connected to the collinear arms of the magic T.  The signal from generator 1 is split and fed 
with equal amplitudes into the E and H arm, which correspond to the ' and 6 ports.  The signal from 
generator 2 propagates in the same way. Provided both generators have equal amplitude and phase, the 
signals cancel at the ' port and the sum signal shows up at the 6 port.  The bandwidth of a waveguide 
magic ‘T’ is around one octave or the equivalent H10-mode waveguide band.  Broadband versions of 
180q hybrids may have a frequency range from a few MHz to some GHz. 
Another important element is the directional coupler.  A selection of possible waveguide 
couplers is depicted in Fig. 9. 
 
Fig. 9:  Waveguide directional couplers: (a) single-hole, (b,c) double-hole, and (d,e) multiple-hole types 
There is a common principle of operation for all directional couplers:  we have two transmission 
lines (waveguide, coaxial line, strip line, microstrip), and coupling is adjusted such that part of the 
power linked to a travelling wave in line 1 excites travelling waves in line 2.  The coupler is 
directional when the coupled energy mainly propagates in a single travelling wave, i.e., when there is 
no equal propagation in the two directions. 
Og 





The single-hole coupler (Fig. 9), also known as a Bethe coupler, takes advantage of the electric 
and magnetic polarizability of a small (d<<O) coupling hole.  A propagating wave in the main line 
excites electric and magnetic currents in the coupling hole.  Each of these currents gives rise to 
travelling waves in both directions.  The electric coupling is independent of the angle D between the 
waveguides (also possible with two coaxial lines at an angle D).  In order to get directionality, at least 
two coupling mechanisms are necessary, i.e., two coupling holes or electric and magnetic coupling. 
For the Bethe coupler the electric coupling does not depend on the angle D between the waveguides, 
while the magnetic coupling is angle-dependent.  It can be shown that for D = 30q the electric and 
magnetic components cancel in one direction and add in the other and we have a directional coupler. 
The physical mechanism for the other couplers shown in Fig. 9 is similar.  Each coupling hole excites 
waves in both directions but the superposition of the waves coming from all coupling holes leads to a 
preference for a particular direction. 
Example:  the 2-hole, O/4 coupler 
For a wave incident at port 1 two waves are excited at the positions of the coupling holes in line 2 (top 
of Fig. 9b). For a backwards coupling towards port 4 these two waves have a phase shift of 180q, so 
they cancel. For the forward coupling the two waves add up in phase and all the power coupled to line 
2 leaves at port 3. Optimum directivity is only obtained in a narrow frequency range where the 
distance of the coupling holes is roughly O/4.  For larger bandwidths, multiple hole couplers are used.  
The holes need not be circular; they may be longitudinally or transversely orientated slots, crosses, etc. 
Besides waveguide couplers there exists a family of printed circuit couplers (stripline, 
microstrip) and also lumped element couplers (like transformers).  To characterize directional 
couplers, two important figures are always required, the coupling and the directivity.  For the elements 
shown in Fig. 9, the coupling appears in the S-matrix as the coefficient ~S13~=~S31~=~S42~=~S24~ 
with Dc = -20 log~S13~in dB being the coupling attenuation. 
The directivity is the ratio of the desired coupled wave to the undesired (i.e., wrong direction) 






D   
Practical numbers for the coupling are 3 dB, 6 dB, 10 dB, and 20 dB with directivities usually better 
than 20 dB.  Note that the ideal 3 dB coupler (like most directional couplers) often has a S/2 phase 
shift between the main line and the coupled line (90q hybrid).  The following relations hold for an 
ideal directional coupler with properly chosen reference planes 
S11  =  S22  =  S33  =  S44  =  0 
S21  =  S12  =  S43  =  S34                                                       (2.6) 
S31  =  S13  =  S42  =  S24 
S41  =  S14  =  S32  =  S23 
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                                                 (2.8) 
As further examples of 4-ports, the 4-port circulator and the one-to-three power divider should be 
mentioned.   
For more general cases, one must keep in mind that a port is assigned to each waveguide or 
TEM-mode considered.  Since for waveguides the number of propagating modes increases with 
frequency, a network acting as a 2-port at low frequencies will become a 2n-port at higher frequencies 
(Fig. 10), with n increasing each time a new waveguide mode starts to propagate. Also a TEM line 
beyond cutoff is a multiport.  In certain cases modes below cutoff may be taken into account, e.g., for 
calculation of the scattering properties of waveguide discontinuities, using the S-matrix approach. 
There are different technologies for realizing microwave elements such as directional couplers 
and T-hybrids.  Examples are the stripline coupler shown in Fig. 11, the 90q, 3 dB coupler in Fig. 12 
and the printed-circuit magic T in Fig. 13. 
  
 
Fig. 10:  Example of a multiport comprising waveguide ports. At higher frequencies more 





 Fig. 11:  Two-stage stripline directional coupler. curve 1: 3 dB coupler, curve 2: broadband 
5 dB coupler,  curve 3: 10 dB coupler (cascaded 3-dB and 10-dB coupler) [2]. 
 
Fig. 12:  90q 3-dB coupler [2] 
 
Fig. 13:  Magic T in a printed circuit version [2] 
3 Basic properties of striplines, microstrip and slotlines 
3.1 Striplines 
A stripline is a flat conductor between a top and bottom ground plane.  The space around this 
conductor is filled with a homogeneous dielectric material.  This line propagates a pure TEM mode.  
With the static capacity per unit length, C’, the static inductance per unit length, L’, the relative 
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permittivity of the dielectric, Hr, and the speed of light, c, the characteristic impedance Z0 of the line 

















c cQ   c cH
 H  c
 (3.1) 
 
Fig. 14:  Characteristic impedance of striplines [5] 
For a mathematical treatment, the effect of the fringing fields may be described in terms of 
static capacities (see Fig. 15) [5].  The total capacity is the sum of the principal and fringe capacities 
Cp and Cf. 
 tot p1 p2 f1 f 22 2 .C C C C C     (3.2) 
 
Fig. 15:  Design, dimensions and characteristics for offset centre-conductor 




For striplines with an homogeneous dielectric the phase velocity is the same, and frequency 
independent, for all TEM-modes.  A configuration of two coupled striplines (3-conductor system) may 
have two independent TEM-modes, an odd mode and an even mode (Fig. 16). 
 
Fig. 16:  Even and odd mode in coupled striplines [5] 
The analysis of coupled striplines is required for the design of directional couplers.  Besides the 
phase velocity the odd and even mode impedances Z0,odd and Z0,even must be known. They are given as 
a good approximation for the side coupled structure (Fig. 17, left) [5]. They are valid as a good 


































Fig. 17:  Types of coupled striplines [5]: left: side coupled parallel 
lines, right: broad-coupled parallel lines 
A graphical presentation of Eqs. (3.3) is also known as the Cohn nomographs [5]. For a quarter-


























  (3.4) 
where C0 is the voltage coupling ratio of the Ȝ/4 coupler. 
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In contrast to the 2-hole waveguide coupler this type couples backwards, i.e., the coupled wave 
leaves the coupler in the direction opposite to the incoming wave. Stripline coupler technology is now 
rather widespread, and very cheap high-quality elements are available in a wide frequency range.  An 
even simpler way to make such devices is to use a section of shielded 2-wire cable. 
3.2 Microstrip 
A microstripline may be visualized as a stripline with the top cover and the top dielectric layer taken 
away (Fig. 18).  It is thus an asymmetric open structure, and only part of its cross section is filled with 
a dielectric material.  Since there is a transversely inhomogeneous dielectric, only a quasi-TEM wave 
exists.  This has several implications such as a frequency-dependent characteristic impedance and a 
considerable dispersion (Fig. 19). 
 
Fig. 18:  Microstripline: a) Mechanical construction, b) Static field approximation [6] 
An exact field analysis for this line is rather complicated and there exist a considerable number 
of books and other publications on the subject [6, 7].  Owing to dispersion of the microstrip, the 
calculation of coupled lines and thus the design of couplers and related structures is also more 
complicated than in the case of the stripline.  Microstrips tend to radiate at all kind of discontinuities 
such as bends, changes in width, through holes, etc. 
With all the above-mentioned disadvantages in mind, one may question why they are used at 
all.  The mains reasons are the cheap production, once a conductor pattern has been defined, and easy 
access to the surface for the integration of active elements.  Microstrip circuits are also known as 
Microwave Integrated Circuits (MICs).  A further technological step is the MMIC (Monolithic 
Microwave Integrated Circuit) where active and passive elements are integrated on the same 
semiconductor substrate. 
In Figs. 20 and 21 various planar printed transmission lines are depicted.  The microstrip with 
overlay is relevant for MMICs and the strip dielectric wave guide is a ‘printed optical fibre’ for 
millimetre-waves and integrated optics [7]. 




     
Fig. 19:  Characteristic impedance (current/power definition) and effective 
permittivity of a microstrip line [6] 
          
Fig. 20:  Planar transmission lines used 
in MIC   
Fig. 21:  Various transmission lines derived 
from the microstrip concept [7] 
3.3 Slotlines 
The slotline may be considered as the dual structure of the microstrip.  It is essentially a slot in the 
metallization of a dielectric substrate as shown in Fig. 22.  The characteristic impedance and the 
effective dielectric constant exhibit similar dispersion properties to those of the microstrip line.  A 
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This, in conjunction with through holes, permits interesting topologies such as pulse inverters in 
sampling heads (e.g., for sampling scopes).  
 
Fig. 22:  Slotlines a) Mechanical construction, b) Field pattern (TE approximation), 
c) Longitudinal and transverse current densities, d) Magnetic line current model. 
Reproduced from Ref. [6] with permission of the author. 
Figure 23 shows a broadband (decade bandwidth) pulse inverter.  Assuming the upper 
microstrip to be the input, the signal leaving the circuit on the lower microstrip is inverted since this 
microstrip ends on the opposite side of the slotline compared to the input.  Printed slotlines are also 
used for broadband pickups in the GHz range, e.g., for stochastic cooling [8]. 
 
Fig. 23:  Two microstrip–slotline transitions connected 
back to back for 180q phase change [7] 
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Appendix A: The T-matrix  
The T-matrix (transfer matrix), which directly relates the waves on the input and on the output, is 
defined as [2] 
 
1 11 12 2
1 21 22 2
b T T a
.
a T T b
§ · § ·§ · ¨ ¸ ¨ ¸¨ ¸© ¹ © ¹© ¹                                                     (A1) 
As the transmission matrix (T-matrix) simply links the in- and outgoing waves in a way different from 










T S , T
S S
S
T , T .
S S
   
                                           (A2) 
The T-matrix TM of m cascaded 2-ports is given by a matrix multiplication from the ‘left’ to the ‘right’ 
as in Refs. [2, 3]: 
  m21M TTTT !                                                (A3) 
There is another definition that takes a1 and b1 as independent variables. 
 
2 11 12 1
2 121 22
b T T a
a bT T
§ ·§ · § · ¨ ¸¨ ¸ ¨ ¸¨ ¸© ¹ © ¹© ¹
 
 
                                         (A4) 










T S , T
S S
S
T , T .
S S
   
   
 
 
                                   (A5) 
Then, for the cascade, we obtain 
 1 1
.m m MT T T T   ! , (A6) 
i.e., a matrix multiplication from ‘right’ to ‘left’. 
In the following, the definition using Eq. (A1) will be applied.  In practice, after having carried 










S , S T
T T
T
S , S .
T T
  
     (A7) 
For a reciprocal network (Sij = Sji) the T-parameters have to meet the condition det T = 1 
 11 22 12 21
1T T T T .  
 
(A8) 
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So far, we have been discussing the properties of the 2-port mainly in terms of incident and reflected 
waves a and b.  A description in voltages and currents is also useful in many cases.  Considering the 
current I1 and I2 as independent variables, the dependent variables U1 and U2 are written as a Z matrix: 
      1 11 1 12 2
2 21 1 22 2
or
U Z I Z I
U Z I .
U Z I Z I
                                   (A9) 
where Z11 and Z22 are the input and output impedance, respectively.  When measuring Z11, all the other 
ports have to be open, in contrast to the S-parameter measurement, where matched loads are required. 
In an analogous manner, a Y-matrix (admittance matrix) can be defined as 
                                                           1 11 1 12 2
2 21 1 22 2
or
I Y U Y U
I Y U .
I Y U Y U
      
(A10)
 
Similarly to the S-matrix, the Z- and Y-matrices are not easy to apply for cascaded 4-poles (2-ports).  
Thus, the so-called ABCD matrix (or A matrix) has been introduced as a suitable cascaded network 
description in terms of voltages and currents (Fig. 1): 
                              
1 2 11 12 2
1 2 21 22 2
U U A A UA B
.
I C D I A A I
§ · § · § ·§ ·§ ·  ¨ ¸ ¨ ¸ ¨ ¸¨ ¸¨ ¸  © ¹© ¹ © ¹ © ¹© ¹  
(A11)
 
With the direction of I2 chosen in Fig. 1 a minus sign appears for I2 of a first 4-pole becomes I1 in the 
next one. 
It can be shown that the ABCD-matrix of two or more cascaded 4-poles becomes the matrix 
product of the individual ABCD-matrices [3]: 
                                 
1 2K k
A B A B A B A B
.
C D C D C D C D
§ · § · § · § ·   ¨ ¸ ¨ ¸ ¨ ¸ ¨ ¸© ¹ © ¹ © ¹ © ¹  
(A12)
 
In practice, the normalized ABCD matrix is usually applied.  It has dimensionless elements only and is 
obtained by dividing B by Z0 the reference impedance, and multiplying C with Z0.  For example, the 







§ ·§ ·  ¨ ¸¨ ¸© ¹ © ¹  
The elements of the S-matrix are related as 





A B C D A
S , S
A B C D A B C D
A B C D
S , S ,
A B C D A B C D
                   
 (A13) 
to the elements normalized of the ABCD matrix.  Furthermore, the H matrix (hybrid) and G (inverse 
hybrid) will be mentioned as they are very useful for certain 2-port interconnections [3]. 
  1 11 1 12 2 1 1
2 2
2 21 1 22 2
or




I H I H U




  1 11 1 12 2 1 1
2 2
1 12 1 22 2
or




U G U G I
  § · ª º ¨ ¸ « »© ¹ ¬ ¼   (A15) 
All these different matrix forms may appear rather confusing, but they are applied, in particular, in 
computer codes for RF and microwave network evaluation.  As an example, in Fig. A.1, the four basic 
possibilities of interconnecting 2-ports (besides the cascade) are shown.  In simple cases, one may 
work with S-matrices directly, eliminating the unknown waves at the connecting points by rearranging 
the S-parameter equations. 
 
Fig. A.1:  Basic interconnections of 2-ports [1]:  a) Parallel–parallel connection add 
Y-matrix;  b) Series–series connection add Z-matrix;  c) Series–parallel 
connection add H matrix;  d) Parallel–series connection add G matrix [3]. 
Figure A.2 shows ABCD-, S- and T-matrices (reproduced with the permission of the publisher [3]). 
 
Element ABCD matrix   S matrix T matrix 








ª º« »« »« »« »¬ ¼  





Z Z Sh 2ZZ
1
D
2ZZ Z Z Sh
ª º« »« »« »« »« »¬ ¼  
2 2 2 2
0 0
0 0
2 2 2 2
0 0
0 0
Z Z Z Z
Ch Sh Sh
2ZZ 2ZZ
Z Z Z Z
Sh Ch Sh
2ZZ 2ZZ
ª º « »« »« » « » « »¬ ¼  
 where Sh = sinhJA,  Ch = coshJA and Ds = 2ZZ0 Ch + (Z2 + Z02) Sh 
Jl 
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ª º« »« »« »¬ ¼  
2 1 1 2
s
1 2 1 2
Z Z Z 2 Z Z
1
D
2 Z Z Z Z Z
ª º « »« »« » « »¬ ¼  
1 2 2 1
t
2 1 1 2
Z Z Z Z Z Z
1
D
Z Z Z Z Z Z
   ª º« »« »« »   ¬ ¼  
 
where Ds = Z + Z1 + Z2 and Dt =  1 2
2 Z Z
 





ª º« »« »« »¬ ¼  
1 2 1 2
s
1 2 2 1
Y Y Y 2Y Y
1
D
2 Y Y Y Y Y
ª º « »« »« » « »¬ ¼  
1 2 1 2
t
1 2 1 2
Y Y Y Y Y Y
1
D
Y Y Y Y Y Y
   ª º« »« »« »   ¬ ¼  
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j 1 j T
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ª º « »« »« »« »¬ ¼  



























ª º« »« »« » « »¬ ¼  
 where T = tanEA and Ds = -1 + 2jZ/(Z0T) 














ª º« »« » « »¬ ¼  
2 2
2 2
n 1 n 1
1
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0 3 2 2
0 0 0 0
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1
2Y Y
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ª º    « »« »« »« »    ¬ ¼  
 where Ds = Y0

















ª º« »« »« »« »¬ ¼  
2
0 0 0 3
s
2
0 3 0 0
Z PZ D 2Z Z
1
D
2Z Z Z PZ D
ª º  « »« »« »« »  ¬ ¼  
2 2
0 0 0 0
0 3 2 2
0 0 0 0
Z QZ D Z PZ D
1
2Z Z
Z PZ D Z QZ D
ª º     « »« »« »   « »¬ ¼  
 where Ds = Z0
2 + QZ0 + D, D = Z1Z2 + Z2Z3 + Z3Z1, Q = Z1 + Z2 + 2Z3 and P = Z1 – Z2 






ª º« »« »« »« »¬ ¼  
2 1 1 2
s
1 2 1 2
Z Z 2 Z Z
1
D
2 Z Z Z Z
ª º« »« »« »« »¬ ¼  
1 2 2 1
s
2 1 1 2
Z Z Z Z
1
D
Z Z Z Z
 ª º« »« »« » ¬ ¼  
 
where Ds = Z1 + Z2 and Dt =  1 2
2 Z Z
 







A B A B
Z
2 2
A - B A B
2Z A
ª   º§ ·¨ ¸« »© ¹« »« »« »¬ ¼  
0 B
B 0
ª º« »« »« »« »¬ ¼  
A 0
0 A
ª º« »« »« »« »¬ ¼  
 where A = 10D/20 and B = 1/A 
 
Fig. A.2: (continued) ABCD-, S- and T-matrices for the elements shown 
 
Appendix B: The signal flow graph (SFG) 
The SFG is a graphical representation of a system of linear equations having the general form 
 y = Mx + Mƍy (B1) 
where M and Mƍ are square matrices with n rows and columns, x represents the n independent 
variables (sources) and y the n dependent variables.  The elements of M and Mƍ appear as transmission 
coefficients of the signal path. When there are no direct signal loops, as is generally the case in 
practice, the previous equation simplifies to y = Mx, which is equivalent to the usual S-parameter 
definition 
b = Sa . (B2) 
The SFG can be drawn as a directed graph. Each wave ai and bi is represented by a node, each 
arrow stands for an S-parameter (Fig. B.1). 
                                                      a1 
 
Fig. B.1:  A 2-port with a non-matched load 
 
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For general problems the SFG can be solved by applying Mason’s rule. For not too complicated 
circuits, a more intuitive way is to simplify step-by-step the SFG by applying the following three rules 
(Fig. B.2): 
1. Add the signal of parallel branches  
2. Multiply the signals of cascaded branches 
3. Resolve loops 
 
Fig. B.2: The three rules for simplifying signal flow charts 
Care has to be taken applying the third rule, since loops can be transformed to forward and backward 
oriented branches. No signal paths should be interrupted when resolving loops. 
Examples 
We are looking for the input reflection coefficient b1/a1 of a two-port with a non-matched load UL and 
a matched generator (source US = 0), see Fig. B.1.   
The loop at port 2 involving S22 and ȡL can be resolved, given a branch from b2 to a2 with the 
signal *L *(1-*L*S22). Applying the cascading rule and the parallel branch rule then yields 





S S S .
a S ȡ    (B3) 
As a more complicated example one may add a mismatch to the source (US = dashed line in Fig. B.1) 
and ask for b1/bs. 
As before, first the loop consisting of S22 and UL can be resolved. Then the signal path via b2 and 





























The same results would have been found applying Mason’s rule on this problem. 
As we have seen in this rather easy configuration, the SFG is a convenient tool for the analysis 
of simple circuits [9, 10].  For more complex networks there is a considerable risk that a signal path 
may be overlooked and the analysis soon becomes complicated.  When applied to S-matrices, the 













3. loops  
F. CASPERS
90
insight into other networks, such as feedback systems.  But with the availability of powerful computer 
codes using the matrix formulations, the need to use the SFG has been reduced. 
Element S matrix SFG 
 
 
b = Uia 
 
a) Passive one-port   
   
 
 
b = bq + ri a 
 
b) Active one-port   
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c) Passive two-port   
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d) Lossless line (length A) matched   
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§ ·¨ ¸ ¨ ¸¨ ¸© ¹  
 
e) Passive 3-port   
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f) Passive n-port   
Fig. B.3:  SFG and S matrices of different multiports (reproduced from Ref. [10] with the permission of 
the publisher) 
The purpose of the SFG is to visualize physical relations and to provide a solution algorithm of 
Eq. (B4) by applying a few rather simple rules: 
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1. The SFG has a number of points (nodes) each representing a single wave ai or bi. 
2. Nodes are connected by branches (arrows), each representing one S-parameter and indicating 
direction. 
3.  A node may be the beginning or the end of a 
branch (arrow). 
4.  Nodes showing no branches pointing towards 
them are source nodes.   
5. Each node signal represents the sum of the signals carried by all branches entering it. 
6. The transmission coefficients of parallel signal paths are to be added. 
7. The transmission coefficients of cascaded signal paths are to be multiplied. 
8. An SFG is feedback-loop free if a numbering of all nodes can be found such that every branch 
points from a node of lower number towards one of higher number. 
9. A first-order loop is the product of branch transmissions, starting from a node and going along 
the arrows back to that node without touching the same node more than once.  A second-order 
loop is the product of two non-touching first-order loops, and an nth-order loop is the product 
of any n non-touching first-order loops. 
10. An elementary loop with the transmission coefficient S beginning and ending at a node N may 
be replaced by a branch (1-S)-1 between two nodes N1 and N2, going from N1 to N2.  N1 has all 
signals (branches) previously entering N, and N2 is linked to all signals previously leaving 
from N. 
In order to determined the ratio T of a dependent to an independent variable the so-called ‘non-
touching loop rule’, also known as Mason’s rule, may be applied [11] 
 
             1 1 21 21 1 2 1 11 1 2 3P L L P LT L L Lª º ª º ¦  ¦     ¦ « » « »¬ ¼ ¬ ¼  ¦  ¦  ¦                    (B5) 
where: ¾ Pn are the different signal paths between the source and the dependent variable. ¾ 6L(1)(1) represents the sum of all first-order loops not touching path 1, and 6L(2)(1) is the sum 
of all second-order loop not touching path 1. ¾ Analogously 6L(1)(2) is the sum of all first-order loops in path 2. ¾ The expressions 6L(1), 6L(2) etc. in the denominator are the sums of all first-, second-, etc. 
order loops in the network considered. 
Examples 
We are looking for the input reflection coefficient of a e-port with a non-matched load UL and a 
matched generator (source) (US = 0) to start with.  UL, US are often written as *L, *S. 
 
Fig. B.4:  2-port with non-matched load 
All other nodes are dependent signal nodes. 
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a S ȡ    (B6) 
or by formally applying Mason’s rule in Eq. (B.5)  
 






S S ȡ 6 ȡ 6b
.
a S ȡ
    (B7) 
As a more complicated example one may add a mismatch to the source (US = dashed line in Fig. B.4) 
and ask for b1/bs 
 
  11 22 21 121s 11 22 12 21 11 22 2211 SS L L S LS SS S ȡ 6 ȡ 6b .b S ȡ 6 ȡ 6 ȡ 6 ȡ 6 ȡ ȡ       (B8) 
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The Smith chart is a very valuable and important tool that facilitates interpre-
tation of S-parameter measurements. This paper will give a brief overview
on why and more importantly on how to use the chart. Its definition as well
as an introduction on how to navigate inside the chart are illustrated. Use-
ful examples show the broad possibilities for use of the chart in a variety of
applications.
1 Motivation
With the equipment at hand today, it has become rather easy to measure the reflection factor Γ even
for complicated networks. In the “good old days” though, this was done measuring the electric field




movable electric field probe
Umin
Umax
Fig. 1: Schematic view of a measurement set–up used to determine the reflection coefficient as well as the voltage
standing wave ratio of a device under test (DUT) [1]
small electric field probe, protruding into the field region of the coaxial line near the outer conductor,
was moved along the line. Its signal was picked up and displayed on a microvoltmeter after rectification
via a microwave diode. While moving the probe, field maxima and minima as well as their position and
spacing could be found. From this the reflection factor Γ and the Voltage Standing Wave Ratio (VSWR
or SWR) could be determined using the following definitions:
– Γ is defined as the ratio of the electrical field strength E of the reflected wave over the forward
travelling wave:
Γ =
E of reflected wave
E of forward traveling wave . (1)
1The electrical field strength was used since it can be measured considerably more easily than the magnetic field strength.
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1− |Γ| . (2)
Although today these measurements are far easier to conduct, the definitions of the aforementioned
quantities are still valid. Also their importance has not diminished in the field of microwave engineering
and so the reflection coefficient as well as the VSWR are still a vital part of the everyday life of a
microwave engineer be it for simulations or measurements.
A special diagram is widely used to visualize and to facilitate the determination of these quantities.
Since it was invented in 1939 by the engineer Phillip Smith, it is simply known as the Smith chart [2].
2 Definition of the Smith chart
The Smith chart provides a graphical representation of Γ that permits the determination of quantities
such as the VSWR or the terminating impedance of a device under test (DUT). It uses a bilinear Moebius




with Z = R+ jX . (3)
As can be seen in Fig. 2 the half-plane with positive real part of impedance Z is mapped onto the interior
of the unit circle of the Γ plane. For a detailed calculation see Appendix A.
Im (Γ)
Re (Γ)
X = Im (Z)
R = Re (Z)
Fig. 2: Illustration of the Moebius transform from the complex impedance plane to the Γ plane commonly known
as Smith chart
2.1 Properties of the transformation
In general, this transformation has two main properties:
– generalized circles are transformed into generalized circles (note that a straight line is nothing else
than a circle with infinite radius and is therefore mapped as a circle in the Smith chart);
– angles are preserved locally.





X = Im (Z)
R = Re (Z)
Fig. 3: Illustration of the transformation of basic shapes from the Z to the Γ plane
2.2 Normalization









⇔ z = 1 + Γ
1− Γ . (5)
Although Z = 50Ω is the most common reference impedance (characteristic impedance of coaxial ca-
bles) and many applications use this normalization, any other real and positive value is possible. There-
fore it is crucial to check the normalization before using any chart.
Commonly used charts that map the impedance plane onto the Γ plane always look confusing at
first, as many circles are depicted (Fig. 4). Keep in mind that all of them can be calculated as shown in
Appendix A and that this representation is the same as shown in all previous figures — it just contains
more circles.
2.3 Admittance plane
The Moebius transform that generates the Smith chart provides also a mapping of the complex admittance
plane (Y = 1Z or normalized y = 1z ) into the same chart:
Γ = −y − 1
y + 1
= −Y − Y0
Y + Y0









Using this transformation, the result is the same chart, but mirrored at the centre of the Smith chart
(Fig. 5). Often both mappings, the admittance and the impedance plane, are combined into one chart,
which looks even more confusing (see last page). For reasons of simplicity all illustrations in this paper
will use only the mapping from the impedance to the Γ plane.













































































































































































































































































































































































































































































































































Fig. 4: Example of a commonly used Smith chart
3 Navigation in the Smith chart
The representation of circuit elements in the Smith chart is discussed in this section starting with the
important points inside the chart. Then several examples of circuit elements will be given and their
representation in the chart will be illustrated.
3.1 Important points
There are three important points in the chart:
1. Open circuit with Γ = 1, z →∞
2. Short circuit with Γ = −1, z = 0
3. Matched load with Γ = 0, z = 1
They all are located on the real axis at the beginning, the end, and the centre of the circle (Fig. 6). The
upper half of the chart is inductive, since it corresponds to the positive imaginary part of the impedance.





B = Im (Y )
G = Re (Y )
Γ = −Y−Y0Y+Y0 with Y = G+ jB




short circuit open circuit
Fig. 6: Important points in the Smith chart
Concentric circles around the diagram centre represent constant reflection factors (Fig. 7). Their
radius is directly proportional to the magnitude of Γ, therefore a radius of 0.5 corresponds to reflection of
3 dB (half of the signal is reflected) whereas the outermost circle (radius = 1) represents full reflection.
Therefore matching problems are easily visualized in the Smith chart since a mismatch will lead to a
reflection coefficient larger than 0 (Eq. (7)).






























































































































































































































































































































































































































































































































































Fig. 7: Illustration of circles representing a constant reflection factor
In Eq. (7) the European notation2 is used, where power = |a|22 . Furthermore (1−|Γ|2) corresponds to the
mismatch loss.
Although only the mapping of the impedance plane to the Γ plane is used, one can easily use it to




















) = −Γ(z) . (8)














































































































































































































































































































































































































































































































































Admittance y = 1z
Reflection -Γ
Fig. 8: Conversion of an impedance to the corresponding emittance in the Smith chart
2The commonly used notation in the US is power = |a|2. These conventions have no impact on S parameters but they are




3.2 Adding impedances in series and parallel (shunt)
A lumped element with variable impedance connected in series is an example of a simple circuit. The
corresponding signature of such a circuit for a variable inductance and a variable capacitor is a circle. De-
pending on the type of impedance, this circle is passed through clockwise (inductance) or anticlockwise



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 9: Traces of circuits with variable impedances connected in series
series mirrored by 180◦ (Fig. 10). This corresponds to taking the same points in the admittance mapping.
Summarizing both cases, one ends up with a simple rule for navigation in the Smith chart:
For elements connected in series use the circles in the impedance plane. Go clockwise for an added
inductance and anticlockwise for an added capacitor. For elements in parallel use the circles in the
admittance plane. Go clockwise for an added capacitor and anticlockwise for an added inductance.
This rule can be illustrated as shown in Fig. 11
3.3 Impedance transformation by transmission line







where β = 2πλ is the propagation coefficient with the wavelength λ (λ = λ0 for ǫr = 1).
When adding a piece of coaxial line, we turn clockwise on the corresponding circle leading to a
transformation of the reflection factor Γload (without line) to the new reflection factor Γin = Γloade−j2βl.
Graphically speaking, this means that the vector corresponding to Γin is rotated clockwise by an angle of
2βl (Fig. 12).
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Fig. 12: Illustration of adding a transmission line of length l to an impedance
The peculiarity of a transmission line is that it behaves either as an inductance, a capacitor, or a
resistor depending on its length. The impedance of such a line (if lossless!) is given by
Zin = jZ0 tan(βl) . (10)









Fig. 13: Impedance of a transmission line as a function of its length l








−jπ = −Γload . (11)
Again this is equivalent to changing the original impedance z to its admittance 1/z or the clockwise
movement of the impedance vector by 180◦. Especially when starting with a short circuit (at −1 in the
Smith chart), adding a transmission line of length λ/4 transforms it into an open circuit (at +1 in the
Smith chart).
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A line that is shorter than λ/4 behaves as an inductance, while a line that is longer acts as a
capacitor. Since these properties of transmission lines are used very often, the Smith chart usually has a
ruler around its border, where one can read l/λ — it is the parametrization of the outermost circle.
3.4 Examples of different 2-ports
In general, the reflection coefficient when looking through a 2-port Γin is given via the S-matrix of the
2-port and the reflection coefficient of the load Γload:
Γin = S11 +
S12S21Γload
1− S22Γload . (12)
In general, the outer circle of the Smith chart as well as its real axis are mapped to other circles and lines.
In the following three examples different 2-ports are given along with their S-matrix, and their
representation in the Smith chart is discussed. For illustration, a simplified Smith chart consisting of the
outermost circle and the real axis only is used for reasons of simplicity.
3.4.1 Transmission line λ/16















This corresponds to a rotation of the real axis of the Smith chart by an angle of 45◦ (Fig. 14) and hence a
change of the reference plane of the chart (Fig. 14). Consider, for example, a transmission line terminated






Fig. 14: Rotation of the reference plane of the Smith chart when adding a transmission line
3.4.2 Attenuator 3 dB


















In the Smith chart, the connection of such an attenuator causes the outermost circle to shrink to a radius
of 0.53 (Fig. 15).
z = 0 z = 1 z =∞
Fig. 15: Illustration of the appearance of an attenuator in the Smith chart
3.4.3 Variable load resistor
Adding a variable load resistor (0 < z <∞) is the simplest case that can be depicted in the Smith chart.




Fig. 16: A variable load resistor in the simplified Smith chart. Since the impedance has a real part only, the signal
remains on the real axis of the Γ plane
4 Advantages of the Smith chart — a summary
– The diagram offers a compact and handy representation of all passive impedances4 from 0 to ∞.
Impedances with negative real part such as reflection amplifier or any other active device would
show up outside the Smith chart.
– Impedance mismatch is easily spotted in the chart.
– Since the mapping converts impedances or admittances (y = 1z ) into reflection factors and vice
versa, it is particularly interesting for studies in the radio frequency and microwave domain. For
3An attenuation of 3 dB corresponds to a reduction by a factor 2 in power.
4Passive impedances are impedances with positive real part.
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reasons of convenience, electrical quantities are usually expressed in terms of direct or forward
waves and reflected or backwards waves in these frequency ranges instead of voltages and currents
used at lower frequencies.
– The transition between impedance and admittance in the chart is particularly easy: Γ(y = 1z ) =
−Γ(z).
– Furthermore the reference plane in the Smith chart can be moved very easily by adding a trans-
mission line of proper length (Section 3.4.1).
– Many Smith charts have rulers below the complex Γ plane from which a variety of quantities such
as the return loss can be determined. For a more detailed discussion see Appendix B.
5 Examples for applications of the Smith chart
In this section two practical examples of common problems are given, where the use of the Smith chart
greatly facilitates their solution.
5.1 A step in characteristic impedance
Consider a junction between two infinitely short cables, one with a characteristic impedance of 50Ω and
the other with 75Ω (Fig. 17). The waves running into each port are denoted with ai (i = 1, 2) whereas
Junction between a






Fig. 17: Illustration of the junction between a coaxial cable with 50Ω characteristic impedance and another with
75Ω characteristic impedance respectively. Infinitely short cables are assumed – only the junction is considered








= 0.2 . (17)
Thus the voltage of the reflected wave at port 1 is 20% of the incident wave (a2 = a1 · 0.2) and the
reflected power at port 1 is 4%5. From conservation of energy, the transmitted power has to be 96% and
it follows that b22 = 0.96.
A peculiarity here is that the transmitted energy is higher than the energy of the incident wave,
since Eincident = 1, Ereflected = 0.2 and therefore Etransmitted = Eincident + Ereflected = 1.2. The transmission
coefficient t is thus t = 1 + Γ. Also note that this structure is not symmetric (S11 6= S22), but only
reciprocal (S21 = S12).
The visualization of this structure in the Smith chart is easy, since all impedances are real and thus
all vectors are located on the real axis (Fig. 18).
As stated before, the reflection coefficient is defined with respect to voltages. For currents its sign
inverts and thus a positive reflection coefficient in terms of voltage definition becomes negative when
defined with respect to current.














































































































































































































































































































































































































































































































































V1 = a+ b = 1.2
b = +0.2I1Z = a− b −b
Incident wave a = 1
Fig. 18: Visualization of the two-port formed by the two cables of different characteristic impedance















































































































































































































































































































































































































































































































































V1 = a+ b










Fig. 19: Visualization of the two-port depicted on the left in the Smith chart
5.2 Determination of theQ factors of a cavity
One of the most common cases where the Smith chart is used is the determination of the quality factor
of a cavity. This section is dedicated to the illustration of this task.
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ZG
R L C Vbeam
V0
Zinput Zshunt
Fig. 20: The equivalent circuit that can be used to describe a cavity. The transformer is hidden in the coupling of
the cavity (Z ≈ 1MΩ, seen by the beam) to the generator (usually Z = 50Ω)














R + jωC + 1jωL
. (20)
The 3 dB bandwidth ∆f refers to the points where Re(Z) = Im(Z) which corresponds to two






f = f −
(−3dB)
f = f(res)




Fig. 21: Schematic drawing of the 3 dB bandwidth in the impedance plane
In general, the quality factor Q of a resonant circuit is defined as the ratio of the stored energy W












For a cavity, three different quality factors are defined:
– Q0 (unloaded Q): Q factor of the unperturbed system, i. e., the stand alone cavity;
– QL (loaded Q): Q factor of the cavity when connected to generator and measurement circuits;
– Qext (external Q): Q factor that describes the degeneration of Q0 due to the generator and diag-
nostic impedances.















This coupling coefficient is not to be confused with the propagation coefficient of transmission lines
which is also denoted as β.
In the Smith chart, a resonant circuit shows up as a circle (Fig. 22, circle shown in the detuned
short position). The larger the circle, the stronger the coupling. Three types of coupling are defined




















































































































































































































































































































































































































































































































































Fig. 22: Illustration of how to determine the different Q factors of a cavity in the Smith chart
– Undercritical coupling (0 < β < 1): The radius of resonance circle is smaller than 0.25. Hence
the centre of the chart lies outside the circle.
– Critical coupling (β = 1): The radius of the resonance circle is exactly 0.25. Hence the circle
touches the centre of the chart.
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– Overcritical coupling (1 < β <∞): The radius of the resonance circle is larger than 0.25. Hence
the centre of the chart lies inside the circle.
In practice, the circle may be rotated around the origin due to the transmission lines between the resonant
circuit and the measurement device.
From the different marked frequency points in Fig. 22 the 3 dB bandwidth and thus the quality
factors Q0, QL and Qext can be determined as follows:
– The unloaded Q can be determined from f5 and f6. The condition to find these points is Re(Z) =
Im(Z) with the resonance circle in the detuned short position.
– The loaded Q can be determined from f1 and f2. The condition to find these points is |Im(S11)| →
max.
– The external Q can be calculated from f3 and f4. The condition to determine these points is Z =
±j.
To determine the points f1 to f6 with a network analyzer, the following steps are applicable:
– f1 and f2: Set the marker format to Re(S11) + j Im(S11) and determine the two points, where
Im(S11) = max.
– f3 and f4: Set the marker format to Z and find the two points where Z = ±j.
– f5 and f6: Set the marker format to Z and locate the two points where Re(Z) = Im(Z).
Appendices
A Transformation of lines with constant real or imaginary part from the impedance
plane to the Γ plane
This section is dedicated to a detailed calculation of the transformation of coordinate lines form the
impedance to the Γ plane. The interested reader is referred to Ref. [3] for a more detailed study.
Consider a coordinate system in the complex impedance plane. The real part R of each impedance
is assigned to the horizontal axis and the imaginary part X of each impedance to the vertical axis










Fig. A.1: The complex impedance plane













R+ jX − 1
R+ jX + 1 = a+ jc . (A.2)
From this the real and the imaginary part of Γ can be calculated in terms of a, c, R and X:
Re: a(R + 1)− cX = R− 1; (A.3)
Im: c(R + 1) + aX = X. (A.4)
A.1 Lines with constant real part




and substitute this into Eq. (A.3):





= 0 . (A.6)








From this equation the following properties can be deduced:
– The centre of each circle lies on the real a axis.
– Since R1+R ≥ 0, the centre of each circle lies on the positive real a axis.
– The radius ρ of each circle follows the equation ρ = 1
(1+R)2
≤ 1.
– The maximal radius is 1 for R = 0.
A.1.1 Examples
Here the circles for different R values are calculated and depicted graphically to illustrate the transfor-
mation from the z to the Γ plane.





= (0/0), ρ = 11+0 = 1



































= (1/0), ρ = 11+∞ = 0
This leads to the circles depicted in Fig. A.2.
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R = 0 R = 1
2

















Fig. A.2: Lines of constant real part transformed into the Γ plane
A.2 Lines with constant imaginary part
To calculate the circles in the Smith chart that correspond to the lines of constant imaginary part in the
impedance plane, the formulas (A.3) and (A.4) are used again. Only this time an expression for R and R
+ 1 is calculated from Eq. (A.3)
R =
a+ 1− cX
1− a and 1 +R =
2− cX
1− a (A.8)
and substituted into Eq. (A.4):
a2 − 2a+ 1 + c2 − 2 c
X
= 0 . (A.9)










Examining this equation, the following properties can be deduced:
– The centre of each circle lies on an axis parallel to the imaginary axis at a distance of 1.
– The first coordinate of each circle centre is 1.
– The second coordinate of each circle centre is 1X . It can be smaller or bigger than 0 depending on
the value of X.
– No circle intersects the real a axis.
– The radius ρ of each circle is ρ = 1|X| .
– All circles contain the point (1/0).
A.2.1 Examples
In the following, examples for different X values are calculated and depicted graphically to illustrate
the transformation of the lines with constant imaginary part in the impedance plane to the corresponding
circles in the Γ plane.
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= (1/ − 0.5), ρ = 1|−2| = 0.5




= (1/ − 1), ρ = 1|−1| = 1




= (1/ − 2), ρ = 1|−2| = 2




= (1/∞), ρ = 1|0| =∞ = real a axis




= (1/2), ρ = 1|−2| = 2




= (1/1), ρ = 1|1| = 1




= (1/0.5), ρ = 1|2| = 0.5




= (1/0), ρ = 1|∞| = 0
A graphical representation of the circles corresponding to these values is given in Fig. A.3.



























Fig. A.3: Lines of constant imaginary part transformed into the Γ plane
F. CASPERS
114
B Rulers around the Smith chart
Some Smith charts provide rulers at the bottom to determine other quantities besides the reflection coef-
ficient such as the return loss, the attenuation, the reflection loss etc. A short instruction on how to use
these rulers as well as a specific example for such a set of rulers is given here.
B.1 How to use the rulers
First, one has to take the modulus (= distance between the centre of the Smith chart and the point in the
chart referring to the impedance in question) of the reflection coefficient of an impedance either with a
conventional ruler or, better, using a compass. Then refer to the coordinate denoted as CENTRE and
go to the left or for the other part of the rulers to the right (except for the lowest line which is marked
ORIGIN at the left which is the reference point of this ruler). The value in question can then be read
from the corresponding scale.
B.2 Example of a set of rulers
A commonly used set of rulers that can be found below the Smith chart is depicted in Fig. B.1. For
Fig. B.1: Example for a set of rulers that can be found underneath the Smith chart
further discussion, this ruler is split along the line marked centre, to a left (Fig. B.2) and a right part
(Fig. B.3) since they will be discussed separately for reasons of simplicity. The upper part of the first
Fig. B.2: Left part of the rulers depicted in Fig. B.1
ruler in Fig. B.2 is marked SWR which refers to the Voltage Standing Wave Ratio. The range of values
is between one and infinity. One is for the matched case (centre of the Smith chart), infinity is for total
reflection (boundary of the SC). The upper part is in linear scale, the lower part of this ruler is in dB,
noted as dBS (dB referred to Standing Wave Ratio). Example: SWR = 10 corresponds to 20 dBS, SWR
= 100 corresponds to 40 dBS (voltage ratios, not power ratios).
The second ruler upper part, marked as RTN.LOSS = return loss in dB. This indicates the amount
of reflected wave expressed in dB. Thus, in the centre of the Smith chart nothing is reflected and the
return loss is infinite. At the boundary we have full reflection, thus a return loss of 0 dB. The lower part
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Fig. B.3: Right part of the rulers depicted in Fig. B.1
of the scale denoted as RFL.COEFF. P = reflection coefficient in terms of POWER (proportional |Γ|2).
There is no reflected power for the matched case (centre of the Smith chart), and a (normalized) reflected
power = 1 at the boundary.
The third ruler is marked as RFL.COEFF,E or I. With this, the modulus (= absolute value) of the
reflection coefficient can be determined in linear scale. Note that since we have the modulus we can
refer it both to voltage or current as we have omitted the sign, we just use the modulus. Obviously in the
centre the reflection coefficient is zero, while at the boundary it is one.
The fourth ruler is the voltage transmission coefficient. Note that the modulus of the voltage (and
current) transmission coefficient has a range from zero, i.e., short circuit, to +2 (open = 1+|Γ| with |Γ|=1).
This ruler is only valid for Zload = real, i.e., the case of a step in characteristic impedance of the coaxial
line.
The upper part of the first ruler in Fig. B.3, denoted as ATTEN. in dB assumes that an attenuator
(that may be a lossy line) is measured which itself is terminated by an open or short circuit (full reflec-
tion). Thus the wave travels twice through the attenuator (forward and backward). The value of this
attenuator can be between zero and some very high number corresponding to the matched case. The
lower scale of this ruler displays the same situation just in terms of VSWR. Example: a 10 dB attenuator
attenuates the reflected wave by 20 dB going forth and back and we get a reflection coefficient of Γ = 0.1
(= 10% in voltage).
The upper part of the second ruler, denoted as RFL.LOSS in dB refers to the reflection loss. This
is the loss in the transmitted wave, not to be confused with the return loss referring to the reflected wave.
It displays the relation Pt = 1 − |Γ|2 in dB. Example: If |Γ| = 1/
√
2 = 0.707, the transmitted power is
50% and thus the loss is 50% = 3 dB.
The third ruler (right), marked as TRANSM.COEFF.P refers to the transmitted power as a function
of mismatch and displays essentially the relation Pt = 1 − |Γ|2. Thus in the centre of the Smith chart
there is a full match and all the power is transmitted. At the boundary there is total reflection and for a Γ
value of 0.5, for example, 75% of the incident power is transmitted.
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RF power transport 
S. Choroba 
DESY, Hamburg, Germany 
Abstract  
This paper deals with the techniques of transport of high-power RF from an 
RF power source to the cavities of an accelerator. Since the theory of 
electromagnetic waves in waveguides and of waveguide components is very 
well explained in a number of excellent text books it will limit itself to 
special waveguide distributions and to some special problems which 
sometimes occur in RF power transportation systems. 
1 Introduction  
The task of an RF power transportation system in an accelerator is to transport the RF power generated 
by an RF power source to the cavity of an accelerator. Sometimes it is necessary to combine the power 
of several RF sources and very often it is necessary to transport the power to not just one cavity but a 
number of cavities. It is usually the aim to transport the power with high efficiency and high 
reliability.  
Different types of transportation systems can be considered. Parallel wires or strip lines can be 
used to transport electromagnetic waves, but they can not be used for high-power RF transport 
because of their low power capability due to radiation in the environment or electrical breakdown 
above a certain power level. Coaxial lines and hollow waveguides can be used to transport high-power 
RF.  Coaxial lines are used at lower frequencies up to some 100 MHz and power of some 10 kW. 
Hollow waveguides typically are used for frequencies above some 100 MHz, power levels of more 
than some 10 kW up to several 10 MW and distances of several metres. Coaxial lines are used at these 
parameters only for short distances or when efficiency does not play the key role. This is due to losses 
in the inner conductor of the coaxial line, losses in the dielectric material, or breakdown between the 
inner and outer conductor of the coaxial line at high power level. There is of course no sharp line 
when to use coaxial lines or hollow waveguides. Although coaxial lines are in use at accelerators the 
next sections will concentrate on hollow waveguides since they are used in a larger number of 
applications.  
2 Theory of electromagnetic waves in waveguides and of waveguide components 
The theory of electromagnetic waves in waveguides and of waveguide components can be found in a 
number of excellent text books [1±4], School articles[5±6], or School transparencies [7], some of 
which are listed in the references. Therefore the theory will not be repeated here. 
3 Waveguide distributions 
Waveguides distributions are combinations of different waveguide components. They allow for power 
transport, combination, and distribution of RF power. In addition they protect the RF power source 
from reflected power and allow for adjustment of RF parameters like amplitude, phase, or Qext. 




The size of the waveguide is at first determined by the RF frequency. It is then still possible to 
choose between two standard sizes. For the transport of RF power at 1.3 GHz, for example, one can 
consider WR650 or WR770 waveguides. The decision depends on considerations like maximum 
power to be transmitted, space availability for the installation, weight, cost, or availability of 
waveguide components on the market. Whereas the maximum power demand might require larger 
size, space demands lead to smaller dimensions.  
The type of distribution system depends on similar considerations. In addition, demands like 
required isolation between cavities (cross talk), RF parameters to be controlled or adjusted, and more 
requirements must be considered. It is therefore worth while to take into account all possible 
requirements as early as possible and to trade them off against each other.  
Figure 1 shows the principle of a waveguide distribution system proposed for the TESLA linear 
collider. The RF power is generated by a 10 MW high-power klystron and extracted by two output 
windows towards four accelerator modules with eight superconducting cavities each.  In order to 
achieve a gradient of 23.4 MV/m an input power of 231 kW per cavity is required. The total power 
produced by the RF power source must take into account losses in the waveguides and a regulation 
reserve. The power of each klystron waveguide arm is split again by a 3db-hybrid. For each module a 
linear distribution system similar to that in Fig. 2 is used. Equal amounts of power are branched off for 
the individual cavities by hybrids with different coupling ratio. Isolators (three port circulators with 
loads) capable of 400 kW protect the power source from reflected power travelling back from the 
cavities during the filling time of the cavities or in case of mismatch or breakdown in the cavities. 
Three stub tuners or phase shifters can be used for adjustment of phase and Qext.  
 
Fig. 1: Principle of an RF power transport system proposed for the TESLA linear collider 
 




Instead of a linear distribution system a tree-like system can be used (Fig. 3). The power is divided by 
shunt tees into several branches like branches of a tree. 
 
Fig. 3: Tree-like waveguide distribution system 
In Fig. 4, examples of distributions meeting the requirements of power distributions for the 
FLASH facility at DESY are shown. The input power for the distribution can be up to 2.5 MW. Both 
distributions can be used to meet the requirements but because of certain advantages the first one will 
be used in the future for the European XFEL. The latter and older system is a linear system and is used 
for the first accelerator modules at FLASH at DESY. The combined system proposed for the European 
XFEL and in use for the new RF distributions at FLASH makes use of asymmetric shunt tees of 
different coupling ratios. Equal amounts of power are branched off to a pair of cavities. By adjustment 
of tuning posts inside the tees the coupling ratios can be adjusted, thus changing the branching ratio. 
The phase between a pair of cavities is pre-tuned by fixed phase shifters (straight waveguides with 
different waveguide width). The phase for the individual cavities can be adjusted by movable 
mechanical phase shifters after the symmetric shunt tee which splits the power for two cavities. 
Isolators in front of each cavity protect the power source from reflected power. This system has 
several advantages. Space and weight are reduced compared with the linear system. Phasing is much 
easier than in the purely linear system. Because of the use of components of similar type the cost can 
be decreased. This system can also be pre-assembled and connected to an accelerator module before 
the module is installed in the accelerator tunnel, thus simplifying the entire installation procedure. An 
accelerator module with RF waveguide distribution can be seen in Fig. 5. 
 





Fig. 5: Accelerator module and RF waveguide distribution 
More information on the waveguide distribution systems for TESLA, FLASH, and the 
European XFEL can be found in Refs. [8±12]. 
4 Limitations, problems, and countermeasures 
In this section some limitations, problems, and possible countermeasures in RF power transportation 
systems are covered. 
The power PRF, which can be transmitted in a rectangular waveguide of size a times b in TE10 
mode of wavelengthO is given by  
    





where E in V/cm is the electrical field strength of the electromagnetic wave and Og the guide 
wavelength. The maximum power is the power at the electrical breakdown limit Emax. In air Emax is 
30 kV/cm, which results in an RF power of 58 MW at 1.3 GHz in a WR650 waveguide. Experience 
shows that this power can not be achieved. In practice it is 5 to 10 times lower. The practical power 
limit is lower for a variety of different reasons, e.g., smaller size of the inner waveguide dimensions 
(e.g. within circulators), surface effects (roughness, steps at flanges (see Fig. 6) etc.), dust in 
waveguides, humidity of the gas inside the waveguide, reflections (VSWR), or because of higher order 
modes in TEnm/TMnm.  
These HOMs can be generated by the power source or by non-linear effects at high power in 
non-reciprocal devices like circulators. If these modes are not damped, they can be excited resonantly 
and reach very high field strength above the breakdown limit. In order to damp HOMs, higher order 
mode dampers can be installed. These can be complicated and specially designed devices, which 
couple out and damp the HOMs only, leaving the fundamental mode, which is transmitted in TE10, 
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untouched. But sometimes a quick solution must be found. This can be accomplished by inserting 
small antennas on the small side of the waveguides (see Fig. 7). These antennas couple to a number of 
HOMs in TEnm/TMnm. Since the field of TE10 is already small at the antenna position, only a small 
amount of the power in the fundamental mode is coupled out. The antennas must be connected to 
loads, which must be able to handle the full amount of the power coupled out. 
 
Fig. 6: Waveguide which has been damaged at the flange by breakdown 
 
 
Fig. 7: Waveguide with damping antennas on the small side of the waveguide 
One could increase the gas pressure inside the waveguide, which due to Paschen¶s law would 
increase the power capability. But this requires enforced and gas-tight waveguides. In addition the 
pressure vessel rules applicable in many countries most be followed. By using SF6 instead of air, 
which has Emax = 89 kV/cm (at 1 bar, 20°C), the power capability can be increased, too. The problem 
of SF6 is that although it is chemically very stable it is a greenhouse gas, and if cracked in sparks can 




produce fluorides of the metal of the waveguide walls which one can sometimes find as white powder 
in the waveguides (see Fig. 8). Other poisonous chemicals, e.g., S2F10 are also produced. Personnel 
maintaining waveguide components which have been operated in SF6 have to observe a number of 
safety rules and wear personal protection equipment (see Fig. 9). 
 
Fig. 8: Fuorides in a waveguide 
 
 
Fig. 9: Staff wearing protective clothing during work at SF6 waveguides 
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Abstract 
Power coupling is the subject of a huge amount of literature and material 
since for each particular RF structure it is necessary to design a coupler that 
satisfies some requirements, and several approaches are in principle possible. 
The choice of one coupler with respect to another depends on the particular 
RF design expertise. Nevertheless some ‘design criteria’ can be adopted and 
the scope of this paper is to give an overview of the basic concepts in power 
coupler design and techniques. We illustrate both the cases of normal-
conducting and superconducting structures as well as the cases of standing-
wave and travelling-wave structures. Problems related to field distortion 
induced by couplers, pulsed heating, and multipacting are also addressed. 
Finally a couple of design techniques using electromagnetic codes are 
illustrated. The paper brings together pictures, data, and information from 
several works reported in the references and I would like to thank all the 
authors of the papers. 
1 Introduction: basic concepts and coupler classification 
Power couplers can generally be defined as networks designed to transfer power from an RF power source to 
a cavity, as illustrated in Fig. 1(a). Generally speaking, they are realized with slots, windows, or antennas 
that couple the electromagnetic (e.m.) field of the power transfer line to the cavity e.m. field. For this reason, 
a first classification (found in the literature) of couplers is between ‘magnetic’ or ‘electric’, depending on 
what type of field they couple. In some cases, nevertheless, this classification cannot be applied because they 
couple both the E and the H field, as discussed in the following. 
 Another possible classification of couplers can be between ‘waveguide type’ and ‘coaxial type’ 
couplers, depending on the particular geometry used to couple the power with the cavity field. Both types of 
coupler have advantages and drawbacks in terms of design, power handling capacity, and tunability. If 
necessary, special transitions between waveguide and coaxial lines (or vice-versa) can be integrated in the 
coupler itself (as an example, the power transfer line can be a waveguide and the final coupler can be 
coaxial); in this case a special transition has to be integrated in the coupler itself. The design of the particular 
coupler depends on the cavity type: normal-conducting (NC) or superconducting (SC), standing-wave (SW) 
or travelling-wave (TW) as shown in Fig. 1(b) where all principal combinations are given. 
 The design has to be oriented not only to the right power transfer but it has to include other 
important technical aspects. First of all, since, in general, transmission lines (coaxial or waveguide), are 
usually filled with gas, couplers have to incorporate vacuum barriers (RF windows) to preserve the cavity’s 
operation under ultra-high vacuum conditions. This is, in particular, a critical point for SC cavities where 
vacuum contamination can seriously damage the structures. Moreover, in the case of SC cavities, an input 
coupler must serve as a low-heat-leak thermal transition between the room-temperature environment outside 
and the cryogenic temperature (from 2 to 4.5 K). Thermal intercepts and/or active cooling in the coupler 
design might be necessary. Finally, the coupler design cannot be independent of beam dynamics 
considerations. It introduces, in fact, an asymmetry in the electromagnetic field distribution which can 
deteriorate the beam quality. Special measures, such as double symmetric couplers or compensating stubs, 
may be required and integrated in the coupler itself. 
 In recent years the RF design of the couplers has been enormously aided by computer codes. These 
codes allow complete modelling of the field distribution in the couplers and cavities avoiding the use of the 
cut-and-try technique used in the past. The codes allow minimization in the design procedure of the pulsed 
heating and multi-pacting phenomena that can seriously limit coupler performance. 
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Fig. 1: (a) Conceptual sketch of a source–power transfer line–coupler–cavity system; (b) 
schematic representation of possible combinations of coaxial and waveguide 
couplers with different types of cavity 
2 Coupling to standing-wave cavities 
Standing-wave cavities can be excited using slots on waveguides or loops and antennas in coaxial couplers. 
The general problem of coupling between a power transfer line and a cavity is not trivial and only 
perturbative analytical approaches can be followed [T1–T4]. The problem is that coupling slots or antennas 
change the cavity and waveguide geometry and, when the field into the cavity starts to increase, the cavity 
itself radiates into the waveguide through the same slot or antenna. In steady state, and at a given frequency 
of operation, there is equilibrium between the power flowing into the cavity, that dissipated into the walls, 
and that radiated from the cavity back into the power transfer line. The analytical, exact solution of such a 
problem is in general impossible. 
 Before introducing the approximated analytical formulae that allow the modelling of this coupling, 
let us start with an intuitive and qualitative approach to the subject.  
2.1 Slots on waveguides 
Let us consider, for the sake of simplicity, the case of the excitation of the TM010 accelerating mode of a 
simple pillbox cavity by a waveguide coupled to the cavity with a slot. Looking at the magnetic field lines of 
a short-circuited waveguide and cavity [Fig. 2(a)], it is straightforward to note that there are two possible 
simple solutions to couple the magnetic field of the waveguide with the magnetic field lines of the mode and 
they are given in Figs. 2(b) and 2(c).  
 If the linear dimensions of the aperture are small compared with the wavelength, it is possible to use 
a perturbative approach in which the aperture is equivalent to a magnetic dipole ( slotM ), whose dipole 
moment is proportional to the tangential magnetic field on the slot ( slotH ). This dipole is the source of the 
field into the cavity and the source of the field radiated back from the cavity into the waveguide. As 
discussed in the next paragraphs the final amplitude of the mode into the cavity is proportional to the scalar 
product cavityslot HH  , where cavityH  is the magnetic field into the closed cavity (without the slot). From the 
formula it is easy to note that, in order to have mode excitation, both cavityH  and slotH  must be different 
from zero and non orthogonal.  
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 It is also straightforward to note that the excitation of the field inside the cavity, in the case of 
Fig. 2(c), can be varied (for a fixed coupling slot aperture) by changing the distance d between the short-
circuit plane and the slot itself. The distance d, in fact, varies the amplitude of the final slotH . 
 
 
Fig. 2:  Magnetic coupling between a waveguide and a SW cavity: (a) magnetic field lines on a short-circuited 
waveguide and cavity operating on the TM010 mode; (b) first solution of magnetic coupling between 
the waveguide and the cavity; (c) second solution for magnetic coupling (the distance d, in this case, 
allows changing the excitation of the mode) 
2.2 Loops on coaxial 
 Magnetic coupling can be also realized using loops, as shown in Fig. 3. In this case also it is possible, 
for small loop dimensions, to use a perturbative approach. The loop excites into the cavity a magnetic dipole 
whose intensity is proportional to the loop area and coaxial input power, while the amplitude of the excited 
mode is proportional to the scalar product between this magnetic dipole and the magnetic field of the excited 
mode in the loop region ( cavityloop HM  ).  
 It is straightforward to note that, also in this case, the amplitude of the mode can be varied (for a 
fixed loop dimension) by changing the loop orientation. 
 
 
Fig. 3:  Magnetic coupling between a loop and a SW cavity: the excitation of the 
mode can be varied by changing the orientation of the loop 
2.3 Antenna on coaxial  
Electric coupling can be realized by an antenna in the case of coaxial couplers. The typical situation is 
illustrated in Fig. 4. In this case the inner conductor of the coaxial is inserted into the cavity and the electric 
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current on its surface is coupled with the electric field of the mode in the cavity. If the linear dimensions of 
the antenna are small with respect to the wavelength, it is possible to use, also in this case, a perturbative 
approach in which the inner is equivalent to an electric dipole ( antennaP ), whose dipole moment is 
proportional to the tangential density current on the inner itself. This dipole is the source of the field into the 
cavity and, vice-versa, when the cavity field starts to increase, it is the source of the field radiated back into 
the coaxial from the cavity. As illustrated in the following paragraph, in this case the amplitude of the 
excited mode is proportional to the scalar product cavityantenna EP  . 
 
Fig. 4:  Electric coupling between a coaxial and a SW cavity: the excitation of the mode can be varied 
by changing the penetration of the inner 
2.4 Basics of the theory of coupling to standing-wave cavities 
The theory of cavity excitation has been extensively treated using several equivalent approaches. Without 
entering into the details of the rigorous treatments that can be found in the previous references, we 
summarize in the following the basic results. 
Let us consider first the case of a single, closed, metallic cavity without external coupling. The 
resonant modes in such a cavity can be expanded in a series. To have a complete expansion we need both 
solenoidal modes (with zero divergence and non-zero curl) and irrotational modes (with zero curl but non-
zero divergence). In most practical cases we deal with the first type of modes and, in the frequency domain, 
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where en and hn are the mode amplitudes (complex in general and frequency-dependent) while the 
eigenfunctions nn HE ,  are solutions of the following equations: 
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The first equations are the well-known Helmoltz equations and kn are the eigenvalues of the problems, 
related to the resonant frequency of the mode by the usual relation Zn = kn(PH)-1/2. The eigenfunctions and the 
eigenvalues can be chosen real and orthonormal. This means that 
            ,n m nm n m nm
V V
E E H HG G    ³ ³JJG JJJG JJJG JJJG  (3) 
where the Kronecker delta Gnm = 0 if n z m and Gnm = 1 if n = m. The relationship between the eigenfunctions 
nE  and nH  and between en and hn are given by Maxwell’s equations. It can be demonstrated that 
        .n n n n n nE k H H k Eu  u  JJG JJJG JJJG JJG  (4) 
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It is easy to demonstrate that in a source-free cavity with perfectly conducting walls, en z 0 if and only if Z = Zn and that 
 .n nh j e
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 The case of wall losses can be treated using a perturbative approach starting from the case of a 
source-free cavity with lossy walls. In this case it is possible to demonstrate that the coefficients en and hn are 
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where the quality factor Q0n is defined as: 
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where Pd and W are the average dissipated power into the cavity walls and the average electromagnetic 
energy stored in the cavity. In Eq. (8) Rs is the surface resistivity, defined as: 
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Equation (7) shows that the frequency of free oscillation slightly differs from the no-loss resonant frequency 
and, in addition, there is a damping constant D.  
Let us now consider the case of a cavity coupled externally with a waveguide or a coaxial. These 
cases are illustrated in the previous Figs. 2–4. Following, also in this case, a perturbative approach, the 
excitations of a mode in a cavity can be modelled by an equivalent electric ( J ) or magnetic ( mJ ) density 
current representing the sources of the modes. The equivalent magnetic sources are, for example, the 
magnetic field on a coupling slot between the waveguide and the cavity (Fig. 2) and the magnetic field 
generated by a loop coupled with a cavity (Fig. 3), while the equivalent electric sources are the currents on a 
small antenna coupled with the cavity (Fig. 4).  
It can be demonstrated that, if the frequency of the external excitation (Z), is very near to a particular 
mode resonant frequency Zn, all coefficients in the expansion (1) are small with respect to the coefficients 
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The second equalities are valid since, in general Q0n >> 1 and Z in the numerator can be approximated with Zn. In other words, the amplitudes of the electric and magnetic field excited into the cavity have a typical 
resonant behaviour as a function of the frequency of the excitation and are different from zero only if 
nZZ | . 
If in the coupling region the electric and magnetic fields of the modes are sufficiently small and can 
be approximated by their values in the centre of the coupler region and the integrals of the density currents 
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For a given coupler geometry and SW cavity, it is, in general, very difficult to find an analytical expression 
for Eqs. (10)–(11) and only approximated treatments can be done. The previous considerations allow one to 
obtain, nevertheless, some important practical results as illustrated in the following section. 
2.5 Equivalent circuit of the coupling between a standing-wave cavity and a power 
transfer line and definition of the coupling coefficient 
Equations (10) and (11) state that, at a given frequency, the mode excitation is proportional to the equivalent 
source density currents ( mJJ , ) or dipole moments ( MP, ) and these sources are proportional, obviously, to 
the field in the coupler region. As usual, we can associate to the field into the cavity and to the field into the 
waveguide (or coaxial) an equivalent voltage and current proportional to the corresponding electric and 
magnetic fields or, more precisely, to their integrals over a given path.  
Let us consider, for example, the case represented in Fig. 2(b) and let us indicate with Vcav the 
equivalent cavity voltage and with Vwaveg and Iwaveg the equivalent voltage and current into the waveguide in 
the coupler region, given by the superposition of an incident wave (V
+
) and a reflected one (V
-
). From 
Eqs. (10)–(11) the cavity voltage is proportional to the magnetic field in the hole aperture and therefore to 
Iwaveg and, in the limit of a small coupling hole, the reflected wave V
-
 will be given by the superposition of the 
reflected wave from the short-circuited plane at the end of the waveguide and the radiated field from the 











R n V V R n
V I
jQ Z jQ G
 
 
­   °°® § ·°   ¨ ¸¨ ¸°  © ¹¯
 (12) 
where we have taken into account Eqs. (10)–(11) in the cavity voltage expression and where we have 
introduced the waveguide characteristic impedance Z0 and two quantities n and R. The first one is an 
adimensional quantity that relates the cavity voltage to the radiated voltage from the cavity into the 
waveguide; in other words if, at a certain time, we switch off the excitation, the cavity radiates into the 
waveguide and the ratio between the radiated voltage and the cavity voltage is 1/n. The other quantity is R/n 
(ohm) and it relates the waveguide magnetic current to the maximum amplitude of the cavity voltage, when 
the cavity is excited perfectly on resonance (G = 0). 
From Eqs. (12) it is easy to understand that the coupling between a waveguide and a cavity can be 
modelled by the circuit given in Fig. 5. The cavity is modelled with an equivalent lumped RLC circuit, the 
RF source by the current generator, while the transformer models the coupler. 
In this equivalent circuit the RLC circuit must have the same quality factor as the resonant mode and 
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In Eq. (13) and from now on we consider just a single resonant mode and we indicate with fres (Zres) and Q0 
its resonant frequency and quality factor. 
 
Fig. 5: Equivalent circuit of a cavity coupled with an RF source 










jQ G   (14) 
On the other hand, the energy stored in the cavity (W) is dissipated into the cavity walls (Pcav) and is also 
radiated through the coupler and dissipated into the matched load of the generator (Pext). Therefore the 
generator can be seen from the cavity point of view as an extra-load and we can define the following 
quantities: 
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While Q0 is called the unloaded quality factor, and PT is the total average power dissipated into the cavity 
and into the external load. 
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From the previous equations it is straightforward to note that the coupling E fixes the reflection 
coefficient at the input port, the resonance bandwidth, and the ratio between the power dissipated into the 
cavity and external load. It plays an important role in the design of a cavity, and the choice of its value 
depends on several parameters such as the beam loading and the available input power from the source. It is 
possible, in general, to change it by changing the geometry of the coupler as given in Fig. 6. The particular 
case of E = 1 is called critical coupling and, in this case, in the steady-state regime, we have no reflected 
power to the generator because there is a perfect destructive interference between the power reflected from 
the waveguide (or coaxial) termination and that radiated back by the cavity through the hole. The case with E < 1 is called undercoupling while the case with E > 1 is called overcoupling. As an example the reflection 
coefficient at the coupler input port, near the cavity resonant frequency, is given in Fig. 7 with the 
assumption fres = 1 GHz, Q0 = 40 000 and for three different values of the coupling.  
 
 
Fig. 6:  Typical geometry modifications to change the coupling: (a) slot aperture; (b) short-circuit 




Fig. 7:  Reflection coefficient at the coupler input port for a cavity resonating at fres = 1 GHz with Q0 = 40 000 for 
three different value of the coupling coefficient: (a) absolute value; (b) complex plane 
In the design procedure (by, for example, an electromagnetic code) it is possible to calculate and tune the 
coupling coefficient following these two steps: 
a) Establish if we are under-coupled or over-coupled. To do this it is sufficient to look at the reflection 
coefficient at the coupler input port (as a function of frequency) in the complex plane. Out of resonance the 
reflection coefficient has an absolute value equal to 1 and, therefore, it describes a circle with radius equal to 
1. At resonance it describes a circle towards the origin of the complex plane. It is easy to demonstrate that, if 
the circle includes the origin of the complex plane we are overcoupled, if not we are undercoupled. If the 
circle crosses the origin we are in critical coupling. 
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b) Once we have established if we are over- or undercoupled, we can calculate the coupling by the 
formulae simply derived from Eqs. (20): 
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Here |Ucav| is the absolute value of the reflection coefficient at resonance.  
2.6 Advantages and disadvantages of waveguide and coaxial couplers 
Table I illustrates the main advantages and disadvantages of waveguide and coaxial couplers (well discussed 
in [S4]).  
Table 1: Advantages and disadvantages of waveguide and coaxial couplers 
Type Advantages Drawbacks 
Waveguide Higher power handling 
capability 
Larger size 
Easier to cool  More difficult to make 
variable 
Higher pumping speed Bigger heat leak 
Simpler design: it does 
not require a transition 
between the waveguide, 
which usually carries the 
output power of the RF 
sources, and the cavity 
interface. 
Lower attenuation 
Coaxial Easier to make variable More complicated 
design 
More compact Worse power handling 
Smaller heat leak Higher attenuation 
Multipacting levels 
easier to manage 
Smaller pumping speed 
More difficult to cool 
(coaxial inner) 
Couplers on waveguide are preferred at high frequency (>1 GHz) and for high-gradient and high-power 
structures likes TW linacs and normal-conducting RF guns. Couplers on coaxial are preferred for low-
frequency structures (<1 GHz) and when the coupling has to be varied, for example, for superconducting 
structures (due also to the smaller heat leak). The analysis of the coupler in the following sections will clarify 
some of these features. 
3 Input couplers for normal-conducting standing-wave cavities: an analysis of the 
critical features 
We will illustrate the main critical points in the design of input couplers for normal-conducting standing-
wave cavities looking at some practical examples.  
3.1 Normal-conducting standing-wave cavities: RF guns 
Normal-conducting RF guns are the first stage of acceleration of e
-
 in the linacs for FELs [G1]. They are, in 
general, 2–3 cell SW accelerating structures operating on the S mode at frequencies of the order of a few 
GHz. Required coupling coefficients E are between 1 and 2. The operation of RF guns is, in general, pulsed 
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with high peak input power (from a few up to 15 MW), pulse length from a few Ps up to one ms, and 
repetition rate from a few Hz up to kHz. Because of the high-frequency, high-accelerating gradient  
(a50–100 MV/m), high-input-power operation, and fixed coupling, these structures are fed by slots on 
waveguides, as illustrated in Fig. 8. The main critical points in the design, realization, and operation of such 
couplers are related to the field distortion introduced by couplers and pulsed heating in the coupler region.  
 
Fig. 8: Sketch of an RF gun with input coupler 
3.1.1 Field distortion  
Because of the relatively low energy of the electron beams (from 0 up to few MeV) an excellent uniformity 
is required for the accelerating field to preserve the beam quality. ‘Standard’ coupling slots introduce a 
distortion in the field distribution and multi-pole components of the field can appear and affect the beam 
dynamics [BD1]. The main mechanism that guides such field distortion is sketched in Fig. 9 where the 
magnetic field lines of a pure pillbox cavity and those of a cavity with a single and a double input coupler are 
shown. It is quite clear that in the first case the coupler introduces both a distortion of the field in terms of 
dipole component on axis and higher order components (quadrupole, sextupole, etc.), while in the case of a 
symmetric feeding, the odd magnetic field components of the field (like dipole, sextupole, etc.) are 
suppressed but we still can have even components (like quadrupoles, octupoles, etc.). More precisely we can 
develop the magnetic field near the beam axis as follows:  
         1
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where z is the longitudinal coordinate, r is the radial one and M is the azimuthal angle, as illustrated in Fig. 9. 
The An components are, in general, complex functions and depend on the longitudinal coordinate z. The 
dipole component corresponds to the term A1, the quadrupole one to the term A2, and so on. In the case of a 
symmetric feeding only the even components remain. 
The main techniques to minimize such field distortion are shown in Fig. 10. The simple way to 
partially compensate the dipole field is to introduce a symmetric compensating slot opposite to the RF input 
one [Fig. 10 (a)]. The opposite slot is not fed by RF power and can be used, for example, by pumping the 
structure (as reported in the same figure where the picture of the SLAC-UCLA-BNL gun is shown [G2]). In 
this case the field is partially compensated in the sense that the even components still remain and also the 
odd components have a residual amplitude on axis, due to the fact that the power is still entering from one 
side only. 
To suppress the odd components the straightforward way is to use a symmetric feed [Fig. 10 (b)]. In 
this case a double feed is needed and it can be realized with a splitter that splits the main input power into 
two branches. Of course this system introduces a further complication and an increase in the cost of the 
complete realization due to the presence of the splitter itself. Nevertheless, also in this case the quadrupole 
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component still survives and the only way to suppress it is by the use of a deformed profile of the cells 
(racetrack profile [G4, G5]) [as given in Fig. 10 (c)]. This cell deformation complicates further the 
machining of the cell that cannot be fabricated by lathe but needs a computer-controlled milling machine. 
 
Fig. 9: Sketch of the magnetic field lines in a pure pillbox cavity (a), in a cavity with 
single input coupler (b), and in a cavity with double input coupler (c) 
 
Fig. 10:  Main techniques to minimize the field distortion introduced by the coupler: (a) compensating 
slot ([G2]); (b) dual feed; (c) dual feed and deformed internal profile of the cell 
3.1.2 High magnetic field in couplers and pulsed heating 
As mentioned before, RF guns are structures fed by typical RF pulses of several MW. High peak electric 
field (>100 MV/m) can be easily reached and breakdown phenomena can occur. These can be driven also by 
a high magnetic field in the coupler region, as reported in [B0, B1]. In fact, RF power enters the structure 
through the slots, the surface currents flow along the edges of the slots, and these edges are a place where 
local currents are significantly amplified. The high currents can give localized losses that can create hot spots 
and drive breakdown phenomena damaging the coupler itself. 








c kHVG SU'   (23) 
where t is the pulse length, ı is the electrical conductivity, į the skin depth, ȡƍ the density, cH the specific heat, 
and k the thermal conductivity of the metal. For copper it is possible to use the following formula: 
 > @ > @ > @ > @2||°C 127 MA/m GHz ȝV RFT H f t'   (24) 
As a general experimental rule, if this pulsed heating exceeds a100 oC serious damage to the coupler region 
has a high probability of occurrence, below 50 
o
C damage to the couplers is practically avoided while in the 
interval 50–100 
o
C there is some probability of coupler damage. 
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The possible solutions to reduce the high magnetic field in the couplers are shown in Fig. 11. The 
strategy is to increase the curvature radius of the coupler slot. In particular the so-called z-coupling was the 
final solution adopted at SLAC for the LCLS gun [G4, G5]. Figure 11 (b) gives, for example, the pulsed 
heating as a function of the internal curvature radius of the z-coupler itself with the parameters of the LCLS 
gun given in the figure caption. 
 
Fig. 11: (a) Possible solutions to reduce the high magnetic field in the couplers; (b) 
pulsed heating as a function of the internal radius of curvature of the z-coupler 
itself with the parameters of the LCLS gun [G5] (fRF = 2.856 GHz, t = 3 Ps, 
Ecathode = 120 MV/m) 
3.1.3 On-axis coaxial coupling 
To simultaneously suppress the multipole components of the field and to strongly reduce the magnetic field 
in the coupler region, a new type of coupler for RF guns has been proposed and implemented [GA0, GA1, 
GA2]. The coupling is coaxial and on-axis coaxial as shown in Fig. 12. The TE11 mode of the waveguide is 
converted into a TEM mode of a coaxial line (in the so-called door-knob transition) and the coaxial line 
excites, on-axis, the accelerating field in the gun. The excitation is both electric and magnetic since on-axis 
there are both field components. All mode asymmetries in the door-knob transition are suppressed in the 
coaxial line and the excitation of the cavity is purely 2D symmetric without multipole components [BD2].  
It is also easy to verify that, in this case, the magnetic field in the coupler region (and therefore the 
pulsed heating) is strongly reduced since there are no sharp edges or coupling slots.  
On the other hand, this type of coupler complicates the coupler design and gun realization. The guns 
of the Free Electron Laser in Hamburg (FLASH) and of the Photoinjector Test Facility at DESY in Zeuthen 
(PITZ) are based on this principle. 
 
Fig. 12: On-axis coaxial coupling for RF guns (FLASH RF gun [GA1]) 
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3.2 Coaxial-loop couplers for standing-wave, normal-conducting cavities: DA)NE cavity 
An example of the coaxial-loop coupler is the case of the DA)NE cavity at LNF-INFN, Frascati, Italy [G7]. 
A sketch of the cavity and a detail of the loop mechanical drawing are given in Fig. 13. The cavity operates 
at 368 MHz with a maximum input power of 100 kW. The coupler integrates a transition between the 
rectangular waveguide and the coaxial. The loop can be rotated, changing the coupling coefficient from 0 to 
10, and water cooling is integrated in the loop itself.  
 
Fig. 13: (a) Sketch of the DA)NE cavity and picture of the coaxial-loop coupler; (b) detail of the coupler 
mechanical drawing 
4 Input couplers for superconducting standing-wave cavities: an analysis of the critical 
features 
Superconducting cavities are used for both electron and heavy particle acceleration in an extremely wide 
range of applications. Owing to the low surface resistance (about 10 n: at 2 K), their quality factors may 
exceed 10
10
; this means that only a tiny fraction of the incident RF power is dissipated in the cavity walls and 
most of it is either transferred to the beam or reflected into the source load. The input power can be from a 
few kW up to a few MW. Superconducting cavities allow CW operation and in pulsed regime and this 
affects the coupler design. The transient nature of pulsed power introduces thermal and mechanical stress in 
critical components that have to be evaluated. On the other hand, CW operation requires special solutions for 
power handling and coupler cooling. Several excellent reviews on couplers for superconducting cavities can 
be found in the literature [S1–S4].  
In the case of superconducting cavities the main function of the coupler, providing power, has to be 
merged and integrated with other important requirements like vacuum, cryogenic and coupling tunability.  
Both waveguides and coaxial couplers can be used for superconducting cavities. In both cases the 
coupling is realized on one side of the cavity structure and the profile of the cells is a purely symmetric 2D. 
This is done to avoid the opening of slots on the accelerating cells that can create magnetic hot spots in the 
cells themselves with additional design complications and potential problems in the cavity operation at high 
gradient. In coaxial-type couplers the coupling strength depends on the longitudinal location and size of the 
coupling port and can be varied by changing the insertion of the inner. 
As an example, the mechanical drawing of the coupler for the TESLA Test Facility (TTF) cavities 
[S7, S8] is given in Fig.14. The TESLA cavity is a nine-cell standing-wave structure of about 1 m length 
whose lowest TM mode resonates at 1300 MHz. The cavity is made of solid niobium and is cooled by 
superfluid helium at 2 K. Each nine-cell cavity is equipped with its own titanium helium tank and with a 





 Fig. 14: Coaxial coupler of the TESLA cavity [S8] 
The mechanical drawing allows us to illustrate many critical components in the design of the coaxial 
couplers for superconducting cavities. As clearly shown in the figure the coupler integrates several 
components: 
a)  Waveguide to coaxial transition. 
b)  Bellows for QEXT tunability. For many accelerators it is necessary to tune the coupling by changing the 
penetration of the antenna in the pipe. In general QEXT can vary from about 10
7
 to about 10
5
 depending on the 
application, and to change such coupling coefficient the coupler has to be inserted (or extracted) by several 
mm at operating frequencies around 1 GHz. This penetration has to be compensated by the bellows. 
c)  Vacuum barriers (windows). They prevent contamination of the SC structure and are made, in general, from 
Al2O3. These barriers are necessary also in normal-conducting accelerators but the requirement on the quality 
of the vacuum and reliability of the windows is much more stringent for SC structures. For this reason more 
than one vacuum barrier can be integrated in the coupler. In the example shown there are two windows. The 
first one is integrated in the waveguide-to-coaxial transition and is at room temperature, the second is a cold 
one. From the RF point of view the windows must be designed to be transparent to the electromagnetic field. 
Coaxial windows can be of several geometries: planar, cylindrical, or conical. Active pumping near the 
windows is desirable to avoid discharge problems during out-gassing events associated with varying power 
levels. As discussed in Section 6, multipacting phenomena can occur at the window location and can be 
particularly dangerous since a large amount of power can be deposited in small areas of the dielectric, 
leading to potential failures. Careful choice of geometry and coating with low-secondary-electron-emission-
coefficient materials can mitigate this phenomenon. Another potential problem for RF windows is the 
exposure to radiation that can also lead to charging phenomena at the window surface and to damage of the 
window itself. Geometrical protection and metallic films of proper thickness can be used to decrease the 
incidence of this problem. 
d)  Thermal barrier. The RF power must be fed into the cold superconducting cavity and in the coupler we 
cross the boundary between the room-temperature and the low-temperature environment. This aspect 
imposes very tight requirements on geometries and a delicate balance between static and dynamic heat loads 
placed on the refrigerator system. Special thermal barriers have to be integrated in the coupler which must 
avoid the heating of the superconducting part of the cavity. Thermal simulations are also necessary for a 
complete and safe design of the coupler. 
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e)  Actuator for QEXT tuning. To tune QEXT the penetration of the inner conductor is changed by an external 
actuator. 
In the coupler, pumping ports for vacuum are also inserted as in the waveguides or coaxial for 
normal-conducting structures. 
Waveguide coupling is conceptually simpler, since it does not require a transition between the 
waveguide, which usually carries the output power of the RF sources, and the cavity. Figure 15 shows two 
pictures of the CESR-B single-cell cavity with waveguide coupling [S9]. On the other hand, the size of the 
coupler is generally larger than the coaxial one and, because of this larger size, the contribution to the 
heating of the cryogenic environment is usually larger. Ceramic windows are also integrated in the 
waveguide but generally they are more difficult to manufacture than the coaxial ones. 
As already discussed, the coupling strength can be changed by changing the size of the coupling iris 
or the longitudinal location of the waveguide with respect to the cavity end-cell, or by changing the location 
of the terminating short of the waveguide itself. Multipacting occurs in waveguides as well and can be 
moderated by the use of magnetic field biasing. A good review of some of these issues can be found in 
Ref. [S10]. 
In case of CW operation the requirements for higher average power are demanding for the design of 
a cooling system. Usually the central antenna and the bellows can be water, gas, or air cooled. Attention 
must also be paid to the thermal characteristics of the gaskets if the flange region proves to be a ‘hot zone’. 
For certain materials (like aluminium, for example) it is possible to have vacuum leaks starting from 
~150 degrees. In this case copper gaskets are recommended. 
The last important parameter to be controlled (as in the case of NC cavities) is the transverse kick 
induced by the coupler and the multipole field components that can deteriorate the beam quality.  
The remedy is to compensate this effect by alternating the coupler insertion on both sides of the 
beam propagation axis and, in the design phase, by reducing the ratio between the coupler and cavity 
diameters. Of course this problem is more serious for SC RF guns and for low-energy beams [BD3]. 
 
Fig. 15: CESR-B single-cell cavity with waveguide coupling [S9] 
5 Couplers for travelling-wave structures 
Travelling-wave structures are normal-conducting structures used for electron acceleration. They have an 
input coupler, many accelerating cells (~80), and an output coupler, as shown in Fig. 16. Because of the high 
gradient (from ~25 MV/m in S Band up to 80–100 MV/m in X Band) and high input power (~100 MW) the 
structures are fed by waveguides. Several types of coupler have been proposed for TW structures. They can 
be divided into two big families: the slot-type coupler, as shown in Fig.16, and the mode converter coupler 
[T1], shown in Fig.17.  
In the first case the coupler is realized by connecting the waveguide and the first accelerating cell 
through a slot on the waveguide, as illustrated in Fig. 16. The travelling-wave accelerating mode (TM01-like) 
is magnetically excited by the TE10 mode of the waveguide. Matching is obtained by tuning the radius of the 
first accelerating cell (Rc) and the slot aperture (w). Electromagnetic codes are, in general, used to design 
these couplers and a possible tuning procedure is described in the final section of this paper. 
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In the second type of coupler the TE10 mode of the coupler is converted into the TM01 mode of the 
circular waveguide and this circular mode is then converted into the TM01-like mode of the structure. The 
sketch of this coupler is given in Fig. 17 (a). The first matching is obtained by tuning the dimension of the 
two bumps, for example, while the circular waveguide mode is converted into the accelerating mode by 
tuning the radius and the iris aperture of the first accelerating cell. A more compact version of such a coupler 
is the waveguide coupler [shown in Fig. 17 (b)]. In this case the waveguide is directly connected to the 
accelerating section and the TE10 mode is converted into the accelerating mode by tuning the first iris 
aperture and the radius of the first cell. 
 
Fig. 16: Slot-type coupler for a TW structure 
 
 
Fig. 17: (a) Mode converter coupler; (b) waveguide coupler [T1  
The different couplers have advantages and drawbacks. The first one is of course that of being more 
compact since just one accelerating cell is sacrificed for the matching. On the other hand, a high magnetic 
field can occur in the slot region if it is not sufficiently rounded and, if only one slot is used for coupling, a 
strong dipole component of the field can occur in the coupler cell. Couplers of the second type are less 
compact, they need a splitter for symmetric feed but they completely cancel the problem of high magnetic 
field and pulsed heating.   
Let us go into the details of such problems. 
5.1 Field distortions 
As observed in the case of SW cells, the couplers for TW sections introduce asymmetries in the field 
distribution in terms of multipole components of the field. Let us consider the case of slot-type couplers. If 
only one slot is used, the most important distortion is given by the dipole term. Several compensation 
techniques are possible: they are illustrated in Fig. 18. 
The first one [Fig. 18(a)] is to introduce a transverse offset of the coupling cell in order to make the 
magnetic centre coincident with the beam axis [T2]. This technique does not give a perfect compensation of 
the kick in the sense that power still flows into the structure from one unbalanced side and the imaginary and 
real parts of the dipole field cannot be perfectly compensated at the same point. The second solution is the 
dual feed [Fig. 18(b)]. In this case the dipole component is perfectly compensated but, of course, one needs a 
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splitter, which complicates the design. Possible solutions with a splitter integrated in the coupler have also 
been suggested [T3]. The last possibility of dipole kick compensation is the use of the so-called J-type 
coupler, proposed a few years ago [T4]. The sketch of this coupler is given in Fig. 18(c). The waveguide 
follows the profile of the coupler cell and two slots are opened on opposite sides. The dimensions and 
lengths of the waveguide around the coupler are tuned to have a perfect field in phase on the two slots.  
In the case of mode converter couplers the dipole component is completely compensated but a 
stronger quadrupole component of the field can occur [T5]. In such a type of coupler, in fact, the rectangular 
geometry of the waveguide is directly inserted on the circular geometry of the accelerating field, as sketched 
in Fig. 19, and multipole components of the field can occur. A careful evaluation of such components must 
be done in order to investigate the effect on the beam dynamics. The integration of a splitting system in the 
waveguide coupler, as shown in Fig. 20, is easier. 
 
Fig. 18: Possible compensation techniques for dipole kick compensation in slot-
type couplers for TW structures 
 
 
Fig. 19: Sketch of the magnetic field lines on a mode converter coupler 
 
Fig. 20: Sketch of the integration of the power splitting system in a waveguide coupler 
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5.1 High magnetic field and pulse heating 
Sharp edges in slot-type couplers can give a strong increase of the surface magnetic field.  The criteria to 
reduce this magnetic field are similar to those discussed in Section 3 and they are based on a strong coupler 
rounding. 
For the mode converter coupler this problem is completely overcome and the pulsed heating of the 
coupler is similar to that of the single cell of the structure. 
6 Multipacting in couplers 
Multipacting is a phenomenon of resonant electron multiplication. Several theoretical approaches have been 
developed to simulate this phenomenon [M1–M6].  
Electrons are emitted from the walls because of the presence of high electric field. At a specific level 
of input power (field) the electrons can be accelerated, hit another wall (or the same wall) and force the 
emission of more electrons. If the Secondary Emission Yield (SEY) is bigger than 1, a large number of 
electrons can build up an electron avalanche, leading to remarkable power losses and heating of the walls, so 
that it becomes impossible to increase the cavity fields by increasing the incident power and damage to the 
surfaces and materials can also appear.  
Multipacting is strongly enhanced in couplers by the presence of the ceramic windows because 
ceramic materials have a high SEY that stimulates the multipacting activity. Also bellows can drive 
multipacting because of the very high field zones. In coaxial couplers the multipactor threshold varies 
following a (fRFD)
4
 or a ZD
4
 law where fRF is the frequency, Z is the coaxial impedance, and D the external 
diameter of the coaxial coupler.  
Following these criteria and by a proper electromagnetic design it is possible to find shapes and 
configurations that minimize the multipacting activity. 
To fight the multipacting phenomena, bias voltage on the central inner of the coaxial couplers can be 
implemented in order to shift the resonant condition [M8]. In waveguides the same effect is obtained by 
applying a magnetic field. Coating (of some tenths of nm) on ceramic RF windows with a low SEY material 
(usually Ti or TiN) can also be implemented and, in some cases, is mandatory [M9, M10]. 
7 Design techniques using electromagnetic codes 
The design of couplers for SW and TW structures is performed, nowadays, using 3D electromagnetic codes. 
In the two cases the methods are different and, in the following, we discuss a couple of possible design 
techniques.  
7.1 Design of couplers for travelling-wave structures 
Several techniques have been proposed for TW structure design [D1, D3, TW1]. Let us consider the case of a 
slot-type coupler. In this case the dimensions of the slot and of the coupler cell have to be designed so as to 
minimize the reflected power at the waveguide input/output ports. Several geometrical parameters can be 
used for this purpose. The most effective are the radius of the cell and the width of the slot. Since by e.m. 
codes it is not possible to consider an infinite number of TW cells, in order to design the coupler one has to 
consider a TW structure with input and output couplers and a few TW cells. In this case it is possible to 
design the couplers by changing their dimensions minimizing the reflection coefficient at the waveguide 
input port and verifying that also the phase advance per cell in the TW structure is constant and equal to the 
nominal one. There are, in fact, cases in which the reflections at the input and output ports compensate each 
other and one has a minimum reflection coefficient even if the couplers are mismatched. This procedure is, 
in general, very time consuming. 
Another technique is given in Ref. [D1] and is based on the equivalent circuit shown in Fig. 21. In 
the figure the two port networks with scattering matrix [S] correspond to the couplers that match the 
input/output waveguides to the disc loaded structure. Each cell of the TW structure is modelled by a two-port 
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network. A perfectly matched coupler has the first element of the coupler scattering matrix (S11) equal to zero. 
Based on this equivalent circuit and neglecting the losses in the coupler and cell it is possible to demonstrate 
that 
 
       211 s2 10     (with    1) ,1s s js sn nS e nn n M*  *     *  *  *  (25) 
where *(n) is the reflection coefficient at the coupler input port when the structure is short circuited (n is the 
position of the short-circuited cell) and I is the phase advance per cell in the TW structure. A typical 
situation of short-circuited cells is shown in Fig. 22. Without going into details, widely discussed in 
Ref. [D1], in order to tune the coupler it is enough to vary only two of the input coupler dimensions (two 
parameters) until Eq. (25) is satisfied. This technique is much easier and faster since only one port and few 
cells need to be simulated. 
As an example, the final reflection coefficient at the structure input port for a seven-cell X-Band 
structure is reported in Fig. 23. The coupler in this example has been tuned at 11.424 GHz. The finite number 
of reflection coefficient minima is given by the resonant SW patterns generated in the structure by the 
reflections at the input and output couplers. In fact, the coupler has a finite bandwidth (typically 50 MHz at 
11 GHZ) and, over this, there are reflections of the travelling wave from the input and output couplers. The 
minima are located in the pass-band of the periodic structure and their number is equal to the number of cells. 
By increasing the number of cells we progressively increase the number of minima in the pass-band. 
 
Fig. 21: Equivalent circuit of a TW structure with couplers 
 
 
Fig. 22: Short-circuited cells for coupler matching 
 
 
Fig. 23: Reflection coefficient at the coupler as a function of frequency 
in the case of a seven-cell structure operating at 11 GHz 
POWER COUPLING
143
7.2 Design of couplers for normal-conducting standing-wave structures 
In this case one has to design the coupling slot in order to obtain the desired coupling coefficient without 
modifying the accelerating field distribution and the resonant frequency of the structure. 
Let us consider the case of a multicell structure designed to operate at a given frequency with a 
certain field flatness [Fig. 24 (a)]. The insertion of the coupler in the central cell of the structure [Fig. 24(b)] 
detunes the coupling cell thus changing the resonant frequency and the field flatness. The waveguide input 
coupler, in fact, detunes the coupler cell because it increases its volume. To retune the structure one has to 
reduce the radius of the coupling cell itself [Fig. 24 (c)].  
Since it is not possible to evaluate the coupling coefficient before the retuning of the coupling cell 
(because it depends on the field level into the coupling cell itself), in order to design the coupler one has to 
follow an iterative procedure: 
1. fix the slot dimension, 
2. simulate the structure retuning the coupler cell, 
3. calculate the coupling coefficient, 
4. if the coupling is not the desired one, start again from 1. 
To simplify the design it is possible to simulate the coupler cell only with the proper boundary 
conditions (perfect H for the accelerating S mode), as given in Fig. 25. Looking at the definition of the 
coupling coefficient, one has to tune the slot and the radius of the cell in order to have a coupling coefficient 
equal to N times (N = total number of accelerating cells in the full structure) the desired coupling coefficient 
with a resonant frequency exactly equal to the resonant frequency of the structure without coupler.  
As an example the reflection coefficient at the coupler input port for the seven-cell structure is given 
in Fig. 26 as a function of frequency. The different minima are the SW modes of the structure that can be 
excited from the coupler, and the couplings to these modes are, of course, different since they depend on the 
mode configuration. The working one has, in this example, E = 1. 
 
Fig. 24: Steps in the design of a coupler for a SW multicell cavity 
 
 
Fig. 25: Coupler cell of a multi-cell structure with the proper 
boundary conditions for accelerating S mode 
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 Fig. 26: Reflection coefficient at the coupler input port for the seven-cell SW structure 
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Abstract 
  We begin by giving a description of the rf generator–cavity–beam coupled 
system in terms of basic quantities. Taking beam loading and cavity detuning 
into account, expressions for the cavity impedance as seen by the generator and 
as seen by the beam are derived. Subsequently methods of beam-loading 
compensation by cavity detuning, rf feedback, and feed-forward are described. 
Examples of digital rf phase and amplitude control for the special case of 
superconducting cavities are also given. Finally, a dedicated phase loop for 
damping synchrotron oscillations is discussed. 
1. Introduction 
In modern particle accelerators rf voltages in an extremely large amplitude and frequency range, from a 
few hundred volts to hundreds of megavolts and from some kHz to many GHz, are required for particle 
acceleration and storage. 
 The rf power, which is needed to satisfy these demands can, for example, be generated by triodes, 
tetrodes, klystrons, or by semiconductor devices. The cw output power available from some tetrodes 
which were used at HERAp is 60 kW at 208 MHz and up to 800 kW for the 500 MHz klystrons for the 
new synchrotron light source PETRA III. The 1.3 GHz klystrons for the Free-Electron Laser FLASH at 
DESY can deliver up to 10 MW rf peak power during pulses of about 1 ms length. Even higher power 
levels can be obtained from S- and X-band klystrons during pulse lengths on the Ps scale. 
 Such rf power generators generally deliver rf voltages of only a few kV because their source 
impedance or their output wave guide impedance is small as compared to the shunt impedance of the 
cavities in the accelerators.   
 Typically, a tetrode has its highest efficiency for a load resistance of less than a k:  whereas the 
cavity shunt impedance usually is of the order of several M .:  This is the real impedance, which the 
cavity represents to a generator at the resonant frequency. It must not be confused with ohmic resistances. 
 Optimum fixed impedance matching between generator and cavity can easily be achieved with a 
coupling loop in the cavity. There is, however, the complication that the transformed cavity impedance as 
seen by the generator depends also on the synchronous phase angle and on the beam current and is 
therefore not constant as we will show quantitatively. The beam current induces a voltage in the cavity, 
which may become even larger than the one induced by the generator. Owing to the vector addition of 
these two voltages the generator now sees a cavity which appears to be detuned and unmatched except for 
the particular value of beam current for which the coupling has been optimized. The reflected power 
occuring at all other beam currents has to be handled. 
 In addition, the beam-induced cavity voltage may cause single- or multi-bunch instabilities, since 
any bunch in the machine may see an important fraction of the cavity voltage induced by itself or from 
previous bunches. This voltage is given by the product of beam current and cavity impedance as seen by 
the beam. Minimizing this latter quantity is therefore essential. It is also called beam loading 
compensation, and some servocontrol mechanisms, which can be used to achieve this goal, will be 
discussed in this lecture. 
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2. The coupling between the rf generator, the cavity, and the beam 
For frequencies in the neighbourhood of the fundamental resonance an rf cavity can be described [1] by an 
equivalent circuit consisting of an inductance L2, a capacitor ,C and a shunt impedance RS as shown in 
Fig. 1. In practice, L2 is made up by the cavity walls whereas the coupling loop L1 is usually small as 
compared to the cavity dimensions. 
 In this example a triode with maximum efficiency for a real load impedance RA has been taken as an 
rf power generator. For simplicity we consider a short and lossless transmission line between the generator 
and L1. Then there is optimum coupling between the generator and the empty (i.e, without beam) cavity 
for  
12
2 // LLRRN AS    ,               (1) 
where, for maximum power output, RA equals the dynamic source impedance RI. N  is called the 
transformation or step-up ratio.  
  
 
Fig. 1: Equivalent circuit of a resonant cavity near its fundamental resonance. In practice, the 
inductance L2 is made up by the cavity walls, whereas L1 usually is a small coupling 
loop. The capacitor C denotes the equivalent cavity capacitance whereas Cpis needed 
only for separation of the plate dc voltage from the rest of the circuit.  
 
Since, in general, there may be power transmitted from the generator to the cavity and also, in the case of 
imperfect matching, vice versa, the voltage 1U
&
 is expressed as the sum of two voltages  
  1 ,forward reflectedU U U & & &  (2) 
whereas the corresponding currents flow in the opposite directions, hence 
  1 .forward reflectedI I I & & &    (3) 
The minus sign in Eq. (3) indicates the counterflowing currents while voltages of forward and backward 
waves just add up. So, in the simplest case where the beam current 0 BI&  and where the generator 
frequency CavGen ff  , there is no reflected power from the cavity to the generator, and 1U& and 1I& are 
identical to the generator voltage and current, respectively. One has  
  1 .CAVU NU & &  (4) 
Now we can derive an expression for the complex cavity voltage as a function of generator and beam 




 According to Fig. 1 the cavity voltage CAVU
&
can be written as  
   NIILUCAV /122 &&&    (5) 
   CAVSCAVB UCRUII &&&&  /2 .  (6) 
All voltages and currents have the time dependence 
  
tieUU Z&ˆ&  . (7) 
)(ZBB II &&   is the harmonic content at the frequency Z  of the total beam current. Throughout this 
article we consider only a bunched beam with a bunch spacing small as compared to the cavity filling 
time. In this case )(ZBI&  is quasi sinusoidal. We also restrict the discussion to the interaction of the beam 
with the fundamental cavity resonance. The interaction with higher order cavity modes can be minimized 
by dedicated damping antennas built into the cavity.  
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1 Z  *  (10) 
where the quality factor of the cavity can be expressed as S2  times the ratio of total electromagnetic 
energy stored in the cavity to the energy loss per cycle. 





RS 2  (11) 
is a characteristic quantity of a cavity depending only on its geometry. We can rewrite Eq. (9) as  
  »¼º«¬ª * * BSCAVCAVCAVCAV IINRUUU &&&&& 12 122 Z .  (12)  
This equation describes a resonant circuit excited by the current )( 1 BINII
&&&  . The minus sign occurs 
because the generator-induced cavity voltage has opposite sign to the beam-induced voltage, which would 
decelerate the beam. It can be shown that the beam actually sees only 50% of its own induced voltage. 
This is called the fundamental theorem of beam loading [2, 3].  
2.1 The impedance of the generator-loaded cavity as seen by the beam 
In order to find the cavity impedance as seen by the beam, we make use of Eqs. (2), (3), and (4) to express 
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leads to a modification of the damping term in Eq. (12): 
    »¼º«¬ª * * BfSLLCAVCAVCAVCAV IINRUUU &&&&& 2212 2ZE . (14)  
With the coupling ratio  
   AS RNR 2/ E   (15) 
we can introduce the ‘loaded’ damping term  
   E* * 1L  (16) 
and consequently, in accordance with Eq. (10), the loaded cavity Q  and loaded shunt impedance are 
   E 1/QQL   and   E 1/SSL RR . (17) 
In the case of perfect matching in the absence of beam, i.e., 1 E , the damping term simply doubles and 
Q and SR take half their original values. This is due to the fact that the beam would see the cavity shunt 
impedance SR  in parallel or loaded with the transformed generator impedance SA RRN  2 . Therefore we 
find in Eq. (14) that the transformed generator current  
NII fG /2
&&                                      (18) 
gives rise to twice as much cavity voltage as a similar beam current would do. Here and in Eq. (15) we 
assume that the transformed dynamic source impedance ARN
2
 is identical to generator impedance seen 
by the cavity. This is strictly true only if a circulator is placed between the rf power generator and the 
cavity. Without a circulator it may be approximately true if the power source is a triode. Owing to its 
almost constant anode voltage to current characteristic the impedance of a tetrode as seen from the cavity 
is, however, much bigger than the corresponding AR  and therefore SSL RR |  in this case where a short 
transmission line (or of length nn ,2O integer) is considered. 
 Following Ref. [4] we write the solution of Eq. (14) in the Fourier–Laplace representation 
  
        »¼º«¬ª ** BGSLLLCAVCAV IIRiiU ˆˆ22ˆ 22 &&& ZZZ Z .                                          (19) 
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A plot of the cavity voltage modulus and its real and imaginary part as a function of Z'  is shown in 
Fig. 5.  For a resonant cavity the beam-induced voltage BU
&ˆ
, or the beam loading, is thus given by the 
product of loaded shunt impedance and beam current:  
ˆ ˆ
.B SL BU R I & &                                     (21) 
The ideal beam loading compensation would, therefore, minimize  RSL without increasing the generator 
power necessary to maintain the cavity voltage. 
 The beam-induced voltages are by no means negligible. For a loaded shunt impedance of, say 
2.5 0ȍand a beam current of 0.2 A, the induced voltage would be 0.5 MV! To compensate this, a 
generator current of 20 A would be needed for a typical transformation ratio N = 100. This may lead to 
large values of reflected power which must be taken into consideration when designing the rf system.  
2.2 The impedance of the beam-loaded cavity as seen by the generator 
Having just discussed the impedance, which the combined system generator + cavity represents to the 
beam we would like to discuss in the following the impedance Z, or rather admittance Y = 1/Z, which the 
combined cavity and beam system represents to the generator. 
 From Eqs. (1), (5) and (6) one sees [5] that 
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which reduces to  AS RRNY 1
2     for a tuned cavity without beam current in the case of ȕ = 1.  As 
we are now going to show, a non-vanishing real part of the quotient CAVB UI
&&
will necessitate a change 
in E  to maintain optimum matching whereas the imaginary part can be compensated by detuning the 
cavity. In order to work out Re and )Im( CAVB UI
&&
we define the angle sI  as the phase angle between the 
synchronous particle and the zero crossing of the rf cavity voltage. The accelerating voltage is therefore 
given by 
   sCAVACC UU Isin&&                                       (23) 
 
and the normalized cavity voltage and beam current are related by  












.                                        (24) 
Consequently 
































Y Isin1)Re( 2 & &  .                      (27) 
We see that the term in the bracket describes a change in admittance caused by the beam. In order to 
maintain optimum coupling the coupling ratio E  must now take the value 






IR IE sin1 & & .                      (28) 
This result tells us that the change in the real part of the admittance is proportional to the ratio of rf power 
delivered to the beam to rf power dissipated in the cavity walls. For circular electron machines, where the 
considerable amount of energy lost by synchrotron radiation has to be compensated continuously by rf 
power, values of 
030tsI  and 2.1tE  are typical for high beam current and normal conducting cavities.  
 A typical set of parameters for this case would be 6 M , 1 MVS CAVR U :  &  and ( ) 60 mABI Z  & . This 
implies, of course, that for a ȕ, which has been optimized for the maximum beam current, there will be 
reflected generator power for lower beam intensities. If the power source is a klystron, this can be handled 
by inserting a circulator in the path between generator and cavity or, in the case of a tube, by a sufficiently 
high plate dissipation power capability. 
 For superconducting cavities the situation is totally different. Here a typical set of parameters would 
be 1310 , 25 MV,S CAVR U :  &  and ( ) 16 mABI Z  &  and 90sM q . Then ȕ = 6401, and for a typical unloaded 
1010 Q the loaded quantity becomes 610*6.1 LQ . If the loaded Q  is adjusted to this value, so that 
there is no reflection of rf power back to the cavity at the nominal beam current, it means also that there is 
a strong mismatch and hence almost total reflection without beam. 
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So, for superconducting cavities, beam loading is even more dramatic than it may be for normal 
conducting cavities since situations where total reflection of the incident generator power occurs during 




 It is instructive to look at the time dependence of the envelope of the cavity voltage and of the 
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with the time constant  
CAVLQ ZW 2 .                 (33) 
   
 
Fig. 2a and b: Modulus and real and imaginary part of the cavity voltage calculated with Eq. (32) as a function 
of detuning frequency 
 
On resonance, Eq. (32) simplifies to  
)1(
ˆ
)( WtCAVCAV eUtU  && .               (34) 
From the value CAVP  of the power transmitted into the cavity    





)1( EE   forwardforwardreflectedforwardCAV PrPPPP            (35) 
the asymptotic value CAVCAV UU
ˆ
)(
&&  f  can be obtained as a function of E :  
   24ˆ 2 .1CAV S forwardU R P EE &                                          (36) 
The reflected voltage can be expressed in terms of the forward voltage and ȕ:  
                                      1
1 2
          .
1 1
reflected forward forward reflected forwardU U U U U U
E EE E     & & & & & &          (37) 
From Eqs. (37) and (2) one finds 




For the matched case where ȕ = 1 one sees that the reflected voltage reaches 0  asymptotically as the 
cavity voltage reaches the value CAVCAV UU
ˆ
)(
&&  f  given by Eq. (36). For 1!!E , however, 
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At this time the cavity voltage has reached exactly the voltage for which ȕhas been calculated with 







&&& |  EE .                      (40) 
This can be illustrated by taking the beam-induced voltage into account when calculating the envelope of 






)( 0 WW  !  reflUttBeamtCAVCAV eUeUtU *&& .            (41) 
This is shown in Fig. 4. The beam-induced voltage increases with the same time constant as the cavity 
voltage, but starting only at 0 reflUt and, in this example, with opposite sign. Therefore the sum of the two 
voltages stays constant for 0 ! reflUtt . 
 
 
Fig. 3: Plot of the envelope of the cavity voltage and modulus of the reflected voltage calculated 
from Eqs. (34) and (38) 




 are either in phase or 
opposite, can be compensated by adjustment of ȕ and generator power.  Now we will show that in contrast 




 are in quadrature, can be compensated by 
detuning the cavity.  This means that the original cavity voltage can be restored by detuning the cavity. No 
additional generator power is needed in steady state, but for transient beam loading compensation 





Fig. 4: Same as Fig. 3, but with the beam injected at 0 reflUt . Then, for 0 ! reflUtt  the reflected voltage stays 0, since 
now there is matching with beam, and the cavity voltage stays constant since both generator-induced and 
beam-induced voltages increase with the same time constant but with opposite sign. This is indicated by the 
dashed line calculated with Eq. (41) which coincides with the full line for 
0  reflUtt . 
 From the imaginary part of Eq. (22) and from Eq. (26) we find that the apparent cavity detuning 
caused by the beam current can be compensated by a real cavity detuning (for example, by means of a 
mechanical plunger cavity tuner) of the amount  




IR IZZ cos1 &
&  .                                                              (42) 
 
Expanding the square root to first order we find a cavLW\GHWXQLQJDQJOHȌ 







IR Z ZI '||< 2costan &
&
.                                  (43) 
This is essentially the ratio between beam-induced and total cavity voltage. 
 
Fig. 5: Plot of the envelope of the cavity voltage modulus, its real and imaginary part calculated with Eq. (20) 




 In order to calculate the maximum amount of reflected power seen by the generator as a 
consequence of beam-loading we consider, for 1 E , a tuned cavity, i.e., CAVZZ  . Then, with Eqs. (25) 















Y II cossin11 & && & .                                (44) 
Solving for .reflU
&








& .                                            (45) 
This corresponds to half of the power given by the beam to the coupled system cavity + generator. The 
second half of this power is dissipated in the cavity walls. All we found is that two equal resistors in 
parallel dissipate equal amounts of power. As we pointed out above, this is strictly true only if a circulator 
is placed in between the rf power source and the cavity. Nevertheless, the amount of reflected power can 
be quite impressive. For an average dc beam current of, say, 0.1 A the harmonic current )(
ˆ ZBI&  may 
become up to twice as large. Then, taking 8 MSR  : , for example, we find 40 kW of reflected power, 
which have to be dissipated.  
 For a cavity where only the reactive part of the beam-loading has been compensated by detuning 
according to Eq. (43), but 1 E , the reflected power is given by         
  8/sin
ˆ 22
. sBSrefl IRP I& .                                  (46) 
 Summarizing the results of this section we state that the beam sees the cavity shunt impedance in 
parallel with the transformed generator impedance. The resulting loaded impedance is reduced by the 
factor )1(1 E . The optimum coupling ratio between generator and cavity depends on the amount of 
energy taken by the beam out of the rf field. The coupling is usually fixed and optimized for maximum 
beam current. The amount of cavity detuning necessary for optimum matching, on the other hand, depends 
on the ratio of beam-induced to total cavity voltage. Clearly these issues depend also on the synchronous 
phase angle. 
3. Beam-loading compensation by detuning 
In Fig. 8 a diagram of a tuner regulation circuit is shown. The phase detector measures the relative phase 
between generator current and cavity voltage which depends, according to Eq. (43), on the frequency Z'  
by which the cavity is detuned. The phase detector output signal acts on a motor which drives a plunger 
tuner into the cavity volume until there is resonance. An alternative tuner could be a resonant circuit 
loaded with ferrites. The magnetic permeability P of the ferrites and hence the resonance frequency of the 
circuit can be controlled by a magnetic field. This latter method is especially useful when a large tuning 
range in combination with a low cavity Q is required. 
 If proper tuner action is necessary in a large dynamic range of cavity voltages, limiters with a 
minimum phase shift per dB compression have to be installed at the phase detector input. Since this phase 





 The signal proportional to the generator current .forwI
&
 can be obtained from a directional coupler. In 
case the rf amplifier is so closely coupled to the cavity that no directional coupler can be installed, the 
relative phase between rf amplifier input and output signal can also be used to derive a tuner signal [6]. 
 As we have shown in the previous section, stationary beam-loading can be entirely compensated by 
detuning the cavity, provided that the synchronous phase angle is small or zero. This is usually the case in 
proton synchrotrons during storage, where the energy loss due to the emission of synchrotron radiation is 
negligible. Here, the rf voltage is needed only to keep the bunch length short. Energy ramping also takes 
place at very small sI . 
 In the following, we will restrict ourselves, for simplicity, to hadron machines. Consequently 1 E , 
0|sI , and the generator- and beam-induced voltages are in quadrature. There are, however, also in this 
case, several limitations to detuning as the only means of beam-loading compensation. One is known as 
Robinson’s stability criterion [7], which we will briefly explain here.  













: &&& .            (47) 
If :  is close to S: , a coherent synchrotron oscillation of all bunches with a damping constant SD  may 
be excited. This oscillation leads to two new frequency components :rZ  in the beam current frequency      
spectrum. These two components will induce additional rf voltages in the cavity. Their amplitudes are 
unequal, since  )/21( )( CAVLSLCav iQRZ ZZZ '| and hence, with )(Re)( ZZ ZR  , 
)()( :z: ZZ RR .               (48)  
These two induced voltages act back on the beam current, and when the induced voltage has the same 
phase and larger amplitude than the perturbation voltage the oscillation will grow and become instable. 








RR ::: 4)(sin )()( ZIZZ &&               (49) 
where  beam revolutionhZ Z Z  and h = harmonic number. 
 This result from Piwinski [5], which agrees with the Robinson criterion, is illustrated in Fig. 6.  
 
 




 The situation becomes more complex when there are additional resonances or cavity modes close to 
other revolution harmonics of the beam current
B ( )I Z& which may also lead to instabilities. Also the 
spectrum of the beam can become much more complicated as is schematically indicated in Fig. 7 where 
only the fundamental synchrotron oscillation mode is drawn. 
 
Fig. 7: Example of a beam spectrum with nearby revolution harmonics and synchrotron frequency sidebands 
 Damping of synchrotron oscillations can be achieved by several means. One possibility consists of 
an additional passive cavity with an appropriate resonance to change )( :ZR  and )( :ZR such that 
stability criterion (49) is fulfilled. 
 Another possibility is an additional acceleration voltage with slightly smaller frequency to separate 
the synchrotron frequencies of different bunches such that the oscillation is damped by decoherence. An 
active phase loop for damping synchrotron oscillations will be described in the last section. 
 The beam will also become unstable if the amount of detuning calculated by Eq. (43) becomes 
comparable to the revolution frequency of the particles in a synchrotron. The finite time of, say, a second, 
which is needed for the tuner to react, can also create instabilities. Actually, the time scale of the cavity 
voltage transients, which may cause beam instabilities, is much shorter. According to Eq. (34) the cavity 
voltage rise after injection of a bunched beam with a current )( CAVBI Z&  can be approximated by 
 
   W/1 tBSLB eIRU | && .                                   (50) 
This voltage will add to the cavity voltage produced by the generator, and after a time W3|t  the total 




&&& |                                   (51) 
with a phase shift given by Eq. (43). 
 Since, for normal conducting cavities, typical values of W are below 100 ȝs and therefore much 
smaller than the proton synchrotron frequency in a storage ring ( ST  LVXVXDOO\VRPHPVWKHVHWUDQVLHQWV
will, in general, excite synchrotron oscillations of the beam with the consequence of emittance blow-up 
and particle loss or even total beam loss. Additional compensation of transient beam-loading is therefore 
necessary. Individual phase and amplitude loops may become unstable due to the correlation of both 
quantities [8, 9]. 
 In the following section we discuss fast feedback as a possibility to overcome these problems.  
4. Reduction of transient beam-loading by fast feedback 
 The principle of a fast feedback circuit is illustrated in Fig. 8. A small fraction D of the cavity rf 




the feedback-path is such that both signals have opposite phase at the cavity resonance frequency. For 
other frequencies there is a phase shift  
 M ZG'  ' .                                                             (52) 
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Fig. 8: Schematic of servo loops for phase and amplitude control of the HERA 208 MHz proton rf system 
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or 












   (55) 
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The open loop feedback-gain FA  is defined as  
  KAF D .                                   (57) 
One sees that there is a reduction of the beam-induced cavity voltage by the factor 1/AF  due to the 
feedback. This is equivalent to a similar reduction of the cavity shunt impedance as seen by the beam. 
















The price for this fast reduction of beam-loading is the additional amount of generator current NI B
&
 
which is needed to almost compensate the beam current in the cavity. In terms of additional transmitter 




& .                                         (59) 
It is the power already calculated by Eq. (45). Since there is no change in cavity voltage due to Pc this 
power will be reflected back to the generator, which has to have a sufficiently large plate dissipation 
power capability. Otherwise a circulator is needed. This critical situation of additional rf power 
consumption and reflection lasts, however, only until the tuner has reacted, and it may be minimized by 
pre-detuning. The generator-induced voltage is, of course, also reduced by the amount FA1 , but this can 
easily be compensated on the low power level by increasing inU
&
 by the factor D1  as Eq. (56) suggests. 
The practical implications of this will be illustrated by the following example. 
 Let the power gain of the amplifier be 80 dB. For a cavity power of 50 kW an input power inP  of 
0.5 mW is thus required. This corresponds to a voltage gain of 
410  so, for a design value of AF = 100, D  
becomes 
210 . Hence the power, which is fed back to the amplifier input, is 5 W. In order to maintain the 
same cavity voltage as without feedback, inP  has to be increased from 0.5 mW to 5.0005 W. This value 
can, of course, be reduced by decreasing D . But then the amplifier gain has to be increased to keep FA  
constant. This leads to power levels in the 100 ȝW  range at the amplifier input. All this is still practical, 
but some precautions, such as extremely good shielding and suppression of generator and cavity 
harmonics, have to be taken. 
 The maximum feedback-gain that can be obtained is limited by the aforementioned delay time G of 
a signal propagating around the loop. According to Nyquist’s criterion the system will start to oscillate if 
the phase shift between inU
&
 and CAVU
&D exceeds § 135°. A cavity with high Q  can produce a ±90° phase 
shift already for very small Z' . Therefore, once the additional phase shift given by Eq. (52) has reached 
4Sr , the loop gain must have become 1,d i.e.,  














SZG r '  .                                                    (61) 
Here we assume that all other frequency-dependent phase shifts, like the ones produced by the amplifiers, 








f G                                             (62) 
This is the maximum possible feedback-gain for a given .G   
 A fast feedback loop of gain 100 has been realized at the HERA 208 MHz proton rf system. With a 
loaded cavity 27000|LQ  the maximum tolerable delay, including all amplifier stages and cables, is 




 In addition, there are independent slow phase and amplitude regulation units for each cavity with 
still higher gain in the region of the synchrotron frequencies, i.e., below 300 Hz. Without fast feedback 
these units might become unstable at heavy beam-loading [8, 9] since changes then in cavity voltage and 
phase are correlated as shown by Eqs. (43) and (51). 
 The effect of a fast feedback loop is visible in Fig. 9 where the transient behaviour of the imaginary 
(upper curve) and real (medium curve) part of a HERA 208 MHz cavity voltage vector is displayed. The 
lower curve is the signal of a beam current monitor, which shows nicely the bunch structure of the beam 
and a 1.5 ȝs gap between batches of 10*6  bunches each. A detailed description of this measurement and 
of the IQ detector used is given in Ref. [10]. In this particular case the upper curve is essentially 
equivalent to the phase change of the cavity voltage due to transient beam loading and the middle curve 
corresponds to the change in amplitude. 
 The apparent time shift between the bunch signals and the cavity signals is due to the time of flight 
of the protons between the location of the cavity and the beam monitor in HERA. The transients resulting 
from the first two or three bunches after the gap cause step-like transients, which accumulate without 
significant correction. Later the fast feedback delivers a correction signal, which causes the subsequent 
transients to look more and more saw-tooth-like. From this one can estimate the time delay in the 
feedback loop to be of the order of 250 ns. After about one 1 ȝs the equilibrium with beam is reached. 
Similarly, one observes in the left part of the picture that the feedback correction is still present during 
250 ns after the last bunch, before the gap has left the cavity. The equilibrium without beam is also 
reached after about one 1 ȝs. Without fast feedback the time to reach the equilibrium is about 100 times 
larger, as one would expect for a feedback gain of 100. 
 
 
Fig. 9:   Transient behaviour of the cavity voltage under the influence of fast feedback. This figure has 
been taken from Ref. [10]. 
 To summarize this section we state that fast feedback reduces the resonant cavity impedance as seen 
by an external observer (usually the beam) by the factor 1/AF. It is important to realize that any noise 
originating from sources other than the generator, especially amplitude and phase noise from the 
amplifiers, will be reduced by the factor 1/AF because the cavity signal is directly compared to the 
generator signal at the amplifier input stage. Care has to be taken that no noise be created, by diode 
limiters or other non-linear elements, in the path where the cavity signal is fed back to the amplifier input. 
This noise would be added to the cavity signal by the feedback circuit. This becomes especially important 





 Amongst the great advantages of digital technology are very easy amplitude and phase control of 
each channel (analog elements are very expensive), easy application of calibration procedures and factors 
etc. However, there can be the disadvantage of very high complexity. 
5. Feedback and feed-forward applied to superconducting cavities 
So far, we have mainly considered normal conducting cavities in a proton storage ring, where the protons 
arrive in the cavities at the zero crossing of the rf signal, i.e., at Is = 0° or a few degrees. In the following 
we would like to present an example of the other extreme: superconducting cavities in a linear electron 
accelerator where the electrons cross the cavities near the moment of maximum rf voltage, i.e., at Is §. 
(Note that for linear colliders a different definition of Is is usually used, namely Is = 0° when the particle 
is on crest. In this article we do not adopt this definition.) 
 In the beginning of the 1990s a test facility for a TeV Energy Superconducting Linear Accelerator 
(TESLA) was erected at DESY. In the meantime a unique world-wide Free Electron Laser user facility 
named FLASH, which is generating photon beams in the nm wavelength range for a rapidly growing user 
community, has emerged from this test facility. We refer to the special example of the superconducting 
nine-cell cavities of this accelerator, which are made of pure niobium. The operating frequency is 
1.3 GHz. 
 The unloaded 0Q  value of these cavities is in the range 
109 1010  , or even higher. Hence the 
bandwidth is only of the order of 1 Hz, and also the superconducting cavity shunt impedance exceeds that 
of normal conducting ones by many orders of magnitude. Since the particles are (almost) on crest, only the 
real part of the cavity admittance as seen by the generator Eq. (27) is changed due to beam loading. This 
means that for beam loading compensation only a change in the coupling factor E is required and detuning 
plays no role for beam loading compensation in this situation. There is only perfect matching for the 
nominal beam current to which the cavity power input coupler has been adjusted. As we have already 
mentioned in Section 2.2, it takes the value ȕ = 6401 in this case, which reflects also the fact that the ratio 
of the power taken away by the beam to the power dissipated in the cavity walls is much larger for 
superconducting cavities than for normal conducting ones. Because of the coupling, the nominal loaded 
LQ  value is only 
610*3 , and the corresponding cavity bandwidth is 433 Hz. Since in this case there is a 
circulator with a load to protect the klystron from reflected power, the rf generator always sees a matched 
load.  
 From the circuit diagram in Fig. 10 we see that one rf generator supplies up to 32 cavities with rf 
power. The rf power per cavity needed to accelerate an electron beam of 8 mA to 25 MeV amounts to 
200 kW, hence the minimum klystron power needed is 6.4 MW. This power is entirely carried away by 
the beam. In contrast to the previous example, where all the rf power was essentially dissipated in the 
normal conducting cavity walls, the power needed to build up the rf cavity voltage in the superconducting 
cavities is only a few hundred watts. Additional rf power is needed to account for regulation reserve, 
impedance mismatches, etc. Therefore high-efficiency 10 MW multi-beam klystrons were developed for 
this project. For completeness we mention that this is pulsed power, with a pulse length of 1.5 ms and the 
maximum repetition rate 10 Hz. So the maximum average klystron power is 150 kW.  
 The rf seen by the beam corresponds to the vector sum of all cavity signals. Therefore, in a first 
step, this vector sum must be reconstructed by the low-level rf system. This is done by down-conversion 
of the cavity field probe signals to 250 kHz intermediate frequency signals, which are sampled in time 
steps of 1 ȝs. Each set of two subsequent samples corresponds then to the real and imaginary part of the 







Fig. 10: Schematic of the low-level rf system for control of the rf voltage of the 1.3 GHz cavities in 
the TESLA Test Facility. This figure has been taken from Ref. [11]. 
table of set point values. The difference signal, which corresponds to the cavity voltage error, acts on a 
vector modulator at the low-level klystron input signal. In addition to this feedback a feedforward 
correction can be added. The advantage of feedforward is that, in principle, there is no gain limitation as in 
the case of feedback. If the error is known in advance, one can program a counteraction in the feedforward 
table. Examples for such errors could be a systematic decrease of beam current during the pulse due to 
some property of the electron source, or a systematic change of the cavity resonance frequency during the 
pulse. This effect exists indeed. The mechanical forces resulting from the strong pulsed rf field in the 
superconducting cavities cause a detuning of the order of a few hundred Hz at 25 MV/m. This effect is 
called Lorentz force detuning. 
 From Eq. (62) one might infer that due to the large value of 
610*3 LQ  the maximum possible 
feedback gain in this case could become significantly larger than for normal conducting cavities. 
However, one has to check whether there are poles in the system at other frequencies, and, at least in this 
case, there is a fairly large loop delay of about 4 ȝs caused by the 12 m length of the cryogenic modules in 
which the cavities are placed and by the time delay in the computer. This results in a realistic maximum 
loop gain of 140.  
 The most impressive results for amplitude and phase stability recently obtained with the newly 
installed third harmonic rf system of the FLASH accelerator [12] are shown in Figs. 11–14. The digital rf 
control system used here has the same basic structure as that indicated in Fig. 9. But, in addition, there is a 
digital MIMO (Multiple in Multiple out) controller in the feeedback path and also a learning feedforward 





Fig. 11: Unregulated signals of rf phase (the lower four curves) and amplitude of four 
superconducting cavities operating at 3.9 GHz in the FLASH accelerator [14] 
 
 
Fig. 12: Regulated signals of rf amplitude of four superconducting cavities operating at 
3.9 GHz in the FLASH accelerator [14] 
 
Fig. 13: Regulated signals of rf phase of four superconducting cavities operating at 





Fig. 14:   Phase and amplitude rms stability vs. feedback gain achieved by digital feedback 
with integrated MIMO controller and learning feedforward in 3.9 GHz cavities 
operating in the FLASH accelerator as a 3
rd
 harmonic system.  The improvement 
in the pulse to pulse results is due to the effect of averaging over the measurement 
noise. This figure has been provided courtesy of C. Schmidt [15]. 
6. Damping of synchrotron oscillations of protons in the PETRA II machine  
In the preceding sections phase and amplitude control of the cavity voltage was discussed. In this last 
section we would like to give an example of beam control by means of a dedicated rf system for damping 
synchrotron oscillations of protons in the PETRA II synchrotron at DESY.  
 Prior to injection into HERA, protons were pre-accelerated to 7.5 GeV/c and 40 GeV/c in the 
synchrotrons DESY III and PETRA II, respectively [16]. Timing imperfections during transfer of protons 
from one machine to the next one and rf noise during ramping were observed to cause synchrotron 
oscillations which, if not damped properly, may lead to an increase of beam emittance and to significant 
beam losses. Therefore a phase loop acting on the rf phase to damp these oscillations of the proton 
bunches was a necessary component of the low-level rf system. The PETRA II proton rf system, which 
consisted of two 52 MHz cavities, each with a closely coupled rf amplifier chain and a fast feedback loop 
of gain 50, was similar to the one shown in Fig. 8. The block diagram of the PETRA II phase loop, on 
which we will concentrate now, is shown in Fig. 15.  
 
6.1 Loop bandwidth 
The maximum number of bunches was 11 in DESY III and 80 in PETRA II so that eight DESY III cycles 
were needed to fill PETRA II. If synchrotron oscillations due to injection timing errors arise, all bunches 
of the corresponding batch are expected to oscillate coherently. Therefore one single correction signal can 
damp the bunch oscillations in that batch and in total up to eight such signals were needed, one for each 
batch. This phase loop was a batch-to-batch rather than a bunch-to-bunch feedback. Ideally, the correction 
of expected errors of about two degrees in the injection phase had to be switched within the 96 ns 
separating the last bunch of batch n from the first one of batch n + 1. Owing to the fast feedback of gain 
50 the rf system had an effective bandwidth of about 1 MHz; it was, however, capable of performing 
small phase changes of the order of 1° per 100 ns, which was sufficient for damping synchrotron 




6.2 The phase detector     
Each bunch passage generates a signal in the inductive beam monitor also shown in Fig. 15. A passive LC 
filter of 8 MHz bandwidth filters out the 52 MHz component. The ringing time is comparable to the bunch 
spacing time as shown in Fig. 16. Amplitude fluctuations of this signal are reduced to ±0.5 dB in a limiter 
of 40 dB dynamic range. So the amplitude dependence of the synchrotron phase measurement between the 
bunch signal and the 52 MHz rf source signal is minimized. The phase detector has a sensitivity of 10 mV 
per degree. By inserting a low pass filter one can directly observe the synchrotron motion of the bunches 
at the phase detector output. This is shown in Fig. 18(a) for one batch of nine proton bunches circulating 
in PETRA II with the momentum of 7.5 GeV/c a few ms after injection. The observed synchrotron period 
TS = 5 ms agrees with the expected value for the actual rf voltage of 50 kV.  
 
Fig. 15:  Block diagram of the PETRA II phase loop. In the phase detector, synchrotron oscillations of 
the bunches are detected by comparing the filtered 52 MHz component of the beam to the 
52 MHz rf reference source. An average phase signal for each of the eight batches of ten 
bunches is phase shifted by 90° with respect to the synchrotron frequency, stored in its register, 




Fig. 16:  Filtered signal of a batch of nine proton bunches circulating in 




6.3 The FIR filter as a digital phase shifter 
A feedback loop can damp the synchrotron motion if, as indicated in Fig. 15, the synchrotron phase signal 
is shifted by í relative to the synchrotron frequency ,Sf  delayed properly, and fed into a phase 
modulator acting on the 52 MHz drive signal. The necessity of the í phase shift relative to Sf  can be 
seen from the equation of damped harmonic motion 0  bxxax   with the solution 
at
S etAx
 )sin( IZ .  The damping term xa  is proportional to the time derivative of the solution x, 
i.e., a phase shift of í. The correction signal will coincide with the corresponding batch in the cavity if 
the total delay 
revf nTt  W , where ft  is the transit time from the beam monitor to the cavity, n an 
integer, and Trev = 7.7 ȝs is the particle revolution time in PETRA. Sinc revS TT !! , a delay of even more 
than one turn )1( !n would not be critical. 
 Rather than using a simple RC integrator of differentiator network as a í phase shifter, which is 
not without problems [17], a more complex digital solution with a software controlled phase shift has been 
adopted. This is very attractive since during injection, acceleration, and compression of the bunches the 
synchrotron frequency varies in the range from 200 Hz to 350 Hz. In addition, storing and multiplexing 
the eight correction signals for each of the eight possible batches in PETRA II can also be realized most 
comfortably on the digital side. The phase shifter has been built up as a three-coefficient digital FIR 
(Finite-length Impulse Response) filter according to  





g h fP P  ¦                                           (63) 
with an amplitude response  ¦  20)( k Tikk SehH ZZ                                    (64) 
where f and g are input and output data respectively. Using the coefficients III SS sin,cos,sin 22120    hhh  one obtains a phase shift which, in the frequency range of interest 
200 Hz 359 Hz,Sfd d  deviates by less than ±0.4 from the nominal value 2SI   in accordance with 
Eqs. (63) and (64). The frequency dependence of the phase shift is mainly due to the delay in the filter 
which is of the order of 1 ms, i.e., two sampling periods. It can always be corrected by software, if 
necessary. The amplitude response is constant within a few per cent for all frequencies. 
 A block diagram of the filter is shown in Fig. 17. The synchrotron phase information of the eight 
batches is sampled at intervals TS = 0.5 ms and passed through eight times three shift registers. The three 
coefficients are stored in ROMs and are appropriately combined with the phase information. So, the first 
filter output is available after three sampling periods and is then renewed every 0.5 ms. 
 The performance of the loop is demonstrated in Fig. 18 where the phase detector output recorded by 
a storage scope is displayed. Complete damping of the synchrotron oscillation is achieved within less than 
one period. This corresponds to a damping time of less than 4 ms. If the loop is operated in the anti-
damping mode, the beam is lost within some ms. With the loop, losses of the proton beam in PETRA II 






Fig. 17: Block diagram of the FIR filter. From three successive sampling periods the averaged phase signals for 
the eight proton batches in PETRA II are stored in shift registers and combined with the three 
coefficients, which are stored in ROMs. The first phase-shifted output is available after three sampling 




















 Fig. 18(b): Same as Fig. 18(a) but with the 
phase loop active. The synchrotron 
oscillation is completely damped 
within half a synchrotron period of 
0.5 ms. 
 
Fig. 18(a): The synchrotron oscillation measured at the 
phase detector output a few ms after 
injection of a batch of nine proton bunches 
into PETRA II. It is smeared out by Landau 
damping after some periods. The damping 
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Because the amplifier is never completely efficient there is always some conversion of energy 
into heat. The principle of conservation of energy requires that, in the steady state, the total input and 
output power must balance, that is 
 .
RF in DC in RF out Heat
P P P P    (1) 
Strictly speaking, the input power should also include power required for other purposes related to the 
amplifier including heaters, magnets, and cooling systems. However, in many cases these are small 
compared with the r.f. output power and may be neglected to a first approximation. The efficiency  eK  of the amplifier is the ratio of the r.f. output power to the total input power 
 .
RF out RF out




K  |   (2) 
In many cases the r.f. input power is small compared with the d.c. input power so that it may be 
neglected to give the approximation shown in Eq. (2). The efficiency is usually expressed as a 
percentage. The heat which must be dissipated is  
  1 .Heat DCeP PK   (3) 









 § ·¨ ¸¨ ¸© ¹  (4) 
The physics of the energy exchange between the electron bunches and the r.f. power means that the 
size of the space in which the exchange takes place must be small compared with the distance an 
electron moves in one r.f. cycle. Thus the size of an amplifier decreases with decreasing d.c. voltage 
and with increasing frequency. However, for a given r.f. output power and efficiency, the energy 
density within the amplifier increases with decreasing size. The need to keep the working temperature 
of the amplifier below the level at which it will cease to operate reliably means that the maximum 
possible output power from a single device is determined by the working voltage, the frequency, and 
the technology employed. Other factors which are important in the specification of power amplifiers 
include reliability and, in some cases, bandwidth.  
The capital and running cost of an accelerator is strongly affected by the r.f. power amplifiers in 
a number of ways. The capital cost of the amplifiers (including replacement tubes) is an appreciable 
part of the total capital cost of the accelerator. Their efficiency determines the electricity required and, 
therefore, the running cost. The gain of the final power amplifier determines the number of stages 
required in the r.f. amplifier chain. The size and weight of the amplifiers determines the space 
required and can, therefore, have an influence on the size and cost of the tunnel in which the 
accelerator is installed. 
All r.f. power amplifiers employ either vacuum-tube or solid-state technology. Vacuum tubes 
use d.c. or pulsed voltages from several kV to hundreds of MV depending upon the type of tube, the 
power level, and the frequency. The electron velocities can be comparable with the velocity of light 
and the critical tube dimensions are therefore comparable with the free-space wavelength at the 
working frequency. Vacuum tubes can therefore generate r.f. power outputs up to 1 MW continuous 
wave (c.w.) and 150 MW pulsed. The main tube types employed in accelerators are: gridded tubes 
(tetrodes); inductive output tubes (IOTs); klystrons and magnetrons. The magnetron is an oscillator 
rather than an amplifier and its use is currently restricted to medical linacs. The gyrotron, which is 
widely used as a power source in fusion reactors, has the potential to be used for high-frequency 
accelerators. Solid-state r.f. power transistors operate at voltages from tens to hundreds of volts. The 
electron mobility is much less in semiconductor materials than in vacuum and the device sizes are 
therefore small and the power which can be generated by a single transistor is of the order of hundreds 





It is sometimes claimed that solid-state amplifiers are more reliable than their vacuum-tube 
counterparts by a factor of as much as 2.5 [5]. Because many transistors are operated in parallel, the 
failure of one produces a negligible drop in power output. However, the transistors are operated close 
to their design limits and they are vulnerable to accidental overloads. Appreciable power is dissipated 
in the combining circuits and provision may have to be made to isolate a device which fails so that it 
does not adversely affect the performance of others nearby. Other advantages claimed for solid-state 
amplifiers are their high stability, low maintenance requirements, absence of warm-up time, and low-
voltage operation. The supply voltage is low enough to avoid the high-voltage and X-ray safety issues 
arising with tube amplifiers. The penalty which must be paid for this is the need to supply and handle 
very large d.c currents using large bus-bars in which there are appreciable ohmic losses.  
3 Tetrode amplifiers 
Tetrode vacuum tubes are well established as high-power r.f. sources in the VHF  
(30–300 MHz) band. The arrangement of a 150 kW, 30 MHz tetrode is shown in Fig. 3 (from 
Ref. [6]). The construction is coaxial with the cathode inside and the anode outside. The output power 
available from such a tube is limited by the maximum current density available from the cathode and 
by the maximum power density which can be dissipated by the anode. The length of the anode must 
be much less than the free-space wavelength of the signal to be amplified in order to avoid variations 
in the signal level along it. The perimeter of the anode must likewise be much less than the free-space 
wavelength in order to avoid the excitation of azimuthal higher-order modes in the space between the 
anode and the screen grid. The spacings between the electrodes must be small enough for the transit 
time of an electron from the cathode to the anode to be much less than the r.f. period. If attempts are 
made to reduce the transit time by raising the anode voltage then there may be flashover between the 
electrodes. The bulk of the heat which must be dissipated arises from the residual kinetic energy of 
the electrons as they strike the anode. Thus provision must be made for air or liquid cooling of the 
anode (See section 9.1). Note the substantial copper anode with channels for liquid cooling shown in 
Fig. 3. For further information on gridded tubes see Ref. [7]. 
The current of electrons emitted from the cathode surface is controlled by the field of the 
control grid modified by those of the other two electrodes. The dependence of the anode current on 
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where 1 2, , andg g aV V V  are, respectively, the potentials of the control grid, the screen grid, and the 
anode with respect to the cathode and C, 1 2, , and nP P  are constants [8]. Typically  
ȝ2 ~ 5 – 10, ȝ a ~ 100 – 200 and n is in the range 1.5 to 2.5.  
Figure 4 shows the characteristic curves of a typical tetrode [9]. The control grid voltage is 
plotted against the anode voltage, both being referred to the cathode. The three sets of curves show the 
anode current (solid lines), control grid current (dashed lines), and the screen-grid current (chain 
dotted lines). The voltages of the anode (known as the plate in the USA) and the screen grid are 
positive with respect to the cathode. The curves shown are for a fixed screen-grid voltage of +900 V. 
It is clear that the anode current depends strongly on the control grid voltage and more weakly on the 
anode voltage. The control grid voltage is normally negative with respect to the cathode to prevent 
electrons being collected on the grid with consequent problems of heat dissipation. The screen grid, 
which is maintained at r.f. ground, prevents capacitive feedback from the anode to the control grid. 
The screen grid voltage is typically about 10% of the d.c. anode voltage.  If the anode voltage falls 
below that of the screen grid then any secondary electrons liberated from the anode are collected by 
the screen grid. Thus when tetrodes are operated as power amplifiers the anode voltage is always 






Fig. 4: Characteristic curves of the RS 2058 CJ tetrode for Vg2 = 900 V (Courtesy of Siemens AG) 
3.1 Tetrode amplifier circuits 
Figure 5 shows the circuit of a grounded-grid tetrode amplifier with a tuned anode circuit. At low 
frequencies a resistive anode load may be used but this is unsatisfactory in the VHF band and above 
because of the effects of parasitic capacitance. The amplifiers used in accelerators are operated at a 
single frequency at any one time so the limited bandwidth of the tuned anode circuit is not a problem. 
At the resonant frequency the load in the anode circuit comprises the shunt resistance of the resonator 
(RS) in parallel with the load resistance (RL). If the load impedance has a reactive component then it 
merely detunes the resonator and can easily be compensated for. The d.c. electrode potentials are 
maintained by the power supplies shown and the capacitors provide d.c. blocking and r.f. bypass.  
 





In practice the efficiency of a tetrode amplifier is less than the theoretical limit for two reasons. 
First, the non-linear relationship between the sinusoidal control-grid voltage and the anode current 
shown by Eq. (5) means that the constants in Eqs. (6) and (7) become 0.278 and 0.458 when 1.5n   
and 0.229 and 0.397 when 2.5n   Second, the need to ensure that the anode voltage always exceeds 
the screen grid voltage means that the amplitude of the r.f. anode voltage 2V  is limited to around 90% 
of 0V . Substitution of these revised figures into Eqs. (9)–(11) shows that the practical efficiency may 
be expected to lie in the range 74% to 78% depending on the value of n.  
3.3 Class A, AB, and C operation 
The proportion of the r.f. cycle during which the tetrode is conducting can be adjusted by changing 
the d.c. bias voltage on the control grid. The operation then falls into one of a number of classes as 
shown in Table 2. If the negative grid bias is reduced then anode current flows when there is no r.f. 
drive. The application of a small r.f. drive voltage produces class A amplification in which the tube 
conducts throughout the r.f. cycle. As the r.f. drive voltage is increased the tube becomes cut off for 
part of the cycle and the operation is intermediate between class A and class B and known as class 
AB. When the grid bias is made more negative than that required for class B operation the tube 
conducts for less than half the r.f. cycle and the operation is described as class C. Analysis similar to 
that given above shows that the ratio of the r.f. anode current to the d.c. anode current increases as the 
conduction angle is reduced and, therefore, the efficiency increases. However, the amplitude of the r.f. 
drive voltage required to produce a given amplitude of the r.f. anode current increases as the 
conduction angle is reduced so that the gain of the amplifier decreases. Finally, the harmonic content 
of the r.f. anode current waveform increases as the conduction angle increases. The properties of the 
different classes of amplifier are summarized in Table 2. The amplifiers used for particle accelerators 
should ideally have high efficiency, high gain and low harmonic output. For this reason it is usual to 
operate them in class B or in class AB with a conduction angle close to 180°. It should be noted that 
solid-state amplifiers can also be operated in the classes shown in Table 2. 






Negative grid bias 
increasing 
Gain increasing Harmonics 
increasing 
A 360° 50%      
AB 180° – 360°  50% – 78%      
B 180° 78%     
C < 180° 78% – 100%      
3.4 Tetrode amplifier design 
The process by which a tetrode amplifier can be designed is best explained by means of an example. 
This is based upon a 62 kW, 200 MHz amplifier used in the CERN SPS [10]. The example was 
chosen because sufficient information is available about the amplifier to verify the results of the 
calculations. The amplifier uses a single RS2058CJ tetrode [9]) operating with a d.c. anode voltage of 
10 kV and 900 V screen grid bias. The design procedure described below is based upon that given in 
Ref. [11]. 
The actual amplifier is operated in class AB but quite close to class B. For simplicity class B 
operation is assumed in the calculations which follow. The first stage is to estimate the probable 
efficiency of the amplifier. We will assume that the minimum anode voltage is 1.5 kV. Scaling the 
figures given above which take account of the non-linearity of the tetrode suggests that the efficiency 
of the amplifier will lie in the range 70% to 74%. Let us assume that the efficiency is 72%. This figure 
can be adjusted later, if necessary, when the actual efficiency has been calculated. Then the d.c. power 
input necessary to obtain the desired output power is 





The d.c. and r.f. anode currents can be found by Fourier analysis of the current waveform using the 
numerical formulae given in Ref. [11]: 
 1 (0.5 )
0 0 15 30 45 60 7512
I I I I I I I
a a a a a a
       (16) 
and 
1
( 1.93 1.73 1.41 0.52 )
2 0 15 30 45 60 7512
I I I I I I I
a a a a a a
       (17) 
where the subscripts refer to the phase angles in degrees. When these formulae are used with the data 
from Table 3 the results are 
 0 8.9 AI    (18) 
and 2 15.0 A .I    (19) 
Thus the d.c. input power is 
 0 0 0 89 kW .P I V   (20) 
The amplitude of the r.f. voltage is 
 2 10.0 1.5 8.5 kVV     (21) 
and the r.f. output power is  




P V I   (22) 
which is very close to the desired value and gives an efficiency of 72% as originally assumed. The 
effective load resistance is 
 2 2/ 570 .LR V I  :  (23) 
The source impedance of the output of the amplifier can be found by noting that if the r.f. load 
resistance is zero the anode voltage is constant and the peak anode current is 46 A for the same r.f. 
voltage on the control grid. Thus the short circuit r.f. current is 20 A and the anode source resistance  aR  LVNȍ 
To find the input impedance of the amplifier we note that the amplitude of the r.f. control grid 
voltage is 
 1 245 70 315 VV     (24) 
and that for grounded grid operation the amplitude of the r.f. input current is 
 1 2 1 2 .g RFI I I I  |  (25) 
The amplitude of the r.f. control grid current  1g RFI  may be obtained by reading the control grid 
currents off Fig. 7 at 15o intervals and employing Eq. (17). The result is 0.67 A which is small 
compared with the r.f. anode current and can be neglected in the first approxmation. The r.f. input 
resistance is 
 1 1 1/ 20 .R V I  :  (26) 
Finally we note that the input power is 




P V I   (27) 








Fig.11: Comparison between a tetrode and a Diacrode® (Courtesy of Thales Electron Devices) 
Table 5: Comparison between the TH 526 tetrode and the TH 628 Diacrode® at 200 MHz 
 TH 526 TH 628 
Pulse duration (ms) 2.2 c.w. 2.5 c.w. 
Peak output power (kW) 1600 – 3000 – 
Mean output power (kW) 240 300 600 1000 
Anode voltage (kV) 24 11.5 26 16 
Anode current (A) 124 75 164 96 
Peak input power (kW) 64.9 – 122.5 – 
Mean input power (kW) – 21 – 32 
Gain (dB) 13.9 11.5 13.9 15 
  
4 Inductive output tubes 
The tetrode suffers from the disadvantage that the same electrode, the anode, is part of both the d.c. 
and the r.f. circuits. The output power is, therefore, limited by screen grid and anode dissipation. In 
addition the electron velocity is least when the current is greatest because of the voltage drop across 
the output resonator (see Fig. 6). To get high power at high frequencies it is necessary to employ high-
velocity electrons and to have a large collection area for them. It is therefore desirable to separate the 
electron collector from the r.f. output circuit. The possibility that these two functions might be 
separated from each other was originally recognised by Haeff in 1939  but it was not until 1982 that a 
commercial version of this tube was described [16]. Haeff called his invention the ‘Inductive Output 
Tube’ (IOT) but it is also commonly known by the proprietary name Klystrode£. 
Figure 12 shows a schematic diagram of an IOT [17]. The electron beam is formed by a 
gridded, convergent-flow electron gun and confined by an axial magnetic field (not shown). The gun 
is biased so that no current flows except during the positive half-cycle of the r.f. input. Thus electron 
bunches are formed and accelerated through the constant potential difference between the cathode and 
the anode. The bunches pass through a cavity resonator as shown in Fig. 13 so that their azimuthal 
magnetic field induces a current in the cavity (hence the name of the tube). Because the cavity is 
tuned to the repetition frequency of the bunches, the r.f. electric field in the interaction gap is 
maximum in the retarding sense when the centre of a bunch is at the centre of the gap. The interaction 
between the bunches and the cavity resonator is similar to that in a class B amplifier. Figure 14 shows 
a plot of the positions of typical electrons against time. The slopes of the lines are proportional to the 













Table 8: Characteristics of typical pulsed super-power klystrons 
 Ref. [22] Ref. [23] Ref. [24] 
Frequency (GHz) 2.87 3.0 11.4 
Pulse length (ȝV 1.0 1.0 1.6 
Beam voltage (kV) 475 610 506 
Beam current (A) 620 780 296 
RF output power 
(MW) 
150 213 75 
Gain (dB) 59 58 60 
Efficiency (%) 51 44 50 
5.5 Multiple-beam klystrons 
We have seen that the efficiency of a klystron is determined by the perveance of the electron beam so 
that, to get high efficiency, it is necessary to use a high-voltage, low-current beam. The use of high 
voltages produces problems with voltage breakdown and it is therefore difficult to obtain very high 
power with high efficiency. One solution to this problem is to use several electron beams within the 
same vacuum envelope as shown in Fig. 23. A klystron designed in this way is known as a Multiple-
Beam Klystron (MBK). The individual beams have low perveance to give high efficiency whilst the 
output power is determined by the total power in all the beams. The principle of the MBK has been 
known for many years Ref. [25] but, until recently, the only such tubes constructed were in the former 
Soviet Union for military applications. The first MBK designed specifically for use in particle 
accelerators was the Thales type TH1801 whose performance is shown in Table 9, see Ref. [26]. 
Table 9: Characteristics of a multiple-beam klystron 
 TH 1801 
Frequency 1300 MHz 
Beam voltage 115 kV 
Beam current 133 A 
Number of beams 7 
Power 9.8 MW 
Pulse length 1.5 ms 
Efficiency 64% 
Gain 47 dB 
 
 










9 Cooling and protection 
9.1 Cooling power tubes 
The power tubes used in accelerators typically have efficiencies between 40% and 70%. It follows 
that a proportion of the d.c. input power is dissipated as heat within the tube. The heat to be dissipated 
is between 40% and 150% of the r.f. output power provided that the tube is never operated without r.f. 
drive. If a linear beam tube is operated without r.f. drive then the electron collector must be capable of 
dissipating the full d.c. beam power. The greater part of the heat is dissipated in the anode of a tetrode 
or in the collector of a linear-beam tube. These electrodes are normally cooled in one of three ways: 
by blown air (at low power levels), by pumped liquid (usually de-ionized water), or by vapour phase 
cooling. The last of these may be less familiar than the others and needs a little explanation. 
The electrode to be cooled by vapour phase cooling is immersed in a bath of the liquid 
(normally de-ionized water) which is permitted to boil. The vapour produced is condensed in a heat 
exchanger which is either within the cooling tank (see Fig. 30) or part of an external circuit. The 
cooling system therefore forms a closed loop so that water purity is maintained. In all water-cooling 
systems it is important to maintain the water purity to ensure that the electrodes cooled are neither 
contaminated nor corroded. Either of these effects can degrade the effectiveness of the cooling system 
and cause premature failure of the tube. In blown-air systems careful filtering of the air is necessary 
for the same reasons. 
 
 
Fig. 30: Vapour phase cooling of a tetrode (Courtesy of e2v technologies) 
It is important to remember that, in a high-power tube, appreciable quantities of heat may be 
dissipated on parts of the tube other than the anode or collector especially if a fault occurs during 
operation.  It is common to provide air or water cooling for these regions also. Inadequate cooling 
may lead to the internal distortion or melting of the tube and its consequent destruction. Further 
information on the cooling of tubes is given in Refs. [11, 33]. 
9.2 Tube protection 
Power tubes are very expensive devices and it is vital that they be properly protected when in use. The 
energy densities in the tubes and their power supplies are so high that it is easy for a tube to be 
destroyed if it is not properly protected. However, with adequate protection, tubes are in fact very 
good at withstanding accidental overloads and may be expected to give long, reliable service. 
Two kinds of protection are required. First a series of interlocks must be provided which 
ensures that the tube is switched on in the correct sequence. Thus it must be impossible to apply the 
anode voltage until the cathode is at the correct working temperature and the cooling systems are 
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Design and technology of high-power couplers, with a special view on 
superconducting RF 
W.-D. Möller 
Deutsches Elektronen-Synchrotron, Hamburg, Germany 
Abstract 
The high-power RF coupler is the connecting part between the RF 
transmission line and the RF cavity and provides the electromagnetic power 
to the cavity and the particle beam. In addition to this RF function it also has 
to provide the vacuum barrier for the beam vacuum. High-power couplers 
are one of the most critical parts of the RF cavity system in an accelerator. 
A good RF and mechanical design as well as a high quality fabrication are 
essential for efficient and reliable operation of an accelerator. 
 
1 Introduction 
Modern accelerators require not only ever increasing performance, i.e., high accelerating gradients, 
but also high operating efficiency and reliability. The technical demands on the key components of an 
accelerating machine such as the RF accelerating structures and their related parts are very high. One 
of the most crucial components of the RF accelerating system is, in addition to the accelerating 
structure itself, the high-power coupler (PC). It is known that the performance and liability limitations 
RIDQ5)DFFHOHUDWLQJV\VWHPYHU\RIWHQFRPHIURPWKH3&¶VPDOIXQFWLRQV 
Because the PC has to cope with multiple functions and has to fulfil tight requirements, the 
design can be very complex. Not only the demand for high power transfer, but, in the case of 
superconducting technology, also for low power losses in cryogenic environments, and cleanliness are 
important. The PC fabrication includes the use of many different materials, joining and coating 
technologies and treatments. During the design phase and fabrication planning, the assembly and 
handling have also to be taken into account because they can have an influence on the system 
performance. 
Over many years the great interest in and importance of the design and technology of PCs has 
been reflected in the many papers and tutorials at CERN Accelerator Schools, Workshops on RF 
Superconductivity [1±3], and other conferences [4, 5]. An extensive choice of references about PC for 
superconducting RF applications can be found in Ref. [6]. 
2 General considerations 
The RF high PC is the connecting part between the RF transmission line and the RF resonator 
(cavity). It has to fulfil the following RF functions: 
It has to transfer the power to the cavity and to the beam at sometimes very high power levels in 
pulsed or continuous-wave (CW) operation. It has to match the impedance of the klystron and RF 
distribution system to the beam loaded cavity. It has to take into account that there is a strong 
mismatch in absence of beam between the unloaded cavity and the generator. This leads to full 
reflection in case of superconducting (SC) cavities. The wasted power has to be minimized and 
possibly the PC has to allow the change of the match for different beam loading. The dimensions 
should not allow non-TEM modes. The PC could also be used for HOM damping. 
209
The non-RF functions are as follows: 
The PC provides a vacuum barrier for the beam vacuum. It should not contaminate the 
accelerator vacuum. Therefore an easy cleaning and clean assembly must be possible. In case of SC 
cavities the PC has to be clean according to ISO µGXVWIUHH¶. In a cryogenic environment at a SC 
accelerating system the PC in addition provides the bridge between room and cryogenic temperature. 
Low static and dynamic thermal losses to the low-temperature (2±4 K) resonator and mechanical 
flexibility for the temperature cycles and thermal expansions have to be taken into account. Not a 
function, but also important are low fabrication costs. 
Malfunction of the PC could lead to a power limitation by arcing, multipacting, or window 
heating and this limits the RF accelerator performance. Over long operation times, possible damage to 
the coupler can make the accelerating system inoperable. The most serious fault is a vacuum leak of 
the ceramic. This leads to a bad contamination of the accelerator vacuum system and, in case of SC 
RF, to a contamination of the very delicate SC resonator surface. The recovery is very time 
consuming and expensive. 
3 Rectangular wave guide vs. coaxial coupler 
There are two main design choices for the PC: coaxial and rectangular wave-guide couplers (Fig. 1). 
The advantages of coaxial couplers are the higher compactness and the easy tuning of the 
match to the resonator and the beam by changing the penetration of the antenna into the resonator or 
beam pipe. In cryogenic systems the dynamic thermal RF losses of the inner conductor are cooled by 
2/3 to room temperature or the 70 K intercept and not at the expensive 2 K or 4 K temperature. 
Multipacting can easily be suppressed by a high voltage bias on the isolated inner conductor (see also 
Section 6.3.). Mechanical arguments for the coaxial coupler design are the easy machining, assembly, 
and sealing of circular parts. 
A disadvantage of coaxial couplers is the asymmetric field at the antenna which can cause a 
kick to the accelerated beam. 
The advantages of rectangular wave-guide couplers are the lower surface electric field (1/4 
compared to coaxial wave guides). 
The disadvantages of rectangular wave-guide couplers are the difficulties in tuning the match to 
the resonator and the beam. In cryogenic systems one has to take into account the high thermal 
radiation through the big opening of the wave guide. The machining of big rectangular parts is more 
expensive, but in times of computer operated milling machines not as important as it used to be. 
4 Coupler ports on the cavity 
Coupler ports are located at cavity areas with high magnetic or electric field for efficient coupling. On 
normal-conducting (NC) cavities a convenient location is the cell equator for magnetic coupling. On 
the first SC cavities the coupler port was located at the equator like on normal-conducting cavities [7]. 
But the cavity performance was limited by multipacting in this area. All later SC cavity designs used a 
coupler port in the electric high field region on the beam tubes near to the cavity iris at the end cell of 
the resonator; see Fig. 2 [8, 9]. This leads to longer beam lines and accordingly to a smaller filling 




Fig. 1:  Aperture coupling with a rectangular wave guide (left) and loop coupling with a coaxial 
coupler (right) on a normal-conducting cavity  
 
Fig. 2: Coupler ports on a superconducting cavity. Top: a subsection of the HEPL cavity 
(Stanford 1977) with the ports located on the equator (like NC cavities). Bottom: the 
TESLA cavity with the ports located on the beam line. 
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On the equator as well as at the beam tube a coupling to rectangular or to coaxial wave guide is 
possible and realized. Figures 3 and 4 show examples of PC for NC resonators and Figs. 5 [10] and 6 
[11] for SC resonators. 
 
 
Fig. 3: Power coupler for the normal-conducting PETRA cavity at a frequency of 500 MHz 
and a maximum power of 250 kW, CW. The picture shows the coupling loop with 
the planar window ceramic in the coaxial line. 
 
Fig. 4: The picture shows a normal-conducting S band structure with the wave-guide 
coupler ports on the left side. The frequency is 2.998 GHz and the maximum 




wave guide power coupler
 
Fig. 5:   The CESR-B superconducting cavity with the wave-guide coupling is shown. 
The ceramic wave-guide window is located at room temperature (RT). 
















Fig. 6: Coaxial PC for the TESLA Test Facility with two cylindrical windows, one at room 
temperature and one at 70 K 
For PC on SC resonators the integration into the cryogenic environment with the complicated 
thermal contractions during cool-down and warm-up has to be taken in account (Fig. 7). Therefore 
flexible parts like bellows have to be integrated into the coaxial or rectangular wave guides. 
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power coupler with two 




Fig. 7:   The figure shows the different contractions and resulting movements of the cavity 
port during cool-down and warm-up on the example of the TESLA cryostat [12] 
5 Two- vs. one-window coupler 
For NC cavities the one-window solution is preferred. This allows a compact design and no extra 
vacuum system is needed. For SC cavities and low gradient applications (<15 MV/m) one-window 
couplers with the window at RT are also commonly used. For high gradient SC cavities 09P
the two-window design is common. Both, coupler and resonator have to be assembled in a very clean 
environment before other, unclean components can pollute the clean resonator, i.e., the window has to 
be close to the resonator for geometric restrictions at the cryostat. Since the window is at cryogenic 
temperature there is a need for a second window at RT with an intermediate vacuum to avoid gas 
condensation on the cold window. The second argument for a two-window design at SC cavities is the 
higher safety margin against window failure during operation. 
6 RF design and simulations 
The PC design specification has to respect the following parameters: 
± frequency, 
± maximum peak and average power, 
± fixed or variable coupling, 
± coaxial or rectangular wave guide, 
± one or two windows, 
± NC or SC resonator (cryostat design), 
± window layout according to power handling, geometrical restrictions or available technology: 
disc, cylinder or cone. 
W.-D. MOELLER
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For the RF design of the PC several finite-element simulation tools are available: SUPERFISH, 
URMEL, MAF,$+)66TM, CST MICROWAVE STUDIO® and others [13]. In the recent past a 
suite of 3D parallel finite-element based electromagnetic codes for accelerator modelling ±- ACE3P ( 
Advanced Computational Electromagnetics 3P) have been developed at SLAC. It uses an unstructured 
grid for modelling geometries with large variation in dimensions and details with great realism [14]. 
Large systems like multi-resonator modules can be simulated. 
6.1 Standing waves in power couplers at SC cavities 
The RF losses in the SC resonator are negligible in comparison to the beam power. The input coupler 
is matched to the demand of beam power only. Therefore a sudden change or even loss of the beam 
current puts demanding conditions to the RF control circuit in keeping the resonator voltage constant 
and/or avoid large reflected RF power. For pulsed operation the coupler is operated at standing waves 
during the filling time and therefore has to carry an increased voltage compared to travelling waves. 
At the TTF3 PC the two windows are placed in the electric field minimum (Fig. 8). 
 
Fig. 8: RF simulation of the TTF3 PC during resonator filling time. The standing-wave electric 
field is shown. Both ceramic windows are placed in the electric field minimum. 
6.2 Kick to the beam 
When a coaxial coupler is located at the beam line, the asymmetric field at the antenna ² beam pipe 
transition - causes an unwanted kick to the beam. At the Cornell ERL injector cryomodule this 
problem was solved by two symmetric couplers at opposite position. Also alternating coupler 
positions are possible. Another solution is a coaxial resonator in the beam line as used in the S-band 
linac at Darmstadt (Fig. 9). 
    
Fig. 9: Two PCs symmetrically placed at the beam line avoid an unwanted kick to the particle 
beam (left). A coaxial resonator in the beam line provides a symmetric coupling field 
(right). 
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6.3 Multipacting  
During test or operation of a PC, electrons are accelerated by the electric field and desorb gas when 
impacting the RF surface. This can lead to conditions which increase the vacuum pressure and finally 
lead to an arc. Multipacting is a resonant multiplication of electrons caused by electron trajectories (1 
point or 2 point) determined by RF field and geometry when the secondary electron emission 
coefficient (SEC) is higher than 1. In this way an avalanche of electrons can cause a breakdown of the 
electric field in the coupler. The order of the multipacting is defined by the number of the RF periods 
the electrons need for their travelling time. Lower orders are more stable and therefore it is more 
difficult to condition them away. 
In a coaxial line the multipacting power level scales with frequency times diameter to the fourth 
power and linearly to the impedance (the ratio between the inner and outer coaxial diameter). The 
graph in Fig. 10 shows the analytically calculated multipacting thresholds for standing waves in 
coaxial lines for different power levels [15]. 
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Fig. 10: Analytic calculations of multipacting thresholds in a coaxial line with standing waves. 
The y-coordinate shows the logarithmic dependency of the frequency, geometry and 
impedance, whereas on the x-coordinate the logarithmic power is drawn. The different 
coloured lines are: the first order multipacting is in green and the following second 
(purple), third (red), fourth (orange)«orders are on the left. As an example (in the 
bubbles) the increase from 40 mm to 80 mm coax diameter and the change from 50 to 
70 ohm impedance are indicated. This geometric change shifts the most dangerous first-
order multipacting threshold from 0.52 MW to 19 MW. 
During the design phase the geometry has to be chosen to avoid multipacting. Increasing the 
diameter of a coaxial PC has a strong effect on shifting the multipacting levels to higher power levels 
beyond the operating power. Another precaution is the reduction of the SEC by coating the RF 
surfaces. Since Al2O3 has a high SEC of about eight at certain electron energies it is usually coated 
with TiN which has a SEC of about 1 at the same energies. A high SEC could also be caused by gas 
layers on the RF surfaces. A good cleaning and backing of the PC will help to reduce the 
multipacting. RF conditioning can clean the RF surfaces as well, but can be time consuming. A last 
remedy against multipacting is to destroy the resonant electrical conditions. This can be done by 
additional electrical or magnetic fields. At the coaxial coupler an electrical bias voltage on the inner 
W.-D. MOELLER
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conductor is an often used method. Figure 11 shows simulated power levels for multipacting 









































Fig. 11: Simulated multipacting thresholds in a travelling wave coaxial line are shown in 
dependency on the bias voltage on the inner conductor (black). In comparison the 
measurements are shown in red.  
6.4 Thermal simulations 
Thermal simulations can help to identify inhomogeneous heating of the ceramic and of other delicate 
parts of the PC. Figure 12 shows a thermal simulation of the 75 kW CW coaxial PC for the Cornell 
ERL injector cryomodule with the identified heating in the ceramic. A local air cooling was applied to 




Fig. 12: Thermal simulations on the Cornell ERL PC war window. On the left side the 
thermal heating of the cylindrical ceramic is calculated. On the right side the 
cooling air flow simulation is shown. 
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For SC RF resonator systems the static and dynamic losses of the PC are important for the 
operating costs of the accelerator. A compromise between the favoured low thermal conductivity for 
low static cryogenic losses and the high electric conductivity for low dynamic losses has to be found. 
A good example of the optimization of the copper quality and thickness on the plated RF surfaces for 
different operating modes for the TTF3 PC is shown in Ref. [18]. 
7 Power coupler fabrication 
A good RF design is a precondition for a reliably working PC. The fabrication involves many 
fabrication techniques and different materials. The number of machining, processing, and assembly 
steps is big and a failure during the fabrication can cause the loss of an expensive part. To realize a 
good coupler, the RF design has also to consider the fabrication, cleaning, handling, assembly and 
costs: 
± use standard material qualities (316LN, Cu-OFHC, Al2O3), 
± use standard sizes (tubes, bellows, flanges), 
± use standard fabrication techniques, 
± use fabrication techniques according to the abilities of the industries or workshops involved, 
± decide on acceptable tolerances, 
± clean handling during the fabrication is essential. 
Close collaboration with the manufacturer as early as possible (already during the design phase) and 
during fabrication is a must. 
7.1 Copper plating 
PCs for SC resonators are very often made from stainless steel in order to reduce the static heat load 
for the cryogenic environment. For a high electrical conductivity the stainless steel has to be copper 
plated. Challenges for the copper plating process are the needed high electrical conductance for low 
RF losses and at the same time the small thickness for low thermal conductance and low static losses. 
In addition a good uniformity of thickness, especially on bellows, and low surface roughness with no 
blisters or stripping is required. The vacuum engineering asks for high cleanliness and low 
outgassing. Austenitic nickel chromium steel when exposed to air-oxygen atmosphere forms a very 
stable chromium oxide protecting the surface against corrosion. These oxide layers have a strong 
resistance against being coated. The activating processes for such materials must aim at removing the 
oxide layers and at forming a full covering, adhesion promoting intermediate layer [19]. 
Most of the copper layer properties can only be checked destructively [20]. Therefore the 
production and investigation of samples before and during fabrication is necessary. 
7.2 Copper 
PCs for NC resonators are normally fabricated from bulk high-purity copper because static losses are 
not an issue. The copper should not only have high electrical conductivity, but also must be 3D forged 
for high leak tightness on a small wall thickness. 
7.3 Brazing 
Many microwave tube industries prefer to braze fixtures and self-fixture assemblies. The advantage is 
that miscellaneous parts can be brazed at one time. The metallized ceramic must always be brazed to 
the joining parts. However, during braze under vacuum the ceramic has to be protected against 
evaporated metal. Brazing at high temperatures can cause copper grain size growth. 
W.-D. MOELLER
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7.4 High austenitic steel 
Electron and positron accelerators are very sensitive to perturbing magnetic fields. All components 
other than active steering elements near the particle beam have to be magnetically neutral. Therefore 
the steel used for PCs assembled to the resonator beam line has to be highly austenitic. The 
permeability is aimed to be < 1.01. The standards (e.g. EN 10088) allow a wide range of tolerances 
for the composition and the dosing tends to reduce the expensive materials. In case of doubt the 
chemical composition of the used stainless steel has to be verified [21]. 
7.5 Mechanical tolerances 
Often the geometrical tolerances are set very tight in order to get the theoretical geometry of the RF 
design realized. Fabrication tolerances have a big impact on the fabrication methods and therefore on 
the price. Relaxed tolerances can make the fabrication much easier and also more economic. Detailed 
RF simulations can help to identify the most critical dimensions for the RF design of the PC and thus 
to find a good compromise. 
7.6 Anti-multipacting coating 
Because of the high SEC of the Al2O3 window it has to be coated to reduce the SEC. TiN is preferred 
because it has a low SEC and is a stable composition. Deposition processes are sputtering and 
evaporating of titanium. Ammonia or nitrogen is used to convert the Ti to TiN. Figure13 shows the 
DESY apparatus used for evaporating Ti on cylindrical windows [22]. 
 
Fig. 13: Eight cylindrical window ceramics assembled to the TiN 
coating apparatus at DESY are shown. The flexible 
suspension of the Ti wire for Ti evaporation (1), the ceramics 
(2) and the vacuum vessel flange (3) can be seen. 
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8 RF test and conditioning 
High-power coupler tests are needed as an acceptance test and for preconditioning prior to the 
operation on the resonator. Test stands are usually designed for two PCs and are operated at room 





Fig. 14: The LHC power test stand. Two couplers, at the left and right side are connected to a 
coupling resonator in the middle. 
RF conditioning, also called ageing of a PC, is the controlled desorption of absorbed gases by 
accelerated ions and electrons from the RF surfaces. A compromise must be found between 
conditioning speed and sparking risk. Travelling waves clean the entire RF surfaces, with standing 
waves only the high field part is conditioned. During PC operation on SC cavities the cold surfaces 
collect gas after a certain period of operation. This might necessitate a reconditioning. 
The testing and conditioning procedure consist of: starting at low power, short pulses and low 
repetition rate and proceeding to high power, long pulses and high repetition rate. To avoid RF 
breakdown the power rise is limited by thresholds of coupler vacuum, measurements of charged 
particles like e- and light in the coupler. Fast vacuum feedback loops, called µDQDORJXHSURFHVVLQJ¶ are 
used to keep the power level close to the vacuum thresholds and guarantee an efficient and fast 
processing [23]. At KEK the bias voltage on inner coax was used to process the multipacting levels. 
Controlled discharge processing with argon or helium is another possible processing method. 
The technical interlock system protects the coupler against discharge and other degradations. 
There is usually a hardware interlock consisting of the following channels: vacuum read out, e- pick 
up, light detectors in vacuum and on the air side, temperature measurement on windows, and reflected 
power measurements. A software interlock including all the above mentioned channels is used with 
slightly tighter thresholds than the hardware interlock in order to avoid long RF off time. Figure 14 
shows a typical RF test stand. 
W.-D. MOELLER
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9 Handling before and after conditioning 
In order to avoid oxidation and contamination of the PC parts the storage is always done under dry 
nitrogen. PCs for SC cavities are cleaned according to the ISO 4 standard with ultra pure water and 
are assembled in a clean room. After the test stand assembly a vacuum backing is essential for fast 
conditioning. 
The goal is to preserve the test stand conditioning effect to avoid longer additional conditioning 
in the accelerator. Therefore the PC parts disassembly from test stand and assembly to the resonator 
and cryogenic module are done under clean conditions. During storage of the PC the RF surfaces 
should always be protected against contamination. 
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RF electronics deals with the generation, acquisition and manipulation of 
high-frequency signals. In particle accelerators signals of this kind are 
abundant, especially in the RF and beam diagnostics systems. In modern 
machines the complexity of the electronics assemblies dedicated to RF 
manipulation, beam diagnostics, and feedbacks is continuously increasing, 
following the demands for improvement of accelerator performance. 
However, these systems, and in particular their front-ends and back-ends, 
still rely on well-established basic hardware components and techniques, 
while down-converted and acquired signals are digitally  processed 
exploiting the rapidly growing computational capability offered by the 
available technology. This lecture reviews the operational principles of the 
basic building blocks used for the treatment of high-frequency signals. 
Devices such as mixers, phase and amplitude detectors, modulators, filters, 
switches, directional couplers, oscillators, amplifiers, attenuators, and others 
are described in terms of equivalent circuits, scattering matrices, transfer 
functions; typical performance of commercially available models is 
presented. Owing to the breadth of the subject, this review is necessarily 
synthetic and non-exhaustive. Readers interested in the architecture of 
complete systems making use of the described components and devoted to 
generation and manipulation of the signals driving RF power plants and 
cavities may refer to the CAS lectures on Low-Level RF.  
1 Introduction 
The low-level control of RF signals (LLRF) in particle accelerators is a very important continuously 
evolving topic since it impacts directly on the characteristics of the beam. The performance of LLRF 
systems has been pushed forward by the continuous growth of the required beam quality, in terms of 
stability, intensity, and synchronization. The complexity of LLRF systems architecture has 
consequently grown toward large digital systems making use of state-of-the-art signal control 
techniques and components.  
While general LLRF is covered in specific lectures of this course, here a review of the basics 
of RF electronics is presented. In fact, in spite of the growing complexity of the complete systems, 
most of the building blocks used for RF signal manipulation (signal generation, frequency up/down 
conversion, amplitude and phase modulation/demodulation, filtering, matching, splitting and 
combining, switching/multiplexing, etc.) are still based on well-established operational principles 
developed in the last six decades mainly for radar and communication electronics.  
The main building blocks used for RF control and beam diagnostics are summarized and 
analysed in the following, together with their operational principles and typical performances of 
commercially available models. Because of the breadth of the subject, the review cannot pretend to be 
exhaustive, but more realistically it is intended to be a reminder of the electronics concepts underlying 
the operation of the most commonly used device, from the simplest (attenuator, transformers, etc.) to 
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the more complex ones (such as oscillators in phase locked loop configuration). A special topic such 
as the modulation transfer functions that have to be taken into account whenever an amplitude and/or 
phase modulated signal is fed into a resonant cavity has been also covered. This can be considered as 
an inherent extra-filtering acting on the RF drive signal which may cause distortion and/or coupling 
between the signal baseband components, especially in the heavy beam loading regime, and that 
requires special care to preserve LLRF effectiveness and stability. 
The style adopted for the device description privileges the presentation of the component 
schematics, of the functional equations and scattering matrix, and of a list of the most commonly used 
specifications to qualify the performances of commercial devices. In this respect, the present review is 
also intended as a ‘glossary’ to support and orient interested students to understand the ultimate 
performance of real devices, providing them also with hardware selection criteria. 
2 Fixed attenuators 
Fixed attenuators are extremely simple components, widely used in RF electronics to set the proper 
signal level in the various circuit branches. Proper level setting is necessary to match the 
instrumentation dynamic range and to avoid circuit overload and damage.   
Attenuators can also be used as matching pads connecting lines of different impedances. In 
general, the insertion of attenuators in front of mismatched loads reduces the voltage standing wave 
ratio (VSWR) seen at the source side. 
Fixed attenuators are passive, two-port devices generally made by a network of resistors with a 
very broadband frequency response (dc ÷ many GHz, typically). They are designed to provide both the 
required attenuation and matching of the input/output lines, which might have different characteristic 
impedances. The attenuation ǻdB, expressed in dB units, and the linear transmission coefficient Į are 
defined as 
   2010 log ; 10 .dBin out out indB P P P PD  ''        (1) 
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It is important to note that in order to match unequal input/output line impedances a minimum 
attenuation is required, according to (case Z0out t Z0in ) 







Circuits). In MIC realization the transistor and its capacitance and resistors are soldered on microstrip 
lines lying on a proper substrate; MMIC are completely integrated circuits where all components (the 
transistors and their ancillaries) are fabricated on a common substrate.  
Small-signal amplifiers generally operate in class ‘A’ since power efficiency is not an issue in 
this context. 
4 RF transformers 
Transformers are widely used in RF electronics.  Their 
operating principle is a direct consequence of the Faraday–
Neumann–Lenz law of electromagnetic induction. They are 
very effective to 
– match lines of different impedance with negligible 
insertion loss; 
–  de-couple ground while transmitting RF signals; 
–  connect balanced and unbalanced circuits (bal-un). 
RF transformers can also be found embedded in a number of 
other devices (splitters/combiners, mixers, amplifiers, etc.). 
 
Fig. 4: RF transformers 
 


















Fig. 5: Different types of ideal transformers 
Together with transform ratio n  and connection topology, real transformers are characterized by 
operating bandwidth, insertion loss, maximum power rating, etc. A sufficiently accurate circuit model 
for real transformers is represented in Fig. 6. The device lower cutoff frequency is due to the 
winding’s active inductance actL , while the high-frequency cutoff is dominated by the inter-winding 
and intra-winding capacitances ppC  , ssC  and spC  . In-band insertion loss is due to the magnetic 
core dissipation and to the winding’s ohmic losses, accounted by the resistances lossR , pR  and sR . 
 
Fig. 6: Circuit model of a real transformer 




Microstrips can be used instead of transformers for high-frequency, octave-band devices, as shown in 
Fig. 9 (Wilkinson power divider). 
Splitter/combiners can be also resistive, consisting in a ‘star’ connection of equal resistors 
(Fig. 10). The frequency response can be much wider (extending from DC) and flatter in this case, at 



























Fig. 10: N-port resistive power splitter/combiner 
There are no isolated ports in this kind of splitter/combiner, whose scattering matrix is 
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      (6) 
As the insertion loss grows linearly with the number of ports, practical use is restricted to 3-port 
devices.  
6 Hybrid junctions/directional couplers 
Hybrid junctions and directional couplers are 4-port passive devices based on the same operational 
principles but with different coupling levels between ports. The two classes of devices are used for 
different purposes. Hybrids are used whenever it is necessary to split/combine signals with specific 
phase relations, while directional couplers (i.e., hybrids with coupling coefficient different from -3 dB) 
are used to sample forward and/or reflected waves propagating along a line. 
Symbolic representation and scattering matrices of directional couplers, 90° hybrids, and 180° 
hybrids are shown in Figs. 11, 12 and 13. 
 
Fig. 11: Directional coupler  
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Fig. 12: 90° Hybrid 
Symbolic representation and scattering matrix 


















Fig. 13: 180° Hybrid 
Symbolic representation and scattering matrix 
6.1 Continuously coupled lines 
Distributed coupling between two lines travelling close to each other is one of the possible layouts of a 
hybrid/coupler. The lines have a characteristic impedance 0Z  when travelling separately, while the 3-
conductor system of the two coupled lines has even and odd excitation impedances 






Fig. 14: Coupled line directional coupler 
The scattering matrix can be worked out by exploiting the 4-fold symmetry of the network. With 
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As evidenced in Eq. (11), it is noticeable that signals applied to a pair of uncoupled ports (1 & 3 or 
2 & 4) appear as  vector sum and difference at the other pair of uncoupled ports. This is an important 
property exploited in beam diagnostics to obtain, for instance, beam transverse position from striplines 
or beam position monitors.  
6.5 Basic characteristics of a real directional coupler 
Real devices cannot present perfect isolation between nominally uncoupled ports. Imperfect isolation 
is quantified by a parameter called directivity d
 
defined as the ratio between the nominally uncoupled 
and coupled elements of the real scattering matrix, as shown in Eq. (12). Directivity is often expressed 
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    (12) 
The most relevant characteristics of a real directional coupler/hybrid network are 
– coupling coefficient (3 dB for hybrids); 
– directivity/isolation between uncoupled ports; 
– operating frequency range; 
– maximum power ratings; 
– coupling type (holes, distributed, rings); 
– insertion loss (over the nominal coupling factor); 
– phase and amplitude unbalance among output channels (hybrids); 
– phase and amplitude flatness over frequency; 
– etc. 
7 Filters 
Filters are 2-port devices ‘tailored’ to obtain a specific required frequency response (the 21s of the 
network). Filters are described in general as linear networks. In time domain the filter response is 
characterized by its Green function  WH  so that, if excited at the input with a signal  tvi , the filter 
generates an output signal  tvo  given by the convolution integral 
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                                  Fig. 27: AM/PM signals asymmetrically filtered by a resonant cavity 
An off-resonance cavity produces modulation mixing, resulting in four modulation transfer functions, 
defined as the ratio of the Laplace transforms of the output and input modulating functions: 
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It may be demonstrated that for a generic linear network defined by a linear transfer function ( ),A s
direct and cross modulation transfer functions are given by 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In the case we are considering, the linear network is a resonant cavity so that the transfer function 
)()( sAsA cav  is 
0 2 2
2
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where zI is the cavity tuning angle, i.e., the phase of the cavity transfer function at the carrier 
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The general form of the modulation transfer functions features two poles (in general a complex 
conjugate pair) and one zero. It is easy to see how cross modulation vanishes if the cavity is perfectly 
tuned ( 0 zI ), while direct modulation terms reduce to the expression of Eq. (18). The magnitude of 







8 Frequency mixers 
Frequency mixers are non-linear, generally passive devices used in a huge variety of RF applications.  
Basically, a mixer is used to perform the frequency translation of the spectrum of an RF signal to be 
manipulated. The spectrum shift is obtained from an analog multiplication between the RF signal and a 
Local Oscillator (LO). 
Let’s consider processing a signal )(tVRF  through analog multiplication with a reference sine 
wave generally indicated as ‘local oscillator’  tV LOLO Zcos . With k  the analog multiplier 
conversion factor, the output signal )(tVIF  is given by  ( ) ( ) cos .IF RF LO LOV t kV t V tZ      (23) 
The Fourier transforms of the input and output signals )(tVRF  and )(tVIF  are given by > @ 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Clearly, the spectrum of the IF signal is the spectrum of the RF signal translated by ±ȦLO. By filtering 
out the unneeded spectrum portion, the input signal can be either up-converted or down-converted. 
            
Fig. 31: Frequency down-conversion by analog multiplication 
In principle any non-linear device could produce the desired frequency translation. If the mixing RF 
and LO signals are fed into a single diode, under the assumption RFLO VV !! , the LO voltage turns 
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Fig. 32: Single diode mixing 
With )(tVLO  a sine wave, the function ))((sgn1 tVLO  is a square wave expressing the on–off 
modulation of the diode according to the polarity of the LO voltage.  The square wave contains all the 
odd harmonics of LOf , so that each frequency RFf contained in the RF signal produces the output  




IF LO RFf n f f n = any odd integer r .           (26) 
Owing to the frequency content of the square wave, the real mixer produces many frequency lines 
other than the RFLO ff r  ones. These are called ‘spurious intermodulation products’.  
Actually, real diodes are not ideal switches and on–off commutations are smooth. This effect 
produces more intermodulation products, so that the frequencies present in the output spectrum are    
IF LO RFf n f m f m, n = any odd integers r      (27) 
Single diode mixing provides no inherent isolation between ports. Lack of isolation results in a large 
number of intermodulation products, poor conversion loss (i.e., a large value of the ratio between the 
power of unconverted and converted signals), and various interference and cross-talk problems. 











Triple Balanced Mixer 
 
 
Double Balanced Mixer 
 
 
Fig. 33: Balanced mixers of various symmetry levels 
8.1 The double balanced mixer 
The double balanced mixer is the most common type of frequency mixer, ensuring good isolation and 
excellent conversion loss. The LO voltage is differentially applied on the diode bridge switching 
on/off alternatively the D1–D2 and D3–D4 pairs, so that the IF voltage is given by  ( ) ( ) sgn .IF RF LOV t V t V tª º  ¬ ¼      (28) 
 
 





Fig. 35: Conversion loss and isolation vs. frequency of a commercial mixer 
– 1 dB compression 
Is a figure of the mixer linearity defined as the RF level showing a 1 dB increase of the 
conversion loss. T\SLFDOYDOXHV§G% below mixer specified LO level. 
– Noise figure 
In a mixer the noise figure is comparable to the conversion loss: CLNFCLNF mixmix |t ,  
(signal reduced, while white noise is unaffected by up/down conversion).  
3 dB worse for SSB (single sideband) w.r.t. DSB (double sideband) signals (signals add 
coherently, noise quadratically). 
Mixer + IF amp cascades have noise figures  1 IFmix NFCLNFNF . Being magnified 
by the mixer conversion loss, the IF amp noise figure is crucial. 
– Single and multi-tone intermodulation 
distortion/two-tone 3
rd
 order intercept  
Output content of harmonics other than 
RFLO ff r . Because of mixer non-linearity, 




f , …) 
generate output harmonics at 
21 21 RFRF
fmfm  . The level of the 3rd order 
harmonics 
21
2 RFRF ff  , 122 RFRF ff   grows 
with 3
rd
 power of RF signal, while 
fundamental RFLO ff r  tone level grows 
linearly. Two-tone 3
rd
 order intercept is 
defined as the RF level where the two output 
lines cross. 
 
Fig. 36: Two-tone 3
rd
 order intercept 
Mixers are built in a huge variety of models and packages. They are largely used in RF electronics 
because they are simple, reliable, passive, and cheap. As will be shown in the following, their 
applications are not limited to frequency up and down conversion, but they can be used also as phase 
detectors, bi-phase amplitude modulators, I&Q networks, etc. 
8.2 Phase detectors (mixer based) 
Measuring the phase of RF signals relative to some selected reference is an operation routinely 
performed in any RF low-level control system in particle accelerators. Beam phase measurement in 
circular accelerators is an important diagnostic tool to keep the longitudinal dynamics under control. 
Phase detection can be performed by means of several different techniques. The use of frequency 
mixers down-converting to baseband the RF signals is the most straightforward approach. 
If the signals at RF and LO ports of a mixer are sine waves of equal frequency ( RFLO ZZ  ) 
Eq. (29) shows that the outcoming signal at the IF port has a DC component given by    





     








Flip-flop digital detector Detection characteristics 
Fig. 40: Phase detectors of various types  
8.4 Bi-phase amplitude modulators 
A bi-phase amplitude modulator can be obtained by lowering the L–R isolation of a double balanced 
mixer in a controlled way by injecting a bias current in the IF port. Positive and negative bias IF 
currents bI  increase the transconductance of the diode pairs D2–D4 and D1–D3, respectively. 
According to Eq. (33), the bias current Ib controls the value of the L–R coupling coefficient k. The 
modulator is of the bi-phase type, since the sign of the control current controls the sign of the transfer 
function. 
 3 2
3 4 1 2
( ) ( ) ( ) .
D D
RF LO b LO
D D D D
Z Z
V t V t k I V t
Z Z Z Z
ª º    « » « »¬ ¼    (33) 







 In the extreme bias conditions the diodes are on/off (=open/short) so that an RF signal can be 
fully transmitted or fully stopped and the device acts as a controlled RF switch.  
 
SERIES SHUNT SERIES/SHUNT 
 
SPST 
   
 
SPDT   
   
Fig. 57: PIN diode RF switches of various types and topologies 
 Single-Pole Single-Through (SPST) and Single-Pole Double-Through (SPDT) electronic 
switches make use of PIN diodes in various configurations. Series circuits suffer from poor isolation 
since transition capacitance of reversely biased diodes allows significant RF signal transmission.  
         
Fig. 58: Commercial PIN diode switches of various types 
 Shunt circuits perform better in terms of isolation, but device matching is poor and the 
SUHVHQFHRIȜOLQHVLQWKH63'7YHUVLRQOLPLWVWKHGHYLFHEDQGZLGWK&RPSRXQGVHULHVVKXQWFLUFuits 
offer the best performance, although a large number of diodes increases the device insertion loss. 
The most relevant specifications of electronic attenuators and switches are listed in the 
following 
Attenuators 
• Frequency range 
 From DC to > 10 GHz,  multi-octaves 
• Level 
 Maximum power at the input  
     (typ. 10÷30 dBm)  
• Insertion loss 
 Minimum device attenuation (typ. 1÷6 dB) 
Switches 
• Frequency range 
 From DC to > 10 GHz,  multi-decades 
• Level 
 Maximum power at the input  
     (typ. 10÷30 dBm)  
• Insertion loss 








– Tuning characteristics 
Frequency versus tuning voltage plot.  
– Tuning sensitivity 
Slope of the tuning characteristics, typically given in MHz/V. 
Is a local parameter in case the tuning characteristic is not 
linear over the entire range. 
– Temperature sensitivity 
Frequency variation with temperature at a fixed tuning 
voltage. 
– Modulation bandwidth/Tuning speed 
Modulation frequency producing a peak frequency deviation 
reduced by 3 dB compared to that produced by a dc voltage of 
the same value/Time required to settle the output frequency 
deviation to 90% of the regime value after application of a 
voltage step variation on the tuning port. The two parameters 
are obviously correlated. 
– Output power/Output power flatness 
Level of the oscillator output fundamental harmonic into a 
50  ORDG9ariation of the output level over the specified 
VCO frequency range. 
– Frequency pushing/Frequency pulling 
Variation of the VCO frequency with the supply voltage at 
fixed control voltage/Variation of the output frequency with 
the load mismatch (typically given as peak-to-peak value at 12 
dB return loss, any phase). 
– Harmonic suppression 
Level of the harmonics relative to the fundamental (typically 
given in dBc = dB below the carrier).  
– Spurious content 
Level of the spurious, non-harmonic output signals relative to 
the oscillator output (typically given in dBc).  
– SSB phase noise 
Single-sideband phase noise in 1 Hz bandwidth as a function 
of the frequency offset from the carrier frequency, measured 
relative to the carrier power and given in dBc/Hz. Very 
important to evaluate the expected residual phase noise in 
phase locked loops.  
– r.m.s. phase jitter 
r.m.s. value of the instantaneous phase deviation, which is 
given by the integral of the SSB power spectrum:  
–    0
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r.m.s. jitter expressed in terms of frequency deviation is 
known as ‘residual FM’, defined as the SSB power spectrum 
integral between fL = 50 Hz and fH = 3 kHz:    0
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Characteristic plots of a real VCO 
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14 Phase locked loops (PLLs) 
Phase Locked Loops (PLLs) are a very general subject in RF electronics. They are used to synchronize 
oscillators to a common reference or to extract the carrier from a modulated signal (FM tuning). 
Therefore they are widely used in receivers, in converters, and in any kind of synchronization 
hardware present in particle accelerators. The PLL main components are:  
– a VCO, whose frequency range 
includes Nfref ; 
– a phase detector, to compare the 
scaled VCO phase to the 
reference; 
– a loop filter, which sets the lock 
bandwidth; 
– a prescaler (by-N frequency 
divider), which allows setting 
different output frequencies w.r.t. 
the reference one. 
 
Fig. 70: Block diagram of a PLL 
 
 
Fig. 71: PLL linear model 
A PLL linear model including functional transfer function of each constituting block is depicted in 
Fig. 71.  
The transfer function relating the phase of the output signal to both the phase of the reference 
signal and the VCO phase noise is calculated in Eq. (42):    ( ) 1( ) ( ) ( ) with ( ) ,
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where  sF  and  sM  are the transfer functions describing the loop filter and the VCO modulation 
response, while an integrator term s1  results in the loop transfer function )(sH  because of the 
frequency-to-phase conversion. 
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CERN, Geneva, Switzerland 
Abstract  
The fields in rectangular and circular waveguides are derived from 
Maxwell’s equations by superposition of plane waves. Subsequently the 
results are applied to explain cavity modes. Interaction of the cavity modes 
with a charged particle beam leads to the fundamental parameters used to 
describe the performance of accelerating cavities. Finally an introduction to 
multi-gap cavities is given by the example of travelling-wave structures.  
1 Introduction 
The purpose of an RF cavity is to interact with charged particle beams in an accelerator. For the 
particles to gain energy, this interaction is the acceleration in the direction of particle motion, but 
special cavities exist to bunch, de-bunch, or re-bunch the beam, others to decelerate particles or to kick 
them sideways. For all these different applications, engineers are confronted with the task of 
optimizing the cavity for the given application according to certain design criteria within given 
constraints and without neglecting side-effects that might crucially deteriorate performance. 
The design of RF cavities is a complex task involving understanding of beam physics, but also 
requires knowledge of the technologies used, design and construction methods, mechanics, materials, 
vacuum technology, high-voltage techniques, and many more. Sophisticated tools exist to calculate 
and design RF cavities, and this lecture on ‘cavity basics’ does not try to replace any of this. Its 
purpose is rather to explain the underlying basics and it is hoped that this will help the readers to 
develop a ‘feeling’ for the electromagnetic fields inside a cavity and the interaction with the particle 
beam.  
In the following section we will start from Maxwell’s equations to derive the electromagnetic 
fields in waveguides and subsequently demonstrate how we can obtain fields in cavities from them. 
The section can not apply the rigour that these derivations deserve in a full lecture, but it simplifies 
and illustrates wherever possible to allow the understanding of the basic concepts and ideas. In the 
following section we will introduce the main terms that are used in the description of cavities. Finally 
we devote the last section to an introduction to cavities with many gaps and in particular travelling-
wave structures.  
2 From plane waves to cavities 
2.1 Homogeneous plane wave 
The word ‘cavity’ is derived from the Latin cavus = hollow and describes, according to the Oxford 
English Dictionary, “A hollow place; a void or empty space within a solid body”. Inside of the 
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We are ignoring the effect of the beam charge and current on the fields at this point. The curl of the 
third equation reads 
 0 wwuuu BtE *& , (2) 






 wwuww EtcBt && . (3) 
Exchanging time and space derivative for the expression B
t







 wwuu EtcE && . (4) 
Using the vector algebra identity EEE
&&& '{uu  and the second Maxwell equation we 






 ww' EtcE && . (5) 
Solutions of this equation are homogeneous plane waves, i.e., solutions with separate trigonometric (or 
exponential) functions of the four independent variables space and time. A homogeneous plane wave 
oscillating at frequency Ȧ and propagating in the space direction k& can be written: 
 
  cos ,cos .yxE u t k rB u t k rZZv  v  && & &&* & &  (6) 
One can easily verify that these expressions do in fact satisfy Eq. (5) if the constant resulting from the 
second time derivative  2cZ is equal to the squared length of the vector k& ,  22 ck Z . 
  
Fig. 1: A homogeneous plane wave, polarized in the y direction and propagating in the x–z plane. Left: 
snapshot of the wave travelling in the direction of the arrow; right: components of the wave vector 
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Interpreting the result, the vector k
&
points in the direction of propagation of the plane wave 
oscillating at frequency Ȧ, its length k measures the phase shift per unit length in this direction. Since 
a phase shift of 2ʌ occurs over the free-space wavelength, we get the known relation 
 OS2 k . (7) 
k
&
is known as the wave vector. If the wave propagates at an angle ĳ with respect to a direction that we 
define to be the axial direction z, (see Fig. 1), we notice that the component of the wave vector in the z 
and x direction become  Mcoskkz   and  Msinkk  A , respectively. We have arbitrarily chosen 
the y direction to be the polarization of the field (the direction of E
&
), but in order not to limit the 
general validity we use the symbol A  for the transverse direction, which we understand is orthogonal 
to both the electric field and the axial direction. We also note that since the components of the wave 
vector Ak  and zk  are never larger than its length k, the wavelengths measured in those directions are 
always larger than or at least equal to the free-space wavelength.  
The resulting relationship between the components of the wave vector (see the right-hand side 
of Fig. 1) is 
   2222 zkkck   AZ , (8) 
a relationship which remains true for all hollow waveguides and allows one to calculate at a given 
frequency the propagation constant in the axial direction once the transverse components of the wave 
vector are known. 
We have also marked the zero-crossings of the electric field in the left plot of Fig. 1 with thin 
black lines; these describe the (plane) phase fronts of the wave; with the oscillation in time with 
frequency Ȧ, these fronts travel with a speed c in the direction of k& . The intersection of the phase 






ZM  , , (9)  
which is always larger than or at least (in the limiting case 0 M ) equal to the speed of light. 
RF cavities are linear and time-invariant (LTI) systems. The time invariance allows separating 
the time dependence out of Maxwell’s equations; linearity allows the application of linear 
superposition. We will apply superposition of waves in the following, but also superposition of 
oscillations at different frequencies is possible, which allows application of the very powerful concept 
of Fourier transforms. This in turn allows describing problems and their solutions alternatively in the 
frequency domain or in the time domain, whichever is more suitable for a given problem. 
Since we are now looking at oscillations at a single frequency, we do not need to carry the time 
dependence through the calculations at all — this is equivalent to looking at the Fourier component at 
frequency Ȧ. Furthermore, the oscillation at a fixed frequency is most conveniently described as a 
rotation in the complex plane, 
tjea Z , with a generally complex amplitude a . Complex algebra allows 
now all calculations with just complex amplitudes; the ‘real’ time-dependent quantity is then obtained 
at the end by multiplying the complex amplitudes with 
tje Z  and taking the real part. Phase 
relationships between different signals are then automatically taken care of. Another particular 




    {ww Zjt , (10) 
    d t
jZ{³ . (11) 
It should further be noted that, when using this complex notation, the propagation of a wave in a 





This will become useful when integrating the field along a particle trajectory with the correct 
consideration of the finite speed of the particle (see Section 3.3 below). 
2.2 Superposition of two homogeneous plane waves 
Now consider two plane waves, both polarized in the y direction as in the example above, propagating 
in the x–z plane, one at an angle +ĳ, the other at an angle íĳ with respect to the axial direction z, as 
sketched on the left of Fig. 2. The superposition of the two waves is sketched on the right-hand side; 
 
Fig. 2: The superposition of two plane waves. Left: two plane waves propagating at different angles; right: 
the superposition of these waves 
note that the superposition of the two plane waves results in a wave pattern that is now travelling in 
the z direction, while it forms a standing-wave pattern in the transverse x direction. It is not visible in 
the snapshot of Fig. 2, but can be demonstrated in the equations. The field of a single plane wave 
travelling in direction +ĳ is 
  xkzktE zy A v Zsin , (13) 
the one travelling at –ĳ is given by 
  xkzktE zy A v Zsin . (14) 
The superposition of these two terms, using the trigonometric addition formula, is 
    xkzktEE zyy A   cossin2 Z . (15) 
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As can be clearly seen from Eq. (15), the superposition has a standing-wave pattern in the transverse 
direction x, while the wave is travelling in the z direction with a phase velocity given by Eq. (9). 
2.3 From superposition of plane waves to waveguide modes 
We also see from the right-hand side of Fig. 2 and from the last term of Eq. (15) that we now have 
special transverse positions x where the electric field is always zero, i.e., the zeros of   0cos  Axk . 
At these positions x (the closest ones to the centre are at Ar kx 2S ) we might introduce a perfect 
conducting wall in the y–z plane without disturbing the field distribution. Figure 3 demonstrates this 
fact, showing the same field distribution as in Fig. 2, but with those boundaries inserted. With the 
distance a between these two boundaries, the transverse component can now only have discrete 
values, which are the integer multiples of aS . 
With our chosen y polarization for the electric field, we can also put perfectly conducting walls 
at any location const.y  , i.e., in the x–z plane. We have thus found valid, non-vanishing solutions of 
Maxwell’s equations inside a rectangular waveguide. Since there are many solutions to the equation  cos 0,k xA   there are many possible positions to put metallic walls in the transverse plane — they 
will have a different number of half-waves in the transverse direction. These different solutions are 
different waveguide modes.  
 
Fig. 3: Perfectly conducting boundaries can be inserted where the electric field 
is always zero; thus we have created a rectangular waveguide 
The above example chosen for illustration was a special case with a certain polarization of the 
electric field and using the superposition of just two homogeneous plane waves propagating in the x–z 
plane; the modes we obtained are referred to as TEn0-modes, where n denotes the number of half-
waves in the x direction. The TE10 mode of a rectangular waveguide has special importance since it 
has the lowest cutoff frequency; it is generally referred to as the fundamental mode. 
More general solutions can be found using other polarizations and/or the superposition of more 
than two plane waves. Also the choice of the angle ĳ to remain in the x–z plane was arbitrary. The 
principle, however, that waves in rectangular waveguides can be constructed by superposition of 
homogeneous plane waves can be generalized — the result of this generalization is sketched in Fig. 4; 
it shows the possible discrete values for transverse wave vectors as points; the propagation constant 
can now be determined graphically for any frequency using Eq. (8), which now, for the mode with 
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In Eq. (16), a and b denote the width and height of the rectangular waveguide, respectively. The points 
corresponding to the example illustrated above (the TEn0-modes) lie on the abscissa of this plot. The 
TE10 mode is the one closest to the origin, where |kx| = ʌ/a and ky = 0. For an arbitrary combination m 
and n, the points inside a circle of radius k will result in a positive 
2
zk (propagating mode), the ones 
outside result in a negative 
2
zk  (evanescent mode). Note that for frequencies f < c/2a (the lowest cutoff 
frequency), all modes are below cutoff (evanescent). Below this lowest cutoff frequency, waves 
cannot propagate in the waveguide. 
 
Fig. 4: Cut-off wave numbers can be represented as points in the kx–ky plane. Points inside the circle 
of radius k = Ȧ/c represent modes that can propagate, points outside are not propagating or 
evanescent 
The distribution of the electric field in the transverse plane of the first 12 modes (sorted by their 
cutoff frequency for an aspect ratio a/b = 2) in a rectangular waveguide is plotted in Fig. 5. Note that 
for TM modes the smallest possible index is 1. 
 
Fig. 5: The first 12 modes in a rectangular waveguide. The arrows of the electric fields are sketched 
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2.4 Circular waveguides 
The idea of superposition of two homogeneous plane waves can be extended to the superposition of 
infinitely many plane waves to get other field configurations, e.g., those of a circular waveguide. To 
construct the TM01 mode of a circular waveguide, for example, imagine again a plane wave as 
sketched in Fig. 1 above. Now consider y as the axial, x and z as transverse coordinates. Equivalent to 
Eq. (14), we write 
        MMZM sincossin xzktE y v  (17) 
for a wave travelling in direction ĳ with respect to the z direction. If we now express also the 
transverse coordinates z and x in cylindrical coordinates    -U-U sin,cos   xz , we get 
            M-M-UZM sinsincoscossin v ktE y . (18) 
If we now add (integrate) the contributions of plane waves propagating in all directions ĳ, we get 
       2 2
0 0
1 1
d sin cos d
2 2
yE t k
S SM M Z U M - M -S Sv   ³ ³ . (19) 
This latter integral is well known — it is defining the Bessel function of order zero: 
         2 0
0
1
sin cos d sin
2
t k J k t
S Z U I - I - U ZS     ³ . (20) 
Similar to Fig. 3 above, the result of this superposition is illustrated in Fig. 6. One now obtains a 
radial standing-wave pattern, described by the Bessel function  UkJ 0 . Just like the trigonometric 
functions,  UkJ 0  has zeros, so there exist radial positions where the electric field is always zero. At 
these radii, perfectly conducting boundary conditions may again be inserted without perturbing this 
field distribution — we have constructed a circular waveguide!  
 
Fig. 6: Bessel function J0(kȡ), which can be obtained by superimposing homogeneous 
plane waves. Metallic walls may be inserted where J0(kȡ) = 0 
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The superposition of plane waves was illustrated here for the special case of a wave polarized in 
axial direction and propagating in the transverse plane. This is — as was the example of the two waves 
in the rectangular waveguide above — a special case for the circular waveguide. Like for the 
rectangular waveguide many modes exist in round waveguides; they also are of the transverse electric 
(TE) and transverse magnetic (TM) type with respect to the axis, and they are also indexed with two 
numbers: the first for the azimuthal, the second for the radial ‘number of half-waves’. The difference 
is that the cutoff wave numbers in the case of a rectangular waveguide are integer multiples of a 
constant (since the zeros of the trigonometric or harmonic functions are harmonics), while the zeros of 
the Bessel function have non-harmonic ratios. The first five zeros of  xJ 0 , for example, are 2.40483, 
5.52008, 8.65373, 11.7915, 14.9309, ...; they determine the cutoff frequencies of the TM0n modes. For 
large n, the zeros can be approximated by  SF 410 | nn , so they become again ‘almost harmonic’. 
The cutoff wave numbers of TE modes in circular waveguides are calculated from the zeros not of the 
Bessel function itself, but of its derivative.  
The first of the zeros of the Bessel function and its derivative are marked in Fig. 7. Note that the 
lowest order mode in a circular waveguide is the TE11 mode.  
The equivalent of Eq. (16) in the case of circular waveguides is 
 
2
2 2 2 2 .mnz zk k k k
a
FA § ·   ¨ ¸© ¹  (21) 
where mnF  is the n-th zero of the Bessel function of order m in case of TM modes, or the n-th zero of 
the derivative of the Bessel function of order m in case of TE modes, a is the radius of the circular 
waveguide. 
The equivalent to the dashed circle in Fig. 4 now is the dashed vertical line in Fig. 7, 
representing a given value for ak ; the dots to the left of the vertical line are modes that can 
propagate, while the others require a negative 
2
zk  to satisfy Eq. (21), which leads to non-propagating, 
evanescent modes. 
 
Fig. 7: Cutoff wave numbers for modes in a round waveguide. Closed circles: 
TM-modes; open squares: TE-modes 
The field distributions (transverse electric field) of the six lowest order modes of a circular 
waveguide, again sorted by their cutoff frequencies, are plotted in Fig. 8. Please note that all modes 
with an azimuthal index 0zm appear twice; this corresponds to the two independent transverse 
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polarizations. Such a pair of modes corresponds to a double eigenvalue of the transverse wave 
equation, the two modes are said to be ‘degenerate’. Any polarization (linear, circular or generally 
elliptical) can be constructed as superposition of the two shown polarizations with different amplitudes 
and phases — any of those combinations have the same eigenvalue and the same mode index.  
Of particular interest amongst those modes in circular waveguides for accelerating cavities is of 
course the TM01 mode, since it is rotational symmetric and has an axial field on axis. A short piece of 
circular waveguide operated in this mode is in fact a simple form of an accelerating cavity as we will 
see below. 
 
Fig. 8: The first six modes in a circular waveguide. The arrows of the electric 
fields are sketched. Modes with azimuthal index 0zm  appear with two 
different polarizations, only one of which is shown 
Another set of modes of special interest, but this time for microwave power transport or for 
cavities optimized for storage of electromagnetic energy, are the TE0n modes, the first of which is the 
fourth mode shown above. These modes have no electric field at all at the metallic wall, which results 
in the interesting property that these modes have lower losses than any other mode. The TE01 mode is 
used for low-loss power transport through waveguides over large distances. Note that the TE01 mode is 
degenerate with the pair of TM11 modes. 
2.5 From waveguide to cavity 
Starting from a round waveguide, and here in particular with the TM01 mode, we can construct a 
cavity simply from a piece of waveguide at its cutoff frequency; this results in the fundamental mode 
of the so-called pillbox cavity, referred to as TM010 mode. The electric and magnetic field of the TM010 
mode are plotted in Fig. 9. The eigenfrequency of this mode is the cutoff frequency of the waveguide 
and thus independent of the cavity height h. There is no axial field dependence, indicated by the axial 
index 0. The fields of the TM010 mode in a simple pillbox cavity (closed at 0 z  and hz   and at 
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all other field components are zero. 01F  is the first zero of  xJ 0 , 01F  = 2.40483. Note that the axial 
field, which is relevant for acceleration, is oscillating in phase at all positions z, corresponding to an 
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infinite phase velocity in the axial direction. Note also that the electric and magnetic fields are out of 
phase by 90°, as indicated by the j in Eq. (22). 
  
Fig. 9: A simple pillbox cavity, showing the electric field vector (left) and the magnetic field vector (right) 
Other oscillation modes exist in a cavity formed by a piece of waveguide short-circuited at both 
sides; they are referred to as TMmnp and TEmnp modes; the two first indices indicate the waveguide 
mode as introduced above, the third index is the number of half-waves in the axial direction. Referring 
to Fig. 4, where we saw how the transverse boundaries allowed only discrete values for the transverse 
components of ,k
&
 the limitation also in the third direction allows only discrete values for the total 
vector k
&
, one might think of an extension of Fig. 4 to three dimensions. Discrete values of k
&
 of 
course mean discrete values of Ȧ — these are the eigenmodes of the cavity. 
The terms eigenmode and eigenfrequency stem from the fact that the mathematical problem to 
find non-vanishing solutions of Maxwell’s equations without excitation is an eigenvalue problem. In 
the more general case of a closed cavity of arbitrary shape, which cannot be generated simply by a 
piece of waveguide, the determination of the oscillation modes is more difficult and generally done 
with the help of numerical simulation programs, but the general principle remains.  
The cavities considered so far are entirely closed — this leaves no openings for the beam. 
Another possibility to create a cavity from a piece of waveguide is to provide perturbations in the 
waveguide cross section that lead to reflections of the waves; between two such perturbations, waves 
will be bouncing back and forth and thus equally form a cavity. As illustrated in Fig. 10, an oscillation 
mode forms between the two perturbations formed by the ‘notches’ in the cavity wall from the 
otherwise unperturbed TM01 waveguide mode. The signal flow chart below demonstrates how this 
oscillation mode forms between the two perturbations. The shown oscillation mode would be called 
the TM011 mode. 
Only a fraction of the forward-travelling wave is reflected from the perturbation on the right in 
Fig. 10, and only a fraction of the backward-travelling wave is reflected from the perturbation on the 
left. This means that there is energy ‘leaking’ from the oscillation mode by diffraction into the pipe; 
this power loss will lead to a damped oscillation, subject of the next section. Note, however, that 
cavities between discontinuities in the beam chamber can form also involuntarily in an accelerator 
pipe; they are sometimes referred to as ‘trapped modes’ and may lead to beam instabilities. So also 
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non-RF components installed in an accelerator need care, since they may deteriorate performance due 
to their possible cavity-like behaviour. 
 
Fig. 10: A circular waveguide with a propagating TM01 mode, perturbed by two notches 
3 Characterizing a cavity 
3.1 Stored energy 








2&³³³ P , the total 
energy stored is the sum of these two terms. As illustrated in Fig. 11, the energy is constantly 
swapping back and forth between these two energy forms at twice the RF frequency; while one is 
varying in time as sin2(Ȧt), the other one is varying as cos2(Ȧt), such that the sum is constant in time. 




 are exactly in quadrature, as we had already 
seen in Eq. (22) for the simple pillbox cavity. 
 
Fig. 11: Electric (top) and magnetic (bottom) stored energy in a cavity 
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3.2 Quality factor Q 
As we said before, if the RF cavity would be entirely closed by a perfect conductor and the cavity 
volume would not contain any lossy material, there would exist solutions to Maxwell’s equations with 
non-vanishing fields even without any excitation. These eigensolutions are the cavity (oscillation) 
modes introduced above. Each mode is characterized by its (eigen-)frequency and its characteristic 
field distribution inside the cavity.  
If, however, the cavity walls are made of a good rather than a perfect conductor, or if the cavity 
is open as in Fig. 10, modes still exist and are useful to characterize the cavity, but their 
eigenfrequencies will become complex, describing damped oscillations, so each mode will be 
characterized by its frequency and its decay rate. If the field amplitudes of a mode decay as 
te Dv , 
the stored energy decays as 
te D2v . The quality factor Q is defined as  









Here 0Z  denotes the eigenfrequency and W the stored energy. lossP
 
is the power lost into the cavity 
walls (or any other loss mechanism); it is equally the power that will have to be fed into the cavity in 
order to keep the stored energy at a constant value W. It is clear that the larger the Q, the smaller will 
become the power necessary to compensate for cavity losses. In other words, one can design the cavity 
to be operated at or near one of its eigenfrequencies (often the lowest order mode) and thus make use 
of the high Q by using the resonance phenomenon that will lead to large fields.  
3.3 Accelerating voltage 
We define the ‘accelerating voltage’ of a cavity (or more precisely of the considered cavity 
oscillation mode) as the integrated change of the kinetic energy of a traversing particle divided by its 
charge: 
   sBvEq
q
Vacc d
1 ³ff u &&& , (24) 
where ds denotes integration along the particle trajectory, taking the fields at the actual position of the 
particle at the time of passage. With the fields varying at a single frequency Ȧ and particles moving 
with the speed cE  in the z direction, this expression simplifies to  
   zezEV zcjacc dEZ³ff & . (25) 
The underscore denotes now that we understand the field as the complex amplitude of the field of the 
cavity oscillation mode. The exponential accounts for the movement of the particle with speed cE  
through the cavity while the fields continue to oscillate. It is clear that expression (25) is generally 
complex; the phase angle accounts for the phase difference between the RF field and the bunches of 
the passing beam; the complex amplitude is generally referred to as accelerating voltage.  
Trying to use a homogeneous waveguide for acceleration, we can use the expression (13) as the 
dominating term for the field in Eq. (25). Using in addition Eq. (9), the integral to calculate the 
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For this term not to vanish over large distances, the phase velocity of the mode Ȟĳ,z must be made equal 
to the speed of the particle beam, ȕc. Since, however, the phase velocity inside a waveguide is always 
larger than the speed of light, it is impossible to accelerate with a simple waveguide over large 
distances.  
3.4 Transit-time factor 
In our definition of the accelerating voltage, Eq. (25), we have accounted for the finite speed of the 
particles through the cavity. It thus includes already the so-called transit-time factor, which describes 
this effect alone. The transit-time factor T can be understood as accelerating voltage normalized to a 
‘voltage’   
   dE z zff³ & ,  
and is defined as 
   daccVT E z zff ³ & . (26) 
For the case of the simple pillbox cavity, in which the axial field is constant and in phase at 













F ¹¸·©¨§  (27) 
and is plotted in Fig. 12. The transit time is close to 1 for small gaps, and its first zero occurs if the 
particle’s transit time is equal to the RF period. 
 
Fig. 12: Transit-time factor for a simple pillbox cavity 
3.5 R-upon-Q, shunt impedance 
Since the energy W stored in the cavity is proportional to the square of the field (and thus the square of 
the accelerating voltage), it can be used to conveniently normalize the accelerating voltage; this leads 












describes what accelerating voltage can be obtained with which generator current. When setting the 
right-hand side of Eq. (30) equal to zero, we obtain an eigenvalue problem for Vacc — the eigenvalues 
are the zeros of  ZY  (or the poles of its inverse). The term proportional to Q is responsible for the 
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Fig. 14: Equivalent circuit of a resonant mode of a cavity 
When plotting the accelerating voltage versus frequency for different values of Q (Fig. 15), the 
resonance phenomenon becomes apparent. It is this phenomenon that allows developing large voltages 
with modest powers. Consequently one trend in RF technology development has been to optimize the 
Q of cavities by design. Superconducting (SC) RF cavities are pushing this trend to the extreme; Q’s 
in the order of 1010 are typical for SC cavities. Also normal-conducting cavities use high Q’s to 
minimize the power losses; the technically obtained values depend on frequency and size and are 
typically in the range of some 104.  
 
Fig. 15: Resonance behaviour of a cavity 
But high Q’s also have disadvantages. As can be seen in Fig. 15, a high Q leads to a very sharp 
resonance or a very narrow bandwidth resonator, which has to be tuned very precisely and may 
become very delicate and sensitive to error (machining tolerances, temperature, pressure, vibrations, 
etc.). A large stored energy will not allow for rapid changes of the field amplitude, frequency or phase. 
For a small ion synchrotron, for example, one may wish to apply RF with non-sinusoidal form and/or 
with rapidly varying frequency to the beam; these requirements call for cavities which either have a 
large instantaneous bandwidth (i.e., a low Q) or cavities that can be rapidly tuned. In these cases 
moderate or even extremely small Q’s can become optimum.  
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In addition to the fundamental mode, the field distribution of which is normally optimized for 
acceleration, other modes exist in the cavity, which can (and will) also interact with the particle beam. 
Even if not actively driven by an amplifier, these so-called higher order modes (HOMs) still present 
their impedance to the beam and may lead to instabilities and consequently have to be considered in 
the design. They are normally selectively coupled out and damped using external loads (HOM 
damper), thus reducing their Q. 
4 Multi-gap cavities 
4.1 How many gaps? 
As we could see in Fig. 13 above, the shunt impedance of a normal-conducting cavity cannot be 
VLJQLILFDQWO\ LQFUHDVHG $ IHZ 0ȍ FDQ EH REWDLQHG DIWHU FDUHIXO RSWLPLzation, the exact value will 
depend on the frequency range. Limited by the available RF power and the cavity, this sets an upper 
limit to the accelerating voltage; for larger voltages one has to increase the number of RF systems and 
the power accordingly.  
To introduce multi-gap cavities let us see what happens if one just increases the number of gaps, 
keeping the total power constant: consider n single-gap cavities with a shunt impedance R, as sketched 
in Fig. 16. The available power is split in equal parts and evenly distributed to the n cavities. 
According to Eq. (29), each cavity will produce an accelerating voltage of  2 /R P n , so with the 
correct phasing of the RF, the total voltage will be just the sum,  2acc nR PV  . If we now consider 
the assembly consisting of the n original cavities and the power splitter as a single cavity with n gaps, 
we notice that this new cavity has the shunt impedance nR; this is a significant increase. Consequently, 
by just multiplying the number of gaps, one can make much more efficient use of the available RF 
power to generate very large accelerating voltages. 
 
Fig. 16: Distributing a given power P to n cavities 
Instead of using n individual power couplers and a large power splitter, much more elegant 
ways of distributing the available RF power to many gaps have been invented — one can combine the 
individual gaps in one vacuum vessel and one can in fact use this vacuum vessel itself as a distributed 
power splitter, which leads to standing-wave or travelling-wave cavities.  
4.2 Travelling-wave structures 
In a travelling wave structure, the RF power is fed via a power coupler into one end of the cavity (see 
Fig. 17), flowing (travelling) through the cavity, typically in the same direction as the beam, creating 
an accelerating voltage at every gap. An output coupler at the far end of the cavity is connected to a 
matched power load. If no beam is present, the input power reduced by the cavity losses goes to the 
power load where it is dissipated. In the presence of a large beam current, however, a large fraction of 
the forward-travelling power can be transferred to the beam, such that a much smaller power comes 
through the output coupler.  
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Different from the homogeneous waveguide, where the phase velocity is always larger than the 
speed of light, the phase velocity inside a travelling-wave structure can by design be made equal to the 
speed of the particles at the operating frequency, i.e., the phase advance over a cell of length d is equal 
to 2ʌd/Ȝ for particles travelling with the speed of light; this allows acceleration over large distances. 
This is possible since travelling-wave structures are not homogeneous in the axial direction, but are 
periodic or almost periodic structures. Methods to analyse periodic structures have been developed for 
the analysis of periodic crystal lattices, looking at the wave function of electrons in a semiconductor 
for example. The result of such an analysis is the Brillouin diagram, which gives the ‘modes’ of the 
periodic structures; it shows the frequencies for given phase advances per cell. Like the frequency 
range below the lowest cutoff of a homogeneous waveguide, one finds frequency bands in which 
modes cannot propagate; for periodic structures they are referred to as stop-bands. In the pass-bands, 
where modes can propagate, the phase advance per cell varies from 0 to ʌ. One can read the phase 
velocity of the mode directly in the diagram since it is simply the ratio Ȧ/k.. Figure 18 shows the 
Brillouin diagram for a travelling-wave structure. The straight line indicates the speed of light, the 
intersections with the Brillouin curve indicate combinations of frequency and phase advance per cell 
where the particle beam is synchronous to the wave — the structure is designed to operate at one of 
these intersections. If this condition is satisfied, one can imagine the particles ‘surfing’ on this 
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In the field of particle accelerators the most common use of RF cavities is to
increase the particle velocity of traversing particles. This feature makes them
one of the core ingredients of every accelerator, and in the case of linear ac-
celerators they are even the dominant machine component. Since there are
many different types of accelerator, RF cavities have been optimized for dif-
ferent purposes and with different abilities, e.g., cavities with fixed or variable
RF frequency, cavities for short or long pulses/CW operation, superconduct-
ing and normal-conducting cavities. This lecture starts with a brief historical
introduction and an explanation on how to get from Maxwell’s equations to a
simple cavity. Then, cavities will be classified by the type of mode that is em-
ployed for acceleration, and an explanation is given as to why certain modes
are used in particular cavity types. The lecture will close with a comparison of
normal versus superconducting cavities and a few words on the actual power
consumption of superconducting cavities.
1 Introduction
1.1 Can we accelerate without cavities?
The first RF linear accelerator (linac) was proposed and tested by Rolf Wideröe in 1927/1928. He con-
nected a single drift tube between two grounded electrodes to an RF source, which delivered 25 keV at
a frequency of 1 MHz. In his experiment he accelerated potassium ions to an energy of 50 keV and thus
demonstrated the principle of RF acceleration. This meant that for the first time the maximum obtainable
energy of an accelerator was no longer limited by the electrostatic breakdown voltage of DC machines,
which were in operation at the time. With this principle it was now possible to multiply the available
voltage of an RF source VRF by the number of gaps N and thus to increase the maximum energy gain
∆E of a particle with charge q to
∆E = qNgapVRF . energy gain (1)
The principle was soon extended to 30 drift tubes and a 10 MHz RF source by Sloan and Lawrence
in 1931 to accelerate mercury ions to 1.26MeV.
The basic idea of the Wideröe’s linac is shown in Fig. 1. Subsequent drift tubes are connected to
opposite polarities of an RF source. This means that at a ‘frozen’ point in time every second gap has an
RF phase suitable for acceleration. The idea is that while the particles move from one gap to the next
the polarity of the RF source changes, so that particles always see an accelerating field in the gaps. In
order for this to work, the RF oscillations have to be in synchronism with the passage of the accelerated
particles. For a fixed RF frequency f this leads to the following condition for the distance ln between




, synchronism condition (2)
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Fig. 1: Principle of Wideröe’s RF linear accelerator: RF electric fields between drift tubes accelerate the particles
Even though the Wideröe linac revolutionized the acceleration of particles, its maximum energy
was still severely limited for two reasons: i) For higher velocities the length of the drift tubes has to
increase, which means that there was a natural ‘practical’ limit for these machines. Especially for light
ions or protons the drift tubes would simply become too long (see Fig. 2). One can solve this problem
by going to higher frequencies, but ii) since the accelerating structure is not enclosed by an electric
boundary, the operation at higher frequencies (> 10MHz) meant that the drift tubes were basically
becoming antennas. With increasing frequency they radiate more and more of the RF energy instead of



















Fig. 2: Gap distance for proton acceleration with a 10 MHz RF source
So the answer to the title of this section is “Yes, we can accelerate without cavities, but reaching
higher energies becomes very inefficient”. A solution was finally proposed by Louis Alvarez in 1946,
who put the Wideröe linac into a conducting cylinder. This solved the problem of radiated energy but
in addition to the synchronism condition of Eq. (2) one also has to make sure that each gap has the
same inherent resonant frequency, which is now determined by the diameter of the cylinder, the distance
between the drift tubes, and their diameter. Figure 3 shows the principle of the Alvarez linac and we can
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Fig. 3: Principle and field profile of an Alvarez linac
changes from gap to gap by π, in the Alvarez linac the field points in all gaps into the same direction.
This comes from the fact that the field direction is given by the lowest (in frequency) resonance, which
exists in the surrounding cylinder, and it turns out that for this mode the electric field points in the same
direction in all gaps. One speaks of a ‘zero-mode’ because of the zero phase difference between the gaps
(more on this later). Here synchronism with the RF demands that the RF phase changes by 2π while the
particles travel from one gap to the next.
The Alvarez linac became possible by the development of high-power, high-frequency RF ampli-
fiers. A technology that had just been invented during World War II to power radar systems. The typical
frequency of these early radars was 200 MHz and by coincidence this frequency results in reasonably
sized cylindrical resonators with a diameter of around 1 m. It is thus not by chance that most early linacs
operate at a frequency of 200 MHz.
1.2 Classification of cavities according to their application
1.2.1 Constant velocity, constant RF frequency
The simplest case is to accelerate constant-velocity particles. Since we usually try to accelerate particles
we can only speak of ‘constant velocity’ once we have ‘relativistic’ particles, meaning velocities close
to the speed of light with a relativistic β (v = βc, with c being the velocity of light) close to one
(e.g. β > 0.99). In this case there is no longer a need to adapt the RF frequency of a synchrotron
to the revolution frequency of the particles. In linear accelerators, which have by definition a fixed
RF frequency a high β means that the distance between accelerating gaps is no longer changing so
that one no longer has to adapt the design of the accelerating structure to the increasing particle speed.
For constant frequency and v = c we generally find the cavities with the highest accelerating fields
at the highest efficiencies. We can find these conditions in electron accelerators (linacs and circular
accelerators) already for energies below 1 MeV, in high-energy proton accelerators above several GeV,
and in ion accelerators for energies above 10s or even 100s of GeV (depending on the ion species).
1.2.2 Changing velocity, constant RF frequency
As in the previous case the advantage of having a fixed RF frequency lies in a simple RF system. Only
one type of RF power source is needed, and also the RF distribution system can be standardized. These
conditions are met in cyclotrons and in low-β ion and proton linacs, where the velocity of the particles is
increased along the acceleration cycle but where the RF frequency can be kept constant. In cyclotrons,
one typically uses single-cell cavities, avoiding any problems with synchronicity between subsequent
gaps of multi-cell structures. In linacs, however, where one aims to use multi-cell structures in order
to keep the overall linac length compact, it is necessary to adapt the gap distance to the velocity of the
CAVITY TYPES
279
particles. This condition leads to a large variety of cavities, which are each optimized for maximum
efficiency in their respective velocity ranges.
1.2.3 Changing velocity, variable RF frequency
These are the most demanding operating conditions for RF cavities, which have to be met in low-β
(ion/proton) synchrotrons and FFAGs. A change in RF frequency can be achieved by putting a mate-
rial with an adjustable permeability (typically ferrites) into a cavity. Owing to the high RF losses only
relatively small accelerating voltages (10s of keV) can be achieved in these cavities at rather poor effi-
ciencies. More details can be found in Ref. [1].
1.2.4 Non-accelerating cavities
Technically these cavities should be listed under Section 1.2.1 but since they are not used for acceleration
they deserve a special mention. The two main applications of non-accelerating cavities are i) RF deflec-
tion, and ii) RF bunching. RF deflection is used for instance for low-energy beam chopping systems,
where a transversely deflecting RF field removes parts of the regular bunch train. One such cavity is used
for instance at JPARC [2] and it is designed with a low quality factor in order to minimize the rise and
fall time to ≈ 10 ns. In the case of the JPARC linac, the bunches arrive with a distance of ≈ 3 ns, which
means that around three bunches are lost during the rise and fall time, respectively. Since the beam duty
cycle is not too high (1.25%) these losses are acceptable, while machines at higher intensity typically
use faster stripline choppers [3] in order to reduce the rise and fall time. Another application of RF
deflection are CRAB cavities [4], which are proposed to maximize the collision rate of colliding particle
beams, which are brought to collision under a certain angle. The third application for RF deflection is
the combination of two beams arriving at a certain angle into one common beam line, which is often
referred to as funnelling. In the most demanding funnelling mode bunches are interleaved one by one,
which means that the bunch repetition frequency doubles during this process.
Another application of non-accelerating cavities are bunching cavities, which are used to keep
bunches longitudinally confined during beam transport. In early accelerators bunchers were also used
to actually form bunches out of CW beams coming from a particle source. In modern linacs the job of
bunch-formation (and acceleration) is done by Radio Frequency Quadrupoles (RFQs).
Finally one should also mention the use of RF cavities for beam monitoring, which is covered by
Braun in lecture [5].
2 From Maxwell to RF cavities
The basics of RF are the subject of several lectures of this school so we will review only the main
equations, which are important to understand the principle of RF cavities. The starting point for all RF
problems are Maxwells’s equation, which we quote here in their differential form.




∇ ·D = qv
∇ ·B = 0
Maxwell’s equations (3)
These equations can be solved for instance in cylindrical coordinates (r, ϕ, z) for the electric
and magnetic field components. The simplest solution having an axial electric field is the so-called
TM01 wave (the nomenclature of waves/modes will be explained in Section 3.2), which consists of radial
and longitudinal electric field components and an azimuthal magnetic field component. All other field
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TM01 mode in cylindrical
coordinates
(4)
where E0 is the amplitude of the electric field, j indicates imaginary parts, J0 and J1 are Bessel functions
of the first kind of zeroth and first order, ω = 2πf is the angular frequency, k is the wave number, kz the
















In the form in which Eq. (4) is written we have already anticipated a cylindrical boundary condi-
tion, which we assume as a perfectly conducting pipe with the radius a. This boundary forces Ez = 0 at
r = a (which means J0(kca) = 0) and leads to a certain cut-off wave-length λc below which, all waves
will be damped exponentially. Only waves with shorter wave-length, or a frequency above the cut-off
frequency ωc can propagate in the pipe undamped. The relations between cut-off wave-length, cut-off
wave-number kc, and the propagation constant kz of the wave are:
λc ≈ 2.61a,
k2z = k

















and the propagation constant of Eq. (6) one can establish a dispersion relation between the angular










c2 dispersion relation (8)
which can be plotted in the form of the so-called Brioullin diagram (see Fig. 4).
From the dispersion relation and the Brioullin diagram one can see that
– each frequency corresponds to a certain phase velocity,
– the phase velocity v2ph = c2
ω2
ω2−ω2c is always larger than the speed of light,
– at ω = ωc the propagation constant kz goes to zero and the phase velocity vph = ω/kz becomes
infinite,
– it is impossible to accelerate particles in a circular waveguide because synchronism between the













Fig. 4: Brioullin diagram for wave propagation in a cylindrical pipe
– information and therefore energy travels at the speed of the group velocity vgr =dω/dkz , and is
always slower than the speed of light.
2.1 Travelling wave cavities
In order to use some kind of cylindric wave-guide to accelerate particles, the phase velocity in the struc-
ture needs to be slowed down. This can be achieved by putting some ‘obstacles’ into the wave-guide.





Fig. 5: Simple geometry of a travelling wave structure
Since the electromagnetic wave is ‘travelling’ through the structure, one speaks of ‘travelling
wave’ structures in contrast to ‘standing wave’ structures, which will be introduced in the following
section.
In standard accelerator text books (e.g., Wangler, see Bibliography) one can find the dispersion




















The dispersion relation (9) is plotted in Fig. 6 and one can see that there are indeed modes (in this
example: 2π/3 < kzL < π) with a phase velocity equal to or even lower than the speed of light. It
should be noted that for different geometries it is possible to have a different range of modes. When a
structure operates in the 2π/3 mode it means that the RF phase shifts by 2π/3 per cell, or in other words
















Fig. 6: Dispersion diagram for a disc-loaded travelling wave structure. Here the chosen operating point is v ph = c
and kz = 2π/3L
By attaching an input and output coupler to the outermost cells of the structure we obtain a usable
accelerating structure. Since the particles gain energy in every cell, the electromagnetic wave becomes
more and more damped along the structure, extracted via the output coupler, and then dumped in an RF
load. If one is interested to have the maximum possible accelerating gradient in each cell, then one can
counteract the decreasing fields by changing the bore radius from cell to cell. The idea is to slow down
the group velocity from cell to cell and to obtain a ‘constant gradient’ structure, rather than a ‘constant
impedance’ structure where the bore radii are kept constant. Other optimizations, e.g., for maximum
efficiency are also possible.
2.2 Standing wave cavities
One obtains a cylindrical standing wave structure by simply closing both ends of a circular wave guide
with electric walls. This will yield multiple reflections on the end walls until a standing wave pattern is
established. Owing to the additional boundary conditions in the longitudinal direction, we get another
‘restriction’ for the existence of electromagnetic modes in the structure. While the longitudinally open
travelling wave structure allows all frequencies and cell-to-cell phase variations on the dispersion curve,
now only certain ‘loss-free’ modes (still assuming perfectly conducting walls) with discrete frequencies
and discrete phase changes can exist in the cavity. If one feeds RF power at a different frequency, then
the excited fields will be damped exponentially (for the experts: strictly speaking this statement is only
true if we assume zero bandwidth of the modes), similar to the modes below the cut-off frequency of a
wave-guide.
The corresponding dispersion relation for standing wave cavities can again be found in textbooks
(Wangler or also Ref. [6]). However, one should pay attention as to whether the structure under consid-
eration has magnetic cell-to-cell coupling or electric cell-to-cell coupling and which kind of end-cell is
used for the study. The most common form of the dispersion relation is derived from a coupled circuit
model with N + 1 cells. Usually the model has half-cell terminations on both sides of the chain, which
practically represents the behaviour of an infinite chain of electrically coupled resonators (compare with





1 + k cos (nπ/N)





Assuming an uneven number of cells, ω0 is the frequency of the π/2 mode. A more general definition is
to say that ω0 is the frequency of the uncoupled single cells. k is the cell-to-cell coupling constant, and





. coupling constant (12)
Two characteristics of the dispersion curve are worth noting: i) the total frequency band of the
mode ωπ−mode − ω0−mode is independent of the number of cells, which means that we can determine
the cell-to-cell coupling constant by measuring the complete structure (only true if all coupling constants
are equal); ii) for electric coupling the 0-mode has the lowest frequency and the π-mode has the highest
frequency. In case of magnetic coupling this behaviour is reversed and one can find the corresponding
dispersion curve by changing the sign before the coupling constant in Eq. (11).
In Fig. 7 we plot the dispersion curve for a seven-cell (half-cell terminated) magnetically coupled






Fig. 7: Dispersion diagram for a standing wave structure with seven magnetically coupled cells
In practice one usually has cavities with full-cell termination, and in this case one has to detune
the frequency of the end cells to obtain a flat field distribution in the cavity [8]. In this case one can have
a flat field distribution for the 0-mode or the π-mode but not for both at the same time because the end
cells have to be detuned by a different amount [9].
2.3 Standing wave versus travelling wave
The principal difference between the two types of cavity is how and how fast the cavities are filled with
RF power. Travelling wave structures are filled ‘in space’, which means that basically cell after cell is
filled with power. For the following estimations we consider a frequency range in the 100s of MHz: the
filling of a travelling wave structure typically takes place with a speed of approximately 1–3% of the
speed of light and results in total filling times in the sub-microsecond range. Standing wave structures on
the other hand are filled ‘in time’: the electromagnetic waves are reflected at the end-walls of the cavity
and slowly build up a standing wave pattern at the desired amplitude. In normal-conducting cavities this
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process is typically in the range of 10s of microseconds. In superconducting cavities the filling process
can easily go into the millisecond range (depending on the required field level, the accelerated current,
and the cavity parameters). This means that for applications that require very short beam pulses (< 1µs)
travelling wave structures are much more power efficient. For longer pulses (> n×10µs) both structures
can be optimized to similar efficiencies and cost. Since one can have extremely short RF pulses in
travelling wave structures, one can obtain much higher peak fields than in standing wave structures. This
is demonstrated by the CLIC [10] accelerating structures, which have reached values of ≈ 100MV/m
(limited by breakdown of the electric field), while the design gradient for the superconducting (standing
wave) ILC [11] cavities is just slightly above 30 MV/m (generally limited by field emission, and quenches
caused by peak magnetic fields).
Travelling wave structures can theoretically be designed for non-relativistic particles. In existing
accelerators, however, they are mostly used for relativistic particles. Low-beta acceleration is typically
performed with standing wave cavities.
For lack of an obvious criterion (other than the pulse length, or particle velocity), one has to do
the optimization and cost exercise for each specific application in order to decide which structure is more
efficient. Two excellent papers [12, 13], which perform this exercise can be used as reference.
3 Cavity types classified by electromagnetic modes
3.1 TM mode cavities
Resonating cavities can be represented conveniently by a lumped element circuit of an inductor (storage
of the magnetic energy) and a capacitor (storage of electric energy). Looking at Fig. 8 one can easily
imagine how the lumped circuit can be transformed into a cavity.
Fig. 8: Transition from a lumped resonating circuit to a resonating cavity
The simplest case is the so-called pill-box cavity, which is nothing else than an empty cylinder
with a conducting surface. The simplest mode in this cavity is the so-called TM010 mode, which has
zero full-period variations in the azimuthal direction (ϕ), one ‘zero’ of the axial field component in the
radial direction (r), and zero half-period variations in the longitudinal (z) direction. We can derive its
field equations from the TM01 field components of the circular wave-guide in Eq. (4) simply by doing
the following:
– zero field variation in longitudinal direction means: kz = 0⇒ k = kc;
– in standing wave cavities the term ‘cut-off’ frequency does not really make sense, so we replace the
expression kc by kr, indicating that we do have a radial dependency of the axial field component,
which can also be interpreted as a radial wave-number;
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– instead of having only one wave travelling in the positive z direction, we now have one backward
and one forward travelling wave, so we replace in the E field terms: ejωt by ejωt + e−jωt =
2cos ωt;
– we do the same for the H field term, but here we have to consider that owing to the direction of
propagation, the electric and magnetic field are 180◦ out of phase, which means that we replace
ejωt by ejωt − e−jωt = 2j sinωt;
then we re-normalize E0 and arrive at
Er = 0,




TM010 mode in a pill-box
cavity (13)
Since there is no field dependency on z and ϕ, the frequency of the pill-box cavity is only deter-
mined by its radius r = Rcav and can be written as




angular frequency of pill-box
cavity (14)
The electric and magnetic field pattern of the TM010 mode can be seen in Fig. 9.
Fig. 9: Electric (left) and magnetic (right) fields in a pill-box cavity
If one makes a hole on each side of the cavity then particles can travel along the cavity axis in
the z-direction. However, to increase the acceleration efficiency in normal-conducting standing wave
cavities one introduces some kind of ‘nose cone’ on each side of the accelerating gap, which leads to
geometries as shown in Fig. 10.
These ‘noses’ concentrate the electric field on the beam-axis by increasing the capacitance in this
area. At the same time the gap is shortened, which means that the transit time factor increases. For
the definition of the transit time factor please consult Ref. [14]. Another advantage of increasing the









Fig. 10: Electric (left) and magnetic (right) fields in a ‘pill-box-type’ cavity with nose cones
the inductance has to be lowered to maintain the resonant frequency. Reducing the inductance basically
means reducing the volume of the stored magnetic energy and thus having a smaller overall cavity size.








H · dl .
The magnetic flux ψ is calculated via the surface integral of the magnetic field which penetrates the
cross-section of the cavity as shown in Fig. 10. The electric current is flowing on the inner surface of the
cavity, thus we can calculate it via a closed line integral around the cavity shape of Fig. 10. This means
that reducing the cross-section of the cavity will reduce the surface which is penetrated by magnetic field
lines and thus we obtain a smaller inductance. One can also say that the inductance goes down because
the amount of stored magnetic energy is reduced for a smaller cavity radius.







E · dl .
In the case of a classic plate capacitance the stored charge Q is given by the surface integral
enclosing one of the capacitor plates with the normal vector of the surface pointing in the same direction
as the electric field lines ending (or starting) on the plate. In the case of the cavity in Fig. 10 we have to
integrate along the surface of one half-cavity. The voltage V is then simply the line integral along the
electric field lines between the noses of the cavity.
Another method to determine the capacitance and inductance of a cavity is the following: for an
arbitrary cavity shape that one has simulated with any 2D or 3D simulation code one can determine C
and L of a particular cavity mode from its (R/Q) value and the frequency by using













Even though we have changed the field pattern in the cavity (the electric field is no longer parallel




3.2 Nomenclature of electromagnetic modes
The definition of modes is generally done according to the following rules:
TMmnp or Emnp modes
– magnetic field components only in transverse direction (TM — transverse magnetic),
→ no longitudinal magnetic field component (Bz = 0),
→ non-vanishing longitudinal electric field component (Ez = 0);
TEmnp or Hmnp modes
– electric field components only in transverse direction (TE — transverse electric),
→ no longitudinal electric field component (Ez = 0),
→ non-vanishing longitudinal magnetic field component (Bz = 0).
In cylindrical coordinates the indices m, n, p are:
m number of full-period variations of the field components in the azimuthal direction, in cylindrical
resonators this means: E, B ∝ cos(mϕ) or sin(mϕ);
n number of zero-crossings of the longitudinal field components in the radial direction, in cylindrical
resonators this means: Ez , Bz ∝ Jm(xmnr/Rc), xmn are the zeros of the Jm;
p number of half-period variations of the field components in the longitudinal direction, in cylindri-
cal resonators this means: E, B ∝ cos(pπz/l) or sin(pπz/l).
Some typical examples of TM mode cavities are shown in Fig. 11.
Fig. 11: Typical TM mode cavities, from left to right: Drift Tube Linac (DTL), Cell-Coupled Drift Tube Linac
(CCDTL), Cell-Coupled Linac (CCL), superconducting elliptical cavities
3.3 TE mode cavities
TE or H mode cavities are an interesting species, because by definition TE modes do not have a longitu-
dinal electrical field component, which could be used for acceleration. On the other hand, these modes
have much lower surface losses than TM modes because there is less magnetic field on the circumference
of the cavity (close to the conducting walls). Less magnetic field means less surface current and hence
lower losses on the inner surface of the cavity. To use the advantage of lower losses the electric field
lines of the TE modes are ‘bent’ in such a way that we get an axial electric field component, which can
be used for acceleration. This is usually done by introducing drift tubes as shown in Fig. 12.
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Fig. 12: Commonly used TE mode cavities, left: TE110 (interdigital TE mode), right: TE210 (crossbar TE mode)
[15]
Strictly speaking these modes are no longer pure TE modes because we now have a longitudinal
electric field on axis. The dominant field distribution, however, remains that of a TE mode, which means
that one can take advantage of the low losses on the inner surface. The design of TE mode cavities is
further complicated by the fact that a transverse electric field cannot exist parallel to the end walls of a
conducting cavity. By definition electric field lines can only have a normal orientation with respect to
conducting surfaces, which means that the end-cells of TE mode cavities need a special design effort
to allow for the existence of a TE mode within the cavity (see Fig. 13). As a consequence TE mode
Fig. 13: Crossbar H-mode cavity design example [16]
cavities can only make use of their lower surface losses if they consist of many cells per cavity. If we
compare a typical shunt impedance curve for TE mode structures with traditional TM mode cavities
(see Fig. 14), we can see that the advantage of lower shunt impedance only persists at low energy (for
protons approximately below 20 MeV–30 MeV, [17]). Since at low energy space-charge forces usually
enforce short transverse focusing periods, it is difficult to have a large number of accelerating cells per
cavity. This problem was solved rather elegantly by the invention of the KONUS (KOmbinierte NUll
grad Struktur, [18]) beam dynamics principle, which reduces the transverse RF defocusing and which
made it possible to have longer transverse focusing periods. This principle was applied successfully
to several low-duty-cycle heavy-ion accelerators, for instance Linac3 [19] and REX-ISOLDE [20] at
CERN. Up to now TE mode cavities in combination with the KONUS beam dynamics have not been
used in high (average) beam power applications, where beam loss is a potentially performance limiting
issue. At present several design proposals have been submitted for high-beam-power applications.
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Fig. 14: Shunt impedance comparison for various normal-conducting structures [17]
3.4 TEM mode cavities
The frequency of the accelerating modes used in TE and TM mode cavities is related to the transverse
dimensions of these cavities and the capacitance between the drift tubes or nose cones. As a conse-
quence, practically usable dimensions are related to a certain frequency range, which typically starts at
around 100 MHz and extends up to 10s of GHz for travelling wave structures. Lower frequencies yield
prohibitively large cavities, and higher frequencies impose unrealistically tight tolerances on beam steer-
ing, alignment, and mechanical construction. An example of a very low frequency cavity is shown in
Fig. 15, which depicts a 50 MHz cyclotron cavity used at PSI in Switzerland [21]. The cavity is 5.6 m
long, provides an accelerating voltage of 1 MV and weighs 25 tons.
For certain applications, such as small- to medium-sized synchrotrons, one needs frequencies in
the MHz range, and it is clear that TM or TE-mode cavities would become excessively large. Here
one can make use of TEM cavities, were the RF frequency is no longer determined by the transverse
dimensions of the cavity but rather by its length. A typical example is a coaxial cavity as shown in
Fig. 16, where the length of the cavity equals one half of a wave-length in longitudinal direction.
Instead of using an electric wall as boundary condition on both sides of the cavity one can also
use an ‘open’ boundary on one end of the cavity. This has the benefits of i) shortening the length of the
cavity to a 1/4 wave-length, and of ii) bending the electric field lines into the direction of the cavity axis
so that one can accelerate particles along the cavity axis (direction A in Fig. 16). In addition to direction
A one can also accelerate in direction B, which requires a tight synchronization between the particles
and the RF. Direction A is typically used in normal-conducting synchrotron cavities, while direction B is
often used in normal and superconducting Quarter-Wave and Half-Wave Resonators (QWR and HWR)
in low-frequency ion linacs. Quarter-wave cavities are of course no longer real TEM cavities, but since
they originate from a TEM mode the classification seems somewhat justified.
In the case of synchrotron cavities one often fills part of the volume between inner and outer
conductor with a dielectric or magnetic material as shown in Fig. 17. Both material types will shorten
the cavity because of their dielectric/magnetic material constants. Magnetic materials like ferrites have
the added advantage that the frequency of the cavity can be changed by the application of external fields.
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Fig. 15: PSI cyclotron TM-mode cavity working at 50.6 MHz [21]
Fig. 16: Left: coaxial 1/2 wave cavity, right: 1/4 wave cavity
Because of the losses in the material the quality factor Q becomes very low, which means that only a
small amount of energy is stored in the cavity enabling a fast frequency change. These cavities can thus
be used in low-energy synchrotrons as outlined in Section 1.2.3.
An interesting variant of a TEM cavity, which is in fact difficult to identify as such, is called a
‘spoke cavity’ [23]. It consists of 1 . . . n stacked half-wave cavities, with the inner conductor (the spoke)
being rotated by 90◦ from cell to cell. Figure 18 shows an example of a triple spoke cavity developed at
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Fig. 17: Left: principle of ‘filled’ Quarter-Wave Resonator, right: actual cross-section of a 13-20 MHz cavity in
the CERN PS [22]
Forschungszentrum Jülich [24]. At first sight spoke cavities are very similar to crossbar H-mode cavities
Fig. 18: Triple-spoke cavity developed at FZJ [24]
as in Fig. 13, and even the field distribution does not show striking differences. Nevertheless, the modes
in both cavities are quite different: in the H-mode cavities the ‘bars’ are quite thin in order not to disturb
too much the H-mode, which is determined mainly by the diameter of the cavity. In spoke cavities the
field distribution is determined mainly by the spokes, which represent sections of short-circuited coaxial
resonators, hence they are very ‘thick’ in comparison to the H-mode cavities. Another difference is the
presence of the modified end-cells in the H-mode cavities, which are needed to make the existence of
H-modes in cylindrical cavities possible. The ‘nose-cones’, in the spoke cavity end-walls are introduced
to optimize the transit time factor, but they are not needed to establish the desired field distribution.
Even though many prototypes of spoke cavities have already been built, they have not yet been used in
an actual accelerator. Several projects, however, have foreseen them in the low-energy parts of ion and
proton accelerators, and we should soon see the first spoke cavities in operation.
4 Normal versus superconducting cavities
When considering normal or superconducting cavities for a particular application one should keep in
mind that superconducting does not automatically mean better or more efficient than normal-conducting.
There are many instances where normal-conducting cavities can not only be more efficient but can also
reach higher gradients than superconducting cavities. The purpose of this section is to highlight the
different design approaches for both cavity types and to give some guidelines on efficiency as a function
of the operational parameters.
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4.1 Design of normal and superconducting cavities
In Fig. 19 we can see two cavity shapes, which can be regarded as representative of normal and supercon-
ducting cavities. From the different shapes one can see that the criteria to optimize the cavity geometry
must have been quite different and in this section we will see why that is so.
Fig. 19: Left: normal-conducting cavity with nose cones, right: superconducting elliptical cavity
The efficiency of any cavity is given by the ratio of the (average) power, which is is used to







. efficiency of cavities (16)
To calculate the average power which is lost in the cavity walls we first need the instantaneous








From this definition it is clear that a high effective shunt impedance ZT2 will minimize the power
loss and thus normal-conducting cavities usually have nose cones, which increase the transit time factor
and which increase the peak fields around the axis. In the design process one generally increases the
peak fields in the nose area up to the highest viable value, in order to obtain a high shunt impedance.
The limits of peak fields are qualified according to a definition from 1957, where Kilpatrick [25]
defined the maximum achievable field in vacuum as a function of frequency as
f [MHz] = 1.64E2ke−8.5/Ek , Ek in [MV/m]. Kilpatrick limit (18)
In modern cavities, however, one surpasses this limit by a certain ‘bravery factor’ b: Esurf =
b ·Ek, which is usually between 1 and 2 (one speaks of units of ‘Kilpatrick’) for most normal-conducting
cavities. Surpassing the Kilpatrick limit became possible by having better vacuum and cleaner surfaces
on the inside of the cavities. For frequencies above 1 GHz and for very short pulses the Kilpatrick
limit has basically lost its importance because the maximum achievable fields are governed by different
phenomena.
In superconducting cavities the situation is different. The instantaneous power delivered to the
beam is for most applications much higher than the surface losses (Pbeam ≪ Pd). Since the surface
losses are so small it becomes possible to use cavities with very high accelerating gradients, since the
RF system is no longer limited by losses, which rise quadratically with the cavity voltage [see Eq. (17)].
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So instead of optimizing for high shunt impedance one now optimizes the cavity shape for low ratios of
Epeak, surf/Eacc and Bpeak, surf/Eacc, which explains the elliptical cavity shape of basically all high-
gradient superconducting cavities, which are used for highly relativistic particles. Nose cones would
increase the peak fields, so instead one tries to minimize the peak fields on the inner surface. In the case
of elliptical cavities for particles close to the speed of light (β = 1), one can achieve a minimum ratio of
peak surface field to accelerating field of Epeak, surf/Eacc ≈ 2.
Apart from the RF power, one also has to consider the cryogenic power needed to cool the surface








In order to reduce the cryogenic power one can change the quality factor Q0 of the cavity by
optimizing the cryogenic temperature for the required operational parameters.
4.2 Superconducting cavities in pulsed operation
At first sight superconducting cavities seem extremely attractive because their high Q0 values in the
range of 109 to 1010 (instead of ≈ 104 for normal-conducting cavities) basically reduce the surface
losses down to almost zero. Having a high Q0, however, not only means having low surface losses but it





which has to be put into the cavity before the arrival of the beam. In other words superconducting cavities
often have a long ‘filling time’, which means that the RF pulse length has to be considerably longer than
the actual beam pulse length. As a consequence the efficiency of the RF system is reduced! In the
following you will find some formulae that allow a quick calculation of the extra power which is needed
to operate superconducting cavities in pulsed mode (taken from Ref. [26]).








ω0 · Pbeam/Pd ,
filling time constant in
superconducting cavities (21)
where Ql is the quality factor of the loaded cavity (‘loaded’ with the beam and coupled to a wave-guide)
and β is the coupling factor of the power coupler (not to be confused with the relativistic β, which
defines the velocity of the beam). Please note that some authors define the filling time as τl = 2Ql/ω0.
In the above formula we have used the following simplification that can only be used for superconducting
cavities:











Pbeam = IbeamVacc cosφs power given to the beam (23)






filling time constant in
superconducting cavities (24)
which allows us to calculate the cavity voltage profile during the filling process.






. cavity voltage during filling (25)
Equation (25) also allows us to calculate the total filling time for a superconducting cavity. To
do this we assume that the generator delivers exactly the voltage needed to establish the desired cavity
voltage as
t = τl ln(4).
total filling time of a
superconducting cavity (26)
In a real set-up the RF source will usually have some power margin allowing for a faster filling
time (but still needing the same amount of energy to fill the cavity). The reflected voltage during the
filling process is determined by Vc(t) = V0 + Vr(t), where V0 stands for the nominal cavity voltage.







. reflected voltage during filling (27)
During the passage of the beam the voltage remains constant at the nominal value until it is
switched off immediately after the last bunch has left the cavity. From that point onwards the cavity
voltage decays according to
Vc, decay(t) = V0 · e−
t
2τl . cavity voltage decay (28)
Using Eqs. (27) and (28) we can plot the voltage profile in a superconducting cavity for one beam























Fig. 20: Voltage profile in a superconducting cavity for one beam pulse
With the above formulas we can now calculate the ‘wasted’ RF energy, which is needed for each
pulse to fill the cavity, and also the total cryogenic energy, which is needed to cover the surface losses
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for filling, beam pulse, and decay of the fields in the cavity.
We start with the ‘wasted’ RF energy, for which we use the total filling time (26) to integrate over
the reflected power [square of Eq. (27)] during filling of the cavity:









= Pgen · τl (ln(4)− 1)︸ ︷︷ ︸
≈0.39
.
RF energy reflected during
filling of a superconducting
cavity
(29)
In the same way we can calculate the amount of energy that is reflected during the decay of the
electromagnetic fields:







τl = Pgen · τl. RF energy reflected during in
a superconducting cavity (30)
If we want to calculate the power needs for the cryogenic system, we need to integrate over the RF



















filling of a superconducting
cavity
(31)








= Pd, steady state · τl.
energy dissipated during field
decay in a superconducting
cavity
(32)
Taking into account the extra time needed to fill the cavities (τl ln(4)) and the power dissipated on
the cavity surface during filling and decaying of the fields we can calculate the effective duty cycles for
the RF system and the cryogenic power needs by adding up the
Dbeam = frep · tbeam,
Dgenerator = frep · (1.39τl + tbeam) ,





To demonstrate the impact of filling and decay times on the various duty cycles we use the expected
cavity parameters of the SPL [27] as given in Table 1 and calculate the various duty cycles:
τl = 0.27 ms










∗ assuming a generator power that exactly covers the power needs during the beam passage
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beam current (average pulse current) 40 mA
synchronous phase −15◦
beam pulse length 0.4 ms
repetition rate 50 Hz
We can see that the filling of the cavities and the subsequent decay of the fields basically double
the duty cycles for the RF and the cryogenic system. So despite the fact that the surface losses are
negligible compared to the beam power, we are ‘wasting’ ≈ 50% of the RF power and we also have to
provide a cryogenic infrastructure to run the cavities (to cool 1 W at 2 K we need approximately 750 W of
compressor power). The actual duty cycles are of course highly dependent on the desired cavity voltage
and the time structure of the pulses, which means that for each particular application one has to look
very carefully at the operational needs in order to decide whether it is more economical to use normal or
superconducting cavities. In addition one should consider the increased R&D time for superconducting
cavities and their increased need for inter-cavity space before coming to a decision.
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Abstract
Ferrite cavities are used in synchrotrons and storage rings if the maximum
RF frequency is in the order of a few MHz. We present a simple model for
describing ferrite cavities. The most important parameters are defined, and the
material properties are discussed. Several practical aspects are summarized,
and the GSI SIS18 ferrite cavity is presented as an example.
1 Introduction
The revolution frequency of charged particles in synchrotrons or storage rings is usually lower than
10 MHz. Even if we consider comparatively small synchrotrons (e.g., HIT/HICAT in Heidelberg, Ger-
many, or CNAO in Pavia, Italy, of about 20–25m diameter, both used for tumour therapy), the revolution
time will be greater than 200 ns since the particles cannot reach the speed of light. Since, according to
fRF = h · frev,
the RF frequency is an integer multiple of the revolution frequency, the RF frequency will typically be
lower than 10 MHz if only small harmonic numbers h are desired. For such an operating frequency, the
spatial dimensions of a conventional RF resonator would be far too large to be used in a synchrotron. One
way to solve this problem is to reduce the wavelength by filling the cavity with magnetic material. This
is the basic idea of ferrite-loaded cavities [1]. Furthermore, this type of cavity offers a simple means to
modify the resonant frequency in a wide range (typically up to a factor of 10) and in a comparatively short
time (typically at least 10 ms cycle time). Therefore, ferrite cavities are suitable for ramped operation in
a synchrotron.
Owing to the low operating frequencies, the transit-time factor of traditional ferrite-loaded cavities
is almost 1 and therefore not of interest.
2 Permeability of magnetic materials
In this article, all calculations are based on permeability quantities µ for which
µ = µrµ0
holds. In material specifications, the relative permeability µr is given which means that we have to
multiply with µ0 to obtain µ. This comment is also valid for the incremental/differential permeability
introduced in the following.
In RF cavities, only so-called soft magnetic materials which have a narrow hysteresis loop are of
interest since their losses are comparatively low (in contrast to hard magnetic materials which are used
for permanent magnets1).
Figure 1 shows the hysteresis loop of a ferromagnetic material. It is well known that the hysteresis
loop leads to a residual induction Br if no magnetizing field H is present and that some coercive
magnetizing field Hc is needed to set the induction B to zero.
Let us now assume that some cycles of the large hysteresis loop have already passed and that
H is currently increasing. We now stop increasing the magnetizing field H in the upper right part of









Fig. 1: Hysteresis loop
the diagram. Then, H is decreased by a much smaller amount 2 · ∆H , afterwards increased again by
that amount 2 · ∆H , and so forth2. As the diagram shows, this procedure will lead to a much smaller





which describes the slope of the local hysteresis loop. It is this quantity µ∆ which is relevant for RF
applications. One can see that µ∆ can be decreased by increasing the DC component of H . Since H is
generated by currents, one speaks of a bias current that is applied in order to shift the operating point to
higher inductions B leading to a lower differential permeability µ∆.
If no biasing is applied, the maximum µ∆ is obtained which is typically in the order of a few
hundred or a few thousand times µ0.
The hysteresis loop and the AC permeability of ferromagnetic materials can be described in a phe-
nomenological way by the so-called Preisach model which is explained in the literature (cf. [2]). Un-
fortunately, the material properties are even more complicated since they are also frequency-dependent.
One usually uses the complex permeability
µ = µ′s − jµ′′s (1)
in order to describe losses (hysteresis loss, eddy current loss and residual loss). The parameters µ′s and
µ′′s are frequency-dependent. In the following, we will assume that the complex permeability µ describes
the material behaviour in rapidly alternating fields as does the above-mentioned real quantity µ∆ when a
biasing field Hbias is present. However, we will omit the index∆ for the sake of simplicity.
2The factor of 2 was assumed in order to have the same total change of 2 ·∆H as in the equation HAC(t) = ∆H cos ωt
which is usually used for harmonic oscillations.
3In a strict sense, the differential permeability is the limit µ∆ = dBdH for∆H,∆B → 0.
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3 Magnetostatic analysis of a ferrite cavity
Figure 2 shows the main elements of a ferrite-loaded cavity. The beam pipe is interrupted by a ceramic
gap. This gap ensures that the beam pipe may still be evacuated but it allows a voltage Vgap to be induced
in longitudinal direction. Several magnetic ring cores are mounted in a concentric way around the beam
and beam pipe (five ring cores are drawn here as an example). The whole cavity is surrounded by a
metallic housing which is connected to the beam pipe.
Fig. 2: Simplified 3D sketch of a ferrite-loaded cavity
Figure 3 shows a cross-section through the cavity. The dotted line represents the beam which
is located in the middle of a metallic beam pipe (for analysing the influence of the beam current, this
dotted line is regarded as a part of a circuit that closes outside the cavity, but this is not relevant for
understanding the basic operation principle). The ceramic gap has a parasitic capacitance, but additional
lumped-element capacitors are usually connected in parallel — leading to the overall capacitance C.
Starting at the generator port located at the bottom of the figure, an inductive coupling loop surrounds
the ring core stack. This loop was not shown in Fig. 2.
Note that due to the cross-section approach, we get a wire model of the cavity with two wires
representing the cavity housing. This is sufficient for the practical analysis, but one should remember
that the currents are distributed in reality.
All voltages, currents, field, and flux quantities used in the following are phasors, i.e., complex
amplitudes/peak values for a given frequency f = ω/2π.
Let us consider a contour which surrounds the lower left ring core stack. Based on Maxwell’s
second equation in the time domain (Faraday’s law)∮
∂S





Vgen = +jωΦtot (2)
in the frequency domain. If we now use the complete lower cavity half as integration path, one obtains
Vgap = +jωΦtot.
Hence we find





















Fig. 3: Simplified model of a ferrite cavity
Here we assumed that the stray field B in the air region is negligible in comparison with the field inside
the ring cores (due to their high permeability). Finally, we consider the beam current contour:
Vbeam = +jωΦtot = Vgap.
For negligible displacement current we have Maxwell’s first equation (Ampère’s law)∮
∂S




We use a concentric circle with radius r around the beam as integration path:







Itot = Igen − IC − Ibeam. (6)
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For the flux through one single ring core we get
Φ1 =
∫










With the complex permeability
µ = µ′s − jµ′′s
and assuming that N ring cores are present, one finds










































is the quality factor (or Q factor) of the ring core material. Using Eq. (6) we find
VgapYs = Itot = Igen − Ibeam − Vgap jωC
⇒ Vgap = Igen − Ibeam
Ys + jωC
= Ztot(Igen − Ibeam) . (11)




= Ys + jωC.
In the literature one often finds a different version of Eq. (11) where Ibeam has the same sign as Igen. This
corresponds to both currents having the same direction (flowing into the circuits in Figs. 4 and 5). In any
case, one has to make sure that the correct phase between beam current and gap voltage is established.
4 Parallel and series lumped element circuit
In the vicinity of the resonant frequency, it is possible to convert the lumped element circuit shown in
Fig. 4 into a parallel circuit as shown in Fig. 5. The admittance of both circuits shall be equal:






























Fig. 5: Parallel equivalent circuit











For the inverse relation, we modify the first equation according to
(ωLs)
2 = Rs(Rp −Rs)
and use this result in the second equation:
ωLp
√
Rs(Rp −Rs) = RsRp
⇒ (ωLp)2(Rp −Rs) = RsR2p





Equations (12) and (13) directly provide










Since it is suitable to use both types of lumped element circuit, it is also convenient to define the complex















































































we may rewrite Eqs. (12) and (13) in the form









By combining Eqs. (21) and (9) we find






























This shows that Rp is proportional to the product µ′pQf which is a material property. The other param-
eters refer to the geometry. Therefore, the manufacturers of ferrite cores sometimes specify the µrQf
product (for the sake of simplicity, we define µr := µ′p,r).
For Q ≥ 5, we may use the approximations
Rp ≈ Rs Q2, Lp ≈ Ls, µ′p ≈ µ′s, µ′′p ≈ µ′′s Q2
which then have an error of less than 4%.
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5 Frequency dependence of material properties
As an example, the frequency dependence of the permeability is shown in Figs. 6 and 7 for the special
ferrite material Ferroxcube 4 assuming small magnetic RF fields without biasing. All the data presented
for this material are taken from Ref. [3]. It is obvious that the behaviour depends significantly on the
choice of the material. Without biasing, a constant µ′s ≈ µ′p may only be assumed up to a certain
frequency (see Fig. 6). Increasing the frequency from 0 upwards, the Q factor will decrease (compare
Figs. 6 and 7). Figure 8 shows the resulting frequency dependence of the µrQf product.
If the magnetic RF field is increased, both Q and µrQf will decrease in comparison with the
diagrams in Figs. 6 to 8. The effective incremental permeability µr will increase for rising magnetic RF
fields as one can see by interpreting Fig. 1. Therefore, it is important to consider the material properties





















Fig. 6: µ′s,r versus frequency for three different types
of ferrite material (1: Ferroxcube 4A, 2: Ferroxcube





















Fig. 7: µ′′s,r versus frequency for three different types
of ferrite material (1: Ferroxcube 4A, 2: Ferroxcube











1 20.2 50.5 1020 50
1 2
3
Fig. 8: µ′s,rQf product versus frequency for three different types of ferrite material (1: Ferroxcube 4A, 2: Ferrox-
cube 4C, 3: Ferroxcube 4E). No bias field is present, and small magnetic RF field amplitudes are assumed. Data
adopted from Ref. [3].
If biasing is applied, the µrQf curve shown in Fig. 8 will be shifted to the lower right side; this
effect may approximately compensate the increase of µrQf with frequency [3]. Therefore, the µrQf
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product may sometimes approximately be regarded as a constant if biasing is used to keep the cavity at
resonance for all frequencies under consideration.
6 Quality factor of the cavity
The quality factor of the equivalent circuit shown in Fig. 5 is obtained if the resonant (angular) fre-
quency
ω0 = 2πf0 =
1√
LpC












p , Rs, Ls, Rp, Lp,Q andQ0 are frequency-dependent. It depends
on the material whether the parallel or the series lumped element circuit is the better representation in
the sense that its parameters may be regarded as approximately constant in the relevant operating range.
In the following, we will use the parallel representation.



































as expected. The parallel resistor Rp defined by Eq. (23) is often called shunt impedance.
7 Impedance of the cavity







































⇒ Ztot = Rp






The Laplace transformation yields
Ztot(s) =
Rp








s ω0Q0 + s
2 + ω20
,
which may be found in the literature in the form
Ztot(s) =
2Rpσ s






8 Length of the cavity
In the previous sections, we assumed that the ferrite ring cores can be regarded as lumped-element in-
ductors and resistors. This is of course only true if the cavity is short in comparison with the wavelength.
As an alternative to the transformer model introduced above, one may therefore use a coaxial
transmission line model. For example, the section of the cavity that is located on the left side of the
ceramic gap in Fig. 3 may be interpreted as a coaxial line that is homogeneous in longitudinal direction
and that has a short-circuit at the left end. The cross section consists of the magnetic material of the
ring cores, air between the ring cores and the beam pipe, and air between the ring cores and the cavity
housing. This is of course an idealization since cooling disks, conductors and other air regions are
neglected. Taking the SIS18 cavity at GSI as an example, the ring cores have µr = 28 at an operating
frequency of 2.5 MHz. The ring cores have a relative dielectric constant of 10–15, but this is reduced
to an effective value of ǫr,eff = 1.8 since the ring cores do not fill the full cavity cross section. These
values lead to a wavelength of λ = 16.9 m. Since 64 ring cores with a thickness of 25 mm are used, the
effective length of the magnetic material is 1.6 m = 0.095 λ (which corresponds to a phase of 34◦). In
this case, the transmission line model leads to deviations of less than 10% with respect to the lumped-
element model. The transmission line model also shows that the above-mentioned estimation for the
wavelength is too pessimistic; it leads to λ = 24 m which corresponds to a cavity length of only 24◦.
This type of model makes it understandable why the ferrite cavity is sometimes referred to as a
shortened quarter-wavelength resonator.
Of course, one may also use more detailed models where subsections of the cavity are mod-
eled as lumped elements. In this case, computer simulations can be performed to calculate the overall
impedance. In case one is interested in resonances which may occur at higher operating frequencies, one
should perform full electromagnetic simulations.
In any case, one should always remember that some parameters are difficult to determine, espe-
cially the permeability of the ring core material under different operating conditions. This uncertainty
may lead to larger errors than simplifications of the model. Measurements of full-size ring cores in the
requested operating range are inevitable when a new cavity is developed. Also parameter tolerances due
to the manufacturing process have to be taken into account.
In general, one should note that the total length and the dimensions of the cross-section of the
ferrite cavity are not determined by the wavelength as for a conventional RF cavity. For example, the
SIS18 ferrite cavity has a length of 3 m flange-to-flange although only 1.6 m are filled with magnetic
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material. This provides space for the ceramic gap, the cooling disks, and further devices like the bias
current bars. In order to avoid resonances at higher frequencies, one should not waste too much space,
but there is no exact size of the cavity housing that results from the electromagnetic analysis.
9 Cavity filling time
The equivalent circuit shown in Fig. 5 was derived in the frequency domain. As long as no parasitic
resonances occur, this equivalent circuit may be generalized. Therefore, we may also analyse it in the
time domain (allowing slow changes of Lp with time):
IC = C · dVgap
dt
, Vgap = Lp · dIL
dt
, Vgap = (Igen − IL − IC − Ibeam) Rp
⇒ IL = −Vgap
Rp
+ Igen − IC − Ibeam (24)
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(Igen − Ibeam). (25)
Here we used the definition
τ = 2RpC .


















Under the assumption ω0 > 1τ (Q0 >
1
2 ), the approach Vgap = V0e
αt (with a complex constant α) for the














This leads to ωx ≈ ω0 even for moderately high Q > 2 (error less than 4%).
The time τ is the time constant for the cavity which also determines the cavity filling time. Fur-




Up to now, we only dealt with the so-called ‘unloaded Q factor’ Q0 of the cavity. An RF power
amplifier that feeds the cavity may often be represented by a voltage-controlled current source (e.g., in
the case of a tetrode amplifier). The impedance of this current source will be connected in parallel to the
equivalent circuit thereby reducing the ohmic partRp. Therefore, the loaded Q factor will be reduced in
comparison with the unloaded Q factor. Also the cavity filling time will be reduced due to the impedance
of the power amplifier.
It has to be emphasized that for ferrite cavities 50 Ω impedance matching is not necessarily used
in general. The cavity impedance is usually in the order of a few hundred ohms or a few kilo-ohms.
Therefore, it is often more suitable to directly connect the tetrode amplifier to the cavity. Impedance
matching is not mandatory if the amplifier is located close to the cavity. Short cables have to be used
since they contribute to the overall impedance/capacitance. Cavity and RF power amplifier must be
considered as one unit; they cannot be developed individually in the sense that the impedance curves of
the cavity and the power amplifier influence each other.
11 Cooling
Both the power amplifier and the ferrite ring cores need active cooling. Of course, the Curie temperature
of the ferrite material (typically> 100◦C) must never be reached. Depending on the operating conditions
(e.g., CW or pulsed operation), forced air cooling may be sufficient or water cooling may be required.
Cooling disks in-between the ferrite cores may be used. In this case, one has to make sure that the
thermal contact between cooling disks and ferrites is good.
12 Cavity tuning
We already mentioned in Section 2 that a DC bias current may be used to decrease µ∆ which results in
a higher resonant frequency. This is one possible way to realize cavity tuning. Strictly speaking, one
deals with a quasi-DC bias current since the resonant frequency must be modified during a synchrotron
machine cycle if it is equal to the variable RF frequency. Such a tuning of the resonant frequency f0 to
the RF frequency fRF is usually desirable since the large Ztot allows one to generate large voltages with
moderate RF power consumption.
Sometimes, the operating frequency range is small enough in comparison with the bandwidth of
the cavity that no tuning is required.
If tuning is required, one has at least two possibilities to realize it:
1. Bias current tuning
2. Capacitive tuning
The latter may be realized by a variable capacitor (see, e.g., Refs. [5,6]) whose capacitance may be varied
by a stepping motor. This mechanical adjustment, however, is only possible if the resonant frequency is
not changed from machine cycle to machine cycle or even within one machine cycle.
In the case of bias current tuning, one has two different choices, namely perpendicular biasing
(also denoted as transverse biasing) and parallel biasing (also denoted as longitudinal biasing). The
terms parallel and perpendicular refer to the orientation of the DC field Hbias in comparison with the RF
field H .
Parallel biasing is simple to realize. One adds bias current loops which may in principle be located
in the same way as the inductive coupling loop shown in Fig. 3. If only a few loops are present, current
bars with large cross sections are needed to withstand the bias current of several hundred amperes. The
required DC current may of course be reduced if the number Nbias of loops is increased accordingly
(keeping the ampere-turns constant). This increase of the number of bias current windings may be
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limited by resonances. On the other hand, a minimum number of current loops is usually applied to
guarantee a certain amount of symmetry which leads to a more homogeneous flux in the ring cores.
Perpendicular biasing is more complicated to realize; it requires more space between the ring-
cores, and the permeability range is smaller than for parallel biasing. The main reason for using perpen-
dicular biasing is that lower losses can be reached (see, e.g., Ref. [7]). One can also avoid the so-called
Q-loss effect or high loss effect. The Q-loss effect often occurs when parallel biasing is applied and if
the bias current is constant or varying only slowly. After a few milliseconds, one observes that the in-
duced voltage breaks down by a certain amount even though the same amount of RF power is still applied
(see, e.g., Refs. [8, 9]). For perpendicular biasing, the Q-loss effect was not observed. The Q-loss effect
is not fully understood yet. However, there are strong indications that it may be caused by mechanical
resonances of the ring cores induced by magnetostriction effects [10]. It was possible to suppress the
Q-loss effect by mechanical damping. For example, in some types of ferrite cavities, the ring cores are
embedded in a sealing compound [11] which should damp mechanical oscillations. Not only the Q-loss
effect but also further anomalous loss effects have been observed [8].
When the influence of biasing is described, one usually defines an average bias field Hbias for the








Of course, this choice is somewhat arbitrary from a theoretical point of view, but it is based on practical
experience.
A combination of bias current tuning and capacitive tuning has also been applied to extend the
frequency range [12].
13 Further complications
We already mentioned that the effective differential permeability depends on the hysteresis behaviour of
the material, i.e., on the history of bias and RF currents. It was also mentioned that, owing to the spatial
dimensions of the cavity, we have to deal with ranges between lumped-element circuits and distributed
elements. The anomalous loss effects are a third complication. There are further points which make the
situation even more complicated in practice:
– If no biasing is applied, the maximum of the magnetic field is present at the inner radius ri. One
has to make sure that the maximum ratings of the material are not exceeded.
– Bias currents lead to an r−1 dependency of the induced magnetic fieldHbias. Therefore, biasing is
more effective in the inner parts of the ring cores than in the outer parts resulting in a µ∆ which
increases with r. According to Eq. (5), this will modify the r−1 dependency of the magnetic RF
field. As a result, the dependence on r may be much weaker than without bias field.
– The permeability depends not only on the frequency, on the magnetic RF field, and on the biasing.
It is also temperature-dependent.
– Depending on the thickness of the ferrite cores, on the conductivity of the ferrite, on the material
losses and on the operating frequency, the magnetic field may decay from the surface to the inner
regions reducing the effective volume.
– At higher operating frequencies with strong bias currents, the differential permeability will be
rather low. This means that the magnetic flux will not be perfectly guided by the ring cores any-




A comparison of different types of ferrite cavities can be found in Refs. [13–15]. We just summarize a
few aspects here that lead to different solutions.
– Instead of using only one stack of ferrite ring cores and only one ceramic gap as shown in Fig. 3,
one may also use more sections with ferrites (e.g., one gap with half the ring cores on the left
side and the other half on the right side of the gap — for reasons of symmetry) or more gaps.
Sometimes, the ceramic gaps belong to different independent cavity cells which may be coupled
by copper bars (e.g., by connecting them in parallel). Connections of this type must be short to
allow operation at high frequencies.
– One configuration that is often used is a cavity consisting of only one ceramic gap and two fer-
rite stacks on both sides. Figure-of-eight windings surround these two ferrite stacks (see, e.g.,
Ref. [16]). With respect to the magnetic RF field, this leads to the same magnetic flux in both
stacks. In this way, an RF power amplifier that feeds only one of the two cavity halves will indi-
rectly supply the other cavity half as well. This corresponds to a 1:2 transformation ratio. Hence,
the beam will see four times the impedance compared with the amplifier load. Therefore, the
same RF input power will lead to higher gap voltages (but also to a higher beam impedance). The
transformation law may be derived by an analysis that is similar to the one in Section 3.
– Instead of the inductive coupling shown in Fig. 3, one may also use capacitive coupling if the
power amplifier is connected to the gap via capacitors. If a tetrode power amplifier is used, one
still has to provide it with a high anode voltage. Therefore, an external inductor (choke coil)
is necessary which allows the DC anode current but which blocks the RF current from the DC
power supply. Often a combination of capacitive and inductive coupling is used (e.g., to influence
parasitic resonances). The coupling elements will contribute to the equivalent circuit.
– Another possibility is inductive coupling of individual ring cores. This leads to lower impedances
which ideally allow a 50 Ω impedance matching to a standard solid-state RF power amplifier (see,
e.g., Ref. [17]).
– In case a small relative tuning range is required, it is not necessary to use biasing for the ferrite
ring cores inside the cavity. One may use external tuners (see, e.g., Refs. [18, 19]) which can
be connected to the gap. For external tuners, both parallel and perpendicular biasing may be
applied [20].
No general strategy can be defined as to how a new cavity is designed. Many compromises have to
be found. A certain minimum capacitance is given by the gap capacitance and the parasitic capacitances.
In order to reach the upper limit of the frequency range, a certain minimum inductance has to be realized.
If biasing is used, this minimum inductance must be reached using the maximum bias current but the
effective permeability should still be high enough to reduce stray fields. Also the lower frequency limit
should be reachable with a minimum but non-zero bias current. There is a maximum RF field BRF,max
(about 15 mT) which should not be exceeded for the ring cores. This imposes a lower limit for the
number of ring cores. The required tuning range in combination with the overall capacitance will also
restrict the number of ring cores. As mentioned above, the amplifier design should be taken into account
from the very beginning, especially with respect to the impedance. The maximum beam impedance that
is tolerable is defined by beam dynamics considerations. This impedance budget also defines the power
that is required. If more ring cores can be used, the impedance of the cavity will increase, and the power
loss will decrease for a given gap voltage.
15 The GSI ferrite cavities in SIS18
As an example for a ferrite cavity, we summarize the main facts about GSI’s SIS18 ferrite cavities (see
Figs. 9 and 10). Two identical ferrite cavities are located in the synchrotron SIS18.
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Fig. 9: SIS18 ferrite cavity
Fig. 10: Gap area of the SIS18 ferrite cavity
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The material Ferroxcube FXC 8C12m is used for the ferrite ring cores. In total,N = 64 ring cores
are used per cavity. Each core has the following dimensions:
do = 2 ro = 498 mm, di = 2 ri = 270 mm, t = 25 mm
r¯ =
√
riro = 183 mm.
For biasing,
Nbias = 6
figure-of-eight copper windings are present. The total capacitance amounts to
C = 740 pF,
including the gap, the gap capacitors, the cooling disks, and other parasitic capacitances. The maximum
voltage that is reached under normal operating conditions is Vgap = 16 kV.
Table 1: Equivalent circuit parameters for SIS18 ferrite cavities (without influence of tetrode amplifiers)
Resonant frequency f0 620 kHz 2.5MHz 5MHz
Relative permeability µ′p,r 450 28 7
Magnetic bias field at mean radius Hbias 25 A/m 700 A/m 2750 A/m
Bias current Ibias 4.8 A 135 A 528 A
µ′p,rQf product 4.2 · 109 s−1 3.7 · 109 s−1 3.3 · 109 s−1
Q-factor Q 15 53 94
Ls 88.2 µH 5.49 µH 1.37 µH
Lp 88.5 µH 5.49 µH 1.37 µH
Rs 22.8 Ω 1.63 Ω 0.46 Ω
Rp 5200 Ω 4600 Ω 4100 Ω
Cavity time constant τ 7.7 µs 6.7 µs 6.0 µs
Table 1 shows the main parameters for three different frequencies. All these values are consis-
tent with the formulas presented in the paper at hand. It is obvious that both µ′p,rQf and Rp do not
vary strongly with frequency justifying the parallel equivalent circuit. This compensation effect was
mentioned at the end of Section 5.
All the parameters mentioned here refer to the beam side of the cavity. The cavity is driven by an
RF amplifier which is coupled to only one of two ferrite core stacks (consisting of 32 ring cores each).
The two ring core stacks are coupled by the bias windings. Therefore, a transformation ratio of 1:2 is
present from amplifier to beam. This means that the amplifier has to drive a load of aboutRp/4 = 1.1 kΩ.
For a full amplitude of Ugap = 16 kV at f = 5MHz the power loss in the cavity amounts to 31 kW.
The SIS18 cavity is supplied by a single-ended tetrode power amplifier using a combination of
inductive and capacitive coupling.
It has to be emphasized that the values in Table 1 do not contain the amplifier influence. Depending
on the working point of the tetrode, Rp will be reduced significantly, and all related parameters vary
accordingly.
16 Further practical considerations
For measuring the gap voltage, one needs a gap voltage divider in order to decrease the high-voltage RF
to a safer level. This can be done by capacitive voltage dividers. Gap relays are used to short-circuit the
gap if the cavity is temporarily unused. This reduces the impedance seen by the beam which may be
harmful for beam stability. If cycle-by-cycle switching is needed, semiconductor switches may be used
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instead of vacuum relays. Another possibility to temporarily reduce the beam impedance is to detune the
cavity.
The capacitance/impedance of the gap periphery devices must be considered when the overall
capacitance C and the other elements in the equivalent circuit are calculated. Also further parasitic
elements may be present.
On the one hand, the cavity dimensions should be as small as possible since space in synchrotrons
and storage rings is valuable and since undesired resonances may be avoided. On the other hand certain
minimum distances have to be kept in order to prevent high-voltage spark-overs. For EMC reasons, RF
seals are often used between conducting metal parts of the cavity housing to reduce electromagnetic
emission.
In order to fulfil high vacuum requirements, it may be necessary to allow a bakeout of the vacuum
chamber. This can be realized by integrating a heating jacket that surrounds the beam pipe. One has to
guarantee that the ring cores are not damaged by heating and that safety distances (for RF purposes and
high-voltage requirements) are kept.
In case the cavity is used in a radiation environment, the radiation hardness of all materials is an
important topic.
17 Magnetic materials
A large variety of magnetic materials is available. Nickel-Zinc (NiZn) ferrites may be regarded as the
traditional standard material for ferrite-loaded cavities. The following material properties are of interest
for the material selection and may differ significantly for different types of material:
– permeability
– magnetic losses
– saturation induction (typically 200–300 mT for NiZn ferrites)
– maximum RF inductions (typically 10–20 mT for NiZn ferrites)
– relative dielectric constant (in the order of 10–15 for NiZn ferrites but very high for MnZn ferrites,
for example) and dielectric losses (usually negligible for typical NiZn applications)
– maximum operating temperature, thermal conductivity, and temperature dependence in general
– magnetostriction
– specific resistance (very high for NiZn ferrites, very low for MnZn ferrites).
In order to determine the RF properties under realistic operating conditions (large magnetic flux, biasing),
thorough reproducible measurements in a fixed test setup are inevitable.
Amorphous and nanocrystalline magnetic alloy (MA) materials have been used to build very
compact cavities that are based on similar principles to those of classical ferrite cavities (see, e.g.,
Refs. [6, 15, 21–23]). These materials allow a higher induction and have a very high permeability. This
means that a smaller number of ring cores is needed for the same inductance. MA materials typically
have lower Q factors in comparison with ferrite materials. Low Q factors have the advantage that fre-
quency tuning is often not necessary and that it is possible to generate signal forms including higher
harmonics instead of pure sine signals. MA cavities are especially of interest for pulsed operation at high
field gradients. In case a low Q-factor is not desired, it is also possible to increase it by cutting the MA
ring cores.
Microwave garnet ferrites have been used at frequencies in the range 40–60 MHz in connection
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Abstract 
µLow-beta¶ radio-frequency accelerating structures are used in the sections 
of a linear accelerator where the velocity of the particle beam increases with 
energy. The requirement for space periodicity to match the increasing 
particle velocity led to the development of a large variety of structures, both 
normal and superconducting, which are described in this lecture. 
1 Introduction 
A µlow-beta¶ particle beam is a beam whose particles have a velocity which is still low as compared to 
the speed of light c, i.e., are characterized by a relativistic velocity E= v/c << 1. In the typical energy 
range of interest for a proton linear accelerator, E ranges from about 1% at the exit of the source  
(30±100 keV) to 51% at 150 MeV and can go up to 87% at 1 GeV. In heavy-ion linacs, the lower 
charge-to-mass ratio leads to smaller velocities, with Eranging from 0.1±0.2% at the exit of the ion 
source to 10% at 5 MeV/u. In electron linacs, the beam is non-relativistic only in the injector region, Ebeing already 94% at 1 MeV. 
If we want to accelerate a µlow-beta¶ beam with an array of equally spaced RF cavities like the 
one of Fig. 1, we can immediately observe that the distance between the cavities and their relative RF 
phase must be correlated. As usual, the electric field on the gap of cavity i can be written as 
 
with ĳi the phase of the i-th cavity with respect to a µreference¶ phase. If we want maximum 
acceleration, the beam needs to cross the gap of each cavity at a phase ĳi close to the crest of the wave 
(ĳi = 0). But during the time that the particle needs to go from one cavity to the next the phase has 
changed by an amount ¨ĳ  ȦĲ, with Ĳthe time to cross the distance d. We can now easily calculate 
the change in phase between one cavity and the next during the time required for a particle of 
relativistic velocity E to travel between the two gaps and express it in terms of the ratio between the 
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Fig. 1: Acceleration in a linear array of RF cavities 
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The conclusion is that for acceleration to take place, the distance and phase difference 
between two gaps in our array must be correlated, their ratio being proportional to EO. We have to 
consider as well that at every gap crossing the particle will gain some energy and therefore the 
relativistic velocity E will increase. The conclusion is that either the relative phase ǻĭ or the distance 
d has to change during acceleration if we want the particles to cross the gaps at the same phase. In 
other terms, in a low-beta linear accelerator we need either to progressively increase the distance 
between cavities or to progressively decrease their RF phase (relative to a common reference) in order 
to keep synchronicity between the particle beam and the accelerating wave. 
  The two corresponding basic configurations for our µlow-beta¶ accelerator are shown in 
Figs. 2 and 3. The options are: 
1. The distance between cavities is fixed, and the phase of each cavity is individually adjusted to take 
into account the increase in beam velocity. The consequence is that each cavity has to be 
connected to an individual RF amplifier. This scheme has the advantage of maximum flexibility, 
being able to accelerate different ions and/or charge states at different energies by simply entering 
a different set of phases for each ion, but has the drawback of a high cost. Individual RF amplifiers 
(or multiple splitting schemes from a single amplifier) can be expensive, as can completely 
separated single-gap cavities. 
2. The phase at each cavity/gap is fixed, and the distance changes. In this way several cavities can be 
connected to the same RF power source, by an external distribution network or preferably by some 
sort of coupling mechanism between cavities that keeps their phase difference at a well-defined 
value (Fig. 3). Coupling cavities represents an efficient way to use a large (and proportionally less 
expensive) RF power source without the additional cost and complication of a distribution 
network, with the additional advantage of using multiple-gap cavities with a reduced construction 
cost with respect to an array of single-gap cavities. The drawbacks are the need to analyse and 
optimize the coupling mechanism (a topic that will be the subject of most of this lecture) and the 
fact that the fixed distances between cavities are calculated for one type of ion and a well-defined 
energy gain per cavity. The consequence is that in principle this type of linac structure has no 
flexibility: they work only for one charge-to-mass ratio and one set of input and output energies. 
 
 
Fig. 2: Independent single-gap cavities 
 




At this point it is, however, important to observe that the reality of linac structures is not so 
antithetic, and most of the commonly used structures tend to be a compromise between these two 
extreme configurations. This is particularly true for structures used at higher energies, where for a 
given energy gain per gap the increase in E is smaller because of relativity. In this case it is possible to 
simplify the construction of a coupled structure keeping the distance between gaps constant over a 
small number of cells; the synchronous phase of the beam (the RF phase seen by the centre of the 
bunch) will then µslip¶ around the design phase, and if the phase variation is small (typically a few 
degrees) it will have only a minor effect on the beam quality. The acceptable phase slip will depend of 
course on the particle, on the energy, on the energy gain, and on the number of identical cells. 
The consequence is that low-beta structures are the result of a difficult compromise between 
longitudinal beam quality, design and construction of the accelerating structures, and topology and 
efficiency of the RF system. The optimum will depend on the specific type of particle, on the energy 
range, on the RF frequency, on the required flexibility of operation, and eventually on the experience 
and attitude towards risk of the designer. For this reason, we find in the different laboratories and for 
different applications a large variety of low-beta structures, both normal-conducting and 
superconducting. The purpose of this lecture is to present the main features of the different structures 
and to introduce a sort of zoological classification in the complex realm of µlow-beta structures¶.   
2 Coupled-cell systems 
It is clear that if we want to couple the elements of a chain of resonant cavities (that from now on we 
will often refer to as the µcells¶ of our system) we need to allow some energy to flow from one cell to 
the next, via an aperture that permits leaking of some field (electric or magnetic) into the adjacent 
cavity. It is also evident that there will be two different types of coupling, depending on whether the 
opening connects regions of high magnetic field (µmagnetic coupling¶), or regions of high electric field 
(µelectric coupling¶). The simplest magnetic coupling is obtained by opening a slot on the outer 
contour of the cell, whereas an electric coupling can easily be obtained by enlarging the beam hole 
until some electric field lines couple from one cell to the next. Once the cells are coupled, in order to 
know the conditions for acceleration we have to calculate the relative RF phase of the individual cells 
in our chain. 
The simplest approach to analyse the behaviour of a chain of coupled oscillators is to consider 
their equivalent circuits (Fig. 4) [1].  
 




Each coupled cavity can be represented by a standard RLC resonant circuit; for convenience, in 
Fig. 4 the inductance of each circuit is split into two separated inductances L. The advantage of this 
representation is that we can describe the (magnetic) coupling between adjacent cells as a mutual 
inductance M between two inductances L, which is related to a coupling factor k by the usual relation   
M = kL. For the series resonant circuits of Fig. 4, the behaviour of each cell is described by its 
circulating current Ii. The equation for the i-th circuit can easily be written taking equal to zero the 
sum of the voltages across the different elements of the circuit (.LUFKKRII¶V ODZ), considering for 








This equation relates general excitation terms of the form Xi = Ii / 2jZL, proportional to the 
square root of the energy stored in the cell i, with the coupling factor k and with a standard resonance 
term (1 í Z02/Z2). We consider that all cells are identical, i.e., that they have the same resonance 
frequency Z02 = 1/2LC. If our system is composed of N+1 cells, assuming i = 0,1,...,N we can write a 




MX = 0 . 
The matrix M has elements different from zero only on three diagonals, the main one with the 
resonance terms and the two adjacent ones with the coupling terms. It is perfectly symmetric because 
we have introduced an additional simplification, closing at both ends our chain of resonators with 
µhalf-cells¶, presenting a coupling k only on one side and with half the inductance and twice the 
capacitance of a standard cell (but the same resonant frequency). This corresponds to a physical case 
where the end resonators are terminated by a conducting wall passing at the centre of the gap, i.e., they 
are exactly one half of a standard cell. The advantage of this approach is that the matrix and the 
relative solutions are symmetric and lead to a simple analytical result. In the real case, the chain of 
resonators is usually terminated with full cells that need to be tuned to a slightly different frequency in 
order to symmetrize the system. 
The above matrix equation represents a standard eigenvalue problem, which has solutions only 
for those Z¶s giving 




The eigenvalue equation  is an equation of (N+1)-th order in Z. Its N+1 solutions Zq 
are the eigenvalues of the problem, which are the resonance modes of the coupled system. Whereas 
the individual resonators can oscillate only at the frequency Z0, the coupled system will have N+1 
frequencies Zq, the µmodes¶, with q = 0,1,...,N the index of the mode. To each mode corresponds a 
solution in the form of a set of [Xi]q, which is the corresponding eigenvector. It is important to observe 
that the number of modes is always equal to the number of cells in the system.  
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or, for k << 1, which is the operating condition for most of the coupled structures commonly used in 
linacs where it is usually k ~ 1±5%:  
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The corresponding eigenvectors (modes) are 
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The expression (1) is particularly interesting, because it indicates that each mode q is identified 




The first mode, q = 0, has  and frequency  . The last mode, q = N, will have  
and frequency . If we identify each mode by the value of  the first will be the µ0¶ 
mode, and the last the µS¶ mode. All other modes will have frequencies between the 0 and S mode 
frequencies. 




i.e., the µbandwidth¶ of the coupled system is equal to the cell frequency times the coupling factor k. 
Plotting the frequencies given by (1) as a function of the phase , we obtain curves like the one 
of Fig. 5, which corresponds to the case of five cells and five modes. This is a typical µdispersion 
curve¶, relating frequency with a propagation constant for the modes of a periodic system. The 
permitted frequencies lie on a cosine-like curve, where the modes are represented by points equally 
spaced in phase. The more cells in the system, the more modes we will have on the curve, until the 







Fig. 5: Dispersion relation for a five-cell coupled resonator chain 
The field distribution in the cells is defined by the expression (2). For a given mode q, the fields 
will oscillate in each cell at the frequency Ȧq, and the amplitude of the oscillation will depend on the 
position of the cell in the chain. The distribution of maximum field amplitudes along the chain follows 
a cosine-like function with argument ĭqi), i.e., the product of the phase ĭq times the cell number. It is 
now clear that ĭq represents the phase difference between adjacent cells in the coupled system. We 
can now draw the field distribution between the cells in the chain for the main modes, for example for 
a seven-cell system with N = 6 (Fig. 6).  
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Fig. 6:  Distribution of the fields in the cells of a seven-cell system and polarity of the 




We must observe at this point that these are µstanding-wave¶ modes: the plots of Fig. 6 show the 
field distribution at time t = 0. The fields are oscillating with angular frequency Z, and after Zt = S/2 
the field that we are plotting will be zero everywhere, whereas after Zt = S it will be maximum again, 
but with reversed polarity. The modes are identical to those of a vibrating string with the two ends 
fixed (in our case, defined by the boundary conditions).  
In order to understand which of these modes can be used for the acceleration of particles and 
under what conditions, we can write the electric field for the mode q at the centre of gap i using 




The electric field is the sum of two cosine functions. The first one is the same one that we introduced 
at the beginning of the lecture: for maximum acceleration, its argument must be 0 (or, more precisely, 





This gives us the well-known result that the distance between the cells must be related to the beam 







The second cosine function instead tells us which modes can be used for acceleration: for  it 
becomes equal to FRVĭq which is 1 only for ĭq ʌʌ The conclusion is that only the modes 0 
and S can be used for efficient particle acceleration. An exception is the S/2 mode, which has 
cos ĭq = 0. This can still be used for acceleration (with d = ȕȜ/4), but the acceleration is not very 
efficient, the field being present in only half of the cells. We will see in Section 5 how other 
considerations suggest using the S/2 mode for some particular types of structures, and how the 
limitation on the acceleration efficiency can be overcome.  
3 Zero-mode structures: the Drift Tube Linac 
We can now start an analysis of the main low-beta structures based on their mode of operation.  
The first and most important structure operating in the 0-mode is the Drift Tube Linac (DTL), 
also called Alvarez linac after the name of its inventor. It can be considered as a chain of coupled cells 
where the wall between cells has been completely removed in order to increase the coupling (Fig. 7). 
A high coupling offers the advantage of a large bandwidth, with sufficient spacing between the modes 
to avoid dangerous instabilities even when the chain is made of a large number of cells. Moreover, in 
the particular case of a structure operating in the 0-mode, removing the cell-to-cell walls does not 
influence the power loss in the structure because the RF currents flow only on the external tank and on 
the tubes. However, we must keep on the axis some tubes, called µdrift tubes¶, which hide the particles 
during the half RF period when the electric field on axis is decelerating. If the diameter of the drift 
tubes is sufficiently large, they can house focusing quadrupoles, which at low energy are required to 
keep the beam transversally focused. The drift tubes are suspended to the outer tank by means of 





Fig. 7: From a chain or resonators operating in 0-mode to the Drift Tube Linac. The 










Fig. 8: The DTL structure 
The DTL can be represented by a coupled circuit model similar to the one in Fig. 4. However, 
because of the absence of the cell walls the coupling mechanism is more complex, resulting in a strong 
electric coupling. The equivalent circuit of a DTL cell is shown in Fig. 9. The coupling factor k is in 
this case the ratio between the tube-to-wall and tube-to-tube capacitances C/C0. A detailed analysis of 
the DTL equivalent circuit can be found in Ref. [2]. A DTL cavity is usually made of a large number 
of cells (up to more than 50 in a single tank), but because of the large coupling factor only the lowest 




Fig. 9: Equivalent circuit of a DTL cell 
The DTL is particularly suited to be used at low energies because the length of the cells (and of 
the drift tubes) can be easily adapted to the increasing velocity of the particle beam. We should 
observe that in the theoretical approach developed in Section 2 all relations depend only on the 
frequency and not on the inductance or capacitance of the single cells. If we change the capacitance 




frequency, all the relations developed in Section 2 will remain valid, and the mode frequencies and the 
relative amplitudes in the cells will not change. This suggests an easy way to adapt the distance 
between gaps in a DTL to the increasing beam velocity: if the length of the cells is progressively 
increased, keeping constant their frequency, the system will still behave in the usual way and the 
operating 0-mode will keep all its properties. Tuning at the same frequency cells of different length is 
particularly easy because increasing by the same proportion the cell and the drift tube lengths, the 
inductance will increase (longer cells) and the capacitance will decrease (larger gaps) by the same 
amount, and in first approximation the variations will compensate keeping the frequency constant. 
Some minor adjustments to the gap lengths are required only to compensate for second-order effects. 
The possibility to adjust each individual cell length to the particle E together with the option of 
easily inserting focusing quadrupoles in the structure makes the DTL an ideal structure for the initial 
acceleration in a proton linac, from energies of a few MeV to some 50±100 MeV. As an example, 
Fig. 10 shows a 3-dimensional open view of the CERN Linac4 DTL, which will accelerate H¯ 
particles from 3 MeV to 50 MeV. The structure is divided into three individual 352.2 MHz resonators, 
for a total of 120 cells in a length of 19 m. The relativistic velocity increases from E= 0.08 to E= 0.31, and correspondingly the cell length EOincreases by a factor 3.9.  
       
 
Fig. 10: 3D open view of the CERN Linac4 DTL 
4 S-mode structures: PI-Mode Structure and elliptical cavities 
Structures operating in the S-mode are widely used, in particular in a magnetic coupled normal-
conducting version and in an electric-coupled superconducting version. The coupling is provided by a 
slot on the external wall in the first case or by a sufficiently large opening on the axis for the latter. In 
both cases the cell length is kept constant inside short cavities made of a few (4 to 10, depending on 
the specific application) identical cells. Varying the cell length inside the cavities would complicate 
the design, because for S-mode structures not only the frequency but also the coupling factor depends 
on the cell length, and would considerably increase the construction cost. Therefore S-mode structures 
are commonly used in the high-energy range of a linear accelerator for proton energies above 




 As an example of normal-conducting S-mode structure, Fig. 11 shows the PI-Mode Structure 
(PIMS) that is being built at CERN for Linac4. Resonating at 352.2 MHz, it will cover the energy 
range between 100 MeV and 160 MeV. The PIMS cavities are made of seven cells, coupled via two 
slots in the connecting wall (visible at the left of Fig. 11); the pairs of slots on the two sides of a cell 
are rotated by 90° in order to minimize second-neighbour couplings that could perturb the dispersion 
curve. The complete PIMS section is made of 12 seven-cell cavities. While the cell length inside each 
cavity is constant, it increases from cavity to cavity, matching the increase in E.  
RF input  
Fig. 11: The PIMS seven-cell cavity 
Figure 12 shows a typical superconducting low-beta cavity operating in the S-mode. This 
particular cavity is made of five cells of identical length. 
 
Fig. 12: A five-cell elliptical superconducting cavity 
5 S/2-mode structures: side-coupled, ACS, CCDTL, etc. 
In order to be able to use long chains of cells there is a particular interest in S/2-mode structures, 
although this mode, as seen in Section 2, has lower acceleration efficiency than 0 or S-modes. The 
main reason to go to this mode is that long chains of coupled cells, sometimes with more than 100 
cells, are often required for an efficient use of the high-power RF sources. The cost of one single high-
power RF unit is usually much lower than that of many small power units.  
Looking at Fig. 5, we can observe that the bandwidth of a coupled system is only proportional 
to the coupling factor and independent of the number of cells. Therefore, if we have a large number of 
cells and a large number of modes on the dispersion curve, the modes will be very close in frequency 
one to the other; this is particularly true for the 0 and S-modes that lie in a region of the curve where 
the derivative is small. The modes will remain separated because usually their Q-value is sufficiently 
high; however, an important consequence of having higher-order modes very close to the operating 
mode is that the system becomes extremely sensitive to mechanical or other errors.  
The problem can be analysed with the coupled resonator model, considering a perturbation of 
the system matrix M introduced in Section 2. The theory of small matrix perturbations applied to M 




frequency deviations from the original frequency, will modify its field distribution in order to respect 
the new boundary conditions by introducing at the operating mode small components from the nearby 
modes [1]. It is typical of an eigenvalue system that every configuration can be described as a linear 
combination of the normal modes of the system. A detailed mathematical analysis shows that the 
weight of each mode in the linear combination corresponding to the perturbed system is inversely 







perturbation Z Zv   (3) 
with the frequency of our operating mode and the frequency of the perturbing nearby mode. 
In the presence of mechanical errors the field distribution of the operating mode will be 
different from the ideal one, which corresponds for both the 0 and the S-mode to an identical field 
level in all cells. The field distribution will have components of the nearby modes and the field level in 
the cells will no longer be identical. In particular, the nearest mode will have the highest contribution, 
and because the closest mode to a 0-mode, for example, has a strong slope in the field distribution 
(mode q = 1 in Fig. 6) it is likely that the field distribution at the operating frequency will present a 
slope, larger or smaller depending on the level of the error(s) and on the distance in frequency between 
the two modes, i.e., on the number of cells in the system. The effect of this perturbed distribution on 
the particle beam can be extremely harmful; in the design of the structure one assumes a well-defined 
energy gain per cell and if the field is lower (or higher), the particles will arrive too late (or too early) 
in the next cell and see an RF phase different from the design one. Small variations can be 
compensated by phase stability, but larger variations will lead to an increase of the longitudinal beam 
emittance and eventually to particle loss. 
The solution to stabilize a long chain of resonator against mechanical errors is to operate it in 
the S/2 mode, i.e., in the mode characterized by the polarity (+, 0, í, 0, +, 0, í) where half of the cells 
are empty of field during operation. The important point is that relation (3) is valid for perturbing 
modes higher or lower than the operating one; for modes higher in frequency, the perturbation 
component will come in with a negative sign, whereas for modes lower in frequency it will come in 
with a positive sign. The S/2 mode has the important feature that, when the system is perfectly tuned, 
it is equally spaced between two symmetric groups of modes, higher and lower in frequency (Fig. 5). 
Carrying out some simple calculations using relation (2) of Section 2, we can see that the two nearby 
modes to a S/2 mode have the same field distribution in the cells that are µfull¶ in the S/2 mode (but 
different field distribution in the empty cells). The same will be true for all pairs of modes going 
symmetrically up and down in frequency. In case of a mechanical perturbation, the system will react 
to respect the new boundary conditions by introducing at theS/2 frequency components from all 
nearby modes. Because of the different sign and of the equal spacing in frequency, components from 
the pairs of modes higher and lower in frequency will come in with exactly the same absolute value 
but opposite sign and will cancel each other. The consequence is that a perfect S/2 mode structure is a 
stabilized structure, virtually insensitive to small mechanical errors. 
However, the problem remains of providing sufficient acceleration when operating in the S/2 
mode, and the classical solution has been to remove the empty cells (usually referred to as µcoupling 
cells¶) from the beam line, obtaining the so called µside-coupled structure¶ presented in Fig. 13, 
developed at the Los Alamos National Laboratory in the 1960s. Here the coupling is magnetic, 
through slots on the cell walls, and the coupling cells are moved away from the beam axis and placed 
symmetrically on both sides of the chain of accelerating cells. The result is that from the 
electromagnetic point of view, the structure operates in the S/2 mode providing stabilization of the 
field, whereas the beam travelling on the axis sees the typical field distribution of a S-mode with 




about 700 MHz), where high-power klystrons provide an economical way to feed a large number of 
cells, for which operation in 0 or S-mode would be impossible because of the strong sensitivity to 
mechanical errors.      
 
Fig. 13: The side-coupled structure 
The Side-Coupled Structure (SCS) is not the only way to build an efficient S/2 structure. In 
Fig. 14 the SCS (top) is compared with two other configurations, the On-Axis Coupled Structure 
(OCS) and the Annular-Coupled Structure (ACS). In the OCS the coupling cell remains on the axis 
but is made very short in order to minimize the length with no acceleration (in a coupled system only 
the frequency has to be constant, not the length), whereas in the ACS the coupling cell is bent around 
the accelerating cell. The advantage of the ACS is that its cylindrical symmetry makes the cell 
machining easier, but the drawback is that access to the accelerating cell for cooling and tuning is 
more difficult. 
Side Coupled Structure (SCS)
 
On axis Coupled Structure (OCS)
Annular ring Coupled Structure (ACS)
 
 
Fig. 14: Different types of S/2 mode structure 
Together with pure S/2 structures, hybrids are also used between a 0 and a S/2 structure, such as 
the Cell-Coupled Drift Tube Linac (CCDTL), another structure that is going to be used in Linac4. This 




connected by coupling cells placed sidewise. Each DTL tank operates in the 0-mode, but the chain of 
DTL tanks is operated in the S/2 mode, with the coupling cells empty of any RF field during 
operation. The advantage of this structure, which covers in Linac4 the energy range between 50 MeV 
and 100 MeV, is that it provides longitudinal field stability while permitting access to the focusing 











Fig. 15: The Cell-Coupled Drift Tube Linac 
Another important use of S/2 mode operation is the stabilization of the DTL. Usually, the 
'7/¶Vdrift tubes are installed inside relatively long tanks that present some modes dangerously close 
in frequency to the operating 0-mode. The 0-mode of the DTL can be transformed in a stabilized S/2-
like mode by introducing µpost-couplers¶ inside the DTL tanks. These are cylindrical posts positioned 
at 90° from the stems supporting the drift tubes, on alternating sides, coming close to the drift tubes 
and facing them (Fig. 16). It is not necessary to have a post in front of each drift tube, although the 
more posts the easier the stabilisation will be. Each post is an LC circuit, where the inductance is 
related to the diameter and length of the post and the capacitance is between the tip of the post and the 




Fig. 16: Cut-away view of a DTL tank with post-couplers  
The post-coupler can be considered as a resonator, coupled to the main accelerating cells via its 
capacitance towards the drift tube. By adding the post-couplers, one has realized inside the DTL tank a 




posts is the same as the frequency of the main cells the chain can operate in the S/2 mode, with the 
post-couplers not excited and the accelerating cells with exactly the same field distribution as before; 
the advantage is that the structure now operates in S/2 mode and will be insensitive to small 
mechanical errors. Although the principle is simple, the dimensioning and tuning of a post-coupler 
stabilizing system is particularly complex, for two reasons. The first is that the system is so open that 
there are many couplings between the individual resonators in addition to the main one, which need to 
be taken into account when dimensioning the system. Figure 17 shows a scheme of the coupling of 
cells in a post-coupler stabilized DTL, from Ref. [2]. The different secondary couplings lead to shifts 
in frequency of the different modes and need to be considered in the design.  
 
Fig. 17: Coupled-circuit scheme of a post-coupler stabilized DTL 
The second problem comes from the fact that by changing the length of the post one acts at the 
same time on two parameters of the coupled system: the frequency of the coupling cell, but also the 
coupling between main cells and coupling cells. The consequence is that not all dimensions of posts 
and drift tubes are permitted; only some sets of dimensions allow tuning the posts at the correct 
frequency providing at the same time enough coupling to stabilize the system. 
Figure 18 presents a measured mode distribution for a DTL prototype cavity with post-couplers. 
Initially, the cavity presented only the µTM modes¶, the main band, with acceleration on the 0-mode 
that is here at 352 MHz. The insertion of the post-couplers has made a second band appear, the µPC 
modes¶. Changing the length of the post-couplers, it is possible to move up or down this band in 
frequency, and in particular to adjust it such that the operating mode lies exactly between two other 
modes, one on the PC band and the other on the normal TM band. In this configuration the system will 
be stabilized. However, here the stabilization will never be complete, because the two bands have a 
different slope, coming from the presence of several additional couplings. The lowest band, µstem 























6 H-mode structures 
We present here an alternative family of low-beta structure, the so-called µH-mode structures¶, from 
the term H-mode which is the equivalent in the German literature of TE-mode. Whereas the standard 
accelerating cells that we have considered so far operate in a TM-mode, which is a µnatural¶ 
accelerating mode because it presents a strong longitudinal electric field on the axis, a TE-mode 
characterized by transverse electric field and longitudinal magnetic field can be also modified to 
accelerate particles.  
In particular, the TE111 mode (dipole) can be loaded with two opposite longitudinal bars 
holding two series of small drift tubes (Fig. 19, left), obtaining the so-called Interdigital H-Mode (IH). 
The result is that the transversal electric field of the TE111 mode will be concentrated in the axial 
region and bent in the longitudinal direction by the drift tubes. Because the two bars have opposite 
polarity, the electric field will change sign at each gap; the distribution on axis of the electric field will 
correspond to that of a S-mode in a TM structure, and the cells have to be EO/2 long for synchronous 
acceleration. The Crossbar H-mode structure (CH), shown at the right of Fig. 19, is built in a similar 
way. Here the TM211 mode (quadrupole) is used, and each drift tube is connected to two opposite 
bars.  
The advantage of H-mode structures over TM-mode structures is that they are smaller in 
diameter and have a much higher RF efficiency (shunt impedance), in particular for very low-beta 
particles. This makes these structures particularly suited for heavy ions, where the beam velocity is 
usually small and the lower frequencies required because of the low E would make TM structures 
particularly bulky. However, a disadvantage of H-mode structures is that the small drift tubes do not 
allow the insertion of quadrupoles; focusing can only be provided by magnets placed between tanks or 
in special sections inside the structure. The beam optics becomes more critical, and a special beam 
dynamics approach has to be used in order to avoid losing particles because of the defocusing forces 
related to the choice of a stable synchronous phase for the beam.               













































7 Comparison of shunt impedances 
One of the most important figures of merit for accelerating structures is the shunt impedance, which 
represent the efficiency of an RF cavity in converting RF power into voltage across a gap. This is 
defined as 
 
with V0 the peak RF voltage in a gap and P the RF power dissipated on the walls to establish the 
voltage V0. When the reference is to the effective voltage seen by a particle crossing the gap at 
velocity Ec, we define the effective shunt impedance as   
 
with T the transit time factor of the particle crossing the gap (ratio of voltage actually seen by the 
particle during the crossing over maximum voltage available). If the structure has many gaps, we can 
refer to the shunt impedance per unit length, usually expressed in M:/m.  
It must be noted that here we use the µlinac¶ definition of shunt impedance, considering it as a 
sort of efficiency, i.e., a ratio between useful work (the voltage available to the beam, which is 
proportional to the energy gained by a particle, squared for dimensional reasons) and the energy 
(power in this case) required to obtain it. If instead we start from the consideration that the shunt 
impedance is the equivalent resistance in the parallel equivalent circuit of a cavity resonator, we need 
to add a factor 2 at the denominator of the previous relations. This is the µcircuit¶ or µRF¶ definition of 
shunt impedance. 
RF power is expensive, and the goal of every designer of normal-conducting accelerating 
structures is to maximize the shunt impedance, which depends on the mode used for acceleration, on 
the frequency, and on the geometry of the structure. Of course, other considerations come into play in 
the overall optimization; however, the shunt impedance remains an essential reference for the 
designer. 
In order to analyse from the shunt impedance point of view different types of normal-
conducting low-beta structures, the EU-funded Joint Research Activity HIPPI (High-Intensity Pulsed 
Power Injectors) compared eight different designs being studied in three different European 
Laboratories, coming to the curves presented in Fig. 20 [3]. 
 
 




The values presented here correspond to simulations of effective shunt impedance per unit 
length corrected for the additional losses expected in the real case, for designs that had already gone 
through some rounds of optimization. The structures taken into consideration belong to two frequency 
ranges, the 324±352 MHz range and its double-harmonic, 648±704 MHz. Higher operating 
frequencies have inherently higher shunt impedance; however, beam dynamics requirements in the 
first low-energy stages impose starting the acceleration at frequencies below about 400 MHz.  
Observing the curves in Fig. 20, the first consideration is that for all structures the shunt 
impedance has a more or less pronounced dependence on beam energy, due to the different 
distribution of RF currents and losses in cells of different length. Whereas 0-mode structures (DTL, 
but also the CCDTL in this context) have a maximum shunt impedance around 20±30 MeV and then 
show a rapid decrease with energy, S-mode structures have a shunt impedance that instead slightly 
increases with energy, but starts from lower values than 0-mode structures. A natural transition point 
between these two types of structure would be around 100 MeV. For S-mode structures, remaining at 
the basic RF frequency leads to about 25% lower shunt impedance than doubling the frequency 
(comparing CERN SCL and PIMS curves). Different considerations apply to H-mode structures; the 
CH considered in this comparison has by far the highest shunt impedance below 20 MeV. Above, its 
behaviour is similar to that of TM 0-mode structures. 
8 Superconducting structures 
For superconducting structures, shunt impedance and power dissipation are not a concern, and the 
much lower RF power required allows using simpler and relatively inexpensive amplifiers. A 
separated-cavity configuration like the one of Fig. 2 is therefore preferred for most superconducting 
linac applications at low energy, up to some 100±150 MeV, where more operational flexibility is 
required and where the short cavity lengths allow having more quadrupoles per unit length, as required 
by beam focusing at low energy. At higher energies, superconducting linacs use multi-cell S-mode 
cavities like the one presented in Fig. 12. 
However, we must observe that only a few low-beta linacs use single-gap cavities; even for 
superconducting structures, economic reasons suggest adopting structures with generally two or in 
some cases three or four gaps. The most widespread resonator used in particular for very low-beta 
heavy-ion applications is the Quarter Wavelength (QWR, Fig. 21), sometimes declined in its Half-
Wave version (HWR), when it is important to avoid even small dipole field components on the axis. 
 




A resonator was recently proposed for several proton beam applications requiring operation at a 
large duty cycle, where superconductivity is an advantage, is the µspoke¶. In this cavity the electric 
field across the gaps is generated by a magnetic field turning around some supports, the spokes. Its 
main advantages are the compact dimensions and the relative insensitivity to mechanical vibrations. 
Similarly, for intense proton or deuteron beams a superconducting version of the CH resonator has 














Fig. 22: Some examples of superconducting low-beta structures 
9 The Radio Frequency Quadrupole 
The Radio Frequency Quadrupole (RFQ) is a particular type of low-beta structure that requires a 
separate treatment because of its very specific mode of operation and beam dynamics properties. 
RFQs are used as the very first accelerating element, between the ion source and the first accelerating 
structure, usually a DTL. The particular electrode configuration of an RFQ allows the fulfilment in the 
same structure of three different functions: 
i. focusing of the particle beam by an electric quadrupole field, particularly valuable at low 
energy where space charge forces are strong and conventional magnetic quadrupoles are less 
effective; 
ii. adiabatic bunching of the beam, i.e., starting from the continuous beam produced by the 
source, create with minimum beam loss the bunches at the basic RF frequency that are 




iii. acceleration, from the extraction energy of the source to the minimum required for injection 
into the following structure. 
RFQs are relatively recent; they were invented at the end of the 1970s in Russia and further 
developed in the US. During the 1980s, thanks to their compact size, simple operation, and minimum 
beam loss they replaced the old HV accelerating columns and single-cavity bunching systems on most 
particle accelerator injectors, and nowadays RFQs are the mandatory first section of every proton or 
heavy-ion RF accelerator in the world. Although they can accelerate the beam to any energy, most of 
the RF power delivered to the cavity goes to establishing the focusing and bunching field, and their 
acceleration efficiency is very poor. For this reason, RFQs are used only in the low-energy range, up 
to few MeV for protons, and their length usually reaches a maximum of a few metres. Figure 23 
shows a photograph of the inside of an RFQ (CERN RFQ1, 202 MHz) and a 3D view of the CERN 
RFQ for Linac4 (352 MHz), currently under construction.  
 
 
Fig. 23: The CERN RFQ1 (left), and Linac4 RFQ (right) 
An RFQ is made of four electrodes, called vanes, positioned inside a tank in such way that it is 
possible to excite on their tips a quadrupole RF voltage (Fig. 24). A particle travelling through the 
channel formed by the four vanes will see a quadrupole electric field, which will change polarity with 
the period of the RF. This is an alternating-gradient-focusing channel, and by selecting a sufficiently 
high RF voltage it is possible to transport and focus beams with high current and correspondingly high 





Fig. 24: Voltages and electric fields across RFQ vanes  
The longitudinal focusing required for bunching and acceleration is provided by a longitudinal 




the vanes. On opposite vanes, the peaks and valleys of the modulation correspond, whereas on 
adjacent (90°) vanes peaks correspond to valleys and vice-versa (Fig. 25). The consequence is that the 
opposite voltage between adjacent vanes generates an electric field between them that has the 
particular directions shown in Fig. 25 (centre). This field can be decomposed in a transverse 
component, contributing to the transverse focusing, and in a small longitudinal component that 
changes sign with the period of the modulation. The longitudinal component has the characteristic 
profile of the field in the cells of a S-mode structure; if the distance between positive and negative 
peaks of the longitudinal field is exactly EO/2, the particle will see an accelerating field in each cell 
and the net effect will be accelerating.    




Fig. 25: RFQ vanes, field polarity, and modulation parameters  
The result is that from the longitudinal point of view an RFQ is made of a large number of 
accelerating cells (E is very small at the beginning of the acceleration), with the additional flexibility 
with respect to conventional structures that it is possible to change from cell to cell the amplitude of 
the modulation and therefore the value of the longitudinal electric field. Moreover, by opportunely 
changing the length of the cells it is possible to modify the (longitudinal) RF phase at which the 
particles cross the centre of the cell. In this way, it is possible in the initial part of an RFQ to start with 
flat vanes (only focusing) and then slowly increase the longitudinal voltage, having the particles 
crossing the cells at the phase providing maximum longitudinal focusing (í90° from the crest) and 
slowly (adiabatically) bunching the beam. When the beam is bunched, it is possible to increase 
acceleration by displacing (slowly) the phase towards acceleration and by increasing the modulation. 
In conclusion, the RFQ is mainly a focusing and bunching device, where only in the last section is a 
fraction of the field dedicated to providing some acceleration. 
From the RF point of view, the main problem is to create the quadrupole RF field on the vane 
tip, which must provide the constant voltage along the length required by the beam dynamics. 
Different types of resonators are used to provide this field. The most commonly used is the µ4-vane¶ 
resonator, which can be considered as a cylindrical cavity where a TE210 mode is excited, 








Because the TE210 mode is not allowed by the boundary conditions in a closed cylindrical 
resonator (the electric field is parallel to the end walls), the end regions of this type of RFQ have to be 
modified with vane undercuts allowing the longitudinal magnetic field to flow from one quadrant to 
the other (Fig. 27) and the electric field to become perpendicular to the end walls. These terminations 
need to be correctly tuned, to simulate an µopen-end¶ termination. 
B-field
 
Fig. 27: End-cell of a 4-vane RFQ. The arrows show the direction of the magnetic field. 
Another problem of the 4-vane resonator is the presence of dipolar fields that in some cases can 
lead to difficulties in achieving the required field flatness. To overcome this problem, some 
laboratories are using the µ4-rod¶ RFQ resonator, which also requires tuning of the end sections but is 
free from dipole modes. This resonator is simpler and less expensive to build; however, its smaller 
transverse dimensions make it less suitable for higher frequencies and larger duty cycle, and it is 
mainly used for heavy-ion applications and for protons up to about 200 MHz. In the 4-rod the four 
electrodes are smaller, and can be considered as bars charged with the required voltage polarity by a O/4 transmission line arrangement (Fig. 28). The loading line can be simple or in some cases double, 
as for the antiproton decelerating RFQ presented in Fig. 29. 
 
Fig. 28: The 4-rod RFQ structure 
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Low-level RF  
Part I: Longitudinal dynamics and beam-based loops in synchrotrons 
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Abstract  
The low-level RF system (LLRF) generates the drive sent to the high-power 
equipment. In synchrotrons, it uses signals from beam pick-ups (radial and 
longitudinal) to minimize the beam losses and provide a beam with 
reproducible parameters (intensity, bunch length, average momentum and 
momentum spread) for either the next accelerator or the physicists. This 
presentation is the first of three: it considers synchrotrons in the low-
intensity regime where the voltage in the RF cavity is not influenced by the 
beam. As the author is in charge of the LHC LLRF and currently 
commissioning it, much material is particularly relevant to hadron machines. 
A section is concerned with radiation damping in lepton machines. 
1 Applied longitudinal dynamics in synchrotrons  
Synchrotrons are circular accelerators whose RF frequency varies during the acceleration ramp to keep 
the particles on a centred orbit. In this section we study the dynamics of a particle that periodically 
crosses the accelerating cavities and gains or loses energy by interaction with the electric field. The 
intent is to cover the basics of longitudinal dynamics, required to understand low level RF (LLRF). 
Please consult Refs. [1]–[8] for a more detailed coverage. 
1.1 The synchronous particle  
We first consider a reference particle that stays exactly on the centred orbit turn after turn. This 
fictitious particle is called the synchronous particle. 
The RF frequency fRF must be locked to the revolution frequency frev of the synchronous particle 
to have a coherent effect turn after turn. The ratio (integer h) is called the harmonic number 
 revRF fhf .  (1) 
 ESS 00 22. RchRvhf RF    (2)  
 
c
v E  (3) 
with 2SR0 the machine circumference and v the speed of the particle. 
In order for the synchronous particle to stay exactly on the centred orbit, the radial component 
of the magnetic force must compensate the centrifugal force. Let U be the bending radius of the 
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Using the relations between E (ratio of particle velocity to the velocity of light), p (momentum), and J 
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Let us now analyse Eqs. (6) and (8): 
– The fRF vs B relation is non-linear. 
– The frequency swing depends on the range of Jfrom injection to extraction. We have a large 
frequency swing when the injection energy is low so that the speed varies greatly during the 
ramp (non-relativistic machine). 
– For highly relativistic machines (electrons) the RF frequency can be kept constant. 
– Low-energy proton or ion machines will have a large frequency swing. 
– Heavy ions have a larger E0/q ratio than protons because neutrons have no charge. If 
accelerated with the same magnetic ramp, the frequency swing will be larger. 
– If the frequency swing is large, the RF frequency would best be controlled from a 
measurement of the dipole field. 
– It is the responsibility of the LLRF to make the RF frequency track the dipole field according 
to Eq. (8). 
Some examples: 
– e+e- (E0 = 0.511 MeV) acceleration in the SPS as LEP injector, from 3 GeV/c to 22 GeV/c at 
constant frequency 200.395 MHz. 
– Proton (E0 = 938.26 MeV) acceleration in the LHC from 450 GeV/c (400.788860 MHz) to 
3.5 TeV/c (400.789713 MHz). 
– Original proton acceleration in the CPS (1959, h = 20) from 50 MeV/c (2.9 MHz) to 25 GeV/c 
(9.54 MHz). 
– Lead ion 208Pb82+ acceleration in the SPS from 5.87 GeV/u (kinetic energy per nucleon) at 
198.501 MHz to 160 GeV/u (200.393 MHz) for injection in the LHC. 
Figure 1 shows the LHC frequency ramp used at the beginning of 2010 for protons. By the end of the 
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The transition energy Jt will be presented shortly. Let us now use the above relations. 
– Matching the magnetic field at injection: We measure the radial displacement on first turn 'R and wish to trim the magnetic field B to centre the beam. Since the momentum is fixed 
(defined by the injector), we will use Eq. (12), with 'p = 0, to derive the appropriate 'B from 
the measured 'R: 




J' '   (16) 
– Displacing the circulating beam by trimming the RF frequency: This operation is used 
routinely for chromaticity measurement. We keep the magnetic field B constant and wish to 
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HereKis called the slippage factor. It changes sign at the transition energy. At constant 
magnetic field, if the momentum is increased, both particle mass and speed will increase. An 
increase of mass drives the particle on an outer orbit, therefore reducing the revolution 
frequency as the trajectory is longer. On the other hand, an increase of particle speed always 
tends to increase the revolution frequency as the particle travels faster.  
At low energy the effect of the particle speed dominates and the revolution frequency 
increases with momentum (positive K). At high energy the speed barely changes and the 
lengthening of the orbit dominates. The revolution frequency decreases with momentum 
(negative K). At transition energy the two effects compensate and the revolution frequency 
becomes insensitive to momentum. 
When using a formula including the slippage factor, beware that some authors use revolution 
period instead of revolution frequency in the definition (18). The resulting K has the same 
absolute value but inverted sign. So check the definition. 
1.3 Non-synchronous particles  
So far we have considered the synchronous particle: it has the correct momentum — Eq. (5) — so that 
it stays exactly on the centred orbit turn after turn. The RF frequency is an integer multiple of the 
synchronous particle revolution frequency so that this fictitious particle crosses the electric field at a 
constant phase Is, turn after turn. In this section we now consider a particle P having a small 
momentum offset with respect to the synchronous particle. As a consequence it has a different 
revolution frequency and crosses the cavity at a slightly different RF phase.  Let (ps, Is) refer to the 
synchronous particle and (p, I) refer to particle P. Given the small momentum difference P has also a 
different revolution frequency  
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We have a minus sign because I is the RF phase when P crosses the cavity. (In this paper the 
superscript ~ represents deviations with respect to the synchronous particle while the subscript s refers 
to the synchronous particle.) The above relation is kinematic only. Let us now introduce the electric 
force. 
Crossing the cavity at a different RF phase, the momentum increase is different for P and for the 
synchronous particle 
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The slippage factor — Eq. (18) — relates a momentum offset to a frequency offset, at constant 
magnetic field 
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s
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Now merging the above two equations we get a second-order differential equation describing the 
synchrotron motion. Notice the non-linearity (sine term) 
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Let us first consider small phase deviations with respect to the synchronous particle 
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If :s2 is positive, the equation of synchrotron motion represents an undamped harmonic 
oscillator with resonant frequency :s, called the synchrotron frequency. Given a phase or 
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momentum error as initial conditions, the particle will oscillate endlessly around the stable phase, 
exchanging longitudinal displacement with momentum offset. The period of the synchrotron 
frequency is the characteristic time-response of the beam in the longitudinal plane. We will call 
adiabatic the evolutions that are slow with respect to this period. 
If :s2 is negative, the solutions of Eq. (29) will be the combination of a decaying and a 
growing exponential and the motion is unbounded. We are interested in situations where the distance 
between particle P and the synchronous particle remains bounded and that requires   
 cos 0 .sK M t  (31) 
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The sign of cos Is therefore changes at transition.  We have 
– Acceleration below transition 
 0 cos 0 0 , .
2
t s s
SJ J K M M ª ºd  t  t   « »¬ ¼  (33) 
– Acceleration above transition 
 0 cos 0 , .
2
t s s
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Let us return to the synchrotron motion Eq. (26), before linearization. After a first integration, it 
becomes 
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For each value of the constant C we have a different trajectory. Figure 2 shows a phase space 
representation of these trajectories. 
Analysis 
– For small deviations from the stable phase the trajectories are circular in phase space. This 
corresponds to the linearized Eq. (29). For larger deviations the trajectories are deformed, but 
still closed, corresponding to a quasi-harmonic undamped oscillator. Closed trajectories 
(stable motion) are marked in blue on Fig. 2. 
– Above some excursion the trajectories are not closed anymore and these particles are not 
controlled by the RF (green traces). The limiting closed trajectory is called the separatrix 
marked in red on the figure. The enclosed surface in phase space is called the bucket area. 
– If there is no acceleration (Fig. 2, top left) the particles outside the separatrix drift in the 
machine, ‘surfing’ over the buckets. Such a situation is found during injection, when some 





Fig. 2: Trajectories in normalized phase space (I, 1/: s dI/dt) above transition for 
synchronous phase 180 degrees (top left), 170 (top right), 160 (bottom left) and 
150 degrees (bottom right). The separatrix is in red. Stable trajectories are shown 
in blue, unstable motion appears in green. The particles move clockwise on the 
trajectories. 
– The previous phase space plots are in normalized (I, 1/:s (dI/dt)) units. The trajectories 
are similar if the horizontal axis is time and the vertical axis is  or  (momentum or 
energy deviation with respect to synchronism). However, momentum and energy 
deviations are related to dI/dt via the slippage factor K that changes sign at transition, 
Eq. (24). Using these for the y-axis, the phase space trajectories will thus be travelled in 
the anti-clockwise direction below transition and in the clockwise direction above 
transition (Fig. 3). 
– In the presence of acceleration, the unbunched beam sees its momentum decrease with 
respect to the synchronous particle as it does not interact with the electric field coherently 
turn after turn. Considering the correct direction of travel on the trajectories, we see on 
Fig. 3 that the momentum deviation decreases in all cases. (In reality it is the momentum 
of the synchronous particle that increases.) As the magnetic field increases, these particles 
move inwards in the vacuum chamber and are lost. 
– The bucket area A is usually expressed in physical energy × time unit (eVs) 
    3216 .2 s sRF EqA Vfh E D MKS§ · § ·¨ ¸ ¨ ¸ ¨ ¸ ¨ ¸© ¹© ¹  (36) 
The function D(Is) is a non-linear function describing the rapid reduction of bucket area 
with the stable phase (Fig. 2). It is equal to 1 for 0 or 180 degrees and drops to 0.3 for 30 
or 150 degrees [2], [3], [9].  
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 Fig. 3: Trajectories in phase space (I, ). x-axis in radian. The y-axis is the relative momentum deviation. 
The figure would be identical using the relative energy deviation. Accelerating bucket. Left: 
situation below transition, 20 degrees stable phase. The trajectories are travelled in the anti-
clockwise direction. Right: situation above transition, 170 degrees stable phase. Trajectories 
travelled in the clockwise direction. 
– The particles will occupy an area inside the bucket. We call this area the bunch longitudinal 
emittance. The RF voltage must be dimensioned to allow for capture and acceleration without 
loss. The bucket area must always be significantly larger than the bunch emittance. The ratio 
is called the filling factor. 
1.4 Synchrotron tune spread and its consequences 
The synchrotron motion in a non-accelerating bucket (Is = 0) is described exactly by the pendulum 
system shown on Fig. 4. 
 
Fig. 4: Pendulum of mass m and length R 
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We derive the equations of motion by writing the tangential part of Newton’s equation 
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Equation (39) is identical to Eq. (26) if Is = 0 (non-accelerating bucket). In particular it contains the 
sine dependence that brings complexity to the synchrotron motion. It is well known that, for small 
amplitudes of oscillation, the phase space trajectory is a circle (if scaled correctly) and the period of 
oscillation is constant (after all, a pendulum has long been used to measure time). For larger 
amplitudes, however, the non-linearity has consequences: Fig. 5 shows increasing amplitudes and a bit 
of intuition will be required from the reader. When the amplitude gets large, the period increases, but 
the pendulum does not describe the phase space trajectory at constant speed anymore. It spends most 
of its time at the extremes of its oscillation. When the pendulum reaches maximal vertical position, it 
seems to hesitate before falling back on its downward swing. Try it… If the initial conditions place the 
pendulum at S or –S, with zero speed, it will (at the limit) take an infinite time to make a complete 
oscillation. This is the equivalent of the separatrix.  
 
Fig. 5: Pendulum with increasing amplitudes of oscillation. When the extremes get close to +-S, the 
period becomes very large and the pendulum spends most of its time at the extremes of its 
oscillation. 
From the pendulum we have learnt that 
– The synchrotron frequency depends on the amplitude of the oscillation. Equation (30) applies 
to the centre of the bucket only and we will rename the zero-amplitude synchrotron frequency  :s0. 
– For larger amplitudes, the synchrotron frequency is smaller and finally drops to zero on the 
separatrix. 
– Around the centre of the bucket (small amplitudes of oscillation) the particle travels at 
constant speed on the phase space trajectory (pure harmonic oscillator). 
– But for larger amplitudes, the particle spends more time at the extremes of its oscillation 
(quasi-harmonic oscillator). 
For Is = 0 the frequency of synchrotron oscillation versus peak phase Ipk between 0 and Sis>@ 
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It is plotted in Fig. 6, together with an approximation (very) valid for moderate amplitudes 




MM ª º§ ·« »: | :  ¨ ¸« »© ¹¬ ¼  (41) 
 
Fig. 6: :s/:s0 as a function of the maximum phase deviation in radian. Exact 
formula (bottom trace, blue) and approximation Eq. (41). Non-
accelerating bucket (Is = 0). 
Analysis 
– Given its length, the bunch will have a spread in the synchrotron tunes of the various particles. 
The longer the bunch, the larger the tune spread (for a given RF frequency). 
– In hadron machines this tune spread will provide a stabilizing mechanism against coherent 
instabilities, called Landau damping. 
– Harmonic RF systems: Adding an harmonic system (2 × or 4 × RF) we can shape the 
synchrotron tune vs. peak deviation curve. We may wish to increase the spread to increase 
Landau damping for stability (200/800 MHz systems in the SPS for example). Or we may 
wish to reduce the spread, to make the potential more linear and reduce the filamentation at 
injection (see below). Both are possible by adjusting the relative amplitude and phase of the 
fundamental and harmonic. 
During filling, if the bunch is injected off-centred in the receiving bucket, its shape will be modified as 
the particles have different synchrotron frequencies: the trajectories in phase space will be travelled at 
different speed, fast for the particles around the centre of the bucket and slow for the ones injected 
close to the separatrix. Parts of the bunch will lag behind the core, resulting in filamentation in phase 
space (Fig. 7). After complete filamentation, the emittance will be much larger, filling the entire space 
within the blue trace in the simulation shown on Fig. 7. 
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 Fig. 7: Simulation of the filamentation at injection in the LHC bucket 
(phase space in [momentum, phase] units, above transition and thus 
clockwise displacement on the trajectories). The bunch is injected 
with a small phase/momentum error. The separatrix is in red. The 
evolution is left to right and top to bottom. After filamentation the 
bunch will fill the full area inside the blue contour resulting in an 
almost-full bucket. Courtesy of J. Tuckmantel. 
1.5 RF capture optimization 
We consider bunch-into-bucket transfer: the bunches must be transferred from the buckets of an 
injecting machine into the middle of the buckets in the receiving machine. In accelerator chains the 
optimal RF frequency tends to increase with energy so that the width of the receiving bucket is much 
smaller than the width of the injecting bucket if expressed in seconds. So the tolerance to phase errors 
is small. In the SPS–LHC case we transfer from a 200.4 MHz bucket into a 400.8 MHz bucket. We 
assume that the two RF systems are properly locked together. See Refs. [10] and [11] for technical 
details on RF synchronization between synchrotrons. 
As the momentum and charge do not change in the transfer line, Eq. (5) requires 
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where PJs is the power radiated by the synchronous particle. The damping time is thus the time that it 
would take for the synchronous particle to radiate out all its energy. Radiation damping is significant 
for circular electron accelerators and storage rings only because the radiated power scales as J 4 and 
hadrons are not relativistic enough yet. In the LHC the radiation damping time is ~24 hours at 7 TeV/c 
and ~ 384 hours (more than two weeks) at the reduced 3.5 TeV/c used in 2010. Not much damping! 
The 7 TeV/c protons in the LHC have J~ 7000 while the 100 GeV/c electrons and positrons in LEP 
had J~ 200 000.  
 
Fig. 13: Phase space trajectory of a non-synchronous particle with 
radiation damping. Evolution predicted from Eq. (44). 
Where significant, radiation damping has a decisive impact on the bunch profile. With the 
damping introduced above, all non-synchronous particles would slowly spiral in phase space as shown 
on Fig. 13, converging to the centre of the bucket, resulting in zero longitudinal emittance and a point-
like bunch. This is not the case. Radiation damping does indeed lead to very short, but not point-like, 
bunches in high-energy lepton storage rings. Electromagnetic radiation is emitted in quanta of discrete 
energy. In the phase-space representation, when a quantum is emitted, the momentum of the particle 
changes and it jumps on another, lower energy trajectory. This brings the bunch closer to the centre of 
the bucket if the quantum was emitted in the excess-energy part of the trajectory, but away from 
synchronism if emitted in the lower-energy part. This is similar to the classic statistical random walk 
process: at each trial we can take one step forward or backward. After a large number of trials, the 
average position is still zero but the variance keeps growing. The effect of many small jumps in phase 
space creates diffusion. The bunch length will be an equilibrium between the damping and the 
excitation due to the stochastic nature of the process. Refer to Refs. [4] and [5] for a detailed 
presentation. The bunch profile is also shaped by the radiation emission: for a given particle, 
emissions of successive quanta are independent. The central limit theorem states that, if a random 
variable is the sum of a large number of independent variables, its distribution becomes Gaussian no 
matter what the distribution of the individual random variables is. In high-energy lepton storage rings 
the bunch profile is indeed Gaussian and the distribution can be characterized by a single number 
(usually the variance V of the longitudinal bunch profile in either length or time, as measured by a 
longitudinal pick-up). That is not the case in hadron machines where the bunch profile depends greatly 





difference (beam–cavity phase error) minus the stable phase is used to correct the RF frequency via 
the phase loop amplifier. The inherent delays and bandwidth limitations in the beam-phase loop make 
it impossible to act bunch per bunch. We assume that the beam phase is, at each turn, averaged over 
all bunches in the machine. The simplest regulation is proportional only. Zs is the RF frequency (in 
rad/s) derived from a measurement or an estimation of the magnetic field, Eq. (8). GZrf is the 
correction applied by the phase loop. We have 
 IGZ M ~kRF    (52) 
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The synchrotron frequency is not changed but we have introduced the desired damping term. The 
above equation much resembles the damped equation resulting from radiation, Eq. (44).  However, 
while radiation damps each particle individually, the LLRF phase loop can only act on the average 
dipole oscillation of all bunches. It must be fast compared to the filamentation time in order to damp 
phase and energy errors at injection before significant emittance blow-up. Figure 16 illustrates the 
action of the phase loop in normalized phase space. It considers injection in a non-accelerating bucket 
above transition. The point-like test bunch is injected at point (0, 1) in the normalized phase space, 
corresponding to a -S phase error and a momentum error equal to one half the bucket half-height. 
(The bucket is shown at the top left.) Displayed are the evolutions without phase loop (top right) 
resulting in no capture, and with phase loop for two different loop gain settings. These plots are 
somewhat confusing however: recall that the phase loop does not displace the beam. It changes the 
RF phase and frequency to jump the bucket onto the injected bunch. In Fig. 16 the phase loop actually 
displaces the axis to bring the (S, 0) point right on the beam. This explains why a phase loop can 
be much faster than the synchrotron period while remaining adiabatic. 
 
 
Fig. 16: Injection transients in normalized phase space (I, 1/: s dI/dt) above transition for synchronous 
phase 180 degrees. RF bucket (top left). Injection of a point-like bunch with phase and energy 
error point (0, 1). The evolution without phase loop is shown on the top right: the bunch surfs over 
the bucket and is not captured. The bottom two traces are with phase loop on at low gain (left) and 
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Analysis: 
– The radial loop does not provide damping. It only increases the frequency of oscillation. The 
damping is provided by the phase loop. 
– The phase loop/radial loop tandem has very good behaviour during transients. At injection, for 
example, if the beam is injected with a phase and energy error the first turn will be on an off-
centred orbit and the beam will see a non-zero RF voltage. The phase loop reacts in a few 
turns and the RF jumps on the bunch, thereby preventing emittance blow-up. Thereafter the 
radial loop will slowly modify the beam energy to drive it back to the centre orbit. 
– In the system shown on Fig. 20, the stable phase Is must be subtracted from the beam–cavity 
phase error measured by the phase discriminator. It is computed from a measurement of the 
RF voltage and the momentum, Eq. (11). An error in the stable phase computation will 
introduce a radial displacement of the beam if the phase-loop amplifier is DC-coupled. To 
avoid this, the phase loop can be AC-coupled. This method is used in the PS accelerator at 
CERN [14]. 
– If one neglects the delays, the combination of phase loop/radial loop is unconditionally stable. 
A comprehensive treatment of the low-level loops in the presence of delays can be found in 
Ref. [13]. Other interesting references are [15], [16] (application to the CERN PS during the 
1970s), and [17] (application to the CERN PS Booster). 
– The sign of the radial gain must be changed at transition because cos Is changes sign. It must 
be positive below transition and negative above. 
– The radial loop is very efficient for reducing the effect of frequency errors on the radial 
position. Let us assume a small error GZ in the RF frequency. From Eq. (17) we derive the 
resulting error on the radial position (without radial loop) 
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At transition, the sensitivity becomes infinite! With the radial loop the effect is limited by the 
closed loop gain, that cannot be too large in order to remain adiabatic. The radial loop is 
required to cross transition. 
– The radial loop couples the transverse and longitudinal planes using transverse measurements 
to estimate momentum and correct the frequency. This causes problems: transverse betatron 
oscillations are interpreted as momentum error. This effect can be minimized by using two 
pick-ups at 180 degrees in betatron phase.  
– The radial loop typically looks at one or few PUs only. It centres the beam in one location 
only, instead of centring the average orbit. 
2.3 Synchro loop  
Instead of monitoring the beam radial position we can lock the RF frequency on an external reference 
via a synchro loop. This loop must have a much smaller gain than the phase loop to guarantee 
adiabaticity. Figure 21 shows the combination of phase and synchro loop. We measure the phase of 
the RF (or beam) and compare it with the reference generator. This error is used to correct the RF 
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Appendix A: Relations between E (total energy), E0 (rest energy), p (momentum), v 
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Superconducting elliptical cavities 
J.K. Sekutowicz  
DESY, Hamburg, Germany  
Abstract  
We give a brief overview of the history, state of the art, and future for 
elliptical superconducting cavities. Principles of the cell shape optimization, 
criteria for multi-cell structures design, HOM damping schemes and other 
features are discussed along with examples of superconducting structures for 
various applications.   
1 Introduction 
There are several milestones worth mentioning that have led to implementation of the superconducting 
phenomenon in RF acceleration of charged particles. The discovery of superconductivity in 1911 by 
Heike Kamerlingh Onnes [1, 2], who was the first to liquidize helium in 1908, and the discovery of 
superconducting properties of niobium (Nb) and lead (Pb) by Walther Meissner [3] in 1928–1934 are 
certainly some of those.  
In parallel, developments in RF acceleration, first proposed in 1924 by Gustaf Ising [4], and 
the first RF accelerator built by Rolf Wideröe [5] in 1927/1928, were the essential milestones on the 
particle acceleration technique side for superconducting RF (SRF) technology. In 1961, William 
Fairbank of the High-Energy Physics Laboratory (HEPL) at Stanford University presented the first 
proposal for a superconducting accelerator.  Three years later the HEPL group of W. Fairbank, A. 
Schwettman, and P. Wilson accelerated electrons with a lead coated structure for the first time. In 
1970, John Turneaure and Ngueyn Viet at HEPL reached a very encouraging result testing at 1.25 K a 
8.5 GHz pill-box cavity made of reactor grade niobium [6]. The cavity demonstrated a peak electric 
(magnetic) field of 70 MV/m (108 mT) on the wall having an intrinsic quality factor
1
 Q0 of 8·10
9
. The 
result was proof-of-principle for high-gradient operation of Nb cavities, even though they are made of 
low RRR material.  Finally, the pioneering work of the HEPL group led to the design and construction 
in the years 1968–1981 of the superconducting accelerator (SCA). The facility became a very 
successful tool for many years and many experiments, among others for proving the FEL theory of 
John Madey (1978) in the early 1980s.   
The SCA used standing-wave elliptical accelerating cavities. The elliptical shape was invented 
for suppression of multipacting phenomena in superconducting cavities. The shape in addition allows 
for less demanding surface preparation, i.e., chemical treatment and high-pressure water rinsing being 
two inevitable steps to reach high gradients and high intrinsic quality factors. The SCA cavity is 




Fig. 1: HEPL superconducting cavity: (left) picture of a seven-cell subsection for assembly in a multi-
subsection structure; (right) cross-section of the seven-cell structure with attached beam tubes. The 
opening in the middle of the cell is for the input coupler attachment 
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 The quality factor is defined in Section 2.1.  
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Over the past three decades many superconducting (sc) accelerators have been built, both for 
high-energy and nuclear physics experiments. Some of them, after years of operation, have already 
been dismantled, but more are still in operation, under construction, or in a well-advanced R&D phase. 
Table 1 shows superconducting accelerators, the number of elliptical cavities, length of the SRF 
installation, and their status. The ultimate goal of the ‘superconducting’ community is the realization 
of the International Linear Collider (ILC), since November 2004 the successor of the TESLA project 
[8]. Figure 2 shows the layout of the 500 GeV option of ILC, with two ~10 km long linear 
superconducting accelerators. Not much was changed in the TESLA cavity from the time (1992) it 
was designed [9]. The international R&D effort, since 2004, is mainly to establish a technology 
ensuring production of ~16 000 TESLA cavities with a high intrinsic quality factor of 10
10
 at a 
nominal gradient of 31.5 MV/m. Recent results of eight TESLA cavities achieving ILC specifications 
at DESY are summarized in Fig. 3, proving that this demanding specification is achievable in multi-
cell structures. The largest facility currently under construction is the European XFEL. The sc linac 
driving XFEL will be 1 km long. It will be made of 648 TESLA cavities housed in 81 cryomodules. 
We will discuss TESLA cavities and other alternative cell geometries in more detail later in this 
lecture.  
     Table 1: Superconducting accelerators with elliptical cavities 
Accelerator Country No. cavities SRF Length [m] Status 
TRISTAN Japan 32 49 dismantled 
LEP Switzerland 288 490 dismantled 
HERA Germany 16 19 dismantled 
SCA USA 4 28 operational 
S-DALINAC Germany 10 10 operational 
CESR USA 4 1.2 operational 
CEBAF USA 320 160 operational 
KEK-B Japan 8 2.4 operational 
Taiwan LS China 2 0.6 operational 
Canadian LS Canada 2 0.6 operational 
DIAMOND UK 3 0.9 operational 
SOLEIL France 4 1.7 operational 
FLASH  Germany 56 58 operational 
SNS USA 81 65 operational 
JLab-FEL USA 24 14 operational 
LHC Switzerland 16 6 operational 
ELBE Germany 6 6 operational 
CEBAF 12 GeV Upgrade USA +80 56 construction 
SNS-Upgrade USA +36 33 design 
European XFEL Germany 648 674 construction 
ERL Cornell USA 310 250 design 
RHIC Cooling USA 1 1 design 
BEPC II China 2 0.6 design 
X-Ray MIT USA Option 176 Option 184 R&D 
Project X USA Option 352 Option 360 R&D 
ILC Option USA 15 764 16 395 R&D 
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CEBAF at TJNAF in Virginia is currently the longest operating SRF installation. Two 
CEBAF linacs, having 160 superconducting elliptical cavities each, have delivered 6 GeV electrons 
for nuclear physics experiments over the last 15 years. The upgrade to 12 GeV, which requires 80 
additional new-type cavities, operating cw at 19 MV/m, is under construction and first physics 


























Fig. 3: Test results at DESY for eight TESLA cavities achieving the ILC specification 
 
Elliptical cavities are mainly used for acceleration of ultra-relativistic (ß = v/c = 1) particles like 
electrons and positrons. They can also be used for particles with ß smaller than one. An example of 
such an application is the superconducting part of the SNS linac accelerating H
-
 ions. In general, RF 
parameters of an elliptical cavity can be to some extent tailored for a particular accelerator, with 
respect to the current of accelerated beam, accelerating gradient, cryogenic losses, and mode of 
operation. In the following two sections, we will introduce RF parameters of an elliptical cavity and 
discuss criteria for optimization. 
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2 RF parameters 
2.1 Quality factors 
Accelerating structures are microwave resonators (cavities) storing electromagnetic (e-m) energy and 
sharing it with or receiving it from (ERL case) a charged particle beam traversing their volume. 
Storing e-m energy always causes its dissipation in the metal the resonator is made of or/and its 
radiation via openings in the resonator wall. The measures of both processes are intrinsic (Q0) and 
external (Qext) quality factors respectively. The external quality factors are defined for individual 










Fig. 4: A cavity with openings (ports) coupling in or out stored e-m energy 
For each individual resonance, characterized by patterns of the electric field E and magnetic 
field H in volume V and by resonant angular frequency Ȧ = ʌf, one defines the quality factors as 
follows: 
 
  (2.1)  
 
  (2.2) 
   
where Po and Prad are dissipated and radiated power respectively, Rs is the surface resistance, and W is  
the stored energy: 
  (2.3) 
Unlike room-temperature cavities for superconducting structures Rs, 
(2.4) 
 
has two terms: the residual resistance Rres , practically constant vs. temperature T, and the BCS
2
 term 
rapidly increasing with frequency (~ f 
2
) and decreasing exponentially with T. The dependence on f 
and T has impact on the frequency and operation temperature choice, and will be discussed later with 
                                                     
2




























W dV dVP H{  ³ ³
21 [GHz] 17.67( , ) 0.0002 ( ) exp( )
1.5
s res BCS res
f
R f T R R R
T T
       
J. SEKUTOWICZ
372
other criteria for a cavity design. The residual resistance is a measure of the surface quality, e.g., 
purity of the superconductor, roughness, type of oxidation, inclusions on grain boundaries and so on. 
The general rule is the cleaner the surface the lower the residual resistance.   
2.2 Geometric factor 
The geometric factor is a ratio of the stored energy and surface integral of H
2
. Its value equals the 
intrinsic quality factor Q0 for the unit surface resistance Rs = 1 , giving a direct comparison for 
various resonator geometries in respect to Q0 for the same surface resistance. Higher geometric factor 
means higher intrinsic quality factor and lower energy dissipation for the same surface ‘quality’.  
(2.5) 
 
Again, we will use G as one of the criteria for the minimization of cryogenic load. 
2.3 Beam–cavity interaction 
There are three processes which can take place when a beam of charged particles traverses an 
accelerating cavity: 
– acceleration, 
– deceleration (e.g., energy recovery linacs), 
– excitation of parasitic modes (Higher or Lower Order Modes). 
All three can be described both in time (TD) and in frequency domain (FD).  
2.3.1 Beam characteristic impedance 
Consider a cavity with stored e-m energy W. Passing through the interior of a cavity, a charged 
particle experiences electric force changing its energy (Fig. 5). The change in particle energy ¨Eb is 
proportional to voltage V: 
 ǻEb = q ǜV (2.6) 
where V is an integral of the tangential electric field along the particle trajectory: 
 
           (2.7) 
 
and q is the particle charge. Usually, the trajectory is assumed to be a straight line, but in general a 
curvilinear pass may take place, for example when deflection occurs due to a parasitic dipole mode. 
Formula (2.7) defines the maximum voltage which can be experienced by a point-like particle at given 
stored energy. The beam characteristic impedance   
(2.8) 
 
relates the stored energy and maximum accelerating voltage acting on the particle. One should note 
that (R/Q) depends on the cavity geometry, resonant mode field pattern, and on assumed trajectory. It 
is a measure of how effective the beam–cavity energy exchange is. This effectiveness is higher when 
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Fig. 5: A particle traversing an accelerating cavity along a curvilinear trajectory 
2.3.2 Longitudinal and transverse loss factors 
When a charged particle traverses a cavity free of stored energy it induces energy in all resonant 
modes, whose projection of the electric field on trajectory is not equal to zero. The deposited energy 
(wake) is due to the difference in the inducted surface charge density, depending on the distance 
between the trajectory and the metal wall. The charge density difference causes current flow on the 
surface, accompanied by magnetic and electric fields. The wake is a superposition of all excited 
modes.  The wake is called longitudinal (transverse) when it is superimposed with monopole (dipole, 
quadrupole …) modes. The amount of energy lost by charge q is 
 
       for monopole modes ,                                           (2.9) 
                              
    for non-monopole modes ,                                  (2.10) 
 
where kŒ and kŏ are the loss factors for monopole and transverse modes respectively. For a point-like 





The relation (2.11) holds for both longitudinal and transvers loss factors. It demonstrates that the time 
and frequency domain descriptions are equivalent.  
2.3.3 Additional RF parameters for accelerating mode 
We will now introduce four parameters, which are of practical meaning for the design criteria of 
accelerating structures. 
2.3.3.1 Ratio of peak electric field to accelerating gradient 




where lactive is the active length of the accelerating structure. The ratio of the maximum electric field 




































shows the sensitivity of the cavity geometry to electron emission from its metal wall. For TESLA 
structures ȘE = 2 and in some well performing cavities, Epeak is higher than 85 MV/m. At such a high 
electric field, impurities left on or irregularities in the surface turn to emitters generating electrons, 
which cause radiation, wall heating, or quenching of the cavity. Often the RF performance limit and 
slope of the Q vs. Eacc curve at high gradients can be attributed to these phenomena. ȘE was one of the 
criteria for the TESLA cavity design in 1992. However, with the remarkable evolution in surface 
preparation methods over the last two decades, higher ȘE could be accepted in newer geometries of 
superconducting elliptical cavities, e.g., in the low-loss (LL) shape. 
2.3.3.2 Ratio of peak magnetic field to accelerating gradient 
The critical magnetic flux Bc of a superconductor that the cavity wall is made of, and peak magnetic 
flux Bpeak on the wall set the limit for the maximum achievable Eacc. The ratio 
(2.14) 
depending on the cavity geometry only, is one of the criteria for shape optimization. For niobium 
(Nb), a metallic type-II superconductor, which is commonly used as bulk material for accelerating 
cavities, the critical magnetic flux Bc1, below which the superconductor stays in the Meissner phase, is 
~185 mT. The first LL cavity, mentioned above, has been developed for the 12 GeV CEBAF upgrade 
[10]. For its design, one of the optimization criteria was minimization of B on the wall, leading to less 
energy dissipation at an operation gradient of 19.5 MV/m. The final LL shape has 
ȘB = 3.74 mT/(MV/m) and the maximum achievable accelerating gradient for that cavity type, when it 
is made of Nb, is ~50 MV/m.  
2.3.3.3 Dissipation factor 
For the accelerating mode, one can use the product of the geometric factor Gacc and beam 
characteristic impedance (R/Q) 
(2.15) 
as a measure for energy dissipation in the cavity wall. Higher Įdis means lower dissipation for the same 
metal wall quality. The product Įdis allows for heat load comparison of various cavity shapes when 
they are made of the same quality superconductor and when they operate at the same accelerating 





2.3.3.4 Cell-to-cell coupling 
If it is practical from the technical and performance point of view, one should use multi-cell structures 
to lower the investment costs of an accelerator. Single-cell structures have several technical 
advantages: 
– there is no field flatness problem; 
– the input coupler transfers less power3; 
– it is easier to damp HOMs; 
– cleaning and preparation are less demanding. 
Unfortunately, the advantages do not compensate for the enhanced costs of an accelerator built with 
single- instead of multi-cell structures. These multi-cell structures have a lower cost per unit length 
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and allow for higher real-estate gradients, which is especially relevant for linear accelerators also for 
cost reasons. 
The cell-to-cell coupling enables energy flow along the structure, for both accelerating mode 
and HOMs. In the following, we will discuss cell-to-cell coupling for the accelerating mode
4
. Many of 
the discussed features hold for other resonant modes.   
Consider as an example the coupling of two identical, cylindrically symmetric resonators, as 
shown schematically in Fig. 6(a) for two half-cells of an elliptical cavity. The accelerating mode of 
either resonator has the same frequency Ȧ0 and field pattern (shown is the contour of the electric 
field).  After the resonators are coupled [Figs. 6(b) and 6(c)], two resonant modes, slightly different in 
frequency and field pattern in the coupling region (iris), are formed. The field patterns, depending on 
whether the coupling plane is the symmetry plane for the magnetic or electric field, have different 
stored magnetic and electric energies in the iris region. This leads to different frequencies. When there 
is symmetry for the magnetic field, the resonators oscillate in phase in so-called 0 mode, marked with 
two ‘+’ signs in Fig. 6(b). In the opposite case, when there is a symmetry plane for the electric field, 
they oscillate in counter-phase in ʌmode, marked with ‘+’ and ‘í’ signs in the figure. The 0 mode and 
ʌmode have Ȧ0 and Ȧʌ frequency respectively. When magnetic stored energy in the coupling region is 
higher than the electric stored energy, Ȧ0 is higher than Ȧʌ. When the coupling region stores more 
electric than magnetic energy Ȧ0 is lower than Ȧʌ. The former case we call magnetic and the latter one 
electric coupling respectively. For an ideal lossless case (no beam, no wall dissipation, no radiation 
out through openings), when the coupled resonators are in steady-state, there is no energy flow across 
the iris. For either mode in our example, one of the transvers vectors in the Poynting vector equals 
zero. For 0 mode it is tKHUDGLDOHOHFWULFILHOG)RUʌmode it is the angular magnetic field. For a real 
structure, a linear combination of all modes is needed to enable cell-to-cell energy flow. In the 
FRQVLGHUHGH[DPSOHERWKDQGʌmode must be excited; though the additional mode has much smaller 
amplitude. We will discuss this phenomenon later in the section on the transient state in accelerating 
structures.  
 


















Fig. 6: Coupling of two resonators: (a) two identical resonators having the same frequency Ȧ0 and field pattern 
before they are coupled, shown is the contour of the electric field for TM011 mode; (b) contours of the 
electric field for two resonances after two resonators have been coupled; (c) electric field lines for two 
resonant modes 
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 For axially symmetric structures, the TM010 monopole mode pattern is used for acceleration. 
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which is negative for magnetic and positive for electric coupling. For a N-cell standing-wave structure, 
sensitivity of the accelerating field amplitude Eacc,i in the i-cell to the cell frequency error ǻȦi depends 









is the field flatness factor, which should be small to keep the structure insensitive to random-cell 
frequency errors coming from the mechanical tolerances for production, chemical treatment, and cool-
down–warm-up cycles. 
3 Criteria for cavity design 
We will limit our discussion to the design criteria for inner cells, because RF properties of these cells 
are critical for RF properties of the whole accelerating structure. 
Figure 7 shows an inner elliptical cell and its shape parameters which one uses to trim the RF 
properties according to given criteria. We assume for simplicity that the cell is axially symmetric
5
. Not 
all geometric parameters can be freely chosen. At first, the length of the cell lcell has to be adjusted to 
the speed of accelerating particles v.  When particles traverse the cell on the symmetry axis, the 
maximum energy gain can take place for lcell = ß·c/(2f) = v/(2c), which provides synchronic 
acceleration of the beam along the multi-cell structure. Secondly, the radius of the cell req must be 
trimmed to adjust the frequency of the accelerating mode, which is a final step in the design process.  
 
Iris ellipsis     :  half-axes  hr , hz 
 
Iris radius          :                    2ri                                                                           2req 
 




Fig. 7: Inner cell and its shape parameters. The symmetry axis is marked with a dashed line 
In the previous section we introduced five RF parameters for the accelerating mode (AM) and 
two for higher-order modes: 
– AM:   (R/Q),  G,  ȘE ,  ȘB ,  kcc   
– HOM:    kŏ, kŒ 
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Optimization of these seven parameters, for a given application of a multi-cell accelerating structure, 
has to be performed with proper adjustment of only five geometric parameters: half-axes hr , hz of both 
ellipses, and radius of the iris ri. This obviously leads to conflicts in the optimization process and will 
require some compromises in the design. 
There are three criteria very often used for the inner-cell design, directly related to 
applications of accelerating structures. Table 2 displays the criteria, RF parameters to be optimized, 
which geometrical parameters should be trimmed, and examples of existing structures designed for the 
criteria. Arrows in the table show how both RF parameters and shape parameters should be modified.  
Table 2: Criteria for the inner-cell design 
Criterion RF parameter Improves when Cavity examples 





Iris & equator shape 
TESLA, HG CEBAF-12 GeV 
Ichiro /ILC, LL CEBAF-12 GeV 
Low cryogenic losses Įdis ri 
Equator shape 
LL CEBAF-12 GeV 
High Ibeam        ļ 
Low HOM 
impedance 
kŏ, kŒ ri B-Factory, RHIC cooling 
3.1 Iris radius adjustment 
The third column shows that ri is a very powerful variable for the inner-cell optimization. When ri is 
smaller, (R/Q) is bigger but ȘE and ȘB get smaller. An intuitive explanation is that for a smaller iris, 
electric lines close to the cavity axis are tangential to the particle trajectories on a longer pass and the 
integral voltage V in formula (2.7) is larger for the same stored energy. The dependence on ri was 
studied very carefully in the early 1990s [12]. Results of these studies for the 1.5 GHz elliptic cell 

















Fig. 8: Dependence of (r/Q)
6
, ȘE, and ȘB of the accelerating mode on the iris radius 
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Unfortunately, ri also impacts HOM impedances kŏ, kŒ, which become larger, and kcc, which 
becomes smaller, for smaller ri. Figures 9 and 10 illustrate dependencies of these parameters on ri for a 
1.5 GHz elliptic inner cell. For the studied range of ri, 20–40 mm, longitudinal and transvers loss 
factors kŏ, kŒ vary by a factor of 2 and 8, respectively. In particular, the change in kŏ is very fast and 
needs to be carefully investigated when transvers beam emittance is crucial for the application of an 
accelerator.  Cell-to-cell coupling kcc for the accelerating mode varies even faster vs. ri. For the same ri 
range, kcc differs by a factor 10. This is essential for the number of cells one plans to have in a multi-


















Fig. 9: Longitudinal kŒ (solid line) and transvers kŏ (dashed line) loss factors normalized to 




















Fig. 10: Cell-to-cell coupling kcc for accelerating mode, normalized to its value for ri  = 40 mm vs. 








































3.2 Shape of ellipses on iris and equator 
In addition to the iris radius ri, ȘB and ȘE can be changed with a proper geometry choice for the iris and 
equator ellipsis respectively. Figure 11 illustrates how the enlarged volume of the equator ellipsis 
affects the strength of the magnetic flux B on the cavity wall. The cell with more room in the equator 
region has (B)
2
 lower by ~16%, which means that power dissipation for that geometry will be lower by 
this amount. The Bpeak for this cell is lower by ~8% and thus the maximum achievable gradient is also 
higher by the same amount than for the other shape shown in the figure. A negative consequence of 
the enlarged equator ellipsis is that wall slopes are usually almost parallel, making cleaning of multi-
cell structures challenging and the cell more sensitive to electromagnetic pressure (Lorentz force 
detuning). In turn, this enhances the shift of the resonant frequency due to the amount of the stored 














Fig. 11: Normalized square of magnetic flux on the metal wall for a cell with less volume (left, 
dashed line) in the equator region and with larger volume (right, solid line) in the equator 
region 
 
One can modify ȘE by changing the aspect ratio of the iris ellipsis. This is illustrated in Fig. 12 
for cells with the iris ellipses differing in hz. Both shown cells have the same f, (R/Q), and ri.  In the 
example, increased hz by 20% (5 mm) lowers the peak electric field by ~20% too, making the cell 
significantly less sensitive to the field electron emission phenomenon. The disadvantage of the longer 
hz is a lower cell-to-cell coupling factor kcc. Irises are always below cut-off frequency for the 















Fig. 12: Normalized electric field on the metal wall for cells with shorter half-axis hz (left, dashed line) 













































3.3 Frequency of the accelerating mode 
The choice of resonant frequency for the accelerating mode, for the first two criteria in Table 2, is 
governed primarily by two contrary requirements. At first, higher frequency makes the characteristic 
impedance per unit length (r/Q)acc linearly proportionally higher and thus lowers linearly the cryogenic 




When Eacc and lactive are fixed, higher frequency and higher (r/Q)acc seem to be advantageous, but the 
Rs dependence on frequency [see formula (2.4)] means that overall Po is proportional to f.  The fast 
increase of Rs vs. f can be partially compensated with lower operation temperature T [exponential term 
in formula (2.4)]. This is why the 1.3 GHz TESLA structures, both in the European XFEL and in the 
ILC, will have to operate at 2 K (optional 1.8 K), while HERA 500 MHz and LEP 352 MHz structures 
could operate at a less demanding, from the cryogenic plant point of view, T = 4.2 K.  
3.4 Examples of inner cells and alternatives for the TESLA/ILC shape 
Table 3 displays examples of ß =1 inner cells and their RF parameters. The parameter for which a cell 
was optimized is underlined. The parameter of the very first CEBAF Original Cornell (OC) cell seems 
nowadays very conservative, i.e., cell-to-cell coupling, which is very high, even though short 5-cell 
structures were based on that shape. Almost 20 years later, owing to experience gained in fabrication, 
chemical treatment and pre-tuning, the LL shape could be proposed for even longer 7-cell 12 GeV 
upgrade structures having less cell-to-cell coupling. Many fabricated and cold-tested LL structures 
never demonstrated a problem with field flatness and the best performing cavity reached an Eacc of 
42 MV/m. An advantage of the LL shape is the enhanced dissipation factor Įdis, which is 37% higher 
than the Įdis of the OC shape. In the third column, RF parameters of the RHIC electron cooling inner 
cell are listed. The main criterion for this shape was possibly low HOM impedance because structure 
had been dedicated to high beam current operation [13]. Both the specification for achievable gradient 
and the intrinsic quality factor were less critical for that design.  








fʌ [MHz] 1497.0 1497.0 703.7 
kcc [%] 3.29 1.49 2.94 
ȘE - 2.56 2.17 1.98 
ȘB [mT/(MV/m)] 4.56 3.74 5.78 
(R/Q)acc >ȍ@ 96.5 128.8 80.2 
Gacc >ȍ@ 273.8 280 225 
Įdis >ȍ2] 26421 36064 18045 
kŏ(ız = 1 mm) [V/pC/cm2] 0.22 0.53 0.02 
kŒ(ız = 1 mm) [V/pC] 1.36 1.71 0.85 
As we mentioned already, the inner cell of the TESLA linear collider structure was designed 
in the early 1990s. At that time, field electron emission was encountered as a main obstacle in 













coupling kcc ~ 2%, since the cell was being designed for a long 9-cell structure. Again, the experience 
we have gained in fabrication, preparation, and handling allows for revision of the criterion from the 
1990s. The maximum achievable gradient for the TESLA inner cell, when it is made of Nb, is 
44.5 MV/m. As one can see on Fig. 3, good performing structures approach this limit. When they are 
properly cleaned, no electron emission is observed during the test. For even higher gradients, one 
needs to shape the inner cell for lower ȘB. Two geometries of 1.3 GHz inner cell with lower ȘB were 
proposed in the years 2002–2004, low loss LL [14] and re-entrant RE [15]. The LL shape with minor 
modification was implemented later in the Ichiro structures at KEK [16]. All three cells are shown in 
Fig. 13. Their parameters are displayed in Table 4. The achievable maximum gradient is 52 MV/m and 
51 MV/m for the RE and LL shape respectively. LL and RE cells have a higher dissipation factor Įdis 
by ~24%  Their cryogenic losses will be lower by the same amount allowing for savings in both 
investment and the operation costs of cryogenic plant for the ILC. The disadvantages of new shapes 
are higher HOM loss factors, which, as proven with beam dynamic simulations, are still in an 








Fig. 13: Three inner cells proposed for ILC: original TESLA shape (left), RE shape (middle), LL shape (right) 










 [mm] 35 30 30 
k
cc
 [%] 1.98 1.56 1.52 
ȘE - 1.98 2.30 2.36 
ȘB [mT/(MV/m)] 4.15 3.57 3.61 
(R/Q)acc [ȍ] 113.8 135 133.7 
Gacc [ȍ] 271 284.3 284 
Įdis [ȍ2] 30840 38380 37970 
kŏ(ız = 1 mm) [V/pC/cm2] 0.23 0.38 0.38 
kŒ(ız = 1 mm) [V/pC] 1.46 1.75 1.72 
 
3.5 Additional remarks 
When proposing a new shape for sc cavities one needs to investigate whether or not multipacting 
phenomena can take place and, if so, at what gradient it may happen. Although the elliptic cells were 
invented to diminish multipacting phenomena, they are not completely free of this process. For 
example, the TESLA inner cell demonstrates two-sided multipacting close to the equator at 22 MV/m. 
Fortunately, when the Nb surface is clean, the process is self-destroying and after a certain 
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conditioning time multipacting stops or at least energy dissipated in the process is negligible. This is 
not always the case, and when designing a cell one should avoid or keep multipacting above the 
operating gradient level. A very powerful remedy for multipacting is careful cleaning of the Nb 
surface, which keeps the secondary electron yield low. While cleaning of the Nb surface is crucial for 
cavity performance, new proposed shapes have to allow for filling the cavity volume with acids, 
rinsing water, and then for an uncomplicated taking out of all used chemical compounds, without 
leaving residues on the surface. Establishing a cleaning procedure for single-cell cavities and then 
adapting the recipe to multi-cell structures is always a long-term process. It took many years for the 
original TESLA structure, which is the easiest geometry to clean among all three shown in Fig. 13. 
The LL shape for the CEBAF upgrade, whose wall has more slope than the wall of the LL shape for 
the ILC, recently reached very good results in the 7-cell structure. Many ILC single-cell cavities of the 
LL shape, investigated at KEK, reach gradients beyond 45 MV/m. It is still a problem to demonstrate 
such a good performance for 9-cell structures. A single-cell RE cavity at Cornell University holds the 
‘world record’ of 59 MV/m [17]. The intrinsic Q at this gradient was 3.5·10
9
 showing that, with a Bpeak 
of 209 mT, Nb was probably already in the mixed state in which B forms vortices that penetrate the 
superconductor. A 9-cell RE structure has not yet been tested successfully. We should note that such a 
cavity is very difficult to clean.   
4 Multi-cell structures and weakly coupled structures 
In Section 2.3.3.4 we have listed pros and cons for multi-cell structures. In the following, we will 
discuss features of a multi-cell, standing-wave, sc structure. 
4.1 Accelerating mode in multi-cell structure 
There are N resonant modes of N coupled cells, for every resonant field pattern of an uncoupled cell. 
The modes, which form a so-called pass-band, differ in frequency, field amplitudes in cells, and in 
cell-to-cell phase advance. The monopole mode, having a TM010 field pattern and a ʌ phase advance (ʌ
mode) is commonly used for the acceleration of particles
7
. Figure 14 shows the pattern of electric lines 
for the accelerating mode in an elliptical standing-wave N-cell structure, whose properly tuned cells 
have equal field amplitude along the axis. For acceleration of particles with velocity v close to c (ß~1), 
all cells in a structure usually have the same length lcell = ßǜȜacc/2, where Ȝacc= ʌc/Ȧacc, for which 
synchronic acceleration takes place. The active length of a structure is lactive = Nǜlcell and total 










Fig. 14: Electric field lines of TM010 ʌmode in an N-cell sc elliptical structure (upper), equal amplitudes of 
the accelerating field on axis for TM010 ʌPRGHORZHU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4.2 Progress in field flatness preservation  
There is always a high probability that, for an unbalanced field profile, the cell with the highest stored 
energy will limit performance of the whole cavity if the quality of niobium and surface cleanness is 
comparable in all cells. Thus it is worth while to balance the amplitudes in cells to maximize the 
accelerating gradient in the cavity. For that, after fabrication, heat treatment, and bulk chemical 
cleaning, cells are pre-tuned
8
 (plastically deformed) to equal the amplitudes. Practically, amplitudes 
can be adjusted within a few per cent. The last row of Table 5 displays the evolution of aff over the last 
25 years. The increase by a factor of 7 over that time is remarkable. Experience with many TESLA 
and CEBAF upgrade cavities showed that pre-tuned multi-cell structures, after they underwent final 
chemical treatment, high-pressure water rinsing, and cold testing, preserved the peak-to-peak field 
profile with less than 5% difference. Moreover, several ILC Ichiro cavities, in which aff is the highest 
at present, have demonstrated that field profile preservation is nowadays possible, and that when 
designing a new multi-cell cavity one does not need to stay with conservatively low aff.     
Table 5: Field flatness factor for multi-cell structures 
 
CEBAF OC CEBAF LL TESLA ILC Ichiro 
year 1982 2002 1992 2003 
kcc 0.0329 0.0149 0.0198 0.0152 
N 5 7 9 9 
aff 760 3288 4091 5329 
4.3 HOM excitation and trapping 
Excitation of HOM by a multi-bunch beam may lead to dilution of beam quality, i.e., growth of its 
emittance, particle energy spread in bunch, bunch-to-bunch energy modulation, and to an additional 
cryogenic heat load. For mitigation of these phenomena, the beam-deposited energy in parasitic 
resonances has to be coupled out from the cavity and dissipated in external loads. In the following 
section, the Lumped Element Circuit (LEC) model is used to estimate the beam-deposited energy in a 
parasitic mode. 
4.3.1 HOM excitation 
Figure 15 shows the generic time structure of a charged particle beam, whose bunches are ız long9. In 
this example, every single bunch carries the same charge q. Bunches are spaced by time tb within 
groups. The groups on Nb bunches are separated by time tg. In the frequency domain, the spectrum 
(Fig. 16) which is a Fourier transform of the beam time structure, has current spectral lines Ib(fk), 
depending on ız, q, tg, and tb.  
A n-th parasitic resonance, defined by its angular frequency Ȧn = ʌIn, characteristic beam 
impedance (R/Q)n, and loaded quality factor QL,n cumulates energy from every spectral line and the 
total beam-induced power Pn depends on the mode impedance ZnȦand amplitudes of spectral lines.  
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 The term ‘tuned’ is usually used for frequency adjustment with a cold-tuner in a cryomodule. 
9
 ız is a standard deviation in Gaussian longitudinal charge distribution.  
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Fig. 17. Positioning on cells leads to multipacting and degradation in performance for the accelerating 
mode, which was observed for the TRISTAN cavities in the early 1980s at KEK. HOM couplers 
attached to the beam tubes act efficiently on modes having electromagnetic fields at that location. For 
a multi-cell structure, whose inner cells’ HOM frequency can significantly differ from the frequency 
of end-cells, due to the presence of beam tubes, some modes do not have electromagnetic fields at the 
HOM coupler locations. The phenomenon is called mode trapping. The trapped modes can be barely 
suppressed. Their QL and Z can be very high, even though the (R/Q) is moderate or low. The 
probability of mode trapping increases with the number of cells. This is one of the limits for making 










Fig. 17: (Top) TESLA structure with coaxial-type HOM couplers attached to the beam tubes, (bottom) 
CEBAF OC with two HOM waveguide-type couplers 
4.3.2 Measures against trapping 
HOM trapping has the same nature as the earlier discussed field flatness problem in multi-cell 
structures. Fewer cells make the HOM field profile less sensitive to HOM frequency spread for 
individual cells and stronger cell-to-cell coupling makes the field profile more resistant to it. When 
coupling is small, as for example for the third dipole mode in LEP, HERA, or TESLA structures, or 
for many quadrupole modes in these structures, even a minor shape deviation may cause substantial 
changes in the field profile, making damping of modes uncontrollable. 
Besides, by making structures shorter one can match the end-cells to fix the field profile for 
high (R/Q) modes if these have small cell-to-cell coupling. In this way the situation becomes less 
random and HOM couplers can provide sufficient damping. This was done for the third dipole 
passband of the TESLA structure, whose end-cells have different shapes (asymmetric cavity). One 
end-cell has been matched to the lower frequency part of that passband and the other one has been 
matched to the upper frequency part of the passband. Each end-cell has the same accelerating mode 
frequency as the inner cell. The frequency difference of all three shapes for the first and second dipole 
passband, which fortunately have strong cell-to-cell couplings, is small and hence their field profiles 
stay balanced [2b].  
Finally, one can split a very long structure into weakly coupled subunits, which are equipped 
with cold tuners for the field profile balance and with HOM couplers for suppression of parasitic 
modes in each sub-unit [2b, 18]. Figure 18 shows an example of two 9-cell TESLA-like structures 
coupled through a Ȝ2 long beam tube. For synchronic acceleration of relativistic particles, each 
subunit operates in ʌ mode and both are in phase (0 mode). Only one fundamental power coupler 
(FPC) supplies RF power to the whole assembly. This can save half of the couplers and half of the RF 
power distribution system needed for an accelerator. The savings can be significant when the 










5.1 Field profile pre-tuning based on LEC 
After manufacturing, bulk chemical cleaning, and heat treatment, cells in a multi-cell structure usually 
have perturbed frequencies and the accelerating mode field profile is unbalanced. There are two 
consequences of the uneven profile. At first, the cell with the highest field amplitude often limits the 
maximal operational gradient of a structure, especially when differences in amplitudes are very 
elevated.  Secondly, beam impedances of other modes from the accelerating passband, which for well-
tuned structures are usually negligible due to the out-of-phase cancellation, rise and the modes excited 
by accelerating beam may cause bunch-to-bunch energy modulation. Tuning of cells, which from the 
RF point of view is an adjustment of their frequencies, is done by plastic deformation of their walls. 
The difficulty is that one cannot measure directly the frequency of an individual cell as long as it is 
electro-magnetically coupled with others. The tuning algorithm, if only based on the fact that for 
capacitive coupled cells lower frequency means lower amplitude
10
, can be a very time-consuming 
procedure requiring many plastic deformation steps and leading to stiffening of niobium, which for 
each iteration becomes harder to deform. To avoid the lengthy tuning procedures, a new algorithm, in 
which a frequency correction for every cell is computed from the measured field profiles and 
frequencies of all passband modes, was proposed in 1985 [20]. The algorithm was first implemented 
for all HERA structures and then for more than 150 TESLA/FLASH/XFEL cavities tested at DESY. 
The field profiles and frequencies measured at first, which are eigenvectors and eigenvalues 
respectively of the coupling matrix for LEC, are then used to compute the frequencies of all cells 
before tuning. Next, cell-by-cell frequencies of all cells are replaced with the target frequency and then 
for each adjusted cell, new eigenvalues of the modified coupling matrix are computed. In this way, for 
exampleFKDQJHVRIWKHʌPRGHIUHTXHQF\ indicate proper tuning of every single cell. Even though the 
algorithm requires more RF measurements (frequencies and bead-pulls), it substantially reduces the 
number of mechanical deformations needed to balance the field profile. For example, for 9-cell 
TESLA structures having kcc = 0.02, reaching 95% field flatness requires that frequencies of individual 
cells differ by less than ~30 kHz, which corresponds to shape errors less than 2–3 µm, clearly not easy 
for modelling with 2D or 3D codes.  
For such small frequency errors, it is also easier to answer the next three questions with the 
LEC by means of corresponding analysis.  
5.2 Transient state and accelerating field stability 
The LEC replacement is also sufficient for investigation of the last two questions. By means of the 
Laplace transform, one can model the time dependence of accelerating fields (voltages) in cells of a 
multi-cell accelerating structure. Again, as an example, we take the 9-cell TESLA structure. In the 
studies whose result is shown in Fig. 20, the fundamental mode loaded QL,o  ZDVǜ6 (matching for 
the TESLA collider operation). Beginning of the field build-up process shows that there is ca. 80 ns 
delay between cell No. 1 located close to the input coupler and cell No. 9, which is furthest away from 
the coupler. The delay does not depend on QL,o  and changes inverse proportionately to kcc. At the beam 
arrival time (right diagram) there is still mode-beating, with a main contribution from the source-
VXSSRUWHG ʌ mode and nexW ORZHU IUHTXHQF\ SDVVEDQG ʌ mode. The beating period (distance 
between every other node) is 1.35 µs, which is the inverse of the difference between frequencies of 
these two modes. The beating stays for the whole acceleration time, because the energy re-fill in cells 
for the accelerating mode takes place only if the ʌmode is excited.  One should note that the mean 
voltage (and Eacc) is much less wavy and therefore bunch-to-bunch energy modulation is not as strong 
as the cell voltage modulation. One should note that a signal from the pick-up antenna, normally 
located close to the end-cell, is modulated in the range of ± 10
-3
.     
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Fig. 20: Transient state in the TESLA structure, (left) beginning of the field build-up, (right) voltages at 
the bunch arrival time 
6 Production of multi-cell structures and cleaning of the Nb surface  
Elliptical half-cells (cups) are shaped in the deep drawing process from niobium sheets ca. 3 mm 
thick. That fabrication method commonly accepted because of its lower cost compared to turning or 
milling, does not keep very tight shape tolerances. For this reason cell tuning for the accelerating 
mode is an indispensible production step and there is always HOM structure-to-structure frequency 
spread.   Subsequently, pairs of cups are electron-beam welded on irises in dumbbells. The dumbbells 
together with end-groups (end-cups with beam tubes) are welded on equators in a multi-cell structure. 
Next, the structures undergo surface preparation (cleaning) procedures, before they are tested in 
vertical cryostats. The surface preparation has three major steps: 
– chemical treatment, buffered chemical polishing (BCP) or electro-polishing (EP), 
– high-pressure water rinsing, 
– heat treatment. 
The first two steps very often are repeated several times, especially when the specified operational 
gradient is high (> 30 MV/m).  Heat treatment is typically performed once. Buffered chemical 
polishing is done in a bath of three acids:  HF (49%), HNO3 (65%), H3PO4 (85%), mixed usually 1:1:1 
or 1:1:2 by volume, respectively. For electro-polishing one mixes only two acids; 1 part of HF (49%) 
with 9 parts of H2SO4 (96%). The anode for the EP process is made of aluminium and the current 
density is typically 40–70 mA/cm
2
. For both poly-crystal and large-grain niobium, surfaces after EP 
are normally smoother than after BCP, however, for large-grain niobium, BCP gives very smooth 
surfaces too, and for reasons of cost this treatment is preferable.  The sequence for the surface 
treatments and tuning is listed in Table 6 in more detail [21]. 
Table 6: Sequence of surface preparation procedures and tuning (courtesy J. Mammosser, TJNAF) 
Surface preparation procedure Main purpose(s) 
Heavy chemical etch (EP or BCP) Removal of damaged surface layer (100–150 um) caused 
by fabrication and handling 
Removal of surface contamination Ultrasonic cleaning of surface with detergent and 
deionized water, or alcohol rinse 
Heat treatment (600–800 °C in vacuum furnace) Removes hydrogen from the bulk niobium to reduce the 
risk of Q-disease, release mechanical stress in the 
material 
Tuning and mechanical inspection Field profile correction, check mechanical structure 
Removal of surface contamination Ultrasonic cleaning of surface with detergent and 
deionized water 
Light chemical etch (EP or BCP) 
 
High-pressure rinse (ultra-pure water @ 100 
Bar) + Class 10 clean room drying of cavity 
 
Remove any risk from damage during handling and 
furnace contamination 




























































7 High-Q vertical test 
7.1 Intrinsic quality factor vs. accelerating gradient 
After the cleaning procedures discussed above, sc cavities undergo a cryogenic performance test in 
which the curve Q0 vs. Eacc is measured. For that test, a cavity, assembled vertically in a cryostat and 
immersed in liquid helium for easier cleanness preservation, has an attached input antenna, whose 
external quality factor Qext,input is close to its intrinsic quality factor. Very often one uses an adjustable 
antenna to keep the coupling of the input coupler critical. Unlike the Qext,input, an external quality factor 
of the pick-up probe Qext,output is usually much higher than Q0. The schematic test arrangement
11
 is 











Fig. 21: Arrangement for the vertical test: Pin , Pref  are input and reflected power respectively, where 
Pmin , Pmref  are their measured values 
The vertical performance test is conducted in three steps. The first two are conducted at low 
Eacc to avoid the influence of phenomena like field electron emission or multipacting. At first, one 
measures in pulse mode two couplings ßin = Qo/Qext,input and ßout= Qo/Qext,output. Here we can employ the 
LEC replacement of a microwave resonator (see Fig. 22) for analysis of its response to the rectangular 
RF pulse, whose duration Ĳp is longer than the transient state when the cavity is filled with energy. 
Two functions given by formulae (7.1) and (7.2) describe the step response, the former for duration of 
the pulse, the latter when the pulse is off. Figure 23 shows the response for two cases, under critical 
coupling when ßin < 1 and over critical coupling when ßin > 1. For ßin o1, either case converges to the 
critical coupling ßin = 1.  The calculated and real response signals are depicted with dashed lines. The 
response signals, if they are measured with a diode and scope (solid lines), do not carry sign 
information, therefore only their absolute values are displayed on the scope screen. 
                        for                                                (7.1) 
for                                                (7.2) 
 
where S(t) is the step function and QL is the loaded quality factor. 
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 Phase lock loop, keeping VCO at resonant frequency of the tested cavity, is not shown in the figure. 
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Fig. 23: Normalized response signals to the input RF pulse under critical coupling when ßin < 1 (left) and 
over critical coupling when ßin > 1 (right). In both diagrams, dashed lines indicate real response 
and analytic signals. The solid lines depict absolute values of the response signals 
The coupling ßin can be computed with one of the three following formulae: 
                                               (7.3.a) 
 
                                               (7.3.b) 
 
                                               (7.3.c) 
In practice, one computes ßin with all three expressions and takes the mean value to minimize the 
measurement errors.  
In the second step, one determines QL by measuring the decay of the stored energy W(t), right 
after the pulse is off. The decay is exponential:   
                                               (7.4) 
where :Ĳp) is the stored energy at the end of the pulse. On the basis of the measuring signal from the 
pickup probe at time t1 and t2 one can calculate QL: 
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When QL and ßin are known and additionally incident power Pin and output power Pout
12
 are measured, 
one can calculate the intrinsic quality factor Q0: 
 
                                               (7.6) 
 
where Pcav is 
                                               (7.7) 
 
Pcav can be determined when incident power Pin and ßin are known or when Pin and Pref  are measured: 
 
(7.8) 
In the final, third step one can continue in the cw mode. The data measured in the previous 







and P0 = Pcav – Pout  is the dissipated power in the cavity wall. Thus, measuring Pin, Pref and Pout one 
can calculate the dependence Q0 vs. Eacc for the whole test range (a typical diagram is shown in 
Fig. 3). 
7.2 Residual resistance test 
Residual resistance Rres [see formula (2.4)], which is a measure of the surface cleanness and purity of 
the superconductor, can be estimated as an asymptotic value of the Rs(f, T) when Tĺ. The test is 
usually performed at low Eacc (ca. 1 MV/m). Measuring the intrinsic quality factor Q0 vs. T, by the 
above discussed methods, we can calculate Rs vs. T [formula (2.5)], if the geometric factor G of the 









Fig. 24: Example of the residual resistance test for a1.3 GHz cavity (Courtesy P. Kneisel) [22] 
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 The Pout power is very often called transmitted power. 
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Transverse deflecting cavities 
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Abstract 
Transverse deflecting cavities are used for a number of applications in 
modern accelerators. In this paper we discuss the fields of these 




Transverse deflecting cavities are required in accelerators for a variety of applications that 
require a time-varying transverse deflection of charged particles. To provide a transverse 
force to charged particles we must provide transverse electric fields, E, transverse magnetic 
fields, B, or both as given by the Lorentz force equation, F = q(E + v x B) where q is the 
particles’ charge and v is the particle velocity. As the particles travel in the z direction, for a 
horizontal force we require a horizontal electric field and/or a vertical magnetic field. 
For a pillbox cavity the transverse fields of mode TMmnp vary transversely as 
Jm(ktr)sin(mI) for Br and EI and Jƍm(ktr)cos(mI) for BI and Er where kt is the transverse 
wavenumber. Also the transverse fields of mode TEmnp vary transversely as Jmƍ(ktr)cos(mI) 
for Br and EI and Jm(ktr)sin(mI) for BI and Er where kt is the transverse wavenumber. Hence 
only modes of order m = 1, the dipole modes, have non-zero transverse fields at r = 0, the 
cavity centre. Monopole modes such as the accelerating TM010 mode of a pillbox cavity only 
have longitudinal fields on axis so they cannot be used to deflect the beam if the beam travels 
down the centre.  
Most dipole modes have both transverse electric and transverse magnetic fields at 
r = 0, however, these two fields can either add constructively or cancel each other out. In 
order to find the transverse kick for ultra-relativistic particles we instead use the Panofsky–
Wenzel theorem [1] which relates the transverse voltage Vx to the transverse variation of the 
longitudinal electric field. 
    xx x y t zF icV dz E c B dz E dz
q Z    u     ³ ³ ³  . (1) 
This equation is valid for all cavities and is not constrained to pillbox cavities. Note that this 
is not a real voltage as some of the force comes from the magnetic field, it is really transverse 
work per unit charge. As the transverse voltage is proportional to the gradient of Ez it is clear 
that TE modes, which do not have longitudinal electric fields, cannot be used to provide a 
transverse deflection of ultra-relativistic particles. To deflect ultra-relativistic particles using a 
pillbox cavity we must use TM dipole modes. TE modes can be used to deflect low-velocity 
particles or to make RF undulators but will not be discussed here. 
The lowest frequency dipole modes pillbox cavities are usually the TE111 mode and 
the TM110 mode. The TE111 mode has both transverse electric and magnetic fields on axis, 
perpendicular to each other, however, as already mentioned they both exactly cancel each 
other out. The TM110 mode has zero electric field on axis but has a large transverse magnetic 
field which is used to provide the transverse force. In a pillbox cavity the dipole fields of a 
TM110 mode are given by  
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The addition of the beam-pipes and irises causes the TM110 mode in the cavity to couple to a 
TE11-like mode in the iris causing a transverse electric field to appear on axis, making the 
mode a hybrid mode as can be seen in Fig. 1. This interaction has a marked effect on the 
dispersion curves of the TM110-like and TE111-like modes of the cavity, which we discuss 
later. An electron travelling through the cavity at close to the speed of light will experience 
the electric fields in the iris and the magnetic fields in the cavity, however, as the cell 
periodicity is usually half the wavelength and the electric and magnetic fields are 180 degrees 
out-of-phase in standing wave cavities, the forces due to the two fields act in the same 
direction for deflecting mode cavities. The fields near the cavities’ axis of longitudinal 
symmetry are given by [2] 
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For the TM110-like dipole modes we can insert Eq. (3a) into Eq. (1) to obtain the 
relationship between Vt and Vz  
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For an azimuthally symmetric cavity Vz is zero at the cavity centre. The definition of a 
transverse voltage leads to the definition of a transverse (R/Q)t which is useful for relating the 
transverse voltage VA to the stored energy U and longitudinal voltage Vz at an off-axis 
distance of a in the cavity 
 
 





Q U U aZ Z Z§ · § ·  ¨ ¸¨ ¸ © ¹© ¹  (5) 
 
2 Transverse kicks and rotations 
The transverse offset of a bunch that has been kicked by a transverse deflecting cavity is 
dependent on the beam optics between the cavity and the point where we measure the offset. 
The relationship between a particle’s transverse position and velocity between two positions 
is given by the transfer matrix, R.  
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 (6) 
The particle with a transverse velocity of zero before the deflecting cavity which leaves the 
cavity at an angle, xƍ will have an offset at a later point, 'x, given by   'x = R12xƍ . (7) 
If we apply a transverse voltage in the horizontal plane Vx to an ultra-relativistic electron 
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'   (9) 
Transverse deflecting cavities can also be used to rotate bunches as well as deflect them as 
they can deliver a sinusoidal time-varying transverse voltage. If we consider a number of 
charged particles that leave a deflecting cavity at a time t, the offset of these particles at a 









Z'   (10) 
where Z is the resonant frequency of the cavity. Hence a particle leaving the cavity at time 
t = 0 will not experience a transverse kick while particles leaving the cavity at times t = -SZ 
and t = SZ will experience equal and opposite kicks, hence the bunch will appear to have 
rotated about the particle which left the cavity at t = 0. If the bunch duration Vt is small 
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Deflecting mode cavities phased to give bunch rotations rather than deflections are known as 
crab cavities. 
 
3 Applications of transverse deflecting cavities 
3.1  RF separators 
The first transverse deflecting cavities were used as RF separators, which were able to 
separate particles of different masses [3]. Each particle traversing the cavity receives an 
additional transverse momentum kick, but particles of different masses, such as kaons and 
protons, will be deflected at different angles. This leads to a transverse separation between the 
two particle species which can be used to separate them for detection. One such system 
proposed at FNAL uses two deflecting cavities separated by a lens system [4]. The first cavity 
provides a transverse kick to all particles which then travel through the lens system; as the 
pions, kaons, and protons will all arrive at the second cavity at different times they will all 
receive differing kicks. The pions and protons are deflected into a beam stopper and the kaons 
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where Ȧ is the angular frequency of the RF cavity, L is the distance between the two RF 
systems, c is the speed of light, and Ex is the normalized velocities of the kaons and pions. 
Another application of transverse separators is to separate trains of electrons to send 
them to different detectors, insertion devices, or for use in ERLs [5]. In such a system the RF 
frequency of the deflecting cavity is a sub-harmonic of the bunch separation, hence several 
bunches traverse the cavity in one RF period. Each of these bunches will arrive at a different 
phase and hence will receive a different transverse kick, allowing bunches to be separated. 
 
3.2 RF-cavity-based bunch length diagnostics 
If we alter the phase of a transverse deflecting cavity, instead of deflecting the whole bunch, 
we can introduce a correlation between a particle’s transverse momenta and its longitudinal 
position in the bunch. This property can be exploited for use in a bunch length diagnostic 
measurement where the bunch is deflected onto a screen and the bunch length can hence be 
calculated by the voltage gradient across the bunch and the transverse size of the bunch on the 
screen [6]. One must be careful that the transverse deflection causes the bunch to be 
sufficiently spread out transversely at the screen such that the transverse bunch size doesn’t 
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where Vx is the bunch width, J is the relativistic mass correction, L is the distance between the 
cavity and the screen, e is the charge of the electron, and Vt is the transverse voltage [7]. 
3.3 Crab cavities for colliders 
In circular colliders such as KEK-B and the LHC the colliding beams circulate in two 
separate beam-lines; at the interaction region (IR) the two beams are brought together with a 
finite crossing angle and then separated again. Also the next generation of electron–positron 
colliders (ILC and CLIC) are proposed to utilize a finite crossing angle at the interaction 
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region (IR) to simplify extraction of the spent beam. However, these finite crossing angles 
reduce the luminosity of the collision as the two beam cross-sections do not completely 
overlap. Simple geometric arguments can be used to show that the luminosity reduction factor 
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 (14) 
where Tc is the full crossing angle, Vx is the bunch width, and Vz is the bunch width [8]. In 
order to correct for the finite crossing angle it is necessary to rotate the bunch prior to the IR. 
One method of rotating the bunches, suggested by R. Palmer [9], is to use crab cavities. Crab 
cavities are a subset of transverse deflecting cavities, where the bunch centre traverses the 
cavity at the zero kick phase. Owing to the finite size of the bunch only the centre does not 
receive a kick, the head and tail of the bunch receive equal and opposite kicks.  
For linear colliders the required voltage can be calculated by considering the required 
offset of an electron at the head of a bunch at the IR, 'x, in order for the beam to have the 
correct rotation. From this offset we can use the R12 transfer matrix component between the 
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Here E is the beam energy, Z is the frequency of the cavity, and c is the speed of light [8]. As 
can be seen, increasing the R12 matrix component, which relates xƍ at the cavity to 'x at the 
IR, reduces the required voltage, hence crab cavities tend to be placed at locations with a high 
R12. This can lead to problems since instabilities at the cavity, such as RF phase errors and 
wakefields, can be magnified at the IR. 
For circular colliders there are two possible scenarios for crab cavities, a local scheme 
and a global scheme. In a local scheme the beam is rotated by a crab cavity close to the IR 
and straightened by a second crab cavity placed on the other side of the IR, each at a phase 
advance of S/2 from the IR. For this case the voltage required from the first cavity V1 is 
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where ps is the particle momentum, q is the particle charge, E* is the beta function at the IR, Ecrab is the beta function at the crab cavity, and 'M0 is the phase advance between the cavity 
and the IR [10]. The voltage required from the second cavity V2 is 
 2 22 1 .V R V   (17) 
Alternatively a global scheme can be used where a single crab cavity is used per beam-line to 
rotate the bunch. As the bunch trajectory is a closed orbit, the bunch will rotate as it travels 
round the ring achieving the correct rotation at the IR. For this scheme the required voltage is 
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where Q is the betatron tune of the storage ring [10]. 
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For both circular and linear crab cavities the cavity roll alignment is critical. If the 
cavity is misaligned the crab cavity will create a crossing angle in the vertical plane. The 
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For beams that are focused down to nanometre-scale beam sizes in the vertical plane at the IP, 
the roll alignment can be very tight. 
 
3.4 Light sources  
Recently there has been much interest in producing short X-ray pulses from light sources. The 
majority of the designs use linear FELs, however, producing X-rays from storage rings may 
be cheaper and simpler. There are well-known difficulties in producing short X-ray pulses in 
storage rings due to the longer bunch lengths, however, a scheme proposed by Zholents using 
crab cavities may make this possible [11].  In this scheme an initial crab cavity is used to 
produce a chirp on the bunch, where the vertical momenta of the particles in the bunch are 
correlated to their longitudinal position. If an undulator is placed downstream of this crab 
cavity then the photons produced will have a correlation between their vertical position and 
time, and can hence be shortened using vertical slits or compressed using asymmetrically cut 
crystals. A second crab cavity is required at a vertical phase advance of nS from the first 
cavity in order to remove the transverse momentum in order to stop emittance growth as the 
bunch traverses around the ring. 
 
3.5 Emittance exchange  
The transverse variation in accelerating voltage can also be used to reduce longitudinal 
emittance at the expense of transverse emittance or vice versa. If a beam of charged particles 
is passed through the first two magnets of a chicane before the dipole cavity, the particles will 
be offset in the cavity with displacement proportional to their energy. Owing to the transverse 
variation in accelerating voltage, particles with energy higher than the design energy will be 
decelerated and particles with lower energy will be accelerated, reducing the energy spread of 
the beam. However, as the accelerating voltage is in phase with the crabbing voltage, the 
beam will also obtain a time-dependent kick causing the transverse emittance to grow [12]. 
 
4 Dispersion and equivalent circuit of dipole modes 
To analyse the band structure of most multi-cell cavities an equivalent circuit is traditionally 
used. For accelerating cavities a single chain of LC resonators which are capacitively coupled 
can be used to accurately predict the modal frequencies and cell amplitudes. For dipole modes 
the crabbing mode is made up from a mixture of TE and TM modes, hence a single chain of 
resonators is not sufficient to model such a cavity. For dipole modes a better fit can be made 
by utilising a double chain model of LC resonators [13], one for the TE mode and one for the 
TM mode, coupled inductively (where a negative inductance can represent a capacitive 
coupling) as shown in Fig. 2. This circuit has two solutions giving a TM-like hybrid pass-






Fig. 2: Two-chain equivalent circuit model of a dipole cavity 
 
The circuit equation for the mth cell of this circuit is 
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 , (20) 
where f and f  are the amplitude variables, 21/O Q  is the eigenvalue, Q  and Q  are the 
frequencies, N  and N  are the intra-chain coupling factors, and NN  is the inter-chain 
coupling factor. The terms on the LHS are the terms for a chain of resonantors while the RHS 
contains the cross coupling terms. 
The values for the variables in these equations can be found by measuring or 
simulating the eigen-frequencies of the S and 0 modes of both pass-bands [4]. These eigen-
frequencies can be used to calculate the variables using the solutions to Eq. (20). There are 
four separate solutions, two of which are shown below in Eqs. (21a) and (21b), and the other 
two are the same with branches 1 and 2 interchanged. 
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where 
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and I is the phase advance of the mode. 
For the uncoupled pass-bands, for example in a cavity with a small iris, the TM 
modes are magnetically coupled and the TE modes are electrically coupled; however, the 
intra-chain coupling is small because the iris is small.  As the iris size increases, the intra-
chain coupling increases but the TE pass-band drops in frequency and the cross coupling 
increases. When the two pass-bands are close in frequency the two pass-bands do not cross 
over, instead the TE pass-band pushes the TM modes with low phase advance downwards in 
frequency, known as an avoided crossing. This initially reduces the coupling between cells for 
the lower eigenmode and hence the group velocity to zero. As the iris size increases further, 
the eigenmode coupling starts to increase again, but with the opposite sign, as the lower band 
becomes more TE-like, as can be seen in Fig. 3 for an example cavity. This can be 
problematic as most accelerators require a fairly large cell-to-cell coupling to increase the 
separation between modes. Moving to larger beam-pipes can increase the coupling, however, 
this often results in high surface fields. 
 











Fig. 3: Example dispersion diagrams for a dipole cavity of varying iris radii 
 
5 Beam loading in transverse deflecting cavities 
In an ideal accelerator there is no beam-loading in dipole cavities as the longitudinal electric 
field on-axis is zero. However, in real accelerators particle beams rarely travel precisely on-
axis and there is usually some offset from the ideal path. The longitudinal electric fields vary 
linearly with displacement in the plane of deflection for small radial offsets. 
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The power deposited or removed from the cavity from a train of bunches of current Ib 
traversing the cavity at a phase Zt can then be given as [14] 
 ( , ) e ,txbeam b z b
V
P I V x t ixI
c
ZZ   (25) 
where Zt = 0 is in phase with the deflecting voltage. It should also be noted that the transverse 
kick is 90 degrees out-of-phase with the beam loading, hence in a deflecting phase there is no 
beam-loading and in crabbing phase the beam-loading is maximal. As the longitudinal electric 
field can be either positive or negative depending on which direction the bunch is offset, the 
beam-loading can either deposit energy in the cavity or take energy out. The beam loading 
can vary greatly between bunches if the beam current is sufficiently large and can produce 
enough power to drive the cavity without an external power (although such a cavity would be 
unstable). This can cause problems as it means that the power coupler on a crab cavity cannot 
be matched to the cavity when beam is present as the beam loading cannot be predicted. 
 
6 Wakefields in deflecting mode cavities 
The transverse kick delivered to the beam from a transverse deflecting cavity has a given 
polarization, such that the direction of the kick is well defined. However the TM110 in a 
pillbox is degenerate and has two modes with different polarizations, one in the horizontal 
plane and one in the vertical plane. A transverse deflecting cavity will utilize one of these 
modes for its operation. The mode in the opposite polarization to the operating mode is often 
referred to as the same-order mode (SOM) [15]. As these modes are degenerate they have the 
same frequency and shunt impedance which can be problematic as the SOM will hence be 
resonant with the beam and will couple strongly to it. If the modes are at the same frequency, 
then the SOM will be cut off in the beam-pipe like the operating mode making it difficult to 
damp; in addition if we use cut-off waveguide or resonant filters to avoid dampers coupling to 
the operating mode we will also avoid coupling to the SOM as well. In order to separate these 
two modes we will polarize the cavity in some way, such as using an elliptical cross-section, 
coupling holes in the iris, or using polarization rods in the cavity. By polarizing the cavity we 
can shift the SOM to a higher frequency which will move it out of resonance with the beam 
and make it easier to damp. However, making the cavity strongly asymmetric will reduce the 
performance of the operating mode, so dampers are often placed in the plane of the SOM so 
that they do not couple to the operating mode, as it has no fields in that plane. If the dampers 
do not couple to the operating mode the dampers can avoid using resonant filters or cut-off 
waveguide and the SOM doesn’t need as large a frequency separation for strong damping. 
This method has an inherent risk associated with it in that if there are mechanical errors in the 
cavity manufacture the mode polarizations can rotate slightly causing the operating mode to 
be damped. 
In a pillbox cavity with length equal to less than half a wavelength, as is used in most 
deflecting mode cavities, the TM110 mode is not the first resonant mode in the cavity.  The 
first resonant mode is the TM010 monopole mode which is commonly used in accelerating 
cavities. As this mode will be at a lower frequency than the operating mode we refer to this 
cavity as the lower order mode (LOM) and this mode will likely be trapped in the cavity as its 
frequency will be much lower than the beam-pipe cut-off frequency. This requires the use of 
special dampers to remove this mode from the cavity. In the KEK-B crab cavity a hollow 
coaxial beam-pipe couple was utilized where the TEM mode of the coax coupled to the LOM 
but due to symmetry did not couple to dipole modes [16]. For the ILC crab cavity a hook type 
coaxial coupler was used. This is similar to the standard F-probe type coaxial coupler used in 
superconducting cavities except that the end is bent into a hook such that the long tip is bent 
towards the cavity. 
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7 TEM-type deflecting mode cavities 
When we require compact RF cavities it is standard to use TEM-mode coaxial cavities such 
as quarter-wave or half-wave resonators. Coaxial cavities are not ideal for deflecting mode 
cavities as they do not have the correct fields for deflection, however, other types of cavities 
can support TEM modes that have field patterns better suited to deflection. One such cavity is 
a parallel bar cavity. This cavity is based on a half-wavelength of parallel bar transmission 
line which can support a TEM mode between the two bars. Each bar has equal and opposite 
currents and charges so that transverse electric and magnetic fields are created between the 
bars. However, as all the fields are transverse there is no deflection due to the Panofsky–
Wenzel theorem. In order to obtain a deflection we have two options: 
1. We can inject the beam into the cavity transversely similar to the approach used in 
accelerating half-wave resonators [17]. This means that some of the transverse 
electric field is in the direction of beam propagation as can be seen in Fig. 4. Each bar 
should be a half wavelength long at the resonant frequency.  
 
Fig. 4: A parallel bar deflecting cavity 
2. We can split each bar in the middle creating a longitudinal electric field between the 
bars, shown in Fig. 5 [18]. The opposing sides of the bar have opposite charges so 
that the fields constructively add. Each bar should be approximately a quarter 
wavelength long and the dimensions of the outer do not impact greatly on the 
performance so this cavity can be very compact. This type of cavity is known as a 
four-rod deflecting cavity and is currently being used as a beam separator at CEBAF 
[5]. The advantage of this type of cavity is that the TM-like modes of the cavity are at 
much higher frequencies compared to the operating mode. 
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For the characterization of components, systems and signals in the RF and mi-
crowave range, several dedicated instruments are in use. In this paper the fun-
damentals of the RF-signal sampling technique, which has found widespread
applications in ‘digital’ oscilloscopes and sampling scopes, are discussed. The
key element in these front-ends is the Schottky diode which can be used either
as an RF mixer or as a single sampler. The spectrum analyser has become an
absolutely indispensable tool for RF signal analysis. Here the front-end is the
RF mixer as the RF section of modern spectrum analysers has a rather complex
architecture. The reasons for this complexity and certain working principles
as well as limitations are discussed. In addition, an overview of the develop-
ment of scalar and vector signal analysers is given. For the determination of
the noise temperature of a one-port and the noise figure of a two-port, basic
concepts and relations are shown. A brief discussion of commonly used noise
measurement techniques concludes the paper.
1 Introduction
In the early days of RF engineering the available instrumentation for measurements was rather limited.
Besides elements acting on the heat developed by RF power (bimetal contacts and resistors with very high
temperature coefficient) only point/contact diodes, and to some extent vacuum tubes, were available as
signal detectors. For several decades the slotted measurement line [1] was the most used instrument
for measuring impedances and complex reflection coefficients. Around 1960 the tedious work with
such coaxial and waveguide measurement lines became considerably simplified with the availability of
the vector network analyser. At the same time the first sampling oscilloscopes with 1 GHz bandwidth
arrived on the market. This was possible due to progress in solid-state (semiconductor) technology and
advances in microwave elements (microstrip lines). Reliable, stable, and easily controllable microwave
sources are the backbone of spectrum and network analysers as well as sensitive (low noise) receivers.
This paper will only treat signal receiving devices such as spectrum analysers and oscilloscopes. For an
overview of network analysis tools see RF measurements II: network analysis.
2 Basic elements and concepts
Before discussing several measurement devices, a brief overview of the most important components in
such devices and some basic concepts are presented.
2.1 Decibel
Since the unit dB is frequently used in RF engineering a short introduction and definition of terms is
given here. The decibel is the unit used to express relative differences in signal power. It is expressed as
the base 10 logarithm of the ratio of the powers of two signals:
P [dB] = 10 · log(P/P0) . (1)
It is also common to express the signal amplitude in dB. Since power is proportional to the square of a
signal’s amplitude, the voltage in dB is expressed as follows:
V [dB] = 20 · log(V/V0) . (2)
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Table 1: Overview of dB key values and their conversion into power and voltage ratios.
Power ratio Voltage ratio
−20 dB 0.01 0.1
−10 dB 0.1 0.32
−3 dB 0.50 0.71
−1 dB 0.74 0.89
0 dB 1 1
1 dB 1.26 1.12
3 dB 2.00 1.41
10 dB 10 3.16
20 dB 100 10
n·10 dB 10n 10n/2
In Eqs. (1) and (2) P0 and V0 are the reference power and voltage, respectively. A given value in dB is
the same for power ratios as for voltage ratios. Please note that there are no ‘power dB’ or ‘voltage dB’
as dB values always express a ratio.
Conversely, the absolute power and voltage can be obtained from dB values by
P = P0 · 10
P [dB]
10 , (3)
V = V0 · 10
V [dB]
20 . (4)
Logarithms are useful as the unit of measurement because
1. signal power tends to span several orders of magnitude and
2. signal attenuation losses and gains can be expressed in terms of subtraction and addition.
Table 1 helps to indicate the order of magnitude associated with dB.
Frequently dB values are expressed using a special reference level and not SI units. Strictly speak-
ing, the reference value should be included in parentheses when giving a dB value, e.g., +3 dB (1 W)
indicates 3 dB at P0 = 1 watt, thus 2 W. However, it is more common to add some typical reference
values as letters after the unit, for instance, dBm defines dB using a reference level of P0 = 1 mW. Thus,
0 dBm correspond to −30 dBW, where dBW indicates a reference level of P0 = 1 W. Often a reference
impedance of 50Ω is assumed. Other common units are
– dBmV for the small voltages with V0 = 1 mV and
– dBmV/m for the electric field strength radiated from an antenna with reference field strength E0 =
1 mV/m
2.2 The RF diode
One of the most important elements inside all sophisticated measurement devices is the fast RF diode
or Schottky diode. The basic metal–semiconductor junction has an intrinsically very fast switching time
of well below a picosecond, provided that the geometric size and hence the junction capacitance of the
diode is small enough. However, this unavoidable and voltage dependent junction capacity will lead to
limitations of the maximum operating frequency.
The equivalent circuit of such a diode is depicted in Fig. 1 and an example of a commonly used
Schottky diode can be seen in Fig. 2. One of the most important properties of any diode is its character-
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Fig. 1: The equivalent circuit of a diode
Fig. 2: A commonly used Schottky diode. The RF input of this detector diode is on the left and the video output
on the right (figure courtesy Agilent)
















where A is the area in cm2, ARC the modified Richardson constant, k Boltzmann’s constant, T the
absolute temperature, φB the barrier height in volts, VJ the external Voltage across the depletion layer, M
the avalanche multiplication factor and I the diode current.
This relation is depicted graphically for two diodes in Fig. 3. As can be seen, the diode is not an
ideal commutator (Fig. 4) for small signals. Note that it is not possible to apply big signals, since this
kind of diode would burn out. However, there exist rather large power versions of Schottky diodes which
can stand more than 9 kV and several 10 A but they are not suitable in microwave applications due to
their large junction capacity.











This approximation can be used to show that the RF rectification is linked to the second derivation
(curvature) of the diode characteristic.













Fig. 4: The current–voltage relation of an ideal commutator with threshold voltage
If the DC current is held constant by a current regulator or a large resistor assuming external DC
bias1, then the total junction current, including RF is
I = I0 = i0 cosωt (7)
and hence the current–voltage relation can be written as
VJ = 0.028 ln
(














If the RF current I is small enough, the second term can be approximated by Taylor expansion:












+ . . .
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= VDC+VJ cosωt+higher order terms
(9)


















The region where the output voltage is proportional to the input power is called the square-law region
(Fig. 5). In this region the input power is proportional to the square of the input voltage and the output
1Most diodes do not need an external bias, since they have a DC return self-bias.
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Fig. 5: Relation between input power and output voltage
signal is proportional to the input power, hence the name square-law region.
The transition between the linear region and the square-law region is typically between −10 and
−20 dB (Fig. 5).
There are fundamental limitations when using diodes as detectors. The output signal of a diode
(essentially DC or modulated DC if the RF is amplitude modulated) does not contain a phase information.
In addition, the sensitivity of a diode restricts the input level range to about −60 dBm at best which is
not sufficient for many applications.
The minimum detectable power level of an RF diode is specified by the ‘tangential sensitivity’
which typically amounts to −50 to −55 dBm for 10 MHz video bandwidth at the detector output [3].
To avoid these limitations, another method of operating such diodes is needed.
2.3 Mixer
For the detection of very small RF signals a device that has a linear response over the full range (from
0 dBm ( = 1mW) down to thermal noise = −174 dBm/Hz = 4·10−21 W/Hz) is preferred. An RF mixer
provides these features using 1, 2, or 4 diodes in different configurations (Fig. 6). A mixer is essentially
a multiplier with a very high dynamic range implementing the function
f1(t)f2(t) with f1(t) = RF signal and f2(t) = LO signal , (11)
or more explicitly for two signals with amplitude ai and frequency fi (i = 1, 2):
a1 cos(2πf1t+ ϕ) · a2 cos(2πf2t) = 1
2
a1a2 [cos((f1 + f2)t+ ϕ) + cos((f1 − f2)t+ ϕ)] . (12)
Thus we obtain a response at the IF (intermediate frequency) port that is at the sum and difference
frequency of the LO (local oscillator = f1) and RF (= f2) signals.
Examples of different mixer configurations are shown in Fig. 6.
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Fig. 6: Examples of different mixer configurations
As can be seen from Fig. 6, the mixer uses diodes to multiply the two ingoing signals. These
diodes function as a switch, opening different circuits with the frequency of the LO signal (Fig. 7).
The response of a mixer in time domain is depicted in Fig. 8.
The output signal is always in the ‘linear range’ provided that the mixer is not in saturation with
respect to the RF input signal. Note that for the LO signal the mixer should always be in saturation to
make sure that the diodes work as a nearly ideal switch. The phase of the RF signal is conserved in the
output signal available form the RF output.
2.4 Amplifier
A linear amplifier augments the input signal by a factor which is usually indicated in decibel. The ratio
between the output and the input signal is called the transfer function and its magnitude—the voltage
gain G—is measured in dB and given as





= 20 · logG[lin] . (13)
















Fig. 9: Circuit symbol an S-matrix of an ideal amplifier
The bandwidth of an amplifier specifies the frequency range where it is usually operated. This
frequency range is defined by the −3 dB points2 with respect to its maximum or nominal transmission
gain.
In an ideal amplifier the output signal would be proportional to the input signal. However, a
real amplifier is nonlinear, such that for larger signals the transfer characteristic deviates from its linear
properties valid for small signal amplification. When increasing the output power of an amplifier, a
point is reached where the small signal gain becomes reduced by 1 dB (Fig. 10). This output power level
defines the 1 dB compression point, which is an important measure of quality for any amplifier (low level
as well as high power).
The transfer characteristic of an amplifier can be described in terms which are commonly used for
RF engineering, i.e., the S-matrix (for further details see the paper on S-matrices of this School). As
implicitly contained in the S-matrix, the amplitude and phase information of any spectral component are
2The −3 dB points are the points left and right of a reference value (e.g., a local maximum of a curve) that are 3 dB lower
than the reference.
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Fig. 10: Example for the 1dB compression point [4]
preserved when passing through an ideal amplifier. For a real amplifier the element G = S21 (transmis-
sion from port 1 to port 2) is not a constant but a complex function of frequency. Also the elements S11
and S22 are not 0 in reality.
2.5 Interception points of nonlinear devices
Important characteristics of nonlinear devices are the interception points. Here only a brief overview will
be given. For further information the reader is referred to Ref. [4].
One of the most relevant interception points is the interception point of 3rd order (IP3 point). Its
importance derives from its straightforward determination, plotting the input versus the output power in
logarithmic scale (Fig. 10). The IP3 point is usually not measured directly, but extrapolated from mea-
surement data at much smaller power levels in order to avoid overload and damage of the device under
test (DUT). If two signals (f1, f2 > f1) which are closely spaced by ∆f in frequency are simultaneously
applied to the DUT, the intermodulation products appear at + ∆f above f2 and at − ∆f below f1.
The transfer functions or weakly nonlinear devices can be approximated by Taylor expansion.
Using n higher order terms on one hand and plotting them together with an ideal linear device in log-
arithmic scale leads to two lines with different slopes (xn log→ n · log x). Their intersection point is
the intercept point of nth order. These points provide important information concerning the quality of
nonlinear devices.
In this context, the aforementioned 1 dB compression point of an amplifier is the intercept point
of first order.
Similar characterization techniques can also be applied with mixers which with respect to the LO
signal cannot be considered a weakly nonlinear device.
2.6 The superheterodyne concept
The word superheterodyne is composed of three parts: super (Latin: over), ǫτǫρω (hetero, Greek: differ-
ent) and δυναµισ (dynamis, Greek: force) and can be translated as two forces superimposed3. Different
3The direct translation (roughly) would be: Another force becomes superimposed.
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abbrevations exist for the superheterodyne concept. In the US it is often referred to by the simple word
‘heterodyne’ and in Germany one can find the terms ‘super’ or ‘superhet’. The ‘weak’ incident signal
is subjected to nonlinear superposition (i.e., mixing or multiplication) with a ‘strong’ sine wave from a
local oscillator. At the mixer output we then get the sum and difference frequencies of the signal and
local oscillator. The LO signal can be tuned such that the output signal is always at the same frequency
or in a very narrow frequency band. Therefore a fixed frequency bandpass with excellent transfer char-
acteristics can be used which is cheaper and easier than a variable bandpass with the same performance.
A well-known application of this principle is any simple radio receiver (Fig. 11).
BP
RF amplifier Mixer





Fig. 11: Schematic drawing of a superheterodyne receiver
3 Oscilloscope
An oscilloscope is typically used for acquisition, display, and measurement of signals in time domain.
The bandwidth of real-time oscilloscopes is limited in most cases to 10 GHz. For higher bandwidth on
repetitive signals the sampling technique has been in use since about 1960. One of the many interest-
ing features of modern oscilloscopes is that they can change the sampling rate through the sweep in a
programmed manner. This can be very helpful for detailed analysis in certain time windows. Typical
sampling rates are between a factor 2.5 and 4 of the maximum frequency (according to the Nyquist
theorem a real-time minimum sampling rate of twice the maximum frequency fmax is required).
Sequential sampling (Fig. 12) requires a pre-trigger (required to open the sampling gate) and per-
mits a non-real-time bandwidth of more than 100 GHz with modern scopes.
Random sampling (rarely used these days, Fig. 13) was developed about 40 years ago (around
1970) for the case where no pre-trigger was available and relying on a strictly periodic signal to predict
a pre-trigger from the measured periodicity.
Sampling is discussed in more detail in the following. Consider a bandwidth-limited time function





δ(t− nTs) = III(t/Ts) (14)
where the symbol III is derived from the Russian letter III and is pronounced ‘sha’. It represents a series
of δ-pulses.
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Fig. 12: Illustration of sequential sampling
Fig. 13: Illustration of random sampling
The sampled time functions ss(t) is
ss(t) = s(t)p(t) = s(t)III(t/Ts)








S(f −mF ) with F = 1
Ts
. (16)
Note that the spectrum is repeated periodically by the sampling process. For proper reconstruction, one
ensures that overlapping as in Fig. 14 does not occur.
If the spectra overlap as in Fig. 14 we have undersampling, the sampling rate is too low. If big
gaps occur between the spectra (Fig. 15) we have oversampling, the sampling rate is too high. But this
scheme applies in most cases. In the limit we arrive at a Nyquist rate of 1/Ts = 2fg = F .
The rules mentioned above are of great importance for all ‘digital’ oscilloscopes. The performance
(conversion time, resolution) of the input ADC (analog–digital converter) is the key element for single-
shot rise time. With several ADCs in time-multiplex one obtains these days 8-bit vertical resolution at
20 GSa/s = 10 GHz bandwidth.
Another way to look at the sampling theorem (Nyquist) is to consider the sampling gate as a
harmonic mixer (Fig. 16).





















Fig. 16: Sampling gate as harmonic mixer; Cs = sampling capacitor [6]
imposed on its nonlinear characteristics.
The switch in Fig. 16 may be considered as a periodically varying resistor R(t) actuated by q(t).
If q(t) is not exactly a δ-function then the higher harmonics decrease with f and the spectral density
becomes smaller at high frequencies.
For periodic signals one may apply a special sampling scheme. With each signal event the sam-
pling time is moved by a small fraction ∆t along the signal to be measured (Fig. 17). The highest possible
signal frequency for this sequential sampling is linked to the width of the sampling pulse. This sampling
or gating pulse should be as short as possible otherwise signal averaging during the ‘gate-open’ period
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∆t 2 ∆t 3 ∆t 4 ∆t
Fig. 17: Signal reconstruction with sampling shift by ∆t per pulse [7]
would take place.
The sampling pulse is often generated by step-recovery diodes (snap-off diodes) which change
their conductivity very rapidly between the conducting and non-conducting state. The actual switch
(Schottky diode) becomes conductive during the gate pulse and charges a capacitor (sample and hold
circuit) but not to the full signal voltage. Assuming a time constant RiCs much bigger than the ‘open’












Fig. 18: Equivalent circuit for the sample-and-hold element [6]






















s(t)q(t− τ)dt . (20)
Note that the time constant RiCs is much bigger than the length of q(t). Cs is only charged to a fraction










In order to circumvent the problem of poor sampling efficiency a feedback loop technique (integrator)
can be used. This integrator amplifies the voltage step on the sampling capacitor, after the sampling gate
is closed, exactly by a factor 1/η. If the sampling gate has not moved with respect to the trigger, the
sampling capacitor is already charged to the correct voltage uc(τ) and there is no change. Otherwise the
change in uc just amounts to the change in signal voltage.
The sampling gate is interesting from a technological point of view. As aperture times (Fig. 19)
may be of the order of 10 ps, MIC (Microwave Integrated Circuit) technology has been used for many
years. Today, the latest generation of sampling heads (50 GHz) is even one step further with MMIC
(Monolithic Microwave Integrated Circuits) technology.
In MIC technology the sampling pulse is applied to a slotline in the ground-plane metallization of
a microstrip substrate (Fig. 20). This slot line has a length of some 10 mm and is shorted at both ends.
Fig. 20: Sampling circuits [7]
With a voltage across the slotline the fast Schottky diodes open and connect the microstrip line via a
through hole to the sampling capacitor Cs. Owing to the particular topology of the circuit the signal line
(microstrip) is decoupled from the sampling pulse line over a wide frequency range (Fig. 20).
To move the sampling pulse by ∆t for each event requires a pre-trigger (several 10 ns ahead), to
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Table 2: Features of modern sampling scopes
Rise time: 7 ps ≈ 50 GHz
Jitter ≈ 1.5 ps
Static operation possible, no minimum repetition rate required.
Optical sampling (mode-locked laser), 1 ps rise time ≈ 350 GHz
start a fast-ramp generator. The intersection (comparator) of the ramp generator output with a staircase-
like reference voltage defines the sampling time and ∆t (Fig. 21).
∆t 2 ∆t 3 ∆t 4 ∆t 5 ∆t
FAST
SWEEP REF
Fig. 21: Timing of sampling pulses [7]
The delay required for the pre-trigger has been a significant problem for many applications, since
it may be as large as 70 ns on certain (older) instruments. A 70 ns delay-line leads to considerable signal
distortions especially for the high-frequency components.
To avoid the delay for the pre-trigger a technique named ‘random sampling’ was developed about
45 years ago. It requires a strictly periodic signal rather than just the repetitive one for sequential sam-
pling (Fig. 21). By measuring the (constant) repetition frequency of this strictly periodic signal, a predic-
tion of the next pulse arrival time can be given in order to generate a trigger. Today there is little interest
in random sampling, as pre-trigger delays are drastically reduced (12 ns). There are also problems with
jitter, and random sampling needs repetition rates of serveral kHz [7].
Features of modern sampling scopes are summarized in Table 2.
4 Spectrum analyser
Radio-frequency spectrum analysers can be found in virtually every control-room of a modern particle
accelerator. They are used for many aspects of beam diagnostics including Schottky signal acquisition
and RF observation. A spectrum analyser is in principle very similar to a common superheterodyne
broadcast receiver, except for the requirements of choice of functions and change of parameters. It
sweeps automatically through a specified frequency range which corresponds to an automatic turning
of the nob on a radio. The signal is then displayed in the amplitude/frequency plane. Thirty years
ago, instruments were set manually and had some sort of analog or CRT (cathode ray tube) display.
Nowadays, with the availability of cheap and powerful digital electronics for control and data processing,
nearly all instruments can be remotely controlled. The microprocessor permits fast and reliable setting of
the instrument and reading of the measured values. Extensive data treatment for error correction, complex
calibration routines, and self tests are a great improvement. However, the user of such a sophisticated
system may not always be aware what is really going on in the analog section before all data are digitized.
The basis of these analog sections are discussed now.
In general there are two types of spectrum analyser:
– Scalar spectrum analysers (SA) and
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– Vector spectrum analysers (VSA).
The SA provides only information of the amplitude of an ingoing signal, while the VSA provides the
phase as well.
4.1 Scalar spectrum analysers
A common oscilloscope displays a signal in the amplitude-time plane (time domain). The SA follows
another approach and displays it in frequency domain.
One of the major advantages of the frequency-domain display is the sensitivity to periodic pertur-
bations. For example, 5% distortion is already difficult to see in the time domain but in the frequency
domain the sensitivity to such ‘sidelines’ (Fig. 22) is very high (−120 dB below the main line). A very
A [V] A [dB]
t
t
2% AMPLITUDE MODULATION 2% AM IN FREQUENCY DOMAIN
– 40
0
Fig. 22: Example of amplitude modulation in time and frequency domain
faint amplitude modulation (AM) of 10−12 (power) on some sinusoidal signals would be completely in-
visible on the time trace, but can be displayed as two sidelines 120 dB below the carrier in the frequency
domain [8].







Fig. 23: A tunable bandpass as a simple spectrum analyser (SA)
The easiest way to design a swept tuned spectrum analyser is by using a tunable bandpass. This
may be an LC circuit, or a YIG filter (YIG = Yttrium-Iron-Garnet) beyond 1 GHz. The LC filter exhibits
poor tuning, stability and resolution. YIG filters are used in the microwave range (as preselector) and for
YIG oscillators. Their tuning range is about one decade, with Q-values exceeding 1000.
For much better performance the superheterodyne principle can be applied (Fig. 11).
As already mentioned, the nonlinear element (four-diode mixer, double-balanced mixer) delivers
mixing products as
fs = fLO ± fIF . (22)
Assuming a signal range from 0 to 1 GHz for the spectrum analyser depicted in Fig. 24 and fLO between
2 and 3 GHz we get the frequency chart shown in Fig. 25.
Obviously, for a wide input frequency range without image response we need a sufficiently high in-
termediate frequency. A similar situation occurs for AM- and FM-broadcast receivers (AM-IF = 455 kHz,

































Fig. 25: Frequency chart of the SA of Fig. 24, intermediate frequency = 2 GHz
FM-IF = 10.7 MHz). But for a high intermediate frequency (e.g., 2 GHz) a stable narrow-band IF filter
is difficult to construct which is why most SAs and high quality receivers use more than one IF. Certain
SAs have four different LOs, some fixed, some tunable. For a large tuning range the first, and for a fine
tune (e.g., 20 kHz) the third LO is tuned.
Multiple mixing is necessary when going to a lower intermediate frequency (required when using
high-Q quartz filters) for good image response suppression of the mixers.
It can be shown that the frequency of the n-th LO must be higher than the (say) 80 dB band-
width of the (n − 1)th IF-band filter. A disadvantage of multiple mixing is the possible generation of
intermodulation lines if amplitude levels in the conversion chain are not carefully controlled.
The requirements of a modern SA with respect to frequency are
– high resolution
– high stability (drift, phase noise)




and with respect to amplitude response are
– large dynamic range (100 dB)
– calibrated, stable amplitude response
– low internal distortions.
It should be mentioned that the size of the smallest IF-bandpass filter width ∆f has an important influ-




In other words, the signal frequency has to remain at ∆T = 1/∆f within the bandwidth ∆f .
On many instruments the proper relation between ∆f and the sweep rate is automatically set to
the optimum value for the highest possible sweep speed, but it can always be altered manually (setting
of the resolution bandwidth).
Certain SAs do not use a sinusoidal LO signal but, rather, periodic short pulses or a comb spectrum
(harmonic mixer). This is very closely related to a sampling scope, except that the spacing of the comb
lines is different
fs = NfLO ± fIF n = 1, 2, 3, ... (24)
A single, constant input-frequency line may appear several times on the display. This difficulty (multiple
response) was a particular problem with older instruments. Certain modulation and sweep modes permit
the identification and rejection of these ‘ghost’ signals. On modern spectrum analysers the problem does
not occur, except at frequencies beyond 60 GHz, when a tracking YIG filter may need to be installed.
Caution is advised when applying, but not necessarily displaying, two or more strong (> 10 dBm)
signals to the input. Intermodulation 3rd-order products may appear (from the first mixer or amplifier)
and could lead to misinterpretation of the signals to be analysed.
SAs usually have a rather poor noise figure of 20–40 dB as they often do not use preamplifiers
in front of the first mixer (dynamic range, linearity). But with a good preamplifier the noise figure
can be reduced to almost that of the preamplifier. This configuration permits amplifier noise figure
measurements to be made with reasonable precision of about 0.5 dB. The input of the amplifier to be
tested is connected to a hot and a cold termination and the corresponding two traces on the SA display
are evaluated [9–13].
Spectrum analysers can also be used to directly measure the phase noise of an oscillator provided
that the LO phase noise in the SA is much lower than that of the device under test [9]. For higher
resolution, set-ups with delay lines and additional mixers (SA at low frequencies or FFT) are advised.
5 Vector spectrum and FFT analyser
The modern vector spectrum analyser (VSA) is essentially a combination of a two-channel digital os-
cilloscope and a spectrum analyser FFT display. The incoming signal gets down-mixed, bandpass (BP)
filtered and passes an ADC (generalized Nyquist for BP signals; fsample = 2 BW). A schematic drawing
of a modern VSA can be seen in Fig. 26. The digitized time trace then is split into an I (in phase) and Q
(quadrature, 90 degree offset) component with respect to the phase of some reference oscillator. Without
this reference, the term vector is meaningless for a spectral component.
One of the great advantages is that a VSA can easily separate AM and FM components.
An example of vector spectrum analyser display and performance is given in Fig. 27 and Fig. 28.
Both figures were obtained during measurements of the electron cloud in the CERN SPS.
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Fig. 26: Block diagram of a vector spectrum analyser
Fig. 27: Single-sweep FFT display similar to a very slow scan on a swept spectrum analyser
6 Noise basics
The concept of ‘noise’ was applied originally to the type of audible sound caused by statistical variations
of the air pressure with a wide flat spectrum (white noise). It is now also applied to electrical signals,
the noise ‘floor’ determining the lower limit of signal transmission. Typical noise sources are: Brownian
movement of charges (thermal noise), variations of the number of charges involved in the conduction
(flicker noise), and quantum effects (Schottky noise, shot noise). Thermal noise is only emitted by
structures with electromagnetic losses which, by reciprocity, also absorb power. Pure reactances do not
emit noise (emissivity = 0).
Different categories of noise can be defined:
– white, which has a flat spectrum,
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Fig. 28: Spectrogram display containing about 200 traces as shown on the left side in colour coding. Time runs
from top to bottom
– pink, being low-pass filtered, and
– blue, being high-pass filtered.
In addition to the spectral distribution, the amplitude density distribution is also required in order to
characterize a stochastic signal. For signals coming from very many independent sources, the amplitude










where NL is the noisepower delivered to a load, h = 6.625 · 10−34 Js the Planck constant and k =
1.38056 · 10−23 J/K Boltzmann’s constant.
Equation (25) indicates constant noise power density up to about 120 GHz (at 290 K) with 1%
error. Beyond, the power density decays and there is no ‘ultraviolet catastrophe’, i. e., the total noise
power is finite.
The radiated power density of a black body is given as




ehf/kT − 1] . (26)
For hf << kT the Rayleigh–Jeans approximation of Eq. (25) holds:
NL = kT∆f , (27)
where in this case NL is the power delivered to a matched load. The no-load noise voltage u(t) of a
resistor R is given as
u2(t) = 4kTR∆f (28)




= 4kTG∆f , (29)
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where u(t) and i(t) are stochastic signals and G is 1/R. The linear average u(t), i(t) vanishes. Of
special importance is the quadratic average u2(t), i2(t).
The available power (which is independent of R) is given by (Fig. 29)
u2(t)
4R
= kT∆f . (30)
R1 = noiseless resistor
R2 = noiseless loadWu = 4kTR1
Fig. 29: Equivalent circuit for a noisy resistor R1 terminated by a noisless load R2
We define a spectral density function [9]
Wu(f) = 4kTR





A noisy resistor may be composed of many elements (resistive network). In general, it is made from
many carbon grains which have homogeneous temperatures. But if we consider a network of resistors







R2, T2 R2, T2
Fig. 30: Noisy one-port with resistors at different temperatures [9, 14]
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where Wuj are the noise sources (Fig. 31), Tn is the total noise temperature, Ri the total input impedance,
and βj are coefficients indicating the fractional part of the input power dissipated in the resistor Rj . It is




Fig. 31: Equivalent sources for the circuit of Fig. 30.
The relative contribution (βj) of a lossy element to the total noise temperature is equal to the
relative dissipated power multiplied by its temperature:
Tn = β1T1 + β2T2 + β3T3 + · · · (34)
A nice example is the noise temperature of a satellite receiver, which is nothing else than a directional
antenna. The noise temperature of free space amounts roughly to 3 K. The losses in the atmosphere,
which is an air layer of 10 to 20 km length, cause a noise temperature at the antenna output of about 10
to 50 K. This is well below room temperature of 290 K.
So far only pure resistors have been considered. Looking at complex impedances, it can be seen
that losses from dissipation occur in Re(Z) only. The available noise power is independent of the mag-
nitude of Re(Z) with Re(Z) > 0. For Figs. 30 and 31, Eq. (33) still applies, except that Ri is replaced
by Re(Zi). However, it must be remembered that in complex impedance networks the spectral power
density Wu becomes frequency dependent [14].
The rules mentioned above apply to passive structures. A forward-biased Schottky diode (external
power supply) has a noise temperature of about T0/2 + 10%. A biased Schottky diode is not in thermo-
dynamic equilibrium and only half of the carriers contribute to the noise [9]. But it represents a real 50Ω
resistor when properly forward biased. For transistors and in particular field-effect transistors (FETs), the
physical mechanisms are somewhat more complicated. Noise temperatures of 50 K have been observed
on a FET transistor at 290 K physical temperature.
7 Noise-figure measurement with the spectrum analyser
Consider an ideal amplifier (noiseless) terminated at its input (and output) with a load at 290 K with an
available power gain (Ga). We measure at the output [10, 15]:
Pa = kT0∆fGa . (35)
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For T0 = 290 K (or often 300 K) we obtain kT0 = −174 dBm/Hz (−dBm = decibel below 1 mW).
At the input we have for some signal Si a certain signal/noise ratio Si/Ni and at the output S0/N0. For
an ideal (= noiseless) amplifier Si/Ni is equal to S0/N0, i. e., the signal and noise levels are both shifted





The ideal amplifier has F = 1 or F = 0 dB and the noise temperature of this amplifier is 0 K. The





For a linear system the minimum noise figure amounts to Fmin = 1 or 0 dB. However, for nonlinear
systems one may define noise figures F < 1. Now assume a source with variable noise temperature con-
nected to the input and measure the linear relation between amplifier output power and input termination
noise temperature (Ts = Tsource).










]− Y [(TC/290)− 1]
Y − 1 , (38)
where Te is the effective input noise temperature (see Fig. 32) and TH and TC are the noise temperatures
of a hot or cold input termination. To find the two points on the straight line of Fig. 32 one may switch
between two input terminations at 373 K (100◦ C) and 77 K. For precise reading of RF power, calibrated
piston attenuators in the IF path (Intermediate Frequency Superheterodyne Receiver) are in use. This is
the hot/cold method. The difference between the Y -factor and the hot/cold method is that for the latter
the input of the amplifier becomes physically connected to resistors at different temperatures (77, 373 K).
For the Y -factor, the noise temperature of the input termination is varied by electronic means between
300 K and 12 000 K (physical temperature always around 300 K).
As a variant of the 3-dB method with a controllable noise source, the excess noise temperature
definition (Tex = TH − TC) is often applied. A switchable 3-dB attenuator at the output of the amplifier
just cancels the increase in noise power from TH − TC. Thus the influence of nonlinearities of the power
meter is eliminated. To measure the noise of one port one may also use a calibrated spectrum analyser.
However, spectrum analysers have high noise figures (20–40 dB) and the use of a low-noise preamplifier
is recommended. This ‘total power radiometer’ [11] is not very sensitive but often sufficient, e. g., for
observation of the Schottky noise of a charged particle beam. Note that the spectrum analyser may also
be used for two-port noise figure measurements. An improvement of this ‘total power radiometer’ is
the ‘Dicke Radiometer’ [11]. It uses a 1 kHz switch between the unknown one port and a controllable
reference source. The reference source is made equal to the unknown via a feedback loop, and one
obtains a resolution of about 0.2 K. Unfortunately, switch spikes sometimes appear. Nowadays, switch-
free correlation radiometers with the same performance are available [6].
The noise figure of a cascade of amplifiers is [6, 9, 10, 14, 15]













+ Slope ≈ kGa∆f
Noise free
T0 = 300 K Thot = 12000 K (Drawing not to scale)
Fig. 32: Relation between source noise temperature Ts and output power Pout for an ideal (noise free) and a real
amplifier [10, 15]
As can be seen from Eq. (39) the first amplifier in a cascade has a very important effect on the total noise
figure, provided Ga1 is not too small and F2 is not too large. In order to select the best amplifier from a
number of different units to be cascaded, one can use the noise measure M :
M =
F − 1
1− (1/Ga) . (40)
The amplifier with the smallest M has to be the first in the cascade [15].
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RF gymnastics in synchrotrons 
R. Garoby 
CERN, Geneva, Switzerland 
Abstract 
The RF systems installed in synchrotrons can be used to change the 
longitudinal beam characteristics. µRF gymnastics¶ designates manipulations 
of the RF parameters aimed at providing such non-trivial changes. Some 
keep the number of bunches constant while changing bunch length, energy 
spread, emittance, or distance between bunches. Others are used to change 
the number of bunches. After recalling the basics of longitudinal beam 
dynamics in a hadron synchrotron, this paper deals with the most commonly 
used gymnastics. Their principle is described as well as their performance 
and limitations. 
1 Introduction 
RF systems in synchrotrons are primarily specified for beam acceleration in variable energy machines 
or for bunching in accumulators. At a later stage of the design, and quite often after the machine is 
built, the need to tailor further the longitudinal beam characteristics like bunch length, energy spread, 
distance between bunches, number of bunches etc., frequently occurs. µRF gymnastics¶ involving the 
modulation of the RF parameters are then considered to help obtain the required performance [1]. 
As the high-energy frontier gets higher and higher, the cost of an accelerator complex increases 
accordingly, as well as the interest in gymnastics which give the possibility to adapt such a facility for 
purposes which were not originally foreseen. 
2 Longitudinal beam dynamics 
2.1 Conventions 
Synchrotron radiation will not be considered so that the following analysis is relevant only for 
hadrons. 
The longitudinal phase plane has time (or phase) as x axis and energy (or momentum) as y axis. 
The following variables characterize a particle: 
± Charge: q 
± Rest energy, energy: E0 , E  
± Speed, momentum: v, p 
± Relativistic parameters: JJ ( E0EE v/c 
± Revolution period in the synchrotron: T. 
The synchrotron parameters are the following: 
± Momentum compaction factor, transition gamma: DP, JT  
± Parameters of the synchronous particle: ES, vS, pS, JS, ES, TS. The synchronous particle is 
defined as the particle whose energy ES and phase IS (measured with respect to the zero 
crossing with positive slope of the sinusoidal RF waveform at the lowest harmonic (h1) ), are 
such that it sees the same accelerating voltage over successive turns in the accelerator. 
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The total voltage V(t) results from the contributions of RF systems with voltages V1(t), V2(t),« 
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If resonant structures are used, the voltage functions are sine-waves with hi periods per 
revolution and a relative phase Ti. 
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2.2 Motion in the longitudinal phase plane 
2.2.1  Equations of motion 
The motion of particles is analysed in the frame of the synchronous particle. The x coordinate is the 
phase difference 'I= I- IS measured at the lowest harmonic (h1), and the energy coordinate is 'E = E - ES (or 'p = p - pS). The tracked and the synchronous particles having different revolution 
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In a synchrotron the relative difference in revolution period is proportional to the relative 
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The y component of the particle speed is the rate of change of its energy with respect to the 
synchronous particle and is given by Eq. (7): 
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2.2.2  Case of a single RF harmonic 
When a single RF system is used, the voltage can be expressed as 
 II sinÖ)( VV   (8)   
and Eq. (7) simplifies into 
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The motion described by Eqs. (6) and (9) has the following first integral characterizing closed 
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There is a limit to the amplitude of these oscillations. The corresponding trajectory is called the 
separatrix, and the enclosed region is the bucket whose area is the acceptance. The separatrix crosses 
the phase axis at the extreme phase elongation: 
 1 2 .EXT SM S M'    (11) 
The other extreme phase elongation is the solution of 
 2 2cos( ) sin cos ( 2 )sin .EXT S EXT S S S SM M M M M S M M'  '      (12) 
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Figure 1 illustrates the case of a stationary bucket (constant B field in the main dipoles and no 
acceleration of the synchronous particle) below transition energy (IS = 0 rad.). The separatrix extends 
from ±S to +S radians. The speed of a moving particle inside the bucket is shown. If it is an extreme 
particle of a stable population, its trajectory is the contour enclosing all others. This set of particles is 
called a bunch and the area inside the contour is its emittance. 
 
Fig. 1: Trajectories in a stationary bucket 
For small amplitude of oscillation, Eqs. (6) and (9) represent a simple harmonic oscillator at the 
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2.3 Effect of changing RF parameters 
2.3.1 Adiabaticity 
If the RF parameters are changed at a slow rate with respect to the smallest frequency of oscillation of 
the particles in the bunch, the distribution of particles is continuously at equilibrium and depends only 
upon the instantaneous value of these parameters. Such an evolution is called µadiabatic¶. The degree 
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A process is typically considered adiabatic when H  < 0.1. 
2.3.2 /LRXYLOOH¶VWKHRUHP 
The longitudinal motion that we consider is conservative (i.e., there is no energy dissipation effect like 
V\QFKURWURQ UDGLDWLRQ /LRXYLOOH¶V Wheorem which states that the local density of particles in the 
longitudinal phase plane is always constant [3], is then applicable. An implicit consequence is that any 
RF gymnastics is in principle reversible. 
When an adiabatic process is used, this helps determine the particle distribution (or bunch 
shape) in the final state without having to take into account the intermediate ones (Fig. 2). The area 
occupied by particles (µemittance¶) is constant and always limited by a stable trajectory. 
 
 
Fig. 2: Adiabatic RF voltage reduction 
When a non-adiabatic gymnastic is applied, the consequences are less obvious and a detailed 
tracking is required to evaluate the final particle distribution (Fig. 3).  Although the area occupied by 
particles is also constant, its contour is usually not a stable trajectory in the final state. The final 
emittance generally has to be considered as increased to the value of the smallest area limited by a 
stable trajectory which contains all particles (µmacroscopic¶ emittance). 
R. GAROBY
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 Fig. 3: Non-adiabatic RF voltage reduction 
3 Single-bunch gymnastics 
3.1 Bunch compression 
To preserve the longitudinal emittance and guarantee reproducible beam performance, the contour of 
the bunches entering a synchrotron must correspond to stable trajectories in the longitudinal phase 
plane. Such a condition is called µlongitudinal matching¶. This often requires changing the ratio bunch 
length/energy spread of the bunches in the previous machine, and generally bunches must be made 
shorter. When adiabatic variation of the RF voltage cannot be used to provide the proper beam 
characteristics, non-adiabatic processes are applied. The corresponding gymnastics are called µbunch 
compression¶, µbunch rotation¶ or even µphase rotation¶ [4, 5]. 
The principle (Fig. 4) is to let a bunch, initially elongated in phase, rotate in a maximum height 
bucket, and to eject it when it is shortest. Even with a single RF system, various techniques can be 
used for stretching the bunch: 
± Reducing adiabatically the RF voltage V, the bunch length increases in proportion to V -1/4 
[Eq. (15)]. This technique has the drawback of requiring a very large dynamic range in V and 
of becoming very slow to remain adiabatic at low voltages [see Eqs. (14) and (16)]. 
± Reducing abruptly the RF voltage, a bunch rotation is triggered which provides, after a quarter 
of a turn in the phase plane, a bunch length proportional to V -1/2.  This process is faster and 
more efficient than the previous one but is more demanding for the transient response of the 
cavity and the beam servo-loops. 
± Switching by S radians the phase of the RF, the bunch becomes centred on the unstable phase 
and stretches quickly along the separatrix. This technique is also fast and does not in principle 
require any voltage change, but it needs fast response of the RF system. The fact that the 
resulting bunch is tilted with respect to the phase axis implies that it will suffer more from 
non-linearities when rotating in the phase plane for compression. 
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 Fig. 4: Bunch compression 
The quality of the compression process for an elongated perfectly µstraight¶ bunch depends upon 
its length and normalized emittance (ratio between emittance and acceptance). This is illustrated in 
Fig. 5 which shows the bunch at the beginning and at the end of rotation. An initially extreme particle 
along the energy axis (B0) becomes extreme in phase after rotation (B1) under the effect of a quasi-
linear focusing voltage approximated by the slope at zero phase of the RF sine-wave. On the contrary, 
an initially extreme particle along the phase axis (A0) experiences a non-linear and on average smaller 
focusing voltage during rotation, which results in a slower motion. In the time it takes for B0 to move 
to B1, A0 only moves to A1. 
For a given normalized emittance, the minimum bunch length is obtained approximately when 
A1 and B1 are at the same phase. This defines an optimum initial bunch elongation which is 
represented in Fig. 6. This figure also gives the minimum length achieved after rotation and the 
equilibrium length of a bunch of the same emittance in the rotation bucket. A compression efficiency 
can be defined as the ratio between that equilibrium bunch length and the length after rotation in 
optimum conditions. This efficiency is also shown in Fig. 6.  
As a typical example, a bunch filling 1% of the bucket has 
± an adiabatic bunch length of ~0.073 bucket length,  
± an optimum length before rotation of ~0.27 bucket length, 
± and a minimum bunch length of ~0.02 bucket length corresponding to a compression 
efficiency of ~3.7. 
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 Fig. 5: Optimum bunch rotation 
 
Fig. 6: Bunch rotation parameters 
Higher compression ratios/higher compression efficiencies can be obtained using more 
complicated gymnastics involving multiple RF harmonics and/or phase and amplitude modulations. 
3.2 Longitudinal controlled blow-up 
Blow-up techniques have been developed to help stabilize high-intensity beams by increasing the 
µmacroscopic¶ emittance in a controlled way while providing an adequate distribution of particles with 
sharp edges and no tails. A typical and commonly-used technique is based on the superposition of a 
phase-modulated high frequency (VH, hH) to the RF normally holding the beam (V1, h1 << hH) [6, 7].  
RF GYMNASTICS IN SYNCHROTRONS
437
The high-frequency phase-modulated voltage can be expressed as 
 )sinsin(
Ö
HMRHHH tthVV -ZDZ  , (17) D being the peak phase modulation, ZR the modulation frequency, and T+ a phase constant. 
This acts as a perturbation to the motion of particles in the bucket of the main RF system. 
Resonances can be induced which create a re-distribution of density in the bunch. Large non-
linearities in the motion accelerate filamentation and contribute to the fast disappearance of the density 
modulations induced by the high-frequency carrier. Among the different distributions that can be 
obtained, parabolic ones are generally preferred. 
The blow-up parameters are in practice optimized either on the real accelerator or using 
computer simulations. Typical ranges of values applied in such cases are shown in Table 1. 
A slower but still well-controlled blow-up can also be attained with a smaller harmonic ratio. 
This is especially valuable in slow cycling synchrotrons. 








hH  D(rad) 
S
MZZ  Duration 
Typical range 0.1 to 0.3 > 10 for fast blow-up 0.8S to 1.2S 3 to 12 
SZS220t  
4 Multi-bunch gymnastics 
4.1 Debunching±rebunching 
Debunching±rebunching is the most conventional way to change the number of bunches [5, 8]. It has 
to take place at constant energy and hence at constant field in the main bending dipoles because of the 
absence of RF for a significant period of time. At the end of debunching the beam is continuous and 
ideally without any azimuthal modulation of the linear density of particles. Rebunching is the reverse 
process during which a different RF harmonic number is used, and the beam progressively gets an 
azimuthal modulation of density and is finally fully bunched on the new harmonic. 
Iso-adiabatic debunching is generally used to minimize longitudinal emittance blow-up. The 
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where tR is the moment of suppression of the RF voltage after reaching the minimum controllable level 
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 Fig. 7: Voltages for iso-adiabatic debunching±rebunching 
During this voltage reduction, the bunch progressively lengthens [proportionally to V ±1/4 at the 
beginning according to Eq. (15)]. Under the voltage VF_deb the beam is generally still bunched and 
some time tD is required without voltage for the particles to drift in azimuth and for debunching to be 
obtained. This results in a blow-up of the macroscopic emittance which depends upon the normalized 
bunch emittance in the final bucket as shown in Fig. 8. In the typical case where the bunch finally fills 
the bucket completely, the emittance is multiplied by S/2. 
 
Fig. 8: Emittance blow-up after iso-adiabatic debunching 
A reference debunching time can be defined as the time taken for the particles of successive 








S MZ K' '  (20) 
where 'I and 'p are the full spreads in phase and momentum of the bunch under VF_deb. 
A good-quality debunching with a small residual density modulation requires tD  >>  tD_classic. 
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Iso-adiabatic rebunching is generally used after debunching is completed. It is a time-reversed 
version of iso-adiabatic debunching, starting abruptly at the level VI_reb and rising progressively to 
VF_reb. Similar formulae apply.  
4.2 Splitting (merging) 
Splitting is used to multiply the number of bunches by 2 or 3 and merging is the reverse process [9, 
10]. Although limited in use to circumstances where such ratios are of interest, these processes have 
the remarkable advantage with respect to iso-adiabatic debunching±rebunching of being capable of 
being quasi-adiabatic and preserving emittance. 
Splitting bunches into two is obtained using simultaneously two RF systems with an harmonic 
ratio of 2. The bunch is initially held by the first system (V1, h1) while the second (V2, h2 = 2 h1) is 
stopped. The unstable phase on the second harmonic is centred on the bunch. As the voltage V2 is 
slowly increased and V1 decreased, the bunch lengthens and progressively splits into two as illustrated 
in Fig. 9.  
 
Fig. 9: Bunch splitting into two 
Good results are consistently obtained when the voltage V1(h1) = V1_sep is such that, at the 
moment when two separate bunches have just formed, the initial bunch would fill ~1/3 of the bucket 
acceptance in the absence of second harmonic (V2(h2) = 0 kV).  Voltage variations are generally linear 
functions of time with a total duration larger than 5 synchrotron periods in the bucket (V1_sep, h1). Each 
final bunch has ½ the emittance of the initial one, and almost no blow-up is observed. 
An illustration of an operational implementation of double splitting in the CERN PS is shown in 
Fig. 10. A bunch on h = 8 is split into two on h = 16 within 25 ms and no blow-up can be noticed. On 
the left side of the same figure, the evolution of particle density in the longitudinal phase plane during 




Fig. 10: Example of bunch double-splitting from h = 8 to h = 16 in the CERN PS at 3.57 GeV/c 
Splitting bunches into three requires using three simultaneous RF systems. The relative phases 
between harmonics as well as the voltage ratios must be precisely controlled for the particles to split 
evenly into the new bunches and longitudinal emittance preserved. Results as good as for bunch 
double-splitting have been achieved, and final bunches are 1/3 the emittance of the original one. The 
voltages and the evolution in longitudinal phase space as a function of time are illustrated in Fig. 11. 
Fig. 11: Bunch triple-splitting 
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4.3 Batch compression 
Batch compression is a process which keeps the number of bunches constant while concentrating them 
in a reduced fraction of the accelerator circumference [12]. When exercised at a slow enough rate it 
can be adiabatic and consequently preserve the longitudinal emittance. 
The principle is slowly to increase the harmonic number of the RF controlling the beam as 
shown in Fig. 12. Starting from harmonic h0, voltage is progressively increased on harmonic h1 > h0 
and decreased to 0 V on h0, so that harmonic h1 finally holds the bunches. The phase on h1 with 
respect to h0 must be such that the bunches converge symmetrically towards the centre of the batch. 
Fig. 12: Batch compression 
The amount of compression achievable in a single step is limited by the need to maintain a large 
enough acceptance for the buckets holding the edge bunches. A consequence is that large compression 
factors are obtained only after multiple batch compression steps, and complicated manipulations of RF 
parameters are involved. A typical application is given in Fig. 13, where four bunches on h = 8 are 
finally brought into four adjacent buckets on h = 20: three groups of RF cavities are used which help 
sweep progressively the harmonic seen by the beam from 8 to 20 in steps of 2 units. 
Fig. 13: Example of batch compression from h = 8 to h = 20 in the CERN PS at 26 GeV 
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4.4 Slip stacking 
Slip stacking is used to superimpose two sets of bunches and double the bunch population [13, 14]. It 
is non-adiabatic and leads to large emittance blow-ups. 
The principle is sketched in Fig. 14. Two different RF frequencies are simultaneously applied. If 
their difference is large enough ('f > 2fs, where fs is the synchrotron frequency in the centre of an 
unperturbed bucket of one family), two families of buckets coexist which drift towards each other 
because of their frequency difference. Consequently, and provided the acceptance of these buckets 
(f = h0 fREV r 'f ; Vdrift) is large enough (acceptance > 2 u emittance ), the bunches drift with them and 
tend to slip past each other. When they are superimposed in azimuth, pairs of bunches can be captured 
in large buckets centred at the middle frequency (f = h0 fREV ; Vcapture).   
Fig. 14: Slip stacking 
Although improvements can be introduced, like reducing the frequency difference towards the 
end of the process, the longitudinal contour enclosing a pair of bunches in the final bucket contains 
also a large area without particles. After filamentation, the macroscopic emittance is much more than 
doubled and longitudinal density is accordingly reduced. 
5 Beam manipulations with broadband RF systems 
For the needs of acceleration, high voltages are generally necessary and hence high impedance / high 
Q cavities are used to minimize the required RF power. Because of the limited bandwidth of these 
cavities, their field is a continuous sine-wave varying much more slowly than the revolution 
frequency. In specific cases, however, for example in storage rings, the required voltages can be small 
enough that a low cavity-impedance is acceptable. The available bandwidth can then allow for getting 
a voltage that departs completely from a continuous sine-wave. 
5.1 Barrier/isolated bucket with single sine-wave 
A single sine-wave pulsing at the revolution frequency of the beam generates an isolated or a barrier 
bucket depending upon its polarity and the sign of K (Fig. 15). 
In the case of the isolated bucket there is a stable (µsynchronous¶) particle at the central zero-
crossing of the sine-wave. Particles inside the sine-wave period can be captured and execute closed 
trajectories around it. Particles outside this bucket move along the full circumference. 
In the case of the barrier bucket, the central zero-crossing of the sine-wave is an unstable 
position. The stable region is limited by the other zero-crossings and extends over all the 
circumference except the sine-wave. 
Such a voltage can be obtained from a wideband resonator driven by a high power amplifier or 
from a limited bandwidth resonator driven by a large current generator. 
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 Fig. 15: Isolated/suppressed bucket 
 Beam dynamics is governed by the equations derived in Section 2.2. An isolated bucket is 
useful to capture a single bunch of small emittance in the debunched beam stack of an accumulator 
[8]. Barrier buckets are also typically used for high-intensity accumulation, to preserve gaps without 
beam and permit lossless beam transfers [15]. 
5.2 Barrier buckets with voltage pulses 
A pair of voltage pulses with opposite polarities can also be used to generate a barrier or an isolated 
bucket (Fig. 16). Beam time structure and energy spread can be changed by modulating the amplitude 
and timing of the pulses as a function of time. These changes can be adiabatic provided that these 
modulations are slow enough. As a typical example, bunch compression is illustrated in Fig. 17. 
By adding more pulses and modulating them, sophisticated beam gymnastics can be done, similar to 
the ones feasible with conventional RF systems, but with the added flexibility resulting from the 
intrinsically fast time-response of the pulse generators [16]. 
Fig. 16: Barrier bucket with voltage pulses 




6 Debunched beam gymnastics 
Phase displacement acceleration 
To keep the beam debunched, RF must be turned on without disturbing the longitudinal motion of the 
particles, and hence with a frequency which is outside of the beam spectrum. Shifting the RF 
frequency slowly towards and across the beam, the debunched beam can then be accelerated (or 
decelerated) by the passage of the empty RF buckets [17]. This is due to emittance preservation for the 
empty volume captured by the RF buckets. The resulting change of the stack mean energy is given by 
 
.Stack bucket bucket RF
h
E A A f
T
'    (22)   
A small voltage and a limited frequency range (a few per cent) are sufficient, and a large beam 
current and emittance can be handled. Repeating the process a large number of times, a significant 
energy change can be obtained. However, the acceleration/deceleration rate is small and the stack 
tends to degrade progressively as the number of traversals increases. 
7 Practical implementation 
The possible implementation and the effective performance of RF gymnastics in synchrotrons are 
constrained by a number of practical limitations. Apart from the basic hardware capabilities (number 
of simultaneous frequencies, minimum controllable voltage, etc.), the following must also be 
mentioned: 
± maximum duration at constant field in the dipoles. This may force fast and non-adiabatic 
techniques or a degraded adiabaticity to be used. 
± beam stability. The quality and reproducibility of performance of the final beam depends on 
the reproducibility of the initial conditions and the absence of collective beam instabilities 
during the process. 
± control of the RF parameters. The proper operation of servo-loops (beam phase loop, radial or 
synchronization loop) all along the gymnastics is often critical for performance, and the 
unavoidable transients must be minimized, with their delayed effect quickly damped. 
Moreover, for good performance at high beam intensity, the beam loading in the RF cavities 
must be minimized so that local RF feedback and µone-turn delay feedback¶ are often 
necessary. 
± stability of the integrated dipole field during the gymnastics. This can be affected by drift or 
ripple and also by orbit bumps before beam ejection. 
Setting-up time can be minimized by a preliminary analysis of the likely disturbances and the 
direct implementation of adequate corrective measures. 
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Abstract  
Multipacting (MP) is a resonant electron discharge, often plaguing 
radiofrequency structures, produced by the synchronization of emitted 
electrons with the RF fields and by the electron multiplication at the impact 
point with the surface of the structure. The current of re-emitted electrons 
grows via true secondary re-emission when the secondary yield for the 
primary electron impact energy is greater than one. A simple example (MP 
in short-gap accelerating axial-symmetric cavities) allows an analytical 
solution of the equation of motion, giving both the synchronization 
(kinematics) and multiplication (impact energy) conditions as a function of 
the gap voltage (or accelerating field). Starting from this example a thorough 
discussion of MP discharges in axial-symmetric accelerating structures will 
be given and some poor man’s rules are given to estimate the critical cavity 
field levels to meet the kinematic condition for resonance. The results of 
these poor man’s rules are compared with computer simulations of MP 
discharges obtained by a statistical analysis of the re-emission yield for 
impinging electrons versus RF field level in the accelerating structure. 
1 Introduction 
Multipacting (MP) is a resonant RF electron discharge in vacuum with electron multiplication due to 
the secondary electron re-emission process. The discharge is mainly encountered in RF accelerating 
structures where the combination of RF fields and clean surfaces of high secondary yield metals like 
copper, aluminium, or niobium will enhance the electron multiplication of the electrons at each 
impact. 
This kind of discharge has also been encountered in RF tubes and waveguide devices since the 
pioneering times of radio broadcasting and microwave radar development. This phenomenon is often 
also encountered at the interface between vacuum and dielectrics such as RF windows in waveguides 
or ceramic feed-through in power devices such as RF couplers for accelerating cavities or broadcasting 
power tubes and devices. 
Multipacting was a real head ache in the early 1970s for the pioneering development of 
superconducting accelerators at Stanford University, both for SLAC and HEPL. 
In this application the combination of high quality factors giving high field at low power, clean 
niobium surfaces with high secondary yields, and superconductivity were ideal conditions to create 
very strong and quite insurmountable MP barriers.  
2 Basic facts about multipacting 
To have multipacting you need the occurrence of two conditions: 
1. electron synchronization with the RF fields 
2. electron multiplication via secondary electron re-emission. 
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Both conditions need to be met by the electron clouds trapped in the RF fields, to produce a real 
MP barrier. 
The first is the kinematics of the electrons flying inside the RF structures, and is met when the 
time between two electron impacts is an integer number of half RF periods. 
In this way the starting conditions for the electrons re-emitted at each structure are always the 
same and the motion of the re-emitted electrons at the given field always follows the same trajectories, 
and the process repeats itself indefinitely. 
The second condition sets the mechanism giving a runaway discharge leading possibly to the 
total depletion of the energy stored in the cavity, and sometimes setting a limitation to the accelerating 
field already achievable in a reliable way in an accelerating structure. 
To have electron multiplication we need the secondary emission coefficient G greater than one. 
(Even slightly.) 
Owing to the cyclic properties of the motion stated by the first condition, the multiplication 
factor Y after N impacts has an exponential growth given by  
 Y  įN (1) 
where į is the secondary emission coefficient and N the number of impacts. With the time between 
impacts ~ of the RF period by condition 1 (RF synchronization) the number of impacts per second is ~ 
the RF frequency, ranging from 108 to 109: assuming a secondary emission coefficient ~ 1.1 we get, 
after 100 nanoseconds, a multiplication factor ~104, more than enough to give serious problems to the 
cavity behaviour in a time short enough to make impossible any attempt to intervene actively to 
compensate the additional electron loading. 
To have secondary electron multiplication the impact energy U of the primary electron for 
metals is usually in the range 50 eV to 1500 eV, see Ref. [1] 
The starting condition for a re-emitted secondary electron is a kinetic energy ~ 2 eV and re-
emission direction randomly distributed like cosTaround the normal direction to the re-emitting 
surface at the impact point.  
The energy and re-emission angle for the secondary electrons allow us (in the first 
approximation) to neglect the effect on the starting condition in a first-order estimate of the electron 
motion. 
Figure 1 is a plot of the secondary emission electron yield for a metal as a function of the 
primary electron impact energy from 10 eV to 10 000 eV. 
Good metallic conductors with low resistive losses used in RF accelerating structures and 
devices (both normal conductors such as copper and silver, and superconductors such as niobium) 
have a secondary emission coefficient Go ranging from 1.5 to 2.5 depending upon the microscopic 
status of the surface, the oxidation status, and the surface contamination. 
Usually oxide layers (with good dielectrics) have quite high Go. Carbides and nitrides have low Go. 
Titanium and stainless steel have Go lower than one but, unfortunately, have high resistive losses 
and are not suitable for high-power applications. Despite the quite high losses, stainless steel is often 
used in very special cases such as the short-gap buncher cavities of RF injectors operating in the 
magnetic field of a guiding solenoid used to keep focused the low-energy beam coming from the DC 
electron gun to increase the capture efficiency of the injector. In this case the need for a somewhat 
higher RF power in operation is more than compensated by the reliable operation of the injector free 
from any resonant discharge. 
R. PARODI
448
 Fig. 1:  Secondary emission yield as a function of the primary electron impact 
energy for a metal with maximum yield 2.2 at two different values of the 
primary electron impact energy (250 eV blue line, and 300 eV red line) 
3 Resonant discharges in axial-symmetric cavities 
The two conditions needed to have a resonant TF discharge are valid in general, but give no way to 
predict or to diagnose resonant discharge effects in accelerating cavities and RF structures. 
In the following sections we will show some examples of MP discharges that can be 
analytically solved as two-point MP in short-gap-length axial-symmetric cavities with gap length 
<< ORF, or at least we can give a sort of rule of thumb to estimate the field where the kinematic of the 
emitted electrons should produce synchronization with the RF fields as in the one-point MP discharges 
at the equatorial region of axial-symmetric accelerating cavities. 
3.1 Two-point MP discharges in short-gap cavities L << O 
This discharge happens when the re-emitted electrons strike cavity regions with field of opposite sign, 
as an example flying across a short-gap. 
This condition is usually fulfilled in short-gap cavities as bunchers and catchers following the 
DC electron guns at the linac injectors. A typical cross section of a buncher cavity is shown in Fig. 2, 
the plot gives the shape of the cavity with the electric-field lines superimposed. 
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The semi-lumped cavities such as the ones used in the old time storage rings like ADONE [2] 
are quite prone to this type of MP discharges in the gap being substantially a resonant coaxial line (the 
inductor) heavily loaded by a parallel plate capacitor (Fig. 3). 
 
Fig. 3: Plot of 51.4 MHz semi-lumped ADONE cavity. The plot shows 
a half cavity with superimposed electric field lines.  
From inspection of the cavity field distribution it easily seen that the field distribution in the gap 
region is very similar to the field distribution in a parallel plate capacitor of length L (Fig. 4). The field 
variation is sinusoidal in time with angular frequency Z and amplitude Eo V. 
 
Fig. 4:  Parallel plate capacitor model of the short-gap cavity like the 
ones shown in Figs. 2 and 3. The model is used to derive the 
approximate solution leading to the MP barrier values for the 
given gap length L and cavity operating frequency f. 
Under these assumptions we can write the equation of motion for an electron starting from one 






Z   (2) 
Assuming as starting condition an electron emitted with zero energy when the field is zero (a 
good approximation of the 2 eV re-emission energy for true secondary electrons), the integration of 
the equation of motion is straightforward and leads to  
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using the starting condition re-emission energy equal to zero and starting point at x = 0. 
By imposing the boundary condition of electric field reversal at the impact on the plate at 
position x = L, we get the synchronization condition for the re-emitted electron impacting the opposite 
plate after an odd integer number of half RF periods  
 
1
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t n n n
c
OQ       (5) 
where T is the RF period, Qis the RF frequencyOis the RF wavelength, and n is an integer number 
giving the MP discharge order. 
Equations (4) and (5) combined together give an expression for the electric field value (or the 
gap voltage) corresponding to the n-th barrier in terms only of the gap L, the RF wavelength O and the 
electron rest mass mo given in Eq. (6) and for the impact energy given in Eq. (7) 
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In this way we can forecast the possible MP barrier in short-gap cavities knowing only the gap 
length and the operating frequency, and even the order of the barrier just using a simple Excel 
spreadsheet like the one reported in Table 1. 
Table 1: First 10 multipacting levels for a short-gap cavity L = 4 cm operating at 500 MHz (L << O) 
Barrier order n Gap voltage [V] Impact energy [eV] E0  [V/m] 
1 2.85E+04 1.82E+04 713.5E+3 
2 9.51E+03 2.02E+03 237.8E+3 
3 5.71E+03 7.27E+02 142.7E+3 
4 4.08E+03 3.71E+02 101.9E+3 
5 3.17E+03 2.24E+02 79.3E+3 
6 2.59E+03 1.50E+02 64.9E+3 
7 2.20E+03 1.08E+02 54.9E+3 
8 1.90E+03 8.08E+01 47.6E+3 
9 1.68E+03 6.29E+01 42.0E+3 





The potentially dangerous barriers are highlighted in red bold italic in Table 1. The primary 
electrons for these barriers have impact energy in the range 100–1500 eV, corresponding to a 
secondary emission coefficient greater than one in copper or aluminium. 
The comparison with the MP barriers, as measured in the built cavities and computed by 
computer simulations of the discharge, is in extremely good agreement with the barrier found by the 
analytical model.  
A typical plot of the trajectory simulation in the cavity is shown on Fig. 5. 
 
Fig. 5: Plot of the trajectories in the short-gap cavity having two-point MP 
discharges in the gap. Despite the spread of the secondary electrons all 
over the cavity, only the electrons travelling across the gap survive 5000 
impacts with a yield greater than one. 
3.2 One-point MP at cavity equator of axial-symmetric cavities 
This kind of discharge can occur when electrons impact the cavity surface almost at the same place. 
The synchronization is obtained when the time of flight is about equal to an integer number of RF 
periods; in this way the re-emitted electrons have the very same starting condition as the primary 
(position and RF field). 
Again multiplication is achieved if the impact energy of the primary is in the range 50–1500 eV 
to have the secondary yield greater than one. 
In axial-symmetric accelerating TM01 cavities this resonant discharge happens at the equatorial 
region where the magnetic field is high (and the electric field is quite low). 
In a pill-box TM010 cavity at the equator, the electric field is zero (due to the boundary 
condition)  and the magnetic field is roughly 90% of the maximum value; in a practical cavity with 
beam openings, a small component  radial electric field is produced at the cavity outer wall and this 
field can, in some cases, give to the re-emitted electrons the right amount of energy to produce true 
secondary electrons with re-emission yield greater than one. 
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For this kind of MP discharge no simplified analytical model is possible, the energy gain of the 
electron around the trajectory being strongly dependent on the detail of the field distribution; a 
thorough analysis of the MP was performed through computer simulations computing the electron 
trajectories and evaluating the cumulative yield after a pre-fixed number of impacts. 
Nevertheless a poor man’s estimation can possibly help the cavity designers to guess the field 
levels where the occurrence of MP discharges should more probably develop. 
Let us consider the motion of an electron close to the equatorial region of a pill box where the 
RF magnetic field is near to the maximum and the electric RF field is close to zero. 
The trajectories are roughly cyclotron orbits and the synchronous motion condition ‘one impact 
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Solving for the field value we get, for the possible value of the local magnetic field at the n-th MP 
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A typical plot of the trajectories for the MP barriers at the equator is shown on Fig. 6 
 
 
Fig. 6:  Typical trajectories for the first-order MP barrier at the equator as 
computed by numerical integration of the equations of motion of a re-
emitted electron in the RF field. The operating frequency is 805 MHz, the 
resonant condition is found at the magnetic field level of 22.5 mT. 
Using for the local magnetic field the rms value, to account for the sinusoidal time variation of 
the RF fields, we get a Bo value of ~ 28 mT/GHz as resonant field value for the MP discharge with 
n = 1. 
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In the reported example the cavity frequency is 805 MHz, the resonant field is 22.5 mT as 
foreseen by the semi-empirical formula, the total secondary yield after 200 impacts is ~10-2 giving 
insufficient secondary electrons to sustain a discharge, even if synchronization with the RF field is 
achieved.  
The discharge is quenched because of the focusing of the re-emitted electron at the cavity 
equator due to the strong component of the electric field in the axial direction. 
At this position the electric field is zero by symmetry, and the energy gain is not enough to give 
a significant secondary multiplication. 
Furthermore at the cavity equator where the electric field is zero, the starting condition for the 
secondary electrons starts to be relevant. 
Even if the re-emission energy of 2 eV gives to the secondary electrons a very small speed, the 
random re-emission angle distribution (like cosTaround the normal direction can produce trajectories 
landing in the opposite half-cavity, where the fields are reversed, and the electrons lose the 
synchronization. 
3.3 Two-point MP at cavity equator of axial-symmetric cavities 
Finally we need to mention that at the cavity equator a two-point MP discharge is still possible 
when secondary electrons emitted by the cavity surface near the equator are bent in a cyclotron-like 
trajectory by the local RF flying across the cavity midplane striking the cavity surface in a point nearly 
symmetric to the starting point. This phenomenon was first seen at CERN in the prototype cavities for 
the LEP project [3] and extensively analysed in Ref. [4]. 
The electrons bent by the RF magnetic field strike a cavity region with opposite electric field: as 
in the short-gap barriers, the only possibility left to get synchronization with the RF field and sustain 
the resonant discharge is to have the primary electron striking the surface after an odd integer number 
of half RF periods, the same condition of Eq. (5). 
Again we can modify the poor man’s rule used to guess the value of the magnetic field needed 
to match the resonant condition in the one-point MP at the equator of the accelerating cavity. 
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With the same meaning (and values) for m0 , e, and Q as Eq. (9) we get for the synchronous field 
of  the MP level with n = 1, a value Bo  of 56 mT/GHz; Fig. 7 reports the trajectory distribution for this 
barrier as obtained by computer simulation. 
In the reported case the field for the trajectory synchronization is 45 mT, and the total yield 
after 200 impacts is 104 because the re-emitted electrons go through the cavity midplane landing in the 
half-cell opposite to the take-off point. On the way the field reversal (and the higher surface field 
values) allowed the re-emitted electrons to strike the cavity surface with enough energy to sustain the 
multiplication process. 
A better understanding of the resonance effect is seen by reporting the number of electrons 
surviving a pre-fixed number of impacts as a function of the RF field intensity as obtained by the 




Given the cavity geometry, the analysis is performed in the following way:  
1) Starting from the cavity geometry the RF field distribution is computed. 
2) The field level is increased in steps from zero to the maximum field foreseen for the cavity 
operation. 
3) At each field level electrons are started close to the possible MP region (usually the 
equator); the number should be large enough to give a reasonable statistical sample of 
surviving electrons. 
4) The number, the yield, and mean impact energy of the surviving electrons are reported as a 
function of the cavity field levels. 
The field levels of possible MP discharge are found as RF field intervals showing peaks in the 
number of electrons together with an enhancement in the mean yield of the secondary electrons when 
the impact energy of the electrons on the metallic surface is in the range giving a secondary emission 
coefficient greater than one (usually 100–1500 eV).  
4 How to avoid MP discharges 
From the previous discussions it appears clearly that there are only two ways to avoid or reduce the 
possibility of MP: 
1) Reduce electron multiplication. 
2) Avoid spatial focusing of electrons in critical regions to break time focusing and RF 
synchronization leading to resonant build-up of the secondary yield. 
4.1 Reduce electron multiplication 
A very radical way to avoid resonant discharge is to kill the electron multiplication using materials 
with secondary emission coefficient lower than one for the RF devices; in this way the number of re-
emitted electrons decreases exponentially with the number of impacts, and the discharge is unable to 
self-sustain.  
Unfortunately, good conductors used in RF applications such as copper, aluminium, or silver 
have secondary emission coefficient G greater than one and strongly dependent on the surface 
oxidization and contamination status [5]; the same phenomenon happens, and is even worse, for the 
niobium in superconducting cavity applications. In oxidized niobium Gvalues up to 2.2 were 
measured [6]. 
Metals with Glower than one, like titanium or stainless steel, usually have a poor electrical 
conductivity leading to high RF losses; for that reason the use of low secondary emission coefficient is 
very limited and used as a last resort when the application forces this choice; amorphous carbon or 
graphite have a very low secondary emission coefficient but are very good RF loads. 
A typical application where stainless steel is used are short-gap buncher cavities operating in the 
magnetic field of a solenoid at the low-energy end of a linac injector as in the CLIO injector sub-
harmonic buncher at 500 MHz [2]. 
Coating with film of low Gmetals like titanium, using a film of thickness lower than the skin 
depth of the RF fields, avoids a large increase of the RF losses. Lastly, sometimes, partial coating with 
low G materials like graphite is used if the critical places for the development of MP discharges are 
restricted to small regions of the cavity geometry, and the added RF losses are affordable in terms of 
RF power and local heating of the cavity [2]. 
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Owing to the high RF losses of the low Gthis method is forbidden in superconducting cavities. 
4.2 Avoid spatial focusing and resonant build-up 
This method is the ‘silver bullet’ to kill most of the multipacting discharges. If we succeed to move the 
landing zone of secondary electrons to a region different from the take-off region, we have a fair 
chance that either the synchronization is lost or the impact energy goes out from the secondary 
multiplication range 100–1500 eV; or both. 
This was the solution adopted to master the MP problem in superconducting cavities after the 
pioneering work of the Genoa Superconducting Radiofrequency Group in the late 1970s [7]. 
The desired effect was obtained by adopting a rounded shape in the equator region of the cavity 
equator like the cavity shown on Fig. 6 (spherical cells). 
With that shape the electrons emitted at any place on the cavity surface always experience a 
force due to the strong component of the axial field along the axis Ez, sweeping the re-emitted electron 
away from the emission point, towards the cavity equator; furthermore the energy gain is usually 
higher than 1500 eV and the multiplication per impact is low. 
At the equator the total electric field is null for symmetry reasons, the energy gain for the re-
emitted electron is very low, usually lower than 100 eV, and again the secondary multiplication is 
lower than one. 
In this way the re-emitted current decreases exponentially in a few hits, and the MP discharge is 
stopped. 
5 Conclusions 
The conditions leading to multipacting discharges in RF devices and accelerating structure were 
discussed. 
In the case of axial symmetric structures some analytical approximate formulas, discussed in 
Section 3 are quite useful for a preliminary estimation of the RF field level leading to possible 
resonant discharges. 
For arbitrary geometries, but also in axial symmetric structure, the only possible approach to 
evaluate the possibility of MP is the integration of the equation of motion of the emitted electron in the 
RF field and the thorough implementation of the secondary emission process at the cavity surface 
impact. 
A very exhaustive discussion of the features of all the existing MP tracking codes for RF 
structures, either 2D or 3D, is reported in Ref. [8]. 
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