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Abstract
We compared the application of diﬀerent algorithms to document clustering. The
algorithms studied were Fuzzy C-Means, Fuzzy ART, Fuzzy ART for Fuzzy Clusters,
Fuzzy Max-Min, and the Kohonen neural network (only the ﬁrst is not a neural net-
work). We generated a testbed from LISA, using some of the descriptors corresponding
to the diﬀerent records for the comparison of the results. The best results were found
with Kohonen’s algorithm which also organizes the clusters topologically. We end by
discussing in more detail the possibilities oﬀered by Kohonen’s algorithm.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Although one could say that sequential algorithm technology has vastly
surpassed human capacities in certain tasks, such as performing mathematical
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operations, other tasks that humans ﬁnd easy are found to be very diﬃcult for
these classical methods to solve. Examples are optical character recognition,
image processing, speech, etc.
Artiﬁcial neural networks arose in response to problems of this nature, and
oﬀer a way of attacking some otherwise unapproachable problems. The dif-
ferent deﬁnitions that have been proposed for these networks all emphasize the
great number of processing elements that they consist of [12], their massive
interconnection [16], their arrangement in layers and their inspiration in other
biological characteristics of the human brain [13], etc. They usually have an
associated training procedure by means of which they adapt to the problem at
hand, and also require long processing times. Nonetheless, the process is
massively parallel and lends itself to being run on a computational structure
that is itself a physical implementation of a neural network. One could
therefore say that a neural network is at once a set of problem-solving algo-
rithms and a computational structure.
Because of the variety of problems that they are capable of solving, some
workers have seen them as a new paradigm of artiﬁcial intelligence. It has been
found, however, that the ﬁeld’s current citation environment is quite distinct
from that of artiﬁcial intelligence [32].
While there exist diﬀerent kinds of neural network with quite varied func-
tioning, they have a series of common characteristics in the way they process
information that in the most part represent advantages and have led to their
application in several areas [25]. Some of these characteristics are: adaptive
learning (the capacity to learn to perform tasks on the basis of initial training
or experience); self-organization (organization of the information that they
receive during training in the weight structure of the network) which allows
generalization (when they are presented with novel conditions or data they
respond by generalizing what they had learnt before); fault tolerance (in the
two senses of being able to respond to noisy data and of robustness against
failure of a part of the network); and real-time operation (as they allow parallel
processing, the processing speed can also be increased). In brief, each element
performs thousands of information processing operations, and their sum gives
rise to the intelligent overall behaviour of the network [5]. This form of pro-
cessing is found to be best suited to tasks with a greater complexity, whereas it
is poorly suited to traditional mathematical operations or similar tasks.
A neural network is capable of assigning multidimensional outputs to
multidimensional inputs as a function of what was learned in the training
phase, which is done oﬄine in most networks. In other words, almost all
network architectures consist of two phases, one of training and the other of
production. This is known as the stability-plasticity dilemma. There also exist
types of networks such as those corresponding to adaptive resonance theory
(ART) that are capable of overcoming this stability-plasticity dilemma by
continuing to learn when they are in production. The training too may be
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either supervised or unsupervised. The diﬀerence is that in supervised net-
works one uses a set of pairs formed by an input and its corresponding
output to adapt the network to the desired outputs on the basis of the
mistakes that it makes, while unsupervised networks, which are the cases that
we have analysed, cluster the training inputs. Thus, the ﬁrst application that
this type of algorithm might have with document inputs is to perform a
clustering operation during this stage of training, and to ﬁnd the cluster
corresponding to a document or an information query (if it is transformed
into a document vector). The most desirable networks for this purpose would
therefore be those that use unsupervised learning because they already per-
form clustering, and the ARTs because they allow learning to continue into
the production phase.
In the present study, we shall compare the following models of neural net-
works for document clustering: Fuzzy ART [2,3], Fuzzy Max-Min [31], Fuzzy
ART for Fuzzy Clusters [28], and Kohonen’s Model [15,17–20]. To these
models we have added an advanced non-neural clustering algorithm which is
widely used in various applications of artiﬁcial intelligence, expert systems, etc.
This is the Fuzzy C-Means method of Bezdek [1].
2. Material and methods/data and methods
In order to carry out the experiments, we generated a group of documents
extracted from the bibliographic database LISA on CD-ROM, whose docu-
ments consist of literature references from articles belonging to the LIS. The
records all possess the same structure: a series of ﬁelds, one of which is an
abstract. We considered each of these abstracts to be an independent docu-
ment. Of the remaining ﬁelds, we ignored all except the descriptors, some of
which we used to test the results.
The purpose of the experiment was to compare the clustering capacities of
the ﬁve algorithms. We therefore created a small database of 64 documents to
allow us to test each algorithm’s capacities quickly. We did this by retrieving
from the complete database those references that had at least one of the fol-
lowing descriptors:
Document management 18 Documents
Information audits 13 Documents
Oncology 12 Documents
Libraries and the future 13 Documents
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As one sees from the table, the descriptors chosen gave a testbed database
that was as varied as possible. The three ﬁrst descriptors retrieved records that
had quite uniformly extensive abstracts, suggesting that this type of document
is broadly disseminated over the whole document space. The abstracts corre-
sponding to the other two descriptors, however, were only two or three lines
long, and also very similar to each other. Hence, we would be able to observe
whether the algorithms possess the autoscaling property, adapting themselves
to diﬀerent document densities.
The resulting database contained these 64 documents and 1085 diﬀerent words.
Document vectorization/document representation: The next step was to apply
the vector space model to transform these documents into vectors that one
could use as inputs for the algorithms. To this end, we ﬁrst had to determine a
series of terms that could serve to characterize the documents of the database,
and then assign the corresponding weight to each term in each document.
As weighting scheme, we chose one that is very close to the classical tf  idf
which, in the study of Noreault et al. [9,29], was one of those that yielded the
best results. The weight of each component is determined by the expression:
aij ¼ tij  log Ffj
where aij ¼weight assigned the term tj in the document Di, tij ¼ number of
times that the term tj appears in the document Di, fj ¼ number of times that the
term tj appears in the entire database, F ¼ total number of diﬀerent words
(tokens) in the database.
We decided to use this scheme instead of the classical IDF, because the latter
assigns the greatest weights to the terms that appear in only a single document.
Since we wish to cluster the documents, terms that only appear in a single
document are translated into diﬀerences of the said document with the rest, and
are of no use in clustering.
Nevertheless, there still remained a problem to solve. We have algorithms
that expect fuzzy inputs, and the components of the document vectors that we
have generated so far do not have to be between zero and one. Hence, given
that in the aforementioned study [29] the best similarity measures were those
which made angular comparisons between vectors, we opted to normalize the
vectors by dividing them by their Euclidean norms. The ﬁnal result is a set of
vectors with many components of which by far the most are zero, and those
that are not are quite small in value since the total norm is unity.
The total number of diﬀerent terms extracted was 1085. Although in itself this
is a manageable number, it would become far larger for a realistically sized
document database, which would make these experiments inviable. We therefore
set ourselves the question of how best to reduce the number of term. The ideal
way would be to select the terms that have the greatest discrimination values [8,9].
Due to the small size of our database and because the lower the frequency of the
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term the greater the weight assigned to it, many of the terms with the greatest
discrimination values appear in a single document. As we mentioned above, these
terms are of little use in clustering since they translate into distances to all the
documents equally, i.e., they do not help to ﬁnd similarities with some documents
and diﬀerences with others which is what is needed to form clusters of documents.
We therefore made the reduction on the basis of the frequency and the number of
documents in which each term appeared. The procedure consisted of four phases:
• Elimination of stopwords: This ﬁrst phase is designed to eliminate words of
the language that have function but no meaning. To this end, since the lan-
guage is English, we used the frequency dictionary of Kucera and Francis
[21], generating a list of 200 stopwords corresponding to the words of great-
est frequency of this language.
• Elimination of words that they appear in a single document: Given that our
document representation is to be used to form clusters, the eﬀect of eliminat-
ing the words that appear in only one document is null. It was in this phase
that the greatest number of words were eliminated.
• Elimination of words with a very high frequency: There are words that, while
they can not be considered stopwords in general, do behave as such in this
small database, so that we eliminated the words of the highest frequency.
The threshold that we set was amaximum frequency of 30 in the 64 documents.
• Stemming:We performed a weak reduction by eliminating some preﬁxes and
suﬃxes using the Porter Stemmer, a rule-based algorithm which is the most
widely used in English [6,30].
With this reduction procedure, we were left with a set of 246 words which
formed the ﬁnal indexing terms. Hence, for each document a 246-component
vector will be generated, each component being the weight of the corre-
sponding term in the document.
In practice, the second and third phases were performed together, so that the
procedure consisted of three steps. In the ﬁrst, the stopwords were eliminated,
with which the 1085 diﬀerent words were reduced to 984. In the second, we
eliminated those that appeared in a single document and those with a fre-
quency greater than 30, thereby reducing the total to 286 words. And in the
third, stemming yielded the deﬁnitive database with 246 terms. Fig. 1 shows
how each of these three steps aﬀected the frequency distribution as the data-
base was reduced in size. The following features stand out:
• The elimination of the stopwords did not greatly alter the frequency charac-
teristics. The only diﬀerence was the greater proportion of words of fre-
quency one in the second. This is logical, since the terms just eliminated
were those of highest frequency in the language, and their removal shifted
the distribution to the lowest frequencies.
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• The other two curves, however, are very diﬀerent due mainly to the drastic
elimination of the many words that appeared in a single document, with the
consequent sharp growth in the other frequencies. The more than threefold
reduction in number of terms was due to the elimination of these frequency-
one terms.
• Between the last two curves, there is a slight decline in low-frequency terms
and a corresponding rise in higher frequencies. This, of course, is because
stemming groups together words that possess the same root.
3. Results of the diﬀerent techniques
3.1. The fuzzy C-means method
This algorithm is the only one that requires the user to specify the number of
clusters into which the outputs are to be classiﬁed and the maximum variation
of the membership matrix before terminating. We therefore tried several val-
ues, generating random initial values of the membership matrix and using
Euclidean distances, all of which yielded similar classiﬁcations. An example is
the following, corresponding to 40 classes, superscript of the membership
matrix 2, and maximum variation 0.0000001 (1.0 E7):
Fig. 1. The frequency distribution of terms at each reduction step according to their discrimination
value.
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This indicates that cluster 8 includes all the documents retrieved by the
descriptors Internet primer for information professionals andLibraries and the
future, and that cluster 35 includes all the documents retrieved by the
descriptors Document management and Information audits and most of
those retrieved by the Oncology descriptor. This means that the algorithm
confuses the documents belonging to these descriptors, although it does
diﬀerentiate between the two broad classes of documents present in the data-
base.
There was practically no variation in the result when the parameters of the
algorithm were varied, since the classiﬁcations remained very similar beginning
with only a very few clusters.
While this is not a good result, it has to be borne in mind that the database is
very small and that we are also granting it an absolute perfection in both the
elaboration of the abstracts and the assignment of the descriptors.
To all this one should add the fact that this is a fuzzy clustering algorithm,
i.e., its outputs represent a degree of membership to each cluster. However, in
order to compare it with the rest of the algorithms, we kept only the cluster
with the greatest degree of membership for each document, so that we were
making use of only a part of the classiﬁcation.
In this case one might consider generating clusters that are not disjoint, but
rather to which all the documents surpassing a certain threshold belong.
3.2. Fuzzy ART
The parameters in this case are (i) the learning coeﬃcient a that regulates by
how much the weight vector of a node that has become resonant is modiﬁed,
and (ii) q which is the vigilance parameter. The ﬁrst results that we obtained
were 7 clusters each of which included practically all the descriptors. To sep-
arate them, we gradually increased the vigilance parameter to 0.26, setting
a ¼ 0:1. This gave a network that stabilized in a few iterations and whose result
is the following:
Cluster Retrieval descriptor Number of
documents
8 Internet primer for
information professionals
8/8
8 Libraries and the future 13/13
24 Oncology 1/12
35 Document management 18/18
35 Information audits 13/13
35 Oncology 11/12
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Cluster Retrieval descriptor Number of documents
0 Document management 1/18
1 Internet primer for information
professionals
8/8
1 Libraries and the future 2/13
2 Document management 2/18
3 Information audits 2/13
4 Information audits 1/13
5 Information audits 2/13
6 Document management 1/18
7 Document management 1/18
8 Information audits 1/13
9 Information audits 1/13
10 Oncology 1/12
11 Document management 1/18
12 Information audits 2/13
13 Information audits 1/13
14 Document management 2/18
15 Document management 1/18
16 Document management 1/18
17 Document management 1/18
18 Document management 1/18
19 Document management 1/18
20 Document management 1/18
21 Document management 1/18
22 Information audits 1/13
23 Oncology 1/12











35 Document management 1/18
36 Document management 1/18
37 Libraries and the future 11/13
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The number of clusters can be reduced by using a smaller value for
the vigilance parameter. A decrease in this parameter from 0.26 to 0.22 only led
to a reduction of 5 in the number of clusters. However, diﬀerent descrip-
tors began to group together in the same clusters, as can be seen in the fol-
lowing:
Cluster Retrieval descriptor Number of documents
0 Document management 1/18
1 Internet primer for information
professionals
8/8
1 Libraries and the future 3/13
2 Document management 2/18
3 Information audits 2/13
4 Information audits 1/13
5 Information audits 2/13
6 Document management 1/18
7 Document management 1/18
7 Oncology 1/12
8 Information audits 1/13
9 Oncology 1/12
10 Document management 2/18
11 Document management 2/18
12 Document management 1/18
13 Document management 1/18
14 Document management 1/18
15 Document management 1/18
15 Information audits 1/13
16 Document management 1/18
17 Information audits 1/13
18 Oncology 1/12








27 Information audits 2/13
28 Document management 2/18
(continued on next page)
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This is clearly worse than before since, while it spreads the documents out
over diﬀerent clusters, it mixes those of Internet primer for information pro-
fessionals andLibraries and the future. Decreasing the vigilance parameter so as
to yield only 7 clusters resulted in completely mixing the documents of diﬀerent
descriptors.
In order to understand this result, one must bear in mind that this algorithm
expects fuzzy inputs, whereas we have generated document vectors that lie on
the unit hypersphere with components between zero and one, and that this
restriction might not be the most appropriate. Perhaps some other represen-
tation needs to be investigated that is better suited to these fuzzy algorithms.
Unlike the previous case, there is no fuzzy classiﬁcation.
3.3. Fuzzy ART for fuzzy clusters
In this case, the only operating parameter is the vigilance parameter q.
Whereas in the Fuzzy ART, an increase in this parameter decreased the size of
the clusters, it is now the contrary. The results with this algorithm were:
Cluster Retrieval descriptor Number of documents
29 Document management 1/18
30 Information audits 2/13
31 Information audits 1/13
32 Oncology 1/12
Cluster Retrieval descriptor Number of
documents
0 Internet primer for information
professionals
8/8
0 Libraries and the future 13/13
11 Document management 3/18
12 Document management 1/18
12 Oncology 4/12
13 Oncology 1/12
14 Document management 1/18
14 Information audits 6/13
14 Oncology 1/12
15 Document management 2/18
16 Document management 5/18
17 Document management 4/18
17 Oncology 1/12
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This algorithm, which is not totally neural, yielded a classiﬁcation very similar
to the previous case in that it did not manage to separate the documents of the
Internet primer for information professionals and Libraries and the future descrip-
tors. It did, however, form larger clusters of documents of a given descriptor. For
example, cluster 14 included 6 of the 13 Information audits documents.
Lastly, although this method is based on the C-means algorithm, the results
of the two algorithms were very diﬀerent. Also, one must remember that this
algorithm has a fuzzy output, i.e., as also in the case of the C-means algorithm,
one is only making use of a part of the classiﬁcation.
3.4. Fuzzy max-min
In this algorithm the operating parameters are the size of the hyperboxes
and the slope of the membership function. For a size of 15, the results were the
following:
Cluster Retrieval descriptor Number of
documents
18 Document management 1/18
18 Information audits 2/13
19 Oncology 3/12
20 Document management 1/18
20 Information audits 1/13
20 Oncology 2/12
21 Information audits 4/13
Cluster Retrieval descriptor Number of
documents
0 Document management 2/18
0 Internet primer for information
professionals
1/8
0 Libraries and the future 4/13
1 Information audits 3/13
2 Document management 2/18
2 Internet primer for information
professionals
6/8
3 Information audits 1/13
3 Internet primer for information
professionals
1/8
3 Libraries and the future 9/13
(continued on next page)
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One sees that, with so much mixing, this is one of the worst results that
we obtained, although there are some clusters that recall the previous cases.
The results seem to conﬁrm that the documents of Internet primer for in-
formation professionals and of Libraries and the future are very close in the
document space while the others are more separated. This is coherent with
what was seen during the generation of the database. As yet however, none of
the techniques has been capable of distinguishing between the two.
In this case the output is also fuzzy. The values are not excessively large since
all the degrees of membership are very high. The output is generated by aver-
aging the non-coincidences. Since the vectors have very few non-zero compo-
nents, there will be many coincidences and hence very large membership values.
To avoid this, we averaged only those components that were diﬀerent from zero
in one of the two vectors concerned, thereby obtaining smaller values. In any
case, this may be one of the causes of the mixing, i.e., that the technique takes
great account of null coincidences. It might be interesting to test functions based
on angles or on the distance from the edge of the hypercube.
Although the Fuzzy Max-Min technique was designed for fuzzy vectors, its
operation is similar for non-fuzzy vectors. One has to bear in mind, however,
Cluster Retrieval descriptor Number of
documents
4 Information audits 2/13
4 Oncology 1/12
5 Document management 1/18
5 Information audits 2/13
6 Document management 3/18
6 Information audits 1/13
7 Document management 3/18
8 Document management 4/18
9 Document management 2/18
9 Information audits 1/13
10 Information audits 1/13
10 Oncology 2/12




14 Information audits 1/13
14 Oncology 1/12
15 Information audits 1/13
15 Oncology 1/12
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that this algorithm forms hyperboxes which, in our case, have to cover the
hypersphere of unit norm, a situation which does not seem to be the most
appropriate.
3.5. Kohonen networks
For this test we used a two-dimensional map of 4 · 4 nodes, resulting in 16
diﬀerent clusters. The number of iterations was 1000, the initial neighbour-
hood was 4 · 4 (the entire network) decreased by 1 every 200 iterations, and
the learning rate was a ¼ 0:01. As well as these parameters, we used a net-
work with conscience which inﬂuences negatively the number of won com-
petitions in order to avoid the problem of stuck vectors. The result is the map
of Fig. 2.
While, as in the previous results, there exists a certain degree of confusion,
we understand this technique to be more satisfactory than any of the others
since it also provides topological information.
Because of this topological organization, documents on similar topics are
clustered in the same zones of the map. For instance, the documents cor-
responding to the descriptor Information audits occupy clusters near the
lower right-hand corner, those of Libraries and the future the upper
right-hand corner, those of Internet primer for information professionals the
upper left-hand corner, and those of Document management the lower left-
hand corner. Lacking more corners, one sees that the remaining descriptor,
which is spread over the central zone, is the cause of most cases of con-
fusion.
There is one detail of this technique that must be taken into account. To
judge the similarity of two documents, this algorithm calculates the diﬀerence
between the corresponding vectors. Since the vectors are normalized, it relies
on the angle between them, i.e., the smaller the angle, the more similar it
considers the vectors to be. As we noted above, this coincides with what was
found to be the best choice in studies of similarity measures between document
vectors [29].
Fig. 2. Classiﬁcation obtained with a Kohonen neural network of dimension 4· 4.
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This type of network is also capable of organizing documents in a two-
dimensional space. For this, one has to deﬁne a number of hidden units that is
greater than the number of documents. We performed such a topological or-
ganization on a map of 10 · 10 units, with an initial 10 · 10 neighbourhood that
is reduced by 1 each 45 iterations while maintaining the rest of the parameters
ﬁxed. The result is shown in Fig. 3.
One sees in the ﬁgure that the winning zones of each descriptor are fairly
well determined. There exist some cases of confusion, however, especially those
at the positions (3,4) and (4,6) that correspond to the Oncology descriptor but
are located in the zone of the Document management descriptor (the same
descriptor that it was mixed with in the previous case).
Let us analyse in more detail one of these cases, looking at the content of the
documents present in the zone where the error occurred to see whether there
exists any resemblance. We shall choose the cluster corresponding to position
(3,4) and examine the following two documents that were classiﬁed in the
positions (3,4) and (4,4):
Document corresponding to position (3,4):
Database Title: Library and Information Science Abstracts
Accession Number: 894789
Title in English: Treatment of uncertainty in an oncology protocol by prob-
abilistic and artiﬁcial intelligence approaches.
Author LN: de Rosis
Author FN: Fiorella
Fig. 3. Classiﬁcation obtained with a Kohonen neural network of dimension 10· 10.







Source: Methods of Information in Medicine
Source Info: 27 (1) Feb 88, 23–33. illus. tables. 22 refs.
Abstract: The decision process for diagnosis and treatment of Hodg-
kin’s disease at the Institute of Radiology of Rome has been
modelled integrating the guidelines of a protocol with
uncertainty aspects. Two models have been built, using a
PROSPECTOR-like expert system shell for microcomput-
ers: the ﬁrst of them treats the uncertainty by the inferential
engine of the shell, the second is a probabilistic model. The
decisions suggested in a group of simulated and real cases
by a second of the two models have been compared with
an objective ﬁnal diagnosis; this analysis showed that, in
some cases, the two models give diﬀerent suggestions and
that approximations of the shell’s inferential engine may
induce wrong conclusions. A sensitivity analysis of the
probabilistic model showed that the outputs are greatly
inﬂuenced by variations of parameters, whose subjective es-
timation appears to be especially diﬃcult. This experience
gives the opportunity to consider the risks of building clin-
ical decision models based on expert system shells, if the as-
sumptions and approximations hidden in the shell have not
been previously analysed in a careful and critical way. Orig-
inal abstract
Classiﬁcation: ZmVsRnM(616-006)
Feature Heading: Searching. Strategies. Data bases.










Computerized information storage and retrieval
Strategies






Document corresponding to position (4,4):
Database Title: Library and Information Science Abstracts
Accession Number: 9502105




Source: Records Management Quarterly
Source Info: 28 (3) Jul 94, p. 20–9. refs.
Abstract: Can records management beneﬁt from artiﬁcial intelli-
gence technology, in particular from expert systems?
Gives an answer to this question by showing an example
of a small scale prototype project in automatic classiﬁca-
tion of oﬃce documents. Project methodology and basic
elements of an expert system’s approach are elaborated







One sees that both documents are about expert systems: besides their cor-
responding descriptors in our reduced testbed database (Oncology and Docu-
ment management), they both had the Expert systems descriptor in the original
database which was not picked up in our restricted subset of descriptors. It
seems therefore that this network performs a more detailed analysis than is
allowed for by the descriptors that we used.
4. Conclusions
The algorithms that we have used can be classiﬁed into two groups. On the
one hand there are those that expect a fuzzy input on which they operate using
fuzzy operators, and on the other those that do not expect fuzzy inputs and
perform the classiﬁcation on the basis of the distances between the vectors,
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independently of whether or not the output is fuzzy. The Fuzzy ART and
Fuzzy Max-Min belong to the ﬁrst group, and the classiﬁcations using these
algorithms were the worst of all since, although the input is between 0 and 1, its
origin is in the IDF weights and not in degrees of membership. It would be
advisable to test other diﬀerent representations for these networks.
Better results were given by the algorithms that treat the inputs as vectors
and perform the classiﬁcation on the basis of the distance or (which comes
down to the same thing) the angle between the vectors. As we mentioned be-
fore, this corroborates the ﬁndings of studies carried out on similarity mea-
sures. In this group, the best results were obtained with the Kohonen networks
which, as well as the clustering, yield a topological organization and hence
provide more information than the other techniques. This type of network is
currently being employed in text data mining [22] and to generate topological
maps of document sets, even labeling each word or term’s zone of inﬂuence
[4,7,10,11,14,20,23,24,26,27].
We have to mention that the testbed database was selected to be diﬃcult to
classify. It contained documents of great size and others that were very small
and diﬀered very little from each other. This meant that while the documents
corresponding to Internet primer for information professionals and Libraries and
the future were very close together, those corresponding to the rest of the de-
scriptors were spread out over the document space so that it was very diﬃcult
to separate the former without diversifying the latter. The network that was
able to best adapt to this was Kohonen’s model.
One must also take into account that our testbed database was classiﬁed on
the basis of abstracts of original references, and that this classiﬁcation was then
tested against some of the descriptors that had been assigned not on the basis
of the abstract, but of the entire reference.
A neural network is trained to learn the responses to certain inputs. In the
case of unsupervised learning, this is done by clustering the inputs. These
networks, however, were designed to respond to queries, i.e., to be capable of
ﬁnding interactively the cluster nearest a given document vector which could
belong to a query rather than a document. They not only perform the clus-
tering therefore, but are subsequently able to calculate interactively which
cluster is closest to a given query. The query simply has to be transformed into
a document vector.
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