Abstract-In this paper, we propose a sparse kernel representation classification algorithm (SKRC) for images classification and recognition. The training dictionary is composed by labeled samples directly, and both training dictionary and testing sample are mapped into feature space from original sample space by the sparse kernel which employs the "center" samples matrix constructed by a method similar to k-means clustering. Then in the feature space, the basic sparse representation based classification method is employed. We test our proposed algorithm on some different public database, and the results show that our proposed method can achieve higher classification accuracy without much time consumed.
INTRODUCTION
Image classification technology has grown fast over the past decade, and among them there are three kinds of methods: unsupervised methods [1] [2] [3] , semi-supervised methods [4] [5] [6] and supervised methods [7] [8] [9] . All of these methods have their own positives and negatives. The unsupervised methods such as k-means algorithm, don't need to have any labeled data, but heavily rely on the initialization, and always achieve unsatisfactory result. The semi-supervised classification methods always utilize both labeled data and the information conveyed by the marginal distribution of the unlabeled samples to boost the algorithmic performance when the lack of enough labeled training data in real-world applications, for example: graph based semi-supervised learning and generative models. Each methods have their own disadvantages: graph based semi-supervised learning is sensitive to the graph construction and generative models must know the mixture distribution model of training data, which can't be satisfied in the real applications. The supervised methods such as SVM, can achieve higher recognition accuracy, however, they require long training process and the model parameter is difficult to choose.
Sparse coding can be traced back to the research by David Hubel and Toresten Wiesel in 1959 [10] . Nowadays many algorithms about sparsity and sparse coding have been proposed. With the generation of the theory of compressed sensing [11] , sparse coding has become the hotspot once again. All kinds of sparse coding algorithm have been widely used in image denoising [12] [13] , blind source separation [14] [15] , speech signal processing [16] [17], image feature extraction [18] [19] and pattern recognition [20] [21], etc.
As a kind of methods of sparse coding, J.Wright proposed the sparse representation classification algorithm (SRC) for human face recognition [20] , which was robust to occlusion. Because some data samples are linearly inseparable in the sample space, Shenghua Gao proposed the kernel sparse representation classification algorithm (KSRC) [21] , in which algorithm data samples were mapped into the feature space and the algorithm of SRC were carried out in the feature space, but calculating kernel function always costs too much time. In order to reduce recognition time without classification accuracy loss, we propose a new sparse kernel representation algorithm for image classification. By choosing certain number of training samples to construct the "center" samples matrix, we map both the training samples and the testing samples into feature space by the kernel function, followed by the basic sparse representation classification algorithm (SRC). Experimental results demonstrate that when compared with other algorithms, our method is characteristics of 1) satisfied classification accuracy with its counterparts; 2) rapid classification process.
The remainder of this is organized as follows: In Section 2, we give an overview of the SRC algorithm and the KSRC algorithm. Section 3 presents our proposed method in detail, followed by some experiments results in Section 4. Our conclusion of this paper is shown in Section 5.
II. SPARSE REPRESENTATION CLASSIFICATION

A. Sparse representation classification
SRC employs the principle that any test sample can be represented as a linear representation of the training samples from the same class approximately, therefore it can be considered as a sparse linear combination of training samples from all classes [7] .
Suppose the training samples are in the finite dimensional, real inner -product space 
Recent development in the theory of compressed sensing [11] reveals that if the coefficient α is sparse enough, the solution in (2) can be replaced by an 1 l -norm substitution as following:
This problem can be solved in polynomial time by standard linear programming methods [22] . 
The SRC algorithm has been successfully applied to face recognition [7] and targets classification of SAR images [23] .
B. Kernel sparse representation classification
The dictionary in SRC is established using the training samples without some complicated training processing. However, this method can not achieve a satisfactory classification ratio when data samples are nonlinear in the original sample space especially.
The key point of kernel methods is that they exploit an efficient way for a nonlinear mapping from the finite dimensional sample space to a very high dimensional Hilbert space called feature space. Let :
R be a non-linear mapping from the data space to feature space. By this mapping, a vector
In most cases, we don't know the specific form of the mapping function Φ . However according to the kernel trick in [24] , the innerproduct of two mapped samples in the feature space can be represented by the kernel function of these two samples in the original sample space, which can be represented as following
where ( ) ⋅ means the dot-products of vector m and vector n .
There are some kernel functions which are commonly used:
Linear kernel:
Polynomial kernel:
Sigmoidal kernel:
The kernel sparse representation method (KSRC) is based on the mapping of both training samples and testing samples into feature space by the kernel trick and solve an 1 l -norm minimization problem in the feature space with new samples.
Mapping training samples and testing samples into feature space we can get 1 ( ) ( ) Φ =Φ y Dα (10) where 1 α is the new sparse coefficient in the feature space.
Multiplying ( )
T Φ D to both sides of equation (10), we can obtain the following:
According to the definition of inner-product, we can get
Using the kernel trick, equation (12) can be rewritten as
where 
where , , 
However, in some practical applications, due to G , the dimension of new samples in (13) is very large, we need to decrease the dimensionality of the mapped samples. By using some dimensionality reduction approaches, such as random sampling used in the compressive sensing and so on, the formula (13) can be reformulated as:
where 2 α is the sparse coefficient vector under the framework of KSRC. The formula (15) can be substitute by a 1 l -norm minimization problem shown in (16). 
III. SPARSE KERNEL REPRESENTATION CLASSIFICATION
Although the classification accuracy of KSRC is obviously higher than that of SRC, KSRC is not always applicable to practical applications because we must calculate G times of kernel function for each training sample and testing sample, which is very time consuming.
In order to improve the classification accuracy of KSRC and overcome the disadvantage of time consuming, we propose a new sparse kernel representation method. In our proposed SKRC, we only calculate u ( u G << ) kernel function using a "center" samples matrix C , which is constructed from the training samples by an idea similar to kmeans clustering [25] . The specific value of u depend on the dimensionality decreased. We just choose the value of u which is equal to or higher than the dimensionality required. The detailed procedure for the "center" samples matrix construction is listed in Algorithm 1. The number of Using the "center" samples matrix to map the dictionary and testing sample, we can get the following equation:
Where ( , ) K C y 1 u× ∈ R represents the kernel function between every "center" sample in C and the testing sample y , and it can be considered as the new testing sample in the feature space. 
Similarly, we can get the following: 
where ( , ) K C D can be considered as the new dictionary in the feature space.
Choosing the "center" samples matrix instead of all training samples to construct sparse kernel function has the following two advantages. Firstly, because the dimensionality decreased is rather small so as to the number of samples in the "center" samples matrix C is much fewer than the number in the dictionary, we can save lots of time to compute the kernel function. Secondly, elements in matrix K can represent the similarity among samples. The value is larger means that there has stronger affinity between two samples. The kernel matrix obtained by the sparse kernel function will enhance the similarity of samples in the same class and the diversity of samples in different class, which is in favour of follow-up classification.
If the dimensionality is still larger than the required, we can reduce the dimension of new training samples and testing samples in feature space by some dimensionality reduction technologies, as follows, After that, we can solve the 1 l minimization to estimate the label of testing sample. The detailed processing of the SKRC algorithm is listed in Algorithm 2. IV. EXPERIMENTAL RESULTS In this section, some experiments are taken to investigate the performance of our proposed method. Firstly, we give a brief introduction about databases we used. Secondly, some experiments on different databases are given to show the superiority of our algorithm. Finally, we take the ORL database [26] for example to analyze some details in the SKRC algorithm. Basis Pursuit (BP) [27] is used to solve the problem of 1 l minimization. In our proposed method and the KSRC algorithm, the parameter of kernel function is determined by experiments at the lowest dimensionality, and the parameter at other dimensionality is selected near the one at the lowest. All experiments are taken by 20 times independently and the averaged results are calculated.
A. Databases introduction
We gathered two popular face databases including ORL and extend Yale-B database [28] ,and two handwritten digit databases including USPS [29] MNIST database consists of 70000 handwritten digits from 0 to 9, and each image is cropped and normalized to the size of 28×28.We also select 200 samples from each category randomly. Some images in four databases are shown in Figure. 1. 
B. Experimental results
In this section, for all these 5 databases, we select half data from each class served as training samples and the left are served as testing samples. We compare the proposed method with SRC and KSRC under different dimensionality which is reduced by random sampling with Gaussian random measurement matrix.
In 
From table Ⅰ,we can see that the classification accuracy of our method is much better than that of SRC and KSRC when the dimensionality of data is decreased to some lower ones. However, with the growing of dimensionality, the accuracy of our method becomes slightly higher than that of KSRC. But the time consumed of our method is less than that of KSRC obviously. The reason is that we use all the training samples to calculate the kernel function in KSRC. While in our method we only use small number of samples which can replace the whole training samples for each class.
In table Ⅰ(C),we can see that when the dimensionality is decreased to 20,the time consumed is less than that in dimensionality of 15. This is because after selecting 15 "center" samples, some time of dimensionality reduction needs to be consumed while this time is saved in the first condition.
C. Analysis of experiments.
In this section, we take the ORL database for example to explain some details of our algorithm. Firstly, we consider the different methods to construct the "center" samples matrix. The classification accuracy about two methods, including the one described in Algorithm 1 and selecting the samples from the training samples of each class randomly, are listed in tableⅡ. Comparing the digits in table Ⅱ with digits in table Ⅰ(A), we can see that the classification accuracy of algorithm1 is much higher than that of Gaussian random measurement matrix from the dimensionality of 20 to 80,while using the samples selected randomly is not higher than that of the KSRC in most cases. Therefore, the effectiveness of our algorithm to select the "center" samples is confirmed. Secondly, in our proposed algorithm, the number of "center" samples is as long as no less than the dimensionality decreased, but with the incensement of "center" samples, more time will be consumed. For example, if the dimensionality required is 20, 40 "center" samples or 80 samples are both feasible. Some experiment results with different number of "center" samples are shown in table Ⅲ .The classification accuracy with 40 "center" samples is higher than that of 80 "center" samples while the time consumed is less than the latter. We can obtain the conclusion that the number should be selected the lowest one no less than the dimensionality required. If the dimensionality required is 20, only 40"center"samples is needed. Finally, we consider the experiment results when the number of training samples in each class is different, as shown in table Ⅳ. Two conditions are considered: in each class, there are 5 training samples and 7 training samples respectively. We can know that with the increase of training samples, the classification accuracy will improve and litter time will be consumed. In this paper, a new sparse kernel representation method is proposed for images classification. A small number of training samples were selected to map all training samples and testing sample into feature space and in this space we can classify the testing sample by the basic sparse representation classification algorithm. Some experiments are taken on different databases to test the performance of our proposed method. Comparison about the classification accuracy and the consumed time are made, and the results show that our method can achieve satisfactory classification accuracy without much time consumed. We are planning to further study the sparse kernel presentation in several aspects: 1) adding an algorithm in which the parameter can adjust adaptively; 2) to use this sparse kernel function for clustering and semi-supervised classification; 3) considering adding multi-kernel learning into our algorithm. 
