ABSTRACT With the rapid growth of online social media content, and the impact these have made on people's behavior, many researchers have been interested in studying these media platforms. A major part of their work focused on sentiment analysis and opinion mining. These refer to the automatic identification of opinions of people toward specific topics by analyzing their posts and publications. Multi-class sentiment analysis, in particular, addresses the identification of the exact sentiment conveyed by the user rather than the overall sentiment polarity of his text message or post. That being the case, we introduce a task different from the conventional multi-class classification, which we run on a data set collected from Twitter. We refer to this task as ''quantification.'' By the term ''quantification,'' we mean the identification of all the existing sentiments within an online post (i.e., tweet) instead of attributing a single sentiment label to it. For this sake, we propose an approach that automatically attributes different scores to each sentiment in a tweet, and selects the sentiments with the highest scores which we judge as conveyed in the text. To reach this target, we added to our previously introduced tool SENTA the necessary components to run and perform such a task. Throughout this work, we present the added components; we study the feasibility of quantification, and propose an approach to perform it on a data set made of tweets for 11 different sentiment classes. The data set was manually labeled and the results of the automatic analysis were checked against the human annotation. Our experiments show the feasibility of this task and reach an F1 score equal to 45.9%.
I. INTRODUCTION
Twitter has attracted the research community over the last few years for several properties it possesses. These include the open nature of Twitter, which unlike other platforms, allows people to access posts published by Twitter users without requiring a registration. In addition, relations between users in Twitter are not necessarily mutual. In other words, for a user ''A'' to follow another user ''B'', this does not require that ''B'' follows ''A'' as well. This property made it possible to have influential users, whose followers are numerous and whose tweets have usually huge impact on the public opinion [1] , [2] , or even to ''create'' ones [3] . Twitter also has a free-to-use API through which, anyone can collect tweets, dealing with any topic in real time as they are posted.
However, probably the nature of tweets themselves (i.e., microblogs posted or published by users of Twitter) and their content are the most interesting part about this microblogging platform. Tweets are limited to 140 character per tweet, making them brief and easy to read. They usually include slang words, abbreviations and emoticons. Nonetheless, the employment of hashtags (words or phrases preceded by the sign ''#'') made this platform very suited for spreading news or discussions by using them (the hashtags) to refer to the topics being discussed, and even for creating sub-communities and micro-celeberities [4] . While the use of hashtags is unmoderated and not subject to any restrictions, they have been widely adopted, mainly in Twitter, and became one effective way to identify the trending topics, and to collect tweets related to a certain subject, product, service or others.
That being the case, it is easy to collect tweets in relation with any specific topic, from several users and analyze them, which has been done by several companies or organizations. One particular type of analysis of these data is what we refer to as ''sentiment analysis''. In this context, sentiment analysis refers to the process of computationally identify the opinion of people towards specific topics out of their online posts.
Sentiment analysis has been deeply studied in the literature: several approaches were proposed to perform this task on data collected from Twitter [5] - [8] as well as other sources of online data [9] , [10] . In a previous work [11] , we have proposed an approach that performs this task on data collected from Twitter for several topics, where tweets were classified into positive or negative.
In a more recent work [12] , we have dealt with a more challenging task, which we refer to as the ''multi-class sentiment analysis'', where tweets were classified into one of 7 different sentiment classes. However, as we discusses in [12] , this task presents several challenges. A major challenge we have deeply discussed is the fact that tweet simply might contain more than one sentiment. That being the case, in the current work, we aim to deal with this problem and solve it. We propose an approach that tries to actually detect all the sentiments existing in a given tweet and attribute different scores to these sentiments showing their weight, or how relevant they are in the tweet. We refer to this task as ''quantification''.
The contributions of this work are the following: 1) we introduce the task of sentiment quantification as described above and as we will describe in more detail more later in this work, 2) we propose an approach that relies on writing patterns along with other sets of features to perform a ternary sentiment classification of tweets (i.e., the classification into ''positive'', ''negative'' and ''neutral''), 3) upon classification, the writing patterns are used again to attribute scores for each sentiment in every tweet. These scores are used to filter the sentiments we judge as being conveyed in the tweet (within the process we refer to as quantification), 4) we added the required quantification components to our previously introduced tool SENTA [12] , to make it easy to run the approach. The remainder of this paper will be structured as follows: in section II, we discuss the limitations of the multi-class sentiment analysis and present our motivations for this work. In section III, we present some of the work related to the subject we discuss in this paper. In section IV, we describe the modules and components that we have added to SENTA. In section V we describe in details our proposed approach for sentiment quantification and in section VI we show the results of our experiments using the approach on a data set made out of tweets, we analyze the obtained results, and discuss the potentials and limits of the approach. Finally, section VII concludes this work and proposes possible directions for future work.
II. MOTIVATIONS A. MULTI-CLASS CLASSIFICATION: POTENTIAL AND LIMITS
In previous works [12] , [13] , we have explored the task of multi-class sentiment analysis in Twitter: for given tweet, instead of telling whether it is positive, negative or neutral, our aim was to actually identify the most dominant sentiment in it, that being ''Happiness'', ''Love'', ''Sadness'', etc.
Such a task is interesting given that it allows companies, for example, to distinguish between comments regarding their products that are dissatisfaction-driven and those which relate to physical damage or other. This can be seen in the following two tweets that show 2 different sentiments, despite being both negative:
• ''C'mon Valve!! get a solution for these bastard cheaters?? They are ruining the game and soon enough there won't be anyone playing CSGO!''
• ''I bought it yesterday, and now it's discounted. Just why Valve why? :('' Even though both tweets could interest the company in question, the first tweet could be judged as more important and a useful feedback of a frustrated and angry user, whereas the second is, somehow, showing a sentiment of sadness for the bad luck the user had.
The tweets in question are not unique, nor few in number. A negative tweet could have several interpretations, depending on the actual sentiment shown. The same can be said about positive tweets.
This highlights the importance of the multi-class classification, and shows why it is indeed needed. However, as we will see in more details in the next sections, tweets tend to show more than one sentiment in a single tweet. In the data set we have used in this work, we have asked human annotator to attribute one sentiment or more to every tweet, and the results show that more than 55% of the tweets actually contain more than one sentiment. That is not surprising though: in [12] , we have studied the performances of the multi-class classification, and concluded that this is indeed a common thing: a sentimental tweet (i.e., a tweet that is not neutral) shows usually more than one sentiment. Nevertheless, some sentiments are highly correlated. As a matter of fact, tweets showing hate tend to show anger and frustration as well.
B. WHY QUANTIFICATION?
The presence of several sentiments within a tweet, as shown above, makes the task of multi-class classification a bit obsolete given that, out of all the sentiments presents, only one is identified. That being the case, the identification of all the existing sentiments is a very challenging task [12] , [14] . Not only does it suggest that the different sentiments co-exist within the tweet, but also these might have different weights and manifestations. This leads to a more challenging task: is it possible to identify these sentiments and attribute different scores to them, each showing the weight of the corresponding sentiment?
In this work, we refer to the task of identification of these sentiments and the attribution of scores to them as ''quantification''.
C. SENTA: REQUIREMENT FOR AN UPDATE
SENTA has previously been introduced for the purpose of multi-class classification [12] : it helps extract several sets of features and export them in several formats, allowing the user to use later on any program or tool to perform the classification. However, to makes it easy for a user to experiment with his data, it would be more interesting to allows him to run the classification using SENTA. VOLUME 6, 2018 Nonetheless, as part of the quantification process, tweets are initially classified into 3 classes: positive, negative and neutral (ternary classification). Performing the classification somewhere else separately, and re-introducing the results is very inconvenient and impractical. Therefore arises the need for adding a classifier component to the tool so that the classification is performed internally.
Nonetheless, for the sake of quantification, other sets of features need to be introduced, notably what we will refer to as ''Advanced Pattern Features''. These features are very important for quantification, however, they can also be used for classification.
III. RELATED WORK
Twitter, being one of the biggest web destinations and a very active microblogging service, has attracted an important part of the attention of researchers [15] . This is due partially to the several properties of Twitter that we introduced in Section I. It is also due to the abundance of Twitter-collected data and the ease of manual annotation of tweets to experiment with.
Twitter analysis has covered several of its properties, and was not restricted to its content. Some of the works studied the relations between users and the identification of hidden communities [16] , [17] the and the influence they might have on each other [18] . Tweets have also proven to be able to influence false memory [19] and spread fake information [20] , making it interesting to understand how this platform (i.e., Twitter) orients the public opinion and influences it [21] . In this context, Achananuparp et al. [22] studied the user behavior with regards to the information propagation through microblogging websites, taking Twitter as an example. They used retweets as indicators of originating and promoting behaviors. They proposed several models to measure these two behaviors and demonstrated their applicability.
In a related context, Twitter has been studied as a potential teaching and learning tool [23] , [24] . Kassens-Noor [23] conducted experiments to explore the teaching practice of Twitter as an active, informal learning tool, while Dhir et al. [24] focused on the impact of Twitter, whether it is positive or negative, on informal learning, class dynamics, motivations and academic and psychological development of students.
However, sentiment analysis in social media in general, and Twitter in particular, has been among the hottest topics of research in the recent years: while sentiment anlysis has been a subject of research for decades and goes back to the 90s of the previous century (and even way back to the early years of the 20 th century) [15] , the rise of internet, followed by the exponential growth of online content and the spread of social media usage made the topic of a high interest to companies and organizations [15] . This is because, nowadays, the enduser generated amount of data is very rich and covers several aspects of the users' lives as well as their opinions towards various topics and subjects. Performing sentiment analysis on such data is of great use to companies, for example, that want to know the opinion of average consumers [25] , [26] . This is because data collected from online shops or dedicate movie review websites tend to be polarized, and people who are very satisfied or dissatisfied are more likely to share their experiences on these websites.
That being the case, we find in the literature several works that have dealt with the topic of sentiment analysis in Twitter. These works revolve mostly around the use of machine learning and a pre-labeled data set to learn how to classify tweets. They started with simple approaches that reapplied the existing works that have been proposed previously for other types of texts, and soon after evolved into a more sophisticated ones that use features that are very specific to Twitter such as the use of slang words [27] or emoticons [28] .
A particular task in sentiment analysis, referred to as aspect-based sentiment analysis, has also attracted the attention of researchers. Aspect-based sentiment analysis refers to the classification of sentiments for the different aspects present in a given piece of text. Zainuddin et al. [29] proposed a hybrid sentiment classification approach in which they use Twitter attributes as features to improve Twitteraspect-based sentiment analysis. They ran their approach on several existing data sets to validate the efficiency of their proposed approach. Similarly, Bhoi and Joshi [30] proposed to use various classification approaches involving conventional machine learning and deep learning techniques to perform aspect-based sentiment analysis.
Multi-class sentiment analysis on Twitter has attracted part of the attention as well, but has not matured yet and the state-of-the-art works are good, but require deeper study. Multi-class classification refers to the identification of the exact sentiment(s) present in a given piece of text rather than just determining its overall polarity (whether it is positive, negative or neutral). To begin with, most of these works have dealt with this task in a different way from that we are dealing with. In fact, multi-class classification has conventionally referred to the attribution of one of several sentiment strengths to a text or a tweet. A typical classification task was to attribute one of the following sentiment classes to tweets: {''very negative'', ''negative'', 'neutral'', ''positive'' and ''very positive''}, or simply attribute a score ranging from −1 to 1, showing at the same time the polarity and the strength of the sentiment [31] , [32] . Nonetheless, with the wide adoption of Deep Learning as a cutting edge technology, this task has been dealt with as well in works such as that of Yu and Chang [33] and that of Araque et al. [34] .
However, there have been several approaches which dealt with multi-class classification the way we do in this work: detect one (or more) sentiment(s) for a given text or tweet. For instance, Lin et al. [35] , [36] proposed an approach in which they extracted features they qualified as ''similarity features'' and which they used to classify tweets into readeremotion categories. A similar task has been tackled by Ye et al. [37] who proposed an approach that tries to identify the sentiments of readers of news articles. Nevertheless, Liang et al. [38] proposed a system that recommends emoticons (which eventually show emotions) for users while they are typing a text message. These emoticons are obviously generated by analyzing the sentiment in the text being typed. In a more recent work, Krawczyk et al. [39] , has tackled the problem of multi-class sentiment analysis in imbalanced data collected from Twitter. They proposed an approach that relies on binarization scheme and pairwise dimensionality reduction to reduce the task into an easier one: they generate pairwise dichotomies, then for each pair of classes they reduced the feature dimensions and used several classifiers to perform the binary classification.
In a related, yet a bit far context, the term ''quantification'' has been used in the context of sentiment analysis the literature to refer to the estimation of the relative frequency of the different classes that the instances of a given data set are to be classified into. In other words, in most of the cases, the party who is performing sentiment analysis, cares more about the the percentage of data showing each sentiment (mainly in the case of binary or ternary classification). Therefore, it might be interesting to find ways to identify these percentages instead of actually finding the class labels of the individual tweets. This idea has been developed and several approaches were made to solve this problem [40] - [43] , even for a poor initial classification accuracy of the individual tweets [44] . It is important to understand that the current task we are dealing with in this work is completely different. It actually aims to identify the actual labels of the individual tweets. It is fair to assume it is closer to the context of the multi-class classification.
IV. SENTA -INTEGRATING THE QUANTIFICATION COMPONENTS

A. TOOLS
To recall, SENTA was built using Java 8 and JavaFX, a platform used to make desktop applications.
We have also used Apache OpenNLP 1 Application Programming Interface (API) to perform the different Natural Language Processing (NLP) tasks such as the tokenization, Part-of-Speech (PoS) tagging, lemmatization, etc.
In the current work, we have referred to Weka 2 API [45] , to make use of the different classifiers built-in. While Weka has a Graphical User Interface (GUI), we have built our own for the different classifiers that we have implemented so far.
B. CONVENTION
As we previously stated in [12] , the term ''user'' will be used to refer to the user of SENTA, whereas, if needed, the term Twitterer will be used to refer to a Twitter user. Nevertheless, in this section, the term ''interface'', will be used to refer to the graphical user interface of SENTA.
Furthermore, the interfaces and components of SENTA, which have been previously introduced in [12] will not be detailed here.
C. GRAPHICAL USER INTERFACES 1) ADVANCED FEATURES CUSTOMIZATION
The sets of features we have introduced previously were enough for tasks such as the multi-class classification. However, for quantification, our experiments have shown the limits of these in the detection of all the existing sentiments within a tweet. To begin with, only few sets actually take into account the different sentiments (i.e., unigram features, top words and pattern features). Other features, such as punctuation features, do not refer to the sentiments in the tweets, nor do they have any direct correlation with a given sentiment.
That being the case, we believe that adding more features is required to perform the task of quantification: we refer to these as ''Advanced Features''. Mainly 2 sets of features have been fully integrated so far, as shown in Fig. 1 . These are:
In the rest of this subsection, we describe these two sets of features, what they refer to and how they are extracted.
a: ADVANCED PATTERN FEATURES
Advanced pattern features are similar to the old pattern features [12] . They are extracted from a given set (that could be the training set), and are used in two different ways (either each pattern is a unique feature, or several patterns can be scored and summed up together as we will explain later on). We rely on both Part-of-Speech tags and sentiment scores of words to extract the different advanced patterns. First of all, a word can be sentimental or not: if a word has the PoS of a verb, an adverb, a noun or an adjective, it is qualified as sentimental given that only these words (as well as some interjections) could convey sentiments; a word having any of the remaining PoS is qualified as non-sentimental. In addition, the same way we previously extracted words correlated with a given sentiments [12] (Unigram features) with the help of WordNet [46] , we use the same approach to extract words correlated with each sentiment that we use in our data set. Obviously, these can only be verbs, adverbs, nouns or adjectives.
Unlike basic patterns, which are extracted for a given tweet regardless of its sentiment, advanced patterns are extracted differently for different sentiments. An advanced pattern is created as follows:
-For training tweets (tweets of known sentiments): given a tweet having sentiments {s 1 , · · · , s N }, for the sentiment s i , the corresponding pattern will be extracted as follows: for each token, if it is a sentimental word, we verify whether it conveys the sentiment s i . If it does, it is replaced in the pattern by its simplified PoS-Tag as shown in TABLE 1 along with the sentiment. Otherwise, if it is sentimental but does not convey s i or if it is not sentimental, it is simply replaced by the corresponding simplified PoS-Tag as shown in TABLE 1.
-For test tweets (tweets whose sentiments are unknown): for all the sentiments that are being studied, we do the same: for each sentiment s i , we extract a separate pattern using the same approach. Patterns are defined as ordered sequence of words with very specific length(s). They are extracted from the known data set. For a given tweet and a given sentiment, it is possible to extract several patterns. If a pattern happens to occur in a tweet of negative sentiments and a tweet of positive ones, it is discarded. Additionally, a pattern needs to occur several times in tweets of a given sentiment to make sure it really characterizes that sentiment. Patterns can be either unique features or summed up.
In the case where patterns are used as unique features they must have all the same length, and each pattern extracted from the known data set will be used to generate a single feature as follows:
For a tweet T , and a reference pattern P extracted earlier from the known data set. We first extract the full patterns from the tweet and use the following resemblance function [47] to measure how much T resembles P:
if the tweet vector contains the pattern as it is, in the same order, α, if all the words of the pattern appear in the tweet in the correct order but with other words in between, γ ·n/N , if n words out of the N words of the pattern appear in the tweet in the correct order, 0, if no word of the pattern appears in the tweet.
The result of resemblance is attributed to the corresponding feature, for the tweet T . Obviously, this adds few parameters, that the user can adjust to maximize the results of detection of sentiments: he needs to choose the length of a pattern, the values for α and γ , as well as the minimum number of occurrences of the pattern.
In the case where patterns can have multiple lengths, they are taken such as their length satisfies the following:
where L Min and L Max refer to the minimal and the maximal allowed length for a pattern, while Len(pattern) is the length of the pattern. In addition to the aforementioned parameters, one last parameter, which we refer to as knn, is to be optimized. Given all the patterns extracted for the sentiment class s i and the length L j , one feature is extracted. The value of this feature, which we refer to as F ij , is calculated as follows [48] :
where the different patterns p k here are ones that have the highest resemblance to the tweet T . F ij as defined measures the degree of resemblance of a tweet T to patterns of the sentiment class s i and length j.
The different parameters related to advanced patterns can be optimized via the window shown in Fig. 2 .
As stated previously, this set of features can be used for both classification and quantification. However, in the case of quantification, the user can only use patterns of multiple lengths (later on, we explain the reason).
b: ADVANCED UNIGRAM FEATURES
Advanced unigram features are unigrams that the user specifies manually, and that will be checked against a given tweet. If a unigram exists in that tweet, the corresponding feature will be attributed the value ''True'', otherwise, it will be attributed the value ''False''. Fig. 3 shows the window through which the user configures the advanced unigram features. The user needs to save the unigrams he wants to check in a file (one unigram per line). He can then select the file location by pressing ''Select''. Optionally, the user can choose whether to compare the lemmas of the words of the tweets to those of the list he provides, or the actual words. For example, if the the list of words contain the word ''love'' and the tweet contains a word such as ''loving'': if the users chooses to check for words, the corresponding feature for the word ''love'' will be attributed ''False'', whereas if he chooses to compare lemmas, the feature will be attributed the value ''True''.
Advanced unigram features are supposed to be used in case the basic unigram features or the top words are not enough. It does not include useful information for the quantification though, so it will not be used in the current work.
2) CLASSIFICATION WINDOW
In addition to the new sets of features we have described above, we have implemented several classifier interfaces, using Weka API. In the current version, we have added several classifiers. These include, but are not limited to:
• Naive Bayes classifier, • Random Forest classifier [49] , • Iterative Dichotomiser 3 (J48) classifier [50] Once SENTA has finished extracting the different features selected by the user, in the interface shown in Fig. 4 the user can press the button ''Proceed to classification''. Since we are using Weka API, proceeding to classification requires the files with ''*.arff'' extension (i.e., weka file format) for both the training and the test set to be generated. So in case the user has not selected to generate these files, they will be automatically generated.
Upon proceeding, the interface shown in Fir. 5, will be displayed. The user chooses the classifier he wants to use, sets the different parameters of the classifier and selects the operation he wants to perform (e.g. training set cross validation, experimenting with the test set, etc.). In Fig. 6 we show an example of parameters optimization window (that of Random Forest classifier). The default parameters offered by Weka are used as default parameters here.
The classification results will be saved every time and the user can go back to check them by selecting the corresponding iteration from the table, and clicking ''Display''. However, only the results are saved, and not the classification model. Additionally, SENTA stores only the results of classification of the individual tweets only for the last classification operation (Later on, for quantification, these results are the ones that are used). 
3) QUANTIFICATION WINDOW
Once the classification is done (on the test set or the validation set), the user can proceed to the quantification. Basically, if the user has chosen to perform a quantification task, regardless of the number of sentiment classes that he initially selected and that the tweets might contain, the classification task will classify tweets into one of 3 classes: positive, negative or neutral. The sentiment classes the user has specified will be used in quantification. This assumes that a tweet contains exclusively positive, negative or neutral sentiments (i.e., a tweet cannot have two sentiments of different polarities at once). Despite the fact that this assumption is not always satisfied (e.g., in our data set less than 3% of the tweet did actually have sentiments of different polarities), it is needed in order for the ternary classification to make sense. Technically, SENTA is implemented in a way that, in case a tweet contains sentiments of different polarities, the polarity of the first sentiment present in the list of sentiments of that tweet is taken into account.
The quantification task will use the results of the classification, and the values of the following sets of features:
• Unigram features, • Basic pattern features, • Advanced Unigram features. To recall, unigram features work as follows: we dispose of several lists of words, each we judged highly correlated with a certain sentiment. We count, in every tweet how many words from each list appear in it.
For a given tweet, suppose that the corresponding features have the following format [U 1 , U 2 , · · · , U N ] where U i is the i th feature corresponding to the i th sentiment. These values are then normalized by dividing all of them by the maximum value (obviously if they are all equal to 0, they are kept as they are). We refer to the resulting scores as S U i (T ), where i ∈ {1, · · · , N }.
We do the same for the different patterns (basic and advanced patterns work the same way): Given that the user has set the parameters for L Min and L Max for the minimal and maximal pattern lengths respectively, and the parameters α and γ , the features will have the format shown in TABLE 2 as detailed in [12] .
Given that these features are extracted, we need to derive two scores (one using basic pattern features and one using advanced pattern features) for each sentiment for a given tweet T . The scores will have the following format:
where S P i (T ) is the score generated using patterns, of the sentiment i for the tweet T , M is the number of pattern lengths (to recall, the lengths are {L 1 , · · · , L M }) and β j is a weight given to patterns of length L j (regardless of their class). Currently, we set the values for β j as follows:
where L j is the length of the pattern. Again these scores are normalized by dividing them by the highest score for T . The resemblance function res(p k , t) is the one that we have defined in Section 4.3.1. We refer to the Basic Pattern Score and Advanced Pattern scores of the i th sentiment in the tweet T as S BP i (T ) and S AP i (T ) respectively. Finally, the user gets to choose a coefficient that highlights the importance of each of the given scores (i.e., S U i (T ), S BP i (T ) and S AP i (T )), to detect the sentiments existing in the tweet. In other words, given the following total score:
the user can adjust the values of τ , µ and ν to adjust the importance of the 3 sub-scores. In addition, τ + µ + ν = 1. The different scores S i (T ) are normalized as well. Sentiments that have a score higher than a certain threshold are VOLUME 6, 2018 ones judged as detected. The threshold is also a parameter to optimize.
In Fig. 7 , we show the interface through which the user can set these parameters. The user can also choose to let SENTA automatically optimize these parameters for him. The function to optimize is the F1-Score, which we will introduce and explain later in this work.
D. FUTURE EXTENSION
In the current version of SENTA, we have introduced few new sets of features. However, 2 of them are still under experimenting and require some tuning to be useable. They will be used exclusively for classification purposes and will not contribute to the quantification. The next version will include these sets of features.
In addition, we have implemented few classifiers. These are ones that we have found best fitting in the context of multiclass sentiment analysis (mainly Random Forest). However, a user might need to compare several machine learning algorithms, or perform a task different from the one SENTA was designed for (e.g., sarcasm detection or hate speech detection) which will require a different classifier such as Support Vector Machine (SVM) or others. These classifiers will be added as well in the next version of SENTA.
Finally, it might be interesting for a user to save the classification model built using his training set, or import one that he has already built externally using Weka. Such features need to be added as well.
V. SENTIMENT QUANTIFICATION -PROPOSED APPROACH A. PROBLEM STATEMENT
Although the multi-class classification of tweets has its advantages and makes sense in the context of detecting the actual sentiment of a given tweet, it has its limitations as we explained in Section II. Among these limitations, we highlighted the particular issue of not being able to identify all the existing sentiments within the tweet if it contains more than one. In other words, if a tweet presents more than one sentiment, the classification task will attribute a single sentiment label.
This makes it more reasonable to try to detect all the existing sentiments. As a matter of fact, in the training set we are using in this work for example, over 59% of the tweets contain more than 2 sentiments (the details of the structure of the data sets used will be given in the next subsection). That being the case, the task we tackle here is as follows: given a tweet, we first try to detect its sentiment polarity (i.e., whether it is positive, negative or neutral). We then try to identify all the existing sentiments by attributing a score for each sentiment. The sentiments are then ranked according to the attributed scores, and the ones that have the highest scores are judged as conveyed in the tweet. In other words, a tweet will be classified into one of the 3 classes described, and then into a further granularity level, but allowing it to have multiple classes.
B. DATA
For the sake of this work, we have prepared a data set made of tweets collected using Twitter API. These tweets were manually annotated by several annotators using the services of CrowdFlower. 3 We asked the annotators to attribute 1 or more sentiments (out of 11) to each tweet, and encouraged them to choose more than one. However we have not made this requirement mandatory.
Two annotators annotated each tweet. The outputs of their judgement are merged. Tweets with inconsistent judgement are discarded from our data set. By the expression ''tweets with inconsistent judgement'', we mean ones that the annotators did not agree on a single sentiment shown in them. 3 htts://www.crowdflower.com/ We have also discarded tweets with sentiments of opposite polarities (i.e., tweets which have at least one positive sentiment and at least on negative sentiment).
As stated above, when running the task, we have asked the annotators to attribute one or more sentiment(s) for each tweet, from the following sentiment classes: -Positive sentiments: Enthusiasm, Fun, Happiness, Love and Relief, -Negative sentiments: Anger, Boredom, Hate, Sadness and Worry, -Neutral sentiment: Neutral. This data set has then been divided into 5 data sets, as follows:
• A pattern extraction set: as we described in [12] and in Section IV, we need to collect what we qualified as patterns that we will use later to attribute pattern scores (which we refer to as ''Pattern Features'' and ''Advanced Pattern Features'' and which we use later to perform both the classification and the quantification). In [12] , we extracted these patterns from the training set itself. However, we believe that this would make the classification favors these features over the others, because they fit in very well for the training set. Therefore, in the current work, we use an independent data set (thus the name ''Pattern Extraction Set'') to avoid such problem. This set is used only for the extraction of patterns of each sentiment class, and will be discarded afterwards.
• A training set: This set is used to train our model for classification.
• A test set: This set is used to run our experiments. The classification and quantification results obtained in this work are ones that were run on this set.
• A validation set: Throughout our experiments, we have optimized several parameters that we defined for SENTA. To make sure that these parameters are optimal (or at least sub-optimal), we validate them using a separate data set. This set will be referred to, in the rest of this work, as the ''Validation Set''. As stated above, it is important to notice that several tweets were judged by the annotators as containing sentiments of opposite polarities (i.e., containing at least a positive sentiment and a negative one). These tweets were discarded as well, since they do not fit in the problem we stated in the previous subsection.
The structure of the data sets is given in TABLES 3 and 4: In the first table we describe the number of tweets having each sentiment in each of the data set. And in the second, we describe the number of sentiments per tweet in each of the data sets. Fig. 8 , shows a diagram of the proposed approach procedure: Initially, from the data set we have qualified as ''Pattern Set'', basic and advanced patterns are extracted following the rules we have described previously. These two sets of features are then used along with the other sets of features as described in [12] to train a classification model on the training set. The model is optimized for the test set. After classification, the quantification process is run on the test set.
The optimal values of classification and quantification were then verified on a totally independent set, which we refer to as the validation set, to verify whether they are overfitting the test set or they do present good (probably sub-optimal) performances on other sets.
C. FEATURES EXTRACTION
From the tweets, we extract different sets of features, that we use to perform the classification and later on the quantification. SENTA offers the option to extract the features we need for this work.
1) BASIC FEATURES
Here, we refer to our previous work [12] and extract the same features, with the same parameters. To recall, the features extracted are the following: 1) Sentiment Features: these are features that help detect the sentiment polarity of the different components of the tweet (e.g., words, emoticons, hashtags, etc.). 2) Punctuation Features: these are features related to the use of punctuation in the tweet. 3) Syntactic and Stylistic Features: these are features related to the use of words and expressions in a tweet. 4) Semantic Features: these are features related to the meaning of words, the relations between them and the logic behind them. 
5)
Unigram Features: these are features extracted with references to word lists, where each list presents the words that are highly correlated with a given sentiment. 6) Basic Pattern Features: these are features that try to identify the common patterns or expressions used in different contexts to show certain emotions. They are extracted with reference to the data set with manually labeled data.
2) ADVANCED FEATURES
In the current work, we will restraint to the use of one set of advanced features, which we qualified as ''Advanced Pattern Features''. Advanced pattern features resemble to basic pattern features, but are more specific to the different sentiments ad we explained previously in Section IV. We use all the features together to perform the classification and the quantification. However, unlike [12] , we have not referred to the training set to extract the patterns that we use for the classification, but rather to a separate data set that we qualified as ''pattern extraction set''.
VI. EXPERIMENTAL RESULTS
In this section, we present the results obtained for ternary classification and quantification, on both the test set and the validation set. As we explained earlier, the classification parameters and model as well as the quantification parameters will be optimized for the test set. The validation set is used to check the validity of these parameters and model on a new data set that has not been involved in the optimization.
A. KEY PERFORMANCE INDICATORS
After the extraction of features, we run different tests using the ''Random Forest'' [49] classifier. We use 4 Key Performance Indicators (KPIs) to evaluate the classification and quantification results: True Positives Rate, Precision, Recall and F1-score:
• True Positives Rate (TPR or Recall) measures the rate of tweets correctly classified as part of a given class over the total number of tweets of that class:
• False Positive Rate (FPR) measures the rate of tweets falsely classified as part of a given class over the total VOLUME 6, 2018 number of tweets that are not part of that class:
• Precision (Prec) measures the rate of tweets correctly classified as being part of a class, over the total number of tweets classified as belonging to that class:
• F 1 score is a combination of both precision and recall defined as follows:
In the context of classification the terms TP, FP, TN and FN are measured for all the tweets at once and are defined, for a given class C, as follows:
• TP (True Positive) refers to the fraction of tweets belonging to C and identified as belonging to C,
• FP (False Positive) refers to the fraction of tweets not belonging to C and identified as belonging to C,
• TN (True Negative) refers to the fraction of tweets not belonging to C and identified as not belonging to C,
• FN (False Negative) refers to the fraction of tweets belonging to C and identified as not belonging to C. In the context of quantification, we measure the values of these terms is different. Given the quantification results of the single tweet shown in TABLE 5, where:
• TP (True Positive) refers to the sentiments that are identified correctly by our code as being shown in the tweet,
• FP (False Positive) refers to the sentiment that were judged as being shown in the tweet, when in reality, according to the annotators, they are not, • FN (False Negative) refers to the sentiments that are present, according to the annotators, in the tweet, but our code could not identify them,
• TN (True negative) refers to the sentiments that are not present in the tweet, and were not judged as present in the tweet. In this sense, the overall KPIs measured for the entire test set (and validation set) are the average of the values of these KPIs measured at tweet level.
B. TERNARY CLASSIFICATION RESULTS
1) TERNARY CLASSIFICATION ON THE TEST SET
We first run the classification on the test set. The classification results returned by the classifier Random Forest are the best, compared with other classifiers. This goes along with our previous observations in [12] , [13] , and [48] . The results of classification are given in TABLE 6.
The results show that, in the current data set, the positive tweets are easier to detect than the negative or the neutral ones. The classification TPR of positive tweets reaches 90.2%, whereas that of negative tweets is 68.3% and that of neutral ones is only 31.9%. As we have explained in [12] , in such data sets, tweets tend to be polarized (classified either as positive or negative, but rarely neutral) for several reasons including the nature of features themselves which are engineered to detect the presence of sentimental components, as well as the unbalanced amount of training data in favor of the non-neutral tweets.
The overall accuracy is equal to 77.4%, with a precision level equal to 76.6%, a recall equal to 77.4% and an F1-score equal to 76.2%. These results are promising, even though they are lower than those obtained in [12] .
2) TERNARY CLASSIFICATION ON THE VALIDATION SET
Given the same classifier parameters we have used in the previous classification task, we run the classification on the validation set. The results of classification are given in TABLE 7.
As we can observe, the classification results do not differ much from those on the test set. While we notice a slight decrease in the overall accuracy by about 1.1%, the results are pretty much close. The overall accuracy on the validation set is equal to 76.3% with a precision equal to 75.6%, a recall equal to 76.3% and an F1-score equal to 74.9%.
Moreover, the classification performances per class are also very similar: the classification TPR and recall of the positive tweets is the highest marking values equal to 89.7% both. Neutral tweets are also the hardest to identify with a TPR equal to 28.5%, but with a high precision level proving again that the reason of misclassification of these tweets is actually the tendency to polarize tweets. However, once identified as neutral, a tweet is most likely to be neutral (precision equal to 61.7%).
However, the important results we can conclude is that the classification performances are independent from the test set, and that we can proceed to the quantification part with no overfitting issue for the classification part.
C. QUANTIFICATION RESULTS
Given a tweet that was annotated by human annotators into m sentiments. The tweet is attributed n sentiments using our method.
While the different KPIs are being measured, we only focus on optimizing the F 1 score given that it is the most significant KPI. In other words, for a high precision, a high threshold can be used, which will result in a low recall given that the process of minimizing the False Positives tends to favor the detection of a single sentiment. The same goes the other way around: for a high recall, a very low threshold can be used, which will result in a low precision, given that the process of minimizing the False Negatives tends to favor the detection of almost all sentiments, so that no True Positive escapes.
Running the quantification on the test set gave us the results shown in In fact, this feature returns a score equal to 0 for many tweet, meaning that they actually do not contain words referring to any sentiments at all.
In TABLE 9 , we show the results of quantification using the same tuples [τ , µ, ν] (in the same order). The best result obtained in the test set corresponds to a sub-optimal, yet very good, results on the validation set. The best F1-score is obtained when [τ , µ, ν] = [0, 0.3, 0.7] (i.e., F1-score equal to 47.7%). However, the tuple [0, 0.2, 0.8] presents very good results reaching 44.6%.
As stated previously, if we opt for the optimization of the recall, we observe that for all the tweets that were correctly classified, the quantification results in attributing a threshold for sentiment equal to 0 leading to attributing all the sentiment of the polarity to the tweets. In other words, given a positive tweet for example, optimizing the Recall results in attributing all the positive sentiments to the tweet, to make sure the correct sentiments are detected. In a similar way, the optimization of the precision results in very strict selection, leading to the attribution of a single sentiment per tweet. Therefore, we opted for the optimization of F1-score, which makes a lot VOLUME 6, 2018 of sense. The corresponding values of Recall and Precision are not the optimal, but are more meaningful.
Since the contribution of the Unigram score is minimal, we collected the different combination that have τ set to 0. The F1-score of these combinations on the test set and the validation set are given in Fig. 9 .
The figure shows a very similar behavior on both the test set and the validation set. It also highlights the fact that the advanced patterns, which are part of the contribution of this paper, are more valuable in terms of detection of sentiments and quantification in general. As a matter of fact, even if we discard the basic pattern scores (i.e., set µ to 0), the results obtained aver very close to the ones obtained for the optimal ones (i.e., [µ, ν] = [0.2, 0.8]).
D. COMPARISON WITH A BASELINE APPROACH
To the best of our knowledge, the task we have defined in this work is new, and no previous work we encountered dealt with it. Therefore, to evaluate our approach, we define a baseline and compare the performances of our approach to its performances.
The baseline approach is defined as follows: Given a tweet T , we run the binary classification on each sentiment to guess whether or not that sentiment is present on the tweet or not. We use all the sets of features, except advanced pattern features (which are part of the contribution of this work).
This baseline has given very poor results, so it has been adjusted so that it makes use of the output of the ternary classification. Instead of running the classification on all the sentiments, we use the output of the ternary classification to restrict the number of sentiments to be verified. For example, if a tweet is judged as positive, the binary classification of only the five positive sentiments is run.
A comparison between the performances of the proposed approach and the baseline one on the test set is given in TABLE 10.
E. DISCUSSION
In this work, we have introduced a task different from the conventional sentiment analysis one, and even from the multiclass classification task introduced in [12] . Throughout this work we have tried to identify all the existing sentiments within tweets, by attributing different scores to each sentiment in a tweet, and selecting ones with the highest scores. We referred to this task as quantification.
The results of quantification observed were promising. However, we believe that the not-exceptionally good results can be enhanced in more than one way. Several factors have led to a low results of classification and/or quantification of many tweets.
To begin with, the quantification task is a challenging task, that is highly subject to the annotators' opinion. This is actually a property that is valid for sentiment analysis in general, even for simple tasks such as the binary classification, where texts are to be classified into positive or negative. However, the finer the granularity level of classification is, the harder the task gets, and the more discrepancy between annotators there is. As a matter of fact, we have studied the data set we used in [12] and we found a ratio of agreement between annotators on a sample of 300 tweets to be 67.3% on the 7-class classification, an agreement that jumps to 82.7% for ternary classification. Therefore, we expect to have even more disagreement (i.e., lower agreement level) on a data set that needs to be attributed one(s) from 11 sentiment classes.
Nevertheless, it is important to mention that the values of the two parameters α and γ set for the basic and advanced patterns were optimized for the classification. This means that they might not be the optimal values for the quantification. In fact, setting these two values to 0.1 and 0.02 respectively decrease greatly the value of sparse and incomplete resemblance of patterns to the tweet. This leads us to believe that different values for these features might mean different results for the quantification. This dilemma is set in favor of the classification, given that a misclassified tweet has an F1-score equal to 0 anyway.
On a related context, we have noticed that the accuracy of classification of the neutral tweets on both the test and validation sets was very low. It was way lower than that observed in [12] . Again, that is due to the low amount of training data for these tweets, among others. A neutral tweet that is misclassified has an F1-score equal to 0. This leads to a total decrease in the overall F1-score.
Over and above that, we believe that more training data instances, and more importantly a training set that is balanced among all the sentiment classes could improve noticeably the results. As we can see in TABLE 3 that we described in Section V-B, the tweets are very unbalanced among the different sentiment classes. This is because it is hard to collect a balanced set a priori, especially with the fact that it is totally up to the annotators to decide on which sentiments exist in a tweet, and more importantly how many. In fact, we started indeed with a data set extracted from a bigger one that was automatically annotated into positive and negative (using a previously trained model). The data set we uploaded for manual annotation was indeed balanced between the two sentiments.
Another critic that we address is the fact that we assumed that a tweet could contain exclusively positive or negative sentiments (neutral tweets are by definition ones that show no sentiment), which is a hard assumption that is not always true. In fact, as we explained in Section V-B, several tweets were annotated as having sentiments of opposite polarities, which we have discarded for the sake of this work. As observed on our initial data set (before discarding any tweet), some sentiments tend to co-occur more than others. Namely, the sentiments ''Love'' and ''Worry'' co-occurred in many tweets where the tweeter is worried about something precious to him, or someone he cares about. In a similar way, in some tweets, the tweeters have shown both sentiments of ''Boredom'' and ''Relief'', to express how bored they are of some event and how relieved they are it was over. As mentioned in Section V-B, for the sake of this work, these tweets have been discarded. We consider only tweets with sentiments of a single polarity. This is because we rely on the results of classification to choose the set of sentiments from which we guess the actual sentiments of the tweet. This limits the potential of the proposed approach, and needs to be addressed in a future work.
VII. CONCLUSION
In this paper we have introduced the task of sentiment quantification in Twitter: for a given tweet, we tried to identify in a first step its sentiment polarity (whether it is positive, negative or neutral), and in a second step we tried to identify all the sentiments conveyed within it. We added several components to our previously introduced tool SENAT, to make the quantification task feasible and automated. Our proposed approach has proven to be good in detecting sentiments hidden in tweets with an average F1-score equal to 45.9% for 11 different sentiment classes.
We have also discussed the different potential misclassification reasons, and presented some solutions to enhance the performances of the proposed approach, which we will be dealing with as part of our future work. In our future work, we will also address the case of tweets with sentiments belonging to different polarities (i.e., tweets which have at the same time positive sentiments and negative ones), and try find possible ways to identify these sentiments.
