Repeated-measures analysis of variance (RMANOVA) continues to be used widely for the analysis of repeated-measures data in anesthetic research. RMANOVA, like other parametric statistical tests, specifies several assumptions and requires specific description in publications. A recent article in the Korean Journal of Anesthesiology (KJA) provided valid information on RMANOVA [1] .
series post-treatment, such as 0, 10, and 20 minutes in the same participant) as an independent variable. Some of these studies (n = 35) also contained one between-subject factor (e.g. different drugs or dosages administered to randomly assigned participants) as an additional independent variable. When a study involves one within-subject factor only, one-way RMANOVA is required, while "two-way RMANOVA" should be used for those that contain one within-subject factor and one between-subject factor. However, there is some confusion regarding the exact definition of "two-way RMANOVA," although it is the most frequently used term in most KJA publications. A "true" twoway RMANOVA (or two-way ANOVA with repeated-measures in two factors) compares mean differences between data sets, split into "two within-subject factors. " Each data set is collected at one measurement point (one within-subject factor) under one treatment condition (another within-subject factor). For example, if every participant has their blood pressure measured three times ("the first within-subject factor"; for example, just before injection, just after injection, and 1 minute after injection) under propofol, thiopental sodium, and ketamine induction ("the second within-subject factor"), 2 weeks apart, nine data sets will be collected from a single group of participants. However, in anesthetic research, the participants are frequently randomized into two or more separate treatment conditions (e.g. each participant receives propofol, thiopental sodium, or ketamine induction ["between-subject factor"] and their blood pressure is measured three times ["within-subject factor"]); therefore, nine data sets will be collected from three groups of participants. Consequently, researchers should consider the differences between the "two-way RMANOVA" and the "two-way ANOVA with repeated-measures in one factor (also called mixed-model Repeated-measures analysis of variance ANOVA, mixed-design ANOVA, or mixed ANOVA), " the latter of which is the most frequently used.
There are other factors to consider and describe in studies employing RMANOVA (Table 1) . A paper by Wei et al. [2] is a good example of how to sufficiently describe RMANOVA and may assist other researchers in reporting this analysis in a manuscript. First, when researchers analyze repeated-measures data, they have to check whether the data can actually be analyzed using a RMANOVA. The dependent variable should be quantitative because RMANOVA is a parametric test. However, seven studies included qualitative variables as dependent variables, which were the level of thoracic block under spinal anesthesia, Numeric Pain Score, Ramsay Sedation Scale, modified Children's Hospital of Eastern Ontario Pain Scale, modified Yale Preoperative Anxiety Scale, and modified Observer's Assessment of Alertness/Sedation Scale. Second, for parametric testing, several assumptions have to be evaluated and satisfied. The normality of data is one of these and is commonly verified using either the Shapiro-Wilk test or the Kolmogorov-Smirnov test. In our review, only 8 studies provided a description of the normality testing procedure. If data fails the assumption of normality, researchers should transform their data to satisfy the assumption of normality or alternatively select a non-parametric test. Homogeneity of variances across a whole data set is another fundamental assumption of parametric tests and is frequently verified using the Levene's test or Bartlett's test. Violation of this assumption affects the F-statistic of the RMANOVA and reduces result reliability. All of the reviewed studies employing RMANOVA did not disclose whether homogeneity of variances was tested. In addition, variances of the differences between all combinations of data sets are required to be equal. This is referred to as the sphericity assumption [1] . If the sphericity assumption is violated, researchers need to use adjustments or consider performing alternative statistical methods for repeatedmeasures data such as multivariate analysis of variance or mixed-effects modeling [1] . However, with the exception of two, all reviewed studies failed to state whether the sphericity assumption was satisfied. Third, a description of the interaction between the within-subject factor and the between-subject factor on the dependent variable is required in the results section because the interaction is the starting point for further statistical analysis [1] . Despite the importance of this interaction, none of the studies we reviewed demonstrated this adequately. Fourth, if a RMANOVA is planned to analyze primary outcomes, the sample size calculation should be based on RMANOVA. However, none the studies calculated and described this properly. We recommend Kang's article as a useful guide for calculating sample sizes for RMANOVA [3] . Fifth, the majority of studies presented statistical significance and post-hoc test results. There are a variety of post-hoc tests, each with individual characteristics. Therefore, researchers should be aware of the nature of each post-hoc test and describe them sufficiently in the literature. In the present review, only 59% of studies disclosed which post-hoc test had been employed. Finally, the statistical software package used also comprises important information for readers. Ten studies did not state which statistical package was used.
In conclusion, researchers not only should be aware of how to perform RMANOVA, but also should describe the statistical process and results correctly. They should refrain from simply listing a series of the statistical tests employed since this overcomplicates matters and does not carry any scientific basis. Researchers are also strongly recommended to consult a statistician for assistance with statistical analysis to ensure that the study process is adequate to test the statistical hypothesis and describe the results adequately.
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