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Abstract: In order to decrease the steady-state error and reduce the computational 
complexity and increase the ability to identify a large unknown system, a convex 
combination of overlap-save frequency-domain adaptive filters (COSFDAF) 
algorithm is proposed. From the articles available, most papers discuss convex 
combinations of adaptive-filter algorithms focusing on the time domain. Those 
algorithms show better performances in convergence speed and steady-state error. The 
major defect of those algorithms, however, is the computational complexity. To deal 
with this problem and motivated by frequency-domain adaptive filters (FDAF) and 
convex optimization, this paper gives an adaptive filter algorithm, that consists of 
combining the two FDAFs using the convex combination principles and derives a 
formula to update the mixing parameter. The computational complexity of the 
COSFDAF is analyzed theoretically. The simulation results show that no matter what 
kinds of signal to be processed, whether correlated (i.e. colored  noise) or uncorrelated 
(i.e. white  noise), the proposed algorithm has better performance in identify the 
unknown coefficients when compared to a single overlap-save FDAF or the convex 
combination of two time-domain adaptive filters.  
Index Terms : convex combination, frequency-domain, mixing parameter, 
COSFDAF. 
I. INTRODUCTION 
The least mean square (LMS) algorithm has probably become the most popular 
algorithm for its simple configuration, low computational complexity, effective 
tracking capability and easiness of implementation when used in a time-varying 
environment. For noise eliminate, interference suppression, or channel/plant 
identification, adaptation step serves to select the exact balance between convergence 
speed and low residual misadjustment. To resolve this contradiction, a combination of 
one fast and one slow LMS adaptive filter was proposed [1], are the output of this filter 
can produce an overall output of improved quality. Recently, convex combination of 
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adaptive filters enjoys much popularity [2] [3] [4]. Its development is motivated by the 
idea of combining the performance of different adaptive filters to offer 
complementary capabilities. The mean-square performance of the convex 
combination of LMS has been analyzed in [5]. However, when the filter taps in large, 
the computational complexity has been plagued by the adaptive filter algorithms. 
Apart from convex combination, there is the affine combination method [6]. Because 
of potentially savings in the computational complexity and the DFT and the filter 
bank structures generate signals that are approximately orthogonal, the thought of 
FDAF algorithm was first proposed in [7]. Compared to the adaptive filter algorithm 
in the time domain, the FDAF algorithm shows better performance in computational 
complexity. Duel to use of the discrete fourier transform (DFT) and filter bank 
structures to generate signals that are approximately orthogonal [8]. The FDAF 
algorithm has been widely used [9] [10] [11]. In addition, subband adaptive filter, convex 
combination of subband adaptive filters is offered in [12][13]. Major drawback of the 
adaptive algorithm is how to decrease the steady-state error. After analysis of the 
above, in order to reduce the steady state error and decrease computational complexity, 
this paper propose a new adaptive filter algorithm that consists of two FDAF, use the 
convex combination principles and derives a formula to update the mixing parameter 
based on a gradient descent method. In addition, implementation of the algorithm is 
obtained based on overlap-save. We call our proposed algorithm the convex 
overlap-save FDAF (COSFDAF). It is noteworthy that large plant identification based 
on convex combinations of FDAFS there is rarely reported. In addition, a detailed 
realization of the COSFDAF algorithm, computational complexity, and numerical 
simulation is given in this paper. For simplicity, we assume that the input signal is 
real. 
II. Proposed COSFDAF Algorithm 
Both circular convolution and overlap-save can achieve convolution using the FFT. 
Compared to circular convolution, overlap-save needs a gradient constraint, and uses 
2M-point DFTs. It performs a linear convolution between a finite- length sequence and 
an infinite-length sequence by appropriately partitioning the data. The overlap-save 
FDAF algorithm was proposed in [8]. In this section, we formulate the COSFDAF 
algorithm. The scheme of the COSFDAF algorithm in the kth block (with 1,2, ,k K ) 
is shown in Fig. 1, where some variables appear. Each variable is divided into K 
groups, 1 2[ , ,..., ,..., ]k Kx x x x x , wherein [ ( ),..., ( )]k x M k x kM x , FFT[ ]k kX x is a 2M-point 
Fourier transform of kx , 1 2[ , ,..., ,..., ]k Kd d d d d , wherein [ ( ),..., ( )]k d M k d kM d , 
FFT[ ]k kD d is a 2M-point Fourier transform of kd , 1 2[ , ,..., ,..., ]k Ky y y y y , 
wherein [ ( ),..., ( )]k y M k y kM y , and FFT[ ]k kY y is a 2M-point Fourier transform of ky . 
Each component is adapted with its own rules and error, while the mixing 
parameter ( )k is chosen to minimize the quadratic of the frequency-domain error of 
the overall filter. 
Based on Fig.1, the output of the COSFDAF is expressed as  
 1, 2,( ) 1 ( ) , 0 ( ) 1k k kk k k      y y y                  
(1) 
where
1, 1, 1, 1,(1), (2),..., ([ )]k k k ky y y My and 2, 2, 2, 2,(1), (2),..., ([ )]k k k ky y y My . 
The relationship between the equivalent filter coefficient and the two sub-filters is 
shown as 
 1, 2,( ) 1 ( )k k kk k   W W W                        (2) 
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Fig.1 COSFDAF scheme in the kth block time.  
For adaptation of the mixing parameter ( )k , we will adapt a variable ( )a k using a 
sigmoidal function as  ( ) sgn ( )k a k  .  
The total error is described in the time domain.  
-k k ke d y                               (3) 
where (1), (2),...., ][ ( )k kk kd d d Md and (1), (2),...., ][ ( )k kk ky y y My . 
The quadratic time-domain error can be calculated as 
 
22 -k kk e d y                              (4) 
Now we use the gradient descent method to minimize the quadratic error of the 
COSFDAF output in the kth block time, namely 2
ke . Thus, the update equation 
for  a k is given as 
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(5) 
For convenience, the complete COSFDAF algorithm is summarized in Table 1. 
Table 1 The COSFDAF algorithm 
Inputs 
1(0) ; 2(0) ; 
a ; max ;  ; 1,2i  ;  ; i ; r  
Parameters Initialization 
(0) 0a  ; (0) 0  ; 
10 [0,0,...,0]
T
i xMW ( ) ; 10 [1,1,...,1]i MxP ( ) ;  M Mk 0 I ; 
M M
M M
 
  
 
I 0
g
0 0
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In Table 1, parameters appear that deserve to be explained, , 1,2i i  are used to 
denote the step sizes of the two LMS filters,  is a threshold close to 1,  is the 
endpoint,  is a forgetting factor, r is used to get the new value of the step sizes. 
For ( )k in Table 1, some constraint conditions have to be added. Those constrains 
are summarized in Table 2. 
Table 2 Constrains for ( )k  
if ( 1) 1k+    
   
 1
1 1
k
k
r

   ;  
 2
2 1
k
k
r

   ; 
1, 1 2, 1k k W W ; ( 1) 0a k   ; ( 1) 0.5k    
end 
 if 
1 max( 1) and ( )k+ r k        
   1 11k r k   ;    2 21k r k   ; 1, 1 2, 1k k W W ; 
( 1) 0a k   ; ( 1) 0.5k  
 
end 
if 1 max( 1) and ( )k+ r k        
   
 1a k a  ; ( 1)k  
 
end 
III. COMPUTATIONAL COMPLEXITY 
The computational complexity of the COSFDAF algorithm is summarized for 
comparison with the convex variable step-size LMS CVSLMS [5] algorithm. The total 
number of multiplications for each implementation provided reasonably accurate 
comparative estimates of their overall complexity. 
For the overlap-save FDAF, the total number of real multiplications is 
 210 log 2 16M M M
[8]. As the COSFDAF algorithm combines two overlap-save FDAF 
filters, it needs  220 log 2 32M M M real multiplications for every Mth output sample. 
Including the computational burden of computing its mixing parameter, the 
COSFDAF algorithm requires 3 1M  real multiplications to compute the filter output 
and to update ( )a k . Because the LMS algorithm with M real weights requires M 
multiplications to compute its output and another M multiplication to update the 
weight vector, a total of 2 3M+ real multiplications to needed to produce each output 
sample [16]. So, 22 3M + M real multiplications are required for every Mth output 
sample. As the CVSLMS algorithm combines two LMS filters, it needs 24 6M + M real 
multiplications for every Mth output sample. Including the computational burden of 
computing its mixing parameter, the CVSLMS algorithm requires 4 real 
multiplications to compute the filter output and to update ( )a k . For convenience, the 
computational complexity of the COSFDAF algorithm and the CVSLMS algorithms 
is summarized in Table 3.  
Table 3 Computational complexity of COSFDAF and CVSLMS 
Algorithm Multiplications 
CVSLMS 4M2+6M+4 
COSFDAF 20Mlog2(2M)+35M+1 
From Table 3, some useful conclusions can be obtained. We see that for M = 32, the 
proposed algorithm and the CVSLMS algorithm already have the same computational 
complexity. To more filter size M increase, more complex unknown system, 
the computational load ratio decease, so the COSFDAF algorithm has a considerable 
complexity advantage. The dramatic reduction in the number of multiplications is 
obtained because of the block updating and the DFT algorithm [8]. Thus, the 
COSFDAF algorithm is more efficient for satisfied with a large number of taps. 
IV. SIMULATION ANALYSIS 
In order to further analyses the COSFDAF algorithm, two sets of experiments are 
designed with aims: Case 1 are shown that with an uncorrelated input signal of SNR = 
20dB the performance of COSFDAF is better than a single overlap-save FDAF, and 
also better than CVSLMS [5] in identifying the unknown coefficients; Case 2 is similar 
to Case 1, but with a highly correlated input signal. For Case 1 and Case 2, curves of 
the excess mean-square error (EMSE) and the mean-square deviations (MSD) were 
exhibited. 
Case 1: Uncorrelated input signal. 
In the first part, we want to compare the performance of COSFDAF and a single 
overlap-save FDAF when the input signal is uncorrelated. 64000 iterations, 100 
Monte Carlo, block size 64, forgetting factors γ1 and γ2 equal to 0.99, initial 
values  1 0a  ,  1 0  , μ1 = 0.1, μ2 = 0.008, μmax = 4, β = 0.99, r = 4.5, 4+a  ,μa = 
2000,
 
and M=64. Curves of EMSEs and MSDs are shown as Fig. 2.  
Compared to the two single overlap-save FDAFs, the COSFDAF algorithm achieve 
comparable performance in terms of steady-state error and in identifying the unknown 
coefficients. 
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Fig.2. Comparison of single overlap-save FDAFs and COSFDAF algorithms with uncorrelated input signal. 
In the second part, we want to compare the performance of the COSFDAF and 
CVSLMS algorithms. The parameters set as: 128000 iterations. 50 Monte Carlo, 
M=32, block size 32, forgetting factors γ1 and γ2 equal to 0.99, initial 
values  1 0a  and  1 0 5  . , μ1 = 0.1, μ2 = 0.01, μmax = 0.2, β = 0.99, r = 4.5, 4
+a  , 
and μa = 100.  
From comparison of the final EMSEs in Fig. 3(a), the COSFDAF algorithm is 
lower than that of the CVSLMS algorithm by nearly 17 dB. Based on Fig. 3(b), the 
COSFDAF algorithm MSD is less than that of the CVSLMS algorithm by nearly 9 dB. 
Thus, compared to the CVSLMS algorithm, the COSFDAF algorithm achieves 
smaller steady-state error and better performance in identifying the unknown 
coefficients. 
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Fig.3. Comparison of CVSLMS and COSFDAF algorithms with uncorrelated input signal. 
Case 2: Highly correlated input signal. 
The numerical simulation experiments are taken when the input signal correlation 
coefficient is 0.8. The parameter set as: 64000 iterations, 100 Monte Carlo, block size 
64, forgetting factors γ1 and γ2 equal to 0.99, initial values  1 0a  ,  1 0 5  . , μ1=0.1, 
μ2=0.008, μmax=4, β=0.99, r=4.5, 
4+a  , and μa=2000, and M=64.  
Compared to two single overlap-save FDAFs, the COSFDAF algorithm achieve 
comparable performance in terms of steady-state error and in identifying the unknown 
coefficients. 
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Fig.4. Performance of single overlap-save FDAFs and COSFDAF algorithms with correlated input signal. 
Finally, we compare the performance of the COSFDAF and CVSLMS algorithm 
whit input signal is highly correlated. The parameters set as: 128000 iterations, 50 
Monte Carlo, and M=32, The block size 32, forgetting factors γ1 and γ2 equal to 0.99, 
initial values  1 0a  and  1 0 5  . , μ1 = 0.1, μ2 = 0.01, μmax = 0.2, β = 0.99, r = 4.5, 
4+a  , and μa = 100. 
The EMSEs and MSDs are shown in Fig. 5. Based on Fig. 5(a), the COSFDAF 
algorithm EMSE is less than that of the CVSLMS algorithm by nearly 19 dB, and the 
COSFDAF algorithm final MSD is less than that of the CVSLMS algorithm by nearly 
10 dB. Thus, compared to the CVSLMS algorithm, the COSFDAF algorithm achieves 
better performance in identifying the unknown coefficients of the large adaptive filter 
system. 
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Fig.5. Performance of CVSLMS and COSFDAF algorithms with correlated input signal. 
The above analysis and comparison of available simulations can be shown as 
follows. Whether the input signal is uncorrelated or highly correlated, the COSFDAF 
algorithm obtain smaller steady-state error and have better performance in identifying 
the unknown system when compared to single overlap-save FDAF. Moreover, 
regardless of input signal correlation, COSFDAF have better performance in 
identifying the unknown coefficients of a large adaptive filter system when compared 
to the CVSLMS algorithm. The proposed algorithm and the CVSLMS algorithm 
already have the same computational complexity, and when the filter size M to 
larger, the COSFDAF algorithm has a considerable complexity advantage over the 
CVSLMS algorithm. 
V. CONCLUSION 
In this paper, a novel convex combination of overlap-save frequency-domain 
adaptive filters is proposed. The COSFDAF algorithm operates in the 
frequency-domain, and consists of two FDAFs with convex combination, and the 
mixing factor ( )k of the recursive formula is derived. The computational complexity 
ratio between the COSFDAF algorithm and the CVSLMS algorithm is analyzed, 
theoretically, and significantly reduced for large filter size. The analysis and 
simulation results show that the new algorithm has better performance in term of 
computational complexity and steady-state error when compared to the single 
overlap-save FDAF. Moreover, whether the input signal is highly correlated or not, 
the algorithm has better performance than the CVSLMS algorithm in identifying the 
unknown coefficients of a large adaptive filter system. So the COSFDAF algorithm 
provides a new method to solve the trade-off between steady-state error and 
computational complexity. Therefore, the proposed algorithm has great potential value 
for plant identification with a large number of taps. 
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