This article is a review and critique of a number of methodological issues pertaining to investigations of information exchange and coordination between the cerebral hemispheres. The methods required to address issues of interhemispheric interaction are demonstrated to be distinct from those typically used in studies of lateralization of function. Methodology in this area is examined in reference to three main topics: (a) the requirements for illustrating that an effect is specific to the interaction of the hemispheres, (b) the requirements for demonstrating that interhemispheric processing relies on a particular neural substrate, and (c) the requirements for making inferences about the role of interhemispheric processing in certain neurobehavioral syndromes.
The objective of this article is to discuss some of the major methodological issues that arise in investigations of how the human cerebral hemispheres interact. Research during the past 35 years or so has indicated that specialization of the cerebral hemispheres for different types of cognitive and emotional functioning is one of the fundamental principles of human brain organization. Although there is some disagreement on how to best characterize the basic dichotomy in processing between the hemispheres, there is little disagreement that the hemispheres function in different ways. Probably the strongest indication that lateral specialization of the human brain is accepted as scientific fact was the award in 1981 of the Nobel Prize in Physiology and Medicine to Roger Sperry, in part for his pioneering work in this area.
One of the ways in which to understand how such specialization affects the brain's processing capabilities is to examine the interaction between the hemispheres. Unfortunately, at present, we have scant knowledge about the manner in which the hemispheres coordinate information processing. Study of this interaction between the hemispheres is of interest for a number of reasons. First, it will expand knowledge of the influences of neural organization on cognitive and emotional processing. For example, interhemispheric integration has been found to influence cognitive processing by aiding performance when a task is difficult or computationally complex (e.g., Belger & Banich, 1992) . Second, interhemispheric processing is a specific example of a larger issue of interest Marie T. Banich and Joel I. Shenker, Department of Psychology and the Beckman Institute, University of Illinois at UrbanaChampaign.
We would like to thank Wendy Heller and Janice Juraska for making helpful comments on the article and Rob Althoff for discussions of spinal processing of somatosensory information.
Correspondence concerning this article should be addressed to Marie T. Banich, Department of Psychology and the Beckman Institute, University of Illinois at Urbana-Champaign, 603 East Daniel Street, Champaign, Illinois 61820. Electronic mail may be sent via Internet to mbanich@s.psych.uiuc.edu.
to a wide variety of individuals ranging from neurobiologists to cognitive psychologists, namely, the binding problem. The binding problem is the conundrum of how the brain manages to integrate information from diverse brain regions, each of which appears to process the information in a different way. To illustrate a different, and noninterhemispheric, example of the binding problem, consider that when a visual item is processed, different attributes of the item appear to be processed by different brain areas. Some regions are specialized for processing the attributes of color, others shape, others binocular disparity, and so forth (Zeki & Shipp, 1988) , and attributes of an item may dissociate perceptually from one another when attentional mechanisms are taxed (e.g., the illusory conjunctions described by Treisman, 1988) . How the brain binds together different types of information so that we perceive, for example, a small red rose rather than a splotch of red dissociated from a quasi circular shape with multiple convexities is unclear. Examining the binding problem from the perspective of interhemispheric interaction is useful because it provides an accessible and tractable system in which to examine this issue. Hence, if one can understand how information is coordinated between the cerebral hemispheres, which are two very distinct processors, one may obtain insights as to how other cortical regions interact to bind our world into a psychologically cohesive one. Finally, a greater understanding of the interaction between the hemispheres is also of interest because its disruption has been implicated in a large range of clinical syndromes, including schizophrenia (Doty, 1989) , multiple sclerosis (Lindeboom & Horst, 1988) , dyslexia (Davidson, Leslie, & Saron, 1990) , alexithymia (Dewaraja & Sasaki, 1990) , pedophilia (Flor-Henry, Lang, Koles, & Frenzel, 1991) , and attention deficit disorder (Hynd et al., 1991) .
The study of interhemispheric interaction requires addressing some conceptual and methodological issues very different from those associated with studies of lateralization of function. Conceptually, although interhemispheric interaction occurs de facto between specialized hemispheres, knowing about hemispheric specialization alone is not enough to inform us as to the nature of interhemispheric interaction. The reason is that interhemispheric integration appears to occur in a wide variety of ways (see Banich, in press-b, for a discussion of this issue), and under certain conditions the interaction of the hemispheres cannot be deduced at all from the functioning of each hemisphere in relative isolation. For example, we (Banich & Karol, 1992) found that a particular variable, the manipulation of the font and case in which words were presented, had no effect on the pattern of performance when stimuli were directed initially just to the right visual field (RVF) or just to the left visual field (LVF). Nonetheless, this same factor, which did not affect processing when the information was initially directed only to one hemisphere, affected performance on bilateral visual field (BVF) trials, when the stimuli were divided across the hemispheres. Hence, one cannot conceptualize interhemispheric interaction as just the summation of processing in each hemisphere because under some conditions the interhemispheric whole is more than the sum of the intrahemispheric parts.
Whereas there has emerged somewhat of a consensus on how investigations of lateralized differences in processing should be performed (e.g., Hellige, 1983) , no such consensus has emerged for studies of interhemispheric interaction. In recent years, however, the number of articles addressing issues of interhemispheric interaction has been increasing. Hence, this article outlines some of the major methodological issues that need to be considered when investigating interhemispheric processing. The article is divided into three main sections. In the first, we discuss what is required if one wants to demonstrate that a phenomenon is due to interhemispheric processing and not to some extraneous aspect of the experimental design. In the second section, we discuss what is required to demonstrate that interhemispheric processing relies on a particular neural substrate. In the third, we review what is required to make inferences about the role of interhemispheric processing in certain neurobehavioral syndromes. In this section, we differentiate the various ways in which a disruption in interhemispheric processing might be linked with a syndrome (e.g., disrupted interhemispheric interaction causes the syndrome as opposed to being just one of the many aspects of neurological disorganization that is associated with a syndrome). Throughout the article, most of the examples are for visual experiments, but many of the basic ideas put forth hold equally well for experimentation in other sensory modalities.
In this article, we attempt to bring together, in a very broad manner, information that needs to be considered when designing experiments involving interhemispheric processing. Although many of the issues of methodology discussed here have been considered by other researchers in their experimental designs, this article attempts to explicitly review and synthesize such information in a systematic manner. Because we are most familiar with our own work, many of the examples presented are drawn from studies performed in our laboratory. This should not be construed as indicating that similar controls are not used in other laboratories. Rather, because our laboratory focuses on examining interhemispheric interaction, many of the issues raised in this article are those that we have had to grapple with at one time or another, and as such, the solutions we have employed are used for illustrative purposes only.
Before we discuss more specific issues, we should discuss what we mean when we use such terms as interhemispheric processing, bihemispheric processing, interhemispheric interaction, and so forth. In this article, we use interhemispheric processing and interhemispheric communication as generic terms to refer to the exchange and integration of information between the hemispheres. In some of the paradigms we discuss, we can be relatively confident that the paradigm actually requires information from the two hemispheres to be integrated (interhemispheric integration), such as when two items, presented in opposite visual fields, must be compared to determine whether they have the same identity. In other cases, the manipulation is more aptly described as one in which unihemispheric processing is compared with bihemispheric processing because in the former case information is initially directed to just one hemisphere and in the latter case information is sent to both. Bihemispheric processing can be conceptualized as distinct from interhemispheric integration, even though in both cases both hemispheres are stimulated. Unlike interhemispheric integration, bihemispheric processing does not require explicit comparison between information sent to each hemisphere, and hence integration of material sent to opposite hemispheres is not essential for task performance. In other cases, interhemispheric exchange or transfer of information may be required. For example, when an item is being palpated by the left hand, the information received by the right hemisphere must be transferred to or exchanged with the left hemisphere to enable the item to be named.
Inferring That an Effect Is Due to Interhemispheric Processing

Interaction of a Manipulation With Within-and Across-Hemisphere Processing
Perhaps the most critical point that can be made about investigations of interhemispheric processing is that if one wishes to attribute a phenomenon to interhemispheric interaction two basic conditions must be contrasted: (a) a condition in which both hemispheres are stimulated, referred to henceforth as the across-hemisphere condition, and (b) a control condition requiring that, at least initially, processing is restricted to one hemisphere, referred to henceforth as the within-hemisphere condition. Although this point may seem somewhat self-evident, the literature is replete with studies that do not meet this requirement.
These two conditions are required because an effect can be attributed to interhemispheric processing only if it has one effect on across-hemisphere processing and another on within-hemisphere processing. Stated differently, what is necessary to isolate an effect to interhemispheric processing is an interaction between the factor of hemispheric condition, whose two levels are within-and across-hemisphere processing, and some other factor or manipulation. This requirement is akin to the Visual Field X Task interaction that Hellige (1983) argued is critical for making inferences in studies of lateralization.
One wishes, likewise, to have an analogous situation when investigating interhemispheric interaction. To evaluate changes in across-hemisphere processing, one must have a baseline against which one can make a comparison. This baseline is necessary because although one may assume that an effect on performance reflects the effects of interhemispheric interaction, there may be other factors that influence performance. The within-hemisphere condition acts as such a baseline for evaluating the degree to which those other factors might be affecting performance, and hence is a critical control. If performance is driven by task demands unrelated to interhemispheric processing, then the withinand across-hemisphere trials will be affected equally. If an effect is due to interhemispheric interaction, one will find that a manipulation has one consequence for across-hemisphere trials and a different consequence for within-hemisphere trials. Without the interaction between hemispheric condition (i.e., within vs. across hemispheres) and some task manipulation, attribution of the results to interhemispheric processing is impossible.
We illustrate with two examples from the literature (Burton, Pepperrell, & Stredwick, 1991; Potter & Graves, 1988) how erroneous conclusions can be drawn when a withinhemisphere control is lacking. Potter and Graves (1988) purported to provide evidence that women have better interhemispheric transfer than men. They came to this conclusion on the basis of two findings. First, when one piece of material was placed on the subject's left palm and another on the right, women were better than men at determining whether the materials were the same. Second, when two nonverbaiizable shapes were presented visually on either side of midline, women were superior to men at determining whether they were identical. On the basis of these findings, Potter and Graves suggested a sex difference in interhemispheric processing.
However, Burton et al. (1991) argued that the conclusion of Potter and Graves (1988) may be erroneous because performance was assessed only in the across-hemisphere condition and the experiment lacked a control condition. Burton et al. speculated on alternative explanations for Potter and Graves's results. They proposed that the female superiority in intermanual matching may have occurred not because women have better interhemispheric interaction than men but because women have more sensitive palms than men. Thus, regardless of whether the test required interhemispheric integration, women would have exhibited superior performance.
1 For the visual matching task, Burton et al. speculated that the superior performance by women, which was observed in accuracy of response, might have resulted from a speed-accuracy trade-off in which women made their decision more accurately but also more slowly than men. Because Potter and Graves provided no data on reaction time for the visual task nor on baseline tactile sensitivity, there is no way of evaluating the likelihood that Burton et al.'s alternative explanations are correct. Furthermore, the control condition that Burton et al. used to follow up Potter and Graves's work is not without its problems, as we discuss in more detail later. Nonetheless, the discussion by Burton et al. nicely illustrates that without a withinhemisphere control, the findings on across-hemisphere trials cannot be assumed to derive from interhemispheric processing. Hence, a within-hemisphere control is critical.
There are different types of within-hemisphere controls that could be chosen, so it is important to have a withinhemisphere control that is appropriate to the question under study. To illustrate how the within-hemisphere control can be tailored to a specific question, we use two examples from our laboratory. In one study (Banich & Karol, 1992 , Exp. 1), we wished to contrast performance when information was sent initially to just one hemisphere with performance when each hemisphere received the same or highly similar information. The question we wished to address was whether bihemispheric stimulation leads to a performance decrement relative to unihemispheric stimulation. To do so, we compared performance on across-hemisphere trials (in which each hemisphere received one item) and performance on within-hemisphere trials (in which a single item was presented to a hemisphere; see Figure 1 ).
The task we used required subjects to decide if any word in the display rhymed with a previously presented target. We found that for across-hemisphere trials on which the identical word was directed to each hemisphere (called same-word/same-decision trials) there was no decrement in performance measured either by reaction time or accuracy relative to trials on which a single word was presented to a single hemisphere. However, for across-hemisphere trials on which different words were presented in each visual field, both of which had the same relation to the target (i.e., both rhymed or both did not; called different-word/samedecision trials), performance was worse than when a single word was presented to a single hemisphere. Although performance on different-word/same-decision trials was poor relative to same-word/same-decision trials and trials on which a single word was presented to a single hemisphere, it did not provide information on whether the decrement observed was specifically attributable to bihemispheric processing. The reason that these results could not be linked specifically to bihemispheric processing is that any time two nonidentical words are presented, regardless of whether or not they are directed to the same or different hemispheres, performance might be poorer than in same-word/same-decision and single-word trials.
Determining the degree to which the decrement in performance on different-word/same-decision trials is specific to across-hemisphere processing requires comparison of same-word/same-decision and different-word/same-decision trials not only under bihemispheric conditions but also Figure I . Within-hemisphere and across-hemisphere trials used by Banich and Karol (1992) in their Experiment 1. Comparison of within-and across-hemisphere trials allows one to assess whether simultaneous input to the hemispheres leads to a performance decrement relative to input to a single hemisphere, but not whether effects are specific to interhemispheric processing. under unihemispheric conditions. Thus, we conducted another experiment that included this set of conditions (Banich & Karol, 1992, Exp. 4 ; see Figure 2 ). The degree to which the effect is specific to interhemispheric processing is the degree to which the pattern observed on across-hemisphere trials is distinct from that observed on within-hemisphere trials.
Our results indicated that indeed the pattern observed on bihemispheric trials was distinct from that observed on unihemispheric trials. The advantage in processing speed for same-word/same-decision trials over different-word/ same-decision trials was substantially greater for RVF trials than for BVF trials but was also substantially greater for BVF trials than for LVF trials. Hence, the effect we observed was specific to the degree that it did not occur on LVF trials and was different in magnitude from that observed on RVF trials.
Even if one finds that an effect is specific to interhemispheric processing, one might want to determine more specifically the locus of that effect. In such cases, the number of items presented to each hemisphere on a given trial is an important variable to consider. In many studies, a withinhemisphere condition in which one hemisphere receives two items is compared with an across-hemisphere condition in which each hemisphere receives a single item. Under such conditions, superiority on across-as compared with SAME WORD-SAME DECISION DIFFERENT WORD-SAME DECISION
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Aero SB-hemisphere Figure 2 . Within-hemisphere and across-hemisphere trials used by Banich and Karol (1992) in their Experiment 4. Comparison of within-and across-hemisphere trials allows one to determine whether an effect is specific to interhemispheric interaction. If so, the pattern observed for same-word/same-decision relative to different-word/same-decision trials should be different on across-hemisphere trials from that observed on within-hemisphere trials. (LVF = left visual field; RVF = right visual field.)
within-hemisphere trials may occur for either of two reasons. First, the across-hemisphere advantage may result because on across-hemisphere trials each hemisphere is processing but a single item, whereas on within-hemisphere trials a hemisphere is processing two items. Thus, the across-hemisphere advantage may result from a division of inputs such that there is a lighter perceptual processing load per hemisphere on across-hemisphere conditions. On the other hand, the across-hemisphere advantage may result from some other stage of processing unrelated to the initial number of inputs per hemisphere. In some cases, two sets of control conditions may suffice, such as in Banich and Karol 's (1992) studies: one set in which the processing load per hemisphere is the same on within-and across-hemisphere trials but the overall processing load is greater on the across-hemisphere trials (e.g., one item presented in each visual field for within-hemisphere trials vs. one item presented in each visual field for across-hemisphere trials for a total of two items) and another set in which the processing load per hemisphere is greater on within-hemisphere trials but the overall processing load on all trials is the same (e.g., two items presented in a single visual field for withinhemisphere trials and one item presented in each visual field for across-hemisphere trials). However, in other cases, one may want to ensure that any interhemispheric effects found are not due solely to the division of inputs on across-as compared with withinhemisphere trials. In such a case, one can equate the number of inputs on within-and across-hemisphere trials by using an odd number of items in a display (e.g., three). We have used such a tactic in a number of studies Belger & Banich, 1992) . In these studies, we displayed items at what would be the vertices of an inverted triangle (see Figure 3) , with two items positioned in one visual field and one item positioned in the other visual field.
Subjects decided if the bottom item matched either of the top items. On some trials the bottom item matched the top item in the same visual field (within-hemisphere trials), and on other trials the bottom item matched the top item in the opposite visual field (across-hemisphere trials). Hence, it was the identity of the bottom item that determined whether a trial was a within-or across-hemisphere trial (compare, for example, within-LVF and across-bLVF trials and within-RVF and across-bRVF trials, where bVF stands for the visual field in which the bottom item is positioned). In such displays, the number of inputs to each hemisphere is kept constant on within-and across-hemisphere trials. When stimuli such as these are used, any difference between across-and within-hemisphere trials can be attributed to differences in interhemispheric processing that do not result simply from the way in which input loads are divided between the hemispheres.
Another advantage of using these displays is that data on two distinct types of across-hemisphere trials are obtained. We have found that this allows us to differentiate which hemisphere makes the match decision on each of these trials. Usually it is assumed that the locus of the decision process cannot be determined on across-hemisphere trials because both hemispheres participate in processing such trials. However, we have acquired evidence to suggest that the hemisphere making the match decision on these acrosshemisphere trials is the hemisphere that initially receives the lighter perceptual processing load. Thus, on across-bLVF trials, the match decision is made by the left hemisphere and on across-bRVF trials it is made by the right. The evidence supporting this position comes from a study in which induction into a sad mood disrupted performance on within-LVF and bRVF trials but not on within-RVF and bLVF trials. These findings are consistent with other reports that induction into a sad mood state disrupts performance of the right but not the left hemisphere (Ladavas, Nicoletti, Umilta, & Rizzolatti, 1984) . The interested reader is referred to Banich (in press-a), , and Banich, Stolar, Heller, and Goldman (1992) for more detailed explanations.
Demonstrating That Interhemispheric Effects Cannot Be Attributed to Differences in Hemispheric Processing
So far we have discussed the concept that an interaction between within-and across-hemisphere processing and some task manipulation is required to demonstrate that an effect is specific to interhemispheric processing. Equally important, it must be demonstrated that any differences between the within-and across-hemisphere conditions cannot be attributed merely to hemispheric differences in processing of inputs or the production of outputs. Hence, it is important that the within-hemisphere control consist of two subconditions, one that assesses right-hemisphere functioning and one that assesses left-hemisphere functioning. This allows one to determine whether, for the task being used, there are any basic differences in hemispheric processing. Having such information may be critical for avoiding the erroneous attribution of an effect to interhemispheric interaction when in actuality it arises from underlying differences in processing between the hemispheres. Such a requirement is especially critical when a portion of the task can only be performed by one hemisphere. In some investigations of interhemispheric processing, a portion of the task can only be performed by one hemisphere, and these studies require extra consideration in the design of a within-hemisphere control. An example of this class of experiment is investigations of interhemispheric interaction in which verbal output, which can only be produced by the left hemisphere in right-handers, is used as a dependent measure (e.g., Dimond, Scammell, Pruce, Huws, & Gray, 1979) . In such studies, it is assumed that if a subject must produce the name for either a word presented to the LVF or an unseen object placed in the left hand, the verbal response requires that information be relayed from the right hemisphere to the left and, as such, requires interhemispheric processing. The within-hemisphere control used in such cases is usually a condition in which the item is presented in the RVF or palpated by the right hand because such information is directly received, at least initially, by the left hemisphere, and hence no interhemispheric integration is required to perform the task. Differences between these two types of conditions, however, are not enough to infer that an effect of interhemispheric processing has occurred. One must first illustrate that the ability of each hemisphere to recognize the items is equivalent. If such a control is not performed, differences in hemispheric competence could be misinterpreted as an interhemispheric effect.
Consider the following hypothetical case. Unbeknownst to the researcher, the left hemisphere is better able in the tactile modality to recognize a class of objects than the right. The researcher, in an attempt to investigate interhemispheric interaction, designs a purported within-hemisphere condition, in which the subject must name an object placed in the right hand, and a purported across-hemisphere condition, in which the subject must name an object placed in the left hand. The researcher finds that the naming of right-hand objects is better than the naming of left-hand objects and concludes, erroneously, that poor interhemispheric relay of information from the right hemisphere to the left explains the results. In fact, the differences between right-and left-hand performance reflect not interhemispheric processing but differences in hemispheric competence and would have been obtained under conditions in which no interhemispheric interaction was required (e.g., recognition, rather than naming, of items placed in the right as compared with the left hand). Hence, to conclude that a disruption in interhemispheric processing exists would require demonstrating that the deficit on left-hand performance was greater in a naming condition than in a recognition condition.
Having separate data on right-and left-hemisphere function is also important if one wishes to examine the relationship between lateralization of processing and interhemispheric interaction. We provide two examples. We (Banich & Shenker, in press) wanted to examine whether the asymmetry in perceptual processing of material could predict how well that information is transferred between the hemispheres. To do so, we had subjects view a series of laterally presented items. In this series, some items appeared only once, whereas others appeared either 5 or 9 times. When an item was repeated, the multiple presentations occurred at random intervals within the series. Next, subjects viewed a series of single items and had to determine on each trial whether or not that item had been viewed in the preceding series (half had and half had not). For those trials on which items had been viewed previously, half appeared in the same VF as in the initial presentation series and half did not. Thus, we had four conditions: initial and subsequent presentation in the RVF (RVF/RVF), initial and subsequent presentation in the LVF (LVF/LVF), initial presentation in the RVF and subsequent presentation in the LVF (RVF/ LVF), and initial presentation in the LVF and subsequent presentation in the RVF (LVF/RVF). The contrast between the first two conditions provided data on the asymmetry of recognition accuracy, and the comparison of both these conditions together versus the third and fourth conditions together provided data on the degree to which memory was affected by interhemispheric transfer (within-vs. acrosshemisphere contrast). We found that as presentation frequency increased, the advantage in recognition accuracy on within-hemisphere trials for LVF/LVF trials over RVF/RVF trials decreased. In contrast, the size of the within-hemisphere advantage remained constant. This suggests that the relative efficiency of within-and across-hemisphere processing may be independent of perceptual asymmetries. Without within left-hemisphere and within righthemisphere trials, such a determination would have been impossible.
Another case in which data on hemispheric asymmetry are critical is when one wishes to investigate the relationship between interhemispheric interaction and individual variations in lateralization of function. For example, one might wish to investigate whether individuals who are less lateralized (e.g., left-handers) have faster or more accurate interhemispheric communication than do individuals who exhibit a large degree of lateralization (e.g., right-handers), a question previously addressed by ourselves (Banich, Goering, Stolar, & Belger, 1990; Belger, 1993) and others (e.g., Beaumont & Dimond, 1975) . To investigate such issues requires once again that a measure of functional asymmetry be obtained, which is provided by the withinhemisphere condition.
In some cases, it may be near to impossible to obtain the appropriate controls. Consider, for example, the proposition of some investigators, who assume, a priori, that the linkage of prosody with linguistic speech output requires interhemispheric processing (e.g., Klouda, Robin, Graff-Radford, & Cooper, 1988) . At first, such a suggestion seems reasonable enough, given the evidence that only the left hemisphere is able to produce linguistic verbal output (Gazzaniga & Sperry, 1967) and that the right hemisphere is specialized for prosody (Ross & Mesulam, 1979) . However, under closer examination, the investigation of prosody as a means of investigating interhemispheric interaction proves to be a bit more complicated. First, although there is much evidence that the left hemisphere has sole control over linguistic aspects of speech output, it is not clear to what degree the right hemisphere has exclusive control over prosodic pro-duction (rather than simply being superior to the left hemisphere at the task). It is likely that the linkage of prosody to linguistic speech probably reflects two processes: (a) interhemispheric integration of those aspects of prosodic processing performed by the right hemisphere with the linguistic aspects of speech output (performed by the left hemisphere) and (b) intrahemispheric integration of those aspects of prosodic processing that can be performed by the left hemisphere with the linguistic aspects of speech output. How one could disentangle these two contributions to prosodic performance is murky. Furthermore, it is hard to conceptualize what the correct within-hemisphere control would be for investigations of interhemispheric interaction in prosody, because it is difficult to conceive of a withinhemisphere condition in which both speech and prosody are controlled just by the left hemisphere and another in which speech and prosody are controlled just by the right. This example illustrates that for some approaches and some questions, it may be difficult to obtain unambiguous answers as to the role of interhemispheric interaction.
Methods for Investigations in the Visual Modality
Because most of the behavioral studies investigating interhemispheric processing present information in the visual modality, we consider some important issues in the design of visual displays. First, positioning of the stimuli is extremely important, both in regard to the retinal eccentricity of the items and the overall configuration of the display. The objective is to equate or at least counterbalance item placement so that the position of items is matched as carefully as possible on the within-and across-hemisphere conditions. In the within-hemisphere condition, the items should appear on the same side of the vertical midline, whereas on acrosshemisphere conditions, they should be on opposite sides of the midline. Some researchers (e.g., Burton et al., 1991) have attempted to use a control condition for across-hemisphere trials in which the items straddle the midline (i.e., the left half is in the LVF and the right half is in the RVF). Such a control is problematic for a number of reasons. First of all, such a condition probably engenders interhemispheric integration of some sort because in most cases integration of information in the two visual fields will be required for identification and subsequent processing of the item.
2 Furthermore, because the item or items are presented at midline, higher visual acuity may confound the results. Any difference between this type of control condition and an across-hemisphere condition (in which items are presented in each visual field laterally displaced from the midline) may not index the contribution of interhemispheric interaction but rather may reflect higher acuity for information located at the fixation as opposed to information presented more laterally. In general, one requires within-hemisphere trials, in which all items are presented in one visual field, to be compared with across-hemisphere trials, in which items are presented at similar eccentricities but in opposite visual fields.
As has been discussed previously by ourselves and others (e.g., Liederman, Merola, & Martinez, 1985) , consideration of the position of the items within the visual field is also important to ensure that the configuration of items does not create differences between within-and across-hemisphere trials. Consider this possible configuration: On across-field trials, one item is positioned in each visual field on the same horizontal coordinate, and on within-field trials, the items have different horizontal coordinates but are aligned on the same vertical coordinate (see Figure 4) . If one were to observe an advantage for across-hemisphere trials, it might result not from superior interhemispheric processing but from easier postperceptual scanning in a left-to-right direction (as would occur on across-hemisphere trials) than a top-to-bottom direction (as would occur on within-hemisphere trials). Many researchers avoid this issue by aligning items in both conditions along a diagonal. Even when using an array in which items are aligned diagonally, there are other cautions to be heeded. For example, if two items are presented in each visual field it is likely that the actual distance between them will be less than when one item is presented in each visual field (even though all items are presented at the same retinal eccentricity to control for visual acuity). A way to circumvent this problem is to create numerous arrays, so that across the variety of arrays both retinal eccentricity of item presentation and distance between items are counterbalanced over withinand across-hemisphere trials. For example, we (Banich & Karol, 1992) used four different configurations for withinhemisphere trials and eight different configurations on across-hemisphere trials (see Figure 5) . One can then test whether performance differs depending on configuration and, if so, whether the pattern observed suggests that it could confound any interpretation of the contrast of interest, namely, between within-and across-hemisphere processing. We found, for example, that preliminary analyses revealed no significant differences in performance on the basis of the different configurations (Banich & Karol, 1992) . With other 2 Although studies of split-brain patients suggest that half of a foveated image may undergo perceptual completion (Levy, Trevarthen, & Sperry, 1972) , subjects with an intact callosum may not engage in such a process. Furthermore, in the split-brain studies, well-known objects or well-practiced items were used. Not all stimuli may be identifiable from just half of a stimulus (e. g., nonsense figures) so that perceptual completion would not lead to a correct response. E E M U G . Figure 5 . The various configurations designed to counterbalance, across within-and acrosshemisphere trials, the distance between the matching items and the retinal eccentricity of the items. displays, it is also possible to explicitly test whether differences in distance between matching items systematically relate to differences in performance between within-and across-hemisphere trials. We have performed such an investigation with the triangular arrays that are frequently used in our laboratory (e.g., Belger & Banich, 1992) . In Banich's (1985) study, the lateral eccentricity of the bottom item was varied systematically, with the notion that if distance between matching items influenced performance, the difference between performance on within-and across-hemisphere processing would vary as a function of this distance.
E R
Unilateral Trials
In particular, as the bottom item was displaced more and more laterally, the closer the distance between matching items on within-hemisphere trials and the further the distance on across-hemisphere trials (see Figure 6 ). If the distance between matching items was a confound and on the assumption that having items in proximity would make the decision easier, then the more laterally displaced the bottom item, the greater any observed within-hemisphere advantage was expected to be and the more diminished any observed across-hemisphere advantage was expected to be. Banich's study revealed no change in the advantage observed as a function of the eccentricity of the bottom item, suggesting that the difference in distance between matching items on within-as compared with across-hemisphere trials was not problematic. Additional issues concerning item placement must be taken into account when a study of interhemispheric interaction has a memory component. In certain paradigms ex- A 6 more eccentric Figure 6 . Displays in which the distance between matching items is varied by changing the retinal eccentricity of the bottom item. If the distance between matching items affects the difference between within-and across-hemisphere processing, then the more lateral the bottom item, the larger should be a within-hemisphere advantage and the smaller should be an across-hemisphere advantage.
amining interhemispheric processing and memory, the original presentation of a given item is lateralized so that it can be initially directed to one hemisphere. Subsequently, that item appears either in the same or the opposite visual field as the initial presentation, and the subject must engage in some memory process (e.g., decide if the item was viewed previously). Typically, the effects of interhemispheric processing are determined by comparing performance when the item is presented both initially and subsequently in the same visual field (within-hemisphere condition) with performance when it is presented initially in one visual field and then subsequently in another (across-hemisphere condition). To ensure that this contrast reflects interhemispheric processing and not other factors, the placement of an item on both initial and subsequent presentation must be controlled. Given that these studies often yield an advantage for processing on within-hemisphere trials (e.g., Beaumont & Dimond, 1973 , 1975 Dimond, Gibson, & Gazzaniga, 1972) , one wants to ensure that the within-hemisphere advantage is not an artifact of item placement. This is a concern because if the items are presented in the same spatial location on both presentations of within-hemisphere trials, the location of the item may act as a cue for recall. Because this cue can logically act only on within-hemisphere trials but not on across-hemisphere trials, items should be presented in different locations on the first and subsequent presentations for both across-and within-hemisphere trials. Typically, we present all lateral items displaced with regard to the horizontal midline. Thus, on both within-and across-hemisphere trials, if an item is presented above the midline on the first presentation, it appears below the midline on the second presentation and vice versa (see, e.g., Banich & Belger, 1991; Banich & Shenker, in press ). This arrangement ensures that if a within-hemisphere advantage is observed, it cannot be attributed to the effects of similarity of item location on the two presentations.
In this section of the article, we consider what is required to demonstrate that interhemispheric processing relies on particular neural substrates. Three issues are considered: (a) linking behavioral aspects of interhemispheric processing to particular commissural systems or channels, (b) linking the efficiency of interhemispheric communication to individual variations in anatomy, and (c) linking deficits in interhemispheric processing to particular neurological and behavioral syndromes.
Linking Behavior to Particular Commissural Channels
To suggest that a phenomenon is specific to callosal as opposed to interhemispheric integration in general requires very careful selection of the task. If one is interested in behavioral aspects of interhemispheric integration in general, one may not care whether such integration occurs at the cortical or subcortical level. In other cases, however, the researcher may be particularly interested in whether there is evidence of specific callosal involvement. For example, if one wishes to link individual variation in the anatomy of the callosum to the behavioral functions that the callosum supports, it is imperative to choose a behavioral task that requires the callosum to be intact. For example, if one wishes to determine whether there is a disruption in motor integration between the hemispheres, one might want to use a task of bimanual motor control that cannot be performed by split-brain patients, such as the one described by Preilowski (1975) .
If one is interested specifically in investigating callosal function (rather than interhemispheric function in general), 3 A related issue is raised by studies in the somatosensory modality. One does not want, on within-hemisphere trials, for the same place on the body to be stimulated on both initial and subsequent presentations. Researchers often avoid this confound in ways similar to those used in the visual modality. For example, in a study of transfer of tactile information, a piece of cloth might be rubbed on the palm in the first presentation and on the back of the hand on the second. There is an additional issue, however, to consider in somatosensory studies, which is to minimize differences between within-and across-hemisphere trials as to the degree to which information from the first and second stimuli is likely to interact at the spinal level. For example, if the middle finger is stimulated first and the index finger subsequently, there is the possibility of greater interactions of information at the spinal level on within-than on across-hemisphere trials. A condition less likely to involve a discrepancy in spinal interactions between within-and across-hemisphere trials is one in which the index finger and fifth finger (i.e., pinkie) are stimulated.
it is important to consider that the callosum is made up of many different sections, which seem to convey different types of information. For example, the most posterior section of the callosum connects occipital cortex and appears to convey visual signals, whereas the middle (or body) of the callosum appears to integrate motoric and somatosensory information between the hemispheres (e.g., Risse, Gates, Lund, Maxwell, & Rubens, 1989) . Thus, to investigate callosal function in a thorough manner, one must assemble a battery of tests, each of which assesses the integrity of a different callosal channel (see Banich, in press-b, for a larger discussion of callosal channels). Exemplifying such an approach is a study by Braun, Baribeau, and Ethier (1989) in which they were seeking evidence of callosal disconnection after closed head injury. The various tests in their battery were designed to test integration in different sensory modalities as well as the motor domain, thus allowing for the functional integrity of different portions of the callosum to be assessed.
Linking Behavior to Individual Variations in Anatomy
A prevalent issue of investigation in recent research on interhemispheric processing ii the question of how anatomical variation in the callosum is related to functional variation (e.g., DeLacoste-Utamsing & Holloway, 1982; Mines, Chui, McAdams, Bentler, & Lipcamon, 1992; Witelson, 1989) . Research in this area requires consideration of numerous issues in order to design studies that will yield rich results. For instance, consider the recent work of Witelson (1989) , who looked at the relationship between handedness and the size of the callosum. In her study, she considered the distinct types of information sent over specific regions of the callosum. In examining individual variation, she focused her inquiry on the isthmus, that region of the callosum that connects highly lateralized regions of the brain, namely, posterior association areas. She found that the size of the isthmus was related to handedness in men but not women, with non-right-handers having a larger isthmus. In addition, she has speculated, for a variety of reasons that are beyond the scope of this article (the interested reader is referred to Witelson & Nowakowski, 1991) that the enlarged callosum in the male non-right-handers results from a lesser degree of retraction of callosal fibers during development than occurs in right-handers.
Nonetheless, a very basic issue underlying any research investigating the size of the callosum, especially as it relates to function, is to determine how to interpret what increased size means. For example, Witelson assumed that a large callosum means more nerve fibers (her assumption was that left-handers have less callosal retraction; Witelson & Nowakowski, 1991) . However, what if the left-handers have the same number of fibers in the callosum as right-handers do, but their fibers are more myelinated? Rather than having a greater number of connections, left-handers might have faster connections. If the connections are faster, rather than more numerous, it might influence the way in which researchers conceptualize interhemispheric processing in this group and might affect the type of hypotheses they are inclined to investigate.
The danger with making assumptions about fiber composition of the callosum on the basis of its size is well illustrated by a study conducted by Juraska and Kopcik (1988) , who were interested in sex differences in callosal connections in the rat. They found that the size of the callosum did not differ between the sexes. However, with electron microscopic examination, they found that females had a greater number of axons in the splenium of the callosum than did males. This resulted because the females had a larger proportion of smaller unmyelinated fibers than did the males. In addition, it has been found in the monkey that the size of the callosum is uncorrelated with the number of axons it contains (Lamantia & Rakic, 1990) .
Research with humans, conducted by Aboitiz, Scheibel, Fisher, and Zaidel (1992) , is equivocal. Using light microscopy on a sample of 20 brains, they found no significant correlation between callosal size and average fiber density, meaning that the number of fibers packed into a given area does not vary systematically with whether the callosum is thick or thin. Because this correlation was not significant, Aboitiz et al. suggested that a larger callosal area might be indicative of a larger number of fibers. They reasoned that, if the number of fibers in a given area is constant, then a callosum with larger area would also contain a larger number of fibers. However, light microscopy, which Aboitiz et al. used , cannot detect the smallest callosal fibers. This limit in resolution is an issue because Aboitiz et al. found in the one brain they investigated with electron microscopy that small fibers, which can either be detected only by electron microscopy or are at the limit of what can be detected by light microscopy, appear to constitute a substantial population of fibers. For example, these small fibers were found to account for 72% of the fibers in the genu and 45% of fibers in the posterior body. Because these small fibers, typically beyond the limit of resolution of light microscopy, are such a large population, it is important to know their relationship to total callosal size. Unfortunately, total callosal area for this one brain could not be determined, leaving the relation between fiber composition and callosal size in humans to be determined. Without a fine-grained analysis, inferences about the nature of connections between the hemispheres in humans must be drawn very cautiously because we do not fully understand what an enlarged callosum means.
To further illustrate the problem with drawing conclusions about function from the size of the callosum consider that, depending on the population, size may have an entirely different relation to function. For example, Witelson (1989) proposed that left-handers may be less lateralized because they have a greater number of callosal connections than do right-handers. In this scenario, a large callosum means good and efficient interhemispheric processing. On the other hand, there is some evidence that a subpopulation of schizophrenics have a larger than normal callosum (e.g., Bigelow, Nasrallah, & Rauscher, 1983) . Moreover, the results from behavioral studies suggest that schizophrenics may have impaired interhemispheric processing (see Coger & Serafetinides, 1990 , for a review of these findings). Thus, in the case of schizophrenia, a large callosum may be associated with poor interhemispheric processing, whereas in lefthanders it has been posited to represent superior interhemispheric processing. It is difficult, therefore, to know what inferences about behavior to draw from knowing only the overall size of the callosum. This matter points out the need to consider the possibility that the relationship may go in either direction (i.e., bigger callosum-better interhemispheric processing; bigger callosum-poorer interhemispheric processing).
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Does this doom all studies that attempt to link anatomical variation in callosal size to behavior? The answer is no. First, it is possible to get fine-grained analysis of callosal structure in humans. Although Aboitiz et al. (1992) examined only one brain with electron microscopy, similar studies of this nature should help to clarify the relationship between overall callosal size and fiber composition. Second, it is possible to use populations in which one has some idea of how to interpret reduced callosal size. For example, in patients with multiple sclerosis who are being followed longitudinally, inferences about the relationship between cognitive processing and the size of the corpus callosum may be drawn less equivocally. Although there are undoubtedly some nonspecific processes associated with this disease, it is mainly a demyelinating disease. Thus, decreases in the size of the callosum in a given patient over time can be taken to indicate decreases in the myelinization of the callosum. If these decrements in size are related to decreases in particular aspects of mental functioning, one can be relatively assured that the cognitive deficits are related to poorer interhemispheric interaction.
It is important to remember, however, that when one wants to make inferences about callosal mass as they relate to cognitive functioning, the requirement of having both within-and across-hemisphere conditions still remains. Without such controls, as has been discussed earlier, clear interpretations about interhemispheric processing cannot be made. Consider, for example, the study of Pozzilli et al. (1991) in which they found that, in patients with multiple sclerosis, reduced size of the anterior section of the callosum was correlated with poor verbal fluency. Pozzilli et al. stated that their data "emphasize the importance of the anterior CC [corpus callosum] area for the interhemispheric transfer of cognitive information associated with verbal fluency." This is indeed one possible explanation of their findings. However, because within-and across-hemisphere conditions were not both included, other explanations are possible. For example, the reduction in size of the anterior callosum could reflect a selective decrease in myelinization of frontal regions of the brain which, when damaged, result in poor verbal fluency (Milner, 1974) . This is a plausible explanation because there is significant involvement of frontal regions in multiple sclerosis (e.g., Rao, 1986 ) and because, although Pozzilli et al. examined overall brain atrophy, they did not specifically examine atrophy of frontal regions. Thus, the decreased myelinization of the anterior, as opposed to posterior, section of the callosum may reflect the fact that the anterior portion of the callosum connects exactly those regions that are most affected by the disease, whereas posterior regions of the callosum connect brain regions that are less affected by the disease. Thus, the linkage between size of the anterior callosum and the deficit in verbal fluency observed may not result specifically from an ability to coordinate processing between the hemispheres in a verbal fluency task, but rather may reflect the fact that the frontal regions, which are connected by the anterior callosum and are critical for fluency tasks, are compromised.
The considerations just discussed suggest that simple correlations between the size of the callosum and performance on standard cognitive or neuropsychological measures are unlikely, on their own, to yield a theoretically clear interpretation. For example, consider a recent article by Hines et al. (1992) in which they correlated the size of different callosal regions with measures of cognitive performance in healthy women. We discuss just one of their findings for illustrative purposes. Hines et al. found that the size of the splenium of the callosum was correlated with performance on verbal fluency. What are we to make of this finding? Hines et al. wish to suggest that such a finding is related to possible sex differences in the human brain because of reports that the posterior area of the callosum is larger in women than in men (e.g., DeLacoste-Utamsing & Holloway, 1982) and reports that women excel at verbal fluency relative to men (e.g., Maccoby & Jacklin, 1974 ). Yet such a conclusion is questionable on many grounds. From an anatomical perspective, there are problems with making interpretations about function from the size of the splenium not only because of the issues we have already discussed but also because there have been over 10 nonreplications of the sex difference in splenial size (e.g., Byne, Bleier, & Houston, 1988) . Even the more recent study cited by Hines et al. to support sex differences (Clarke, Kraftsik, Van der Loos, & Innocenti, 1989 ) might be more aptly characterized as a sex difference in splenial shape rather than size. From a neurobehavioral perspective, the interpretation of Hines et al. is problematic because most studies indicate that verbal fluency is associated with functioning of frontal regions (e.g., Milner, 1974) , which are connected through anterior, not posterior, regions of the callosum. Finally, from a behavioral perspective, there was no comparison of within-and across-hemisphere processing, making it impossible to know whether verbal fluency relies on interhemispheric processing at all. As this example illustrates, such correlational studies may not have a high probability of providing compelling evidence as to the nature of the mechanisms underlying the relationships they reveal.
Inferences About the Role of Intel-hemispheric Processing in Certain Neurobehavioral Syndromes As mentioned in the introduction to this article, a disruption of interhemispheric processing has been hypothesized to underlie a surprisingly large variety of syndromes, such as dyslexia (Davidson et al., 1990) , schizophrenia (Doty, 1989) , and multiple sclerosis (Lindeboom & Horst, 1988) . What is critical, however, is to understand the role that disrupted interhemispheric processing plays in the disease state. There are numerous possible ways in which interhemispheric interaction could be linked to particular syndromes, each of which we discuss in turn. For each possible relationship, we provide a hypothetical example. First, disrupted interhemispheric interaction could actually cause the syndrome. So, for example, dyslexia might actually result from poor interhemispheric processing because information about the graphic form of a letter that is processed by the right hemisphere cannot be linked to phonological processing by the left. Second, it may be that disrupted interhemispheric integration is just a single manifestation of a larger and more ubiquitous deficit in neural processing. For example, some researchers have suggested that schizophrenia is a disease in which there is an integrative defect in the central nervous system that has multiple psychophysiological and neurological indicators (e.g., Meehl, 1989) . In this case, disrupted interhemispheric processing may be just one of many manifestations of neural disorganization without being the causative factor in the cognitive and emotional dysfunction observed in schizophrenia. Third, poor interhemispheric integration could be merely a marker for the syndrome. For example, because interhemispheric processing has been found to be related to information processing under demanding conditions (e.g., Belger & Banich, 1992) , perhaps attentional deficit disorder results in disrupted interhemispheric processing. Under this scenario, it is not necessarily the disruption in interhemispheric processing that would cause attention deficit disorder because, even if interhemispheric processing could be improved, the attention deficit disorder would remain. Rather, the attentional difficulties inherent in the disorder might lead to poor interhemispheric processing, which therefore would act as a powerful marker for the syndrome. This relationship differs from that hypothetically suggested for schizophrenia. In schizophrenia, interhemispheric interaction might be just one of many manifestations of neural disorganization. In contrast, in attentional deficit disorder, interhemispheric processing might be selectively involved while other aspects of neural integration are unaffected. Finally, the correlation between callosal function and some syndrome may be mediated by some other factor whose identity remains obscure. For example, acallosal individuals often have other anomalies, such as low intelligence. The developmental malformation that leads to the co-occurrence of callosal agenesis and low intelligence remains unknown.
Distinguishing between these various possibilities is of paramount importance. Although we now use dyslexia as an example, the logic entailed could apply in any attempt to link callosal functioning to any of the syndromes just described. Studies of dyslexic children suggest that they may have disrupted interhemispheric interaction. Some of this evidence has been drawn from data on bihemispheric motor control (e.g., Badian & Wolff, 1977; Gladstone, Best, & Davidson, 1989; Leslie, Davidson, & Batey, 1985; Wolff, Cohen, & Drake, 1984) . However, dyslexia is a specific reading disability. On the surface, at least, it is not a learning disability that appears to be related to motor function. So, what are we to make of the findings of interhemispheric disruptions of motor coordination in dyslexics? There are many possible interpretations, which need to be distinguished and tested separately. First, because the deficits in interhemispheric interaction observed in dyslexics are specific to the motor regions of the brain and the central part of the callosum that connects them, the findings of motor dysfunction may be totally unrelated to the reading problems observed in dyslexics. Second, it may well be that dyslexia is characterized by a general problem in interhemispheric processing, in which case interhemispheric disregulation is more likely to be a marker for dyslexia than a causative mechanism. Third, the disrupted motor coordination may result from an overall deficit in temporal processing that occurs in many different modalities (see Livingstone, Rosen, Drislane, & Galaburda, 1991, for evidence of timing disruptions in the visual modality in dyslexics). In this case, poor bimanual coordination would be but one manifestation of a more ubiquitous problem. Fourth, it might be that the bimanual sequencing deficit is more specifically linked to language processing, to the degree that manual control and certain aspects of language processing rely on similar mechanisms for temporal control (Kimura & Watson, 1989) .
One can begin to distinguish between these possibilities through the design used in experiments. For example, if one wishes to investigate whether disrupted interhemispheric interaction is causative in dyslexia, which is a specific reading disability, one might start by assessing the functioning of those regions of the callosum (e.g., the splenium and the isthmus) that a priori connect regions of the brain that are likely to be involved in reading (e.g., visual and posterior association areas). If a disruption is not observed, then it would be less likely that disrupted callosal transfer is the causative factor in dyslexia. If a disruption is observed, one might then investigate whether this disruption in interhemispheric processing is specific to those posterior regions of the callosum or is more ubiquitous (e.g., whether the disruption is also found for motor integration, which would implicate anterior callosal regions as well). One might also wish to determine if the disruption in processing is specifically for visual-verbal materials or can also be observed for other types of visual materials (e.g., line drawings and faces) and other types of verbal material (e.g., auditory word comprehension).
Conclusions
Although hemispheric specialization clearly influences interhemispheric interaction, interhemispheric interaction allows for processes that are separate and distinct from those that occur within each hemisphere (e.g., Banich & Karol, 1992) . Hence, investigations of interhemispheric processing require conceptual and methodological foundations that are distinct from those used in studies of lateralization of function. This article has reviewed the conditions necessary for determining that an effect is specific to interaction between the hemispheres and has discussed how behavior arising from communication between the hemispheres can be linked to specific anatomical aspects of neural organization and to specific neurobehavioral syndromes. Although the issues raised in this article are by no means exhaustive, we hope that it serves to survey the major considerations that need to be taken into account by researchers in this area. To the extent that research on interhemispheric interaction is performed in a conceptually and methodologically sound manner, it should broaden our knowledge of both the theoretical and clinical aspects of the neurological underpinnings of human emotion and cognition.
