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RÉSUMÉ 
L'objet de cette thèse est d'étudier les liens entre la géométrie discrète et la combinatoire 
des mols. Le fait que les R.gures discrètes soienl codées p<:Ir des mots sur l'alphabet à quatre 
lettres ~ = {D. 1. 0, T}, codage introduit par Freeman en 1961, justifie l'utilisation de la combi­
natoire des mots dans leur étude. Les droites discrètes sont des objets bien connus des combin<:I­
toriciens, car étant identifiés par les Illots Sturmiens. dont on trouve déjù une description <:Issez 
complète dans les travaux de Christoffel à la Rn du XIXe siècle à la suite de travaux précurseurs 
de Bernouilli et Markov. Alors que l'on comprend bien la structure des droites discrètes. on 
connait beaucoup moins bien les courbes en général. 
Cel ouvrage porte sur l'étude de propriétés géométriques de courbes fermées, codées sur 
['alphabet B. On s'intéresse tout d'abord à la représentation des chemins dans le plan discret 
7i} et de ceux qui codent les polyominos. 
Dans un premier temps, l'emploi d'une structure arborescente quaternaire permet d'éla­
borer un algorithme optimal afin cie tester si un mot quelconque sur 2: code un polyomino ou 
non. Ce résultat esl fondamental d'abord parce qu'il est nouveau. élégant el qu'il se généralise 
en dimension supérieure. En outre, la linéarité de ce test rend les algorithmes subséquents vrai­
ment efficaces. 
À la suite de résultats précurseurs de Lyndon. Spitzer et Viennot sur la factorisation des 
mots. il existe une illlerprétation combinatoire de la convexité discrète. En géométrie algorith­
mique. des algorithmes linéaires furent établis par McCalium et Avis en 1979, puis par Melk­
man en 1987, pour calculer l'enveloppe convexe d'ull polygone. Deblecl-Rennesson et al. ont 
obtenu. en 2003, un algorithme linéaire pour décider de la convexité discrète d'un polyomino 
par des méthodes arithmétiques. Nous avons obtenu grâce aux [Jropriétés spéciMques des mots 
de Lyndon et de Christoffel un algorithme linéaire pour tester si un [Jolyomino est digitalement 
convexe. L'algorithme obtenu est extrêmement simple et s'avère dix fois [Jlus rapide que celui 
de Debled-Rennesson et al. 
Finalement, le calcul de la pl us longue extension commune à deux mots en temps constanl 
- obtenu par GusReld à "aide des arbres suffixes - Cl le théorème de Fine et Will' permettent 
d'élaborer de nouveaux algorithmes qui, grâce à la caractérisation de Beauquier-Nivat, testent 
si UII polyomino pave le plan par translation. En particulier, 011 obtient un algorithme optimal 
en O(n.) pour détecter les pseudo-can·és. Dans le cas des pseudo-hexagones ayam des facteurs 
carrés pas trop longs on obtient également un algorithme linéaire optimal, tandis gue pour les 
pseudo-hexagones quelconques nous avons obtenu un algorithme en 0 (n(log n)3) que nous 
croyons ne pas être optimal. 
Mots clés: combinatoire des mots, géométrie discrète, droites digitales. pavages du 
plan, algorithmique. 
INTRODUCTION 
Le traitement numérique consécutif à l' avènement des ordinateurs a connu un cssor remarquahle 
en synthèse et en analyse d'images. Toutes les technologies d'affichage modernes sont basées 
sur la représentation d'images réelles sur des grilles cie pixels. Les images qu'on représente 
figurent clans un plan où les principes de la géométrie euclidienne s'appliquent. Le passage clu 
monde continu ou euclidien, au moncle discret ne s'etfectuc pas sans difficultés. En effet. de 
nombreuses notions bien cléfinies dans le monde euclidien ne peuvent s'appliquer directement 
aux espaces discrets. Par exemple, la notion bien connue de ligne droite cloit être repensée 
lorsqu'on passe au discret: au lieu d'être représentée par deux points distincts. elle se trouve 
représentée par un chemin sur le réseau carré constitué des pixels. Ce chemin est Ull mot infini 
sur un alphabet de deux lettres connu sous le nom de mot cie Sturm et certains segments finis de 
ce chemin sont des mots dits de Christoffel. 
L'analyse et la synthèse d'images sont deux domaines qui se sont récemment imposés dans pra­
tiquement tous les secteurs scientifiques et techniques. Les problèmes soulevés par le développe­
ment de leurs applications relèvent de la géométrie discrète. 
Comme le mentionnent Klcttc et Rozenfeld dans la deuxième phrase de l'introduction de leur 
synthèse sur les droites digitales (Klette et Rosenfeld. 2004): 
"Related lvork even cartier on rite tlteory of words. specijical/y. on mechallicat or 
StrtrlnialJ words, rel11nined ill!lIoticeti in rhe pultem recognition conllnlllJity." 
f~Jire le pont entre les méthodes issues de la combinatoire des mots et celles provenant de l'ana­
lyse et le traitement d'images correspond à un besoin. Jusqu'à présent, en géométrie discrète 
les objets sont caractérisés à l'aide de propriétés arithmériques, de sorte que les outils employés 
pour détecter ces propriétés reposent sur l'arithmétique. Une approche combinatoire offre lin 
point de vue différent et propose de nouveaux outils algorithmiques pour étudier ces objets. 
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Le but de cette thèse est de renforcer les liens entre la géométrie discrète et l<l combin<ltoire des 
mots. Plus précisément, montrer comment la combinatoire des mots fournit des outils efficaces 
et d'implémentation simple afin d'étudier différents problèmes issus de la géoméliie discrète. 
Le premier chapitre est cons<lcré à la défi nition des objets combinatoires et géométriques qui 
seront étudiés et employés par la suite. Ces objets et concepts sont en général bien connus et 
aucun nouveau résultat n'y est présenté. Les définitions et notations relatives à la combina­
toire des mots sont en majeure partie tirées des livres de M. Lothaire (Lothaire, 1997: Lo­
thaire, 2002; Lothaire, 2005) qui sont considérés comme la référence en ce domaine. Après 
avoir introduit quelques résultats classiques sur les mots, on présente le codage de Freeman 
(Freeman, 1961: Freeman, 1970) qui permet de coder par un mot sur l'alphabet {D; 1,0, I} 
tout chemin constitué cie déplacements unitaires dans le plan discret 'lL2 . Ce coclage est ensuite 
employé afin de coder les polyominos qui sont le principal objet d'étude de cette thèse. Une 
fois un polyomino représenté par un mot, on étudie les propriétés géométriques du polyomino 
par l'intermédiaire de la structure combinatoire cie ce mot. 
Au chapitre 2, on s Intéresse au problème suivant: 
"Étant donné un mor w sur l'alphahet {D, 1. 0; I}, esr ce que le chemin codé par tu 
passe dewcfoi.\ par le même point." 
Ce problème, très simple il première vue, présente de nombreuses solutions <llgorithmiques dont 
la complexité temporelle est d<lns O( n log n). L'utilisatoin d'un radix-tree qU<lternaire auquel on 
ajoute des liens de l'oisinages permet d'éviter ce facteur logarithmique proposant ainsi une so­
lution optimale. L'algorithme présenté est tiré de l'article (Brlek. Koskas et Provençal, 2008). 
On conclut en montrant de quelle manière cet algorithme permet directement de tester si un 
mot code le bord d'un polyomino. Ceci s'<lvère de première impo11ance cm les deux cha­
pitres qui suivent portent sur l'<lnalyse de ces mors cie COl1fOur <lfin d'en tirer des inform<ltions 
géométriques en temps linéaire. Il est donc nécessaire d'être d'abord en mesure de déterminer 
si ce mot code le bord d'un polyomino ou non, sans affecter la complexité temporelle du traite­
ment. 
Le chapitre :,:\ est consacré à l'étude de la convexité discrète des polyominos. Les résultats 
présentés sont issus des articles (Briek, Lachaud et Provençal, 2008) (Brlek et al.. 2008) 
On y propose d'abord une condition nécessaire et suffisante pOLir tester la convexité discrète. 
En effet, un polyomino est digitalement convexe si et seulement si la factorisation en mots cie 
Lyndon décroissants de son mot cie contour e~t uniquement composée de mots cie Christoffel. 
Cette condition permet d'élaborer un test de convex ité optimal dont l'implémentation est d'une 
simplicité surprenante. On s'attarde ensuite au problème du calcul de l'enveloppe convexe et, 
encore une fois, on y propose une solution optimale. 
Le quatrième et demier chapitre de celle thèse étudie les polyominos dit exacts, c'est-à-dire 
ceux avec lequels il est possible de paver le plan par translation. On s'intéresse d'abord à 
la détectioo de ces polyominos particuliers. Wijshoff et van Leeuven (Wijshoff et van Leeu­
ven, 1984) ont montré qu'il suftit de considérer les pavages reguliers démontrant par le fait 
même que, contrairement au problème plus général de pavage du plan par un ensemble cie po­
lyominos qui est indécidable (Berger, 1966), déterminer si un polyomino seul pave le plan est 
décidable en temps polynômial. Un critère sur les mots établi par Beauquier et Nivat (Beauquier 
et Nival. 1991) sépare les polyominos exacLs en cieux catégories. soit les pseudo-wrrés et les 
p.I"i!IIc1o-he:·wxones. On propose trois algorithmes, basés sur ce critère qui pelmettcnt d'abaisser 
la bome quadratique établie par Gambini et Vuillon (Gambini et Vuillon, 2003): 
1.	 un algorithme optimal pour détecter les pseuclo-carrés. (Brlek ct Provençal, 2006c), 
2.	 un algorithme optimal pour détecter les pseudo-hexagones dont les bords ne possèdent 
pas de répétitions trop longues. (Brlek et Provençal, 2006a; Brlek el Provençal. 2006b), 
3. un algorithme dans 0 (n(log nY\) pour détecter tout pseudo-hexagone. 
Ensuite. on étudie la structure particulière des polyominos de type pseudo-cané qui pavent le 
plan de cieux manières dilTérentes. On temline en proposant deux généralisations provenant de 
l'article (Brlek, Fédou et Provençal, 200S). Premièrement, on considère des chemin:, fermés qui 
ne codent pus nécessairement des polyominos, mais des régions plus générales. Deuxièmement, 
on s'intéresse au passage cie la grille carrée à lu grille hexagonale. 
On conclut en proposant diverses voies d'exploration futures qui suivent naturellement de ces 
travaux. 
Il est important de préciser que les résultats présentés dans cette thèse sont en majorité le ti'uit de 
4 
collabor<Jtions internation<Jles. Tout d'abord, l'algorithme présenté au chapitre '2 est le résultat 
d'une collaboration avec Michel Koskas cie l' AgroParisTech à Paris. D'autre part, (les travaux 
réalisés conjointement avec Jacques-Olivier Lachaud de l'Université cie Savoie à Chambéry 
ont quant à eux mené à l'élabomtion du test de convexité présenté au chapitre 3. Finalement, 
les généralisations proposées à la tin du chapitre 4, c'est-à-dire la notion de mol de camou!' 
généralisé et le passage à la grille hex<Jgonale, découlent d'une collaboration <Jvec Jean-Marc 
Fédou de l'Université de Nice Sophia-Antipolis à Nice. 
En terminant, j'aimerais souligner que tous les algorithmes présentés clans cette thèse ont été 
implémentés. Ces programmes, écrits principalement en Maple ou en C++, seront tous recodés 
et intégrés au projet Saf{e- Words développé au LaCIM, 
Chapitre I 
DÉFINITIONS ET NOTATIONS 
La combinatoire des mots est considérée comme une uiscipline récente en mathématiques. Ses 
premiers travaux sont attribués à Bernouilli. au XVIIle siècle. Ensuite. on remarque les travaux 
de Christoffel et Markov aux XIXe et Morse au XXe. À cette époque. on ne consiclère pas la 
combinatoire des mots comme une discipline en soit. Ces grands mathémaciens en utilisent 
simplement les idées de base afin de mener à bien leurs travaux respectifs dans divers domaines 
des mathématiques: principalement en algèbre mais également en traitement algébrique des 
courbes continues et en théorie des nombres. 
On s'en cloute. c'est l'avènement de l'ordinateur qui, clans la deuxième moitié clu XXe siècle. 
créa un véritable intérêt envers cette discipline. En informatique, toute information est repré­
sentée sous la forme de chaînes de caractères. Le traitement de celles-ci soulève des questions 
qui relèvent cie la combinatoire des mots. 
Le développement des or,dinateurs a provoqué une véritable eX[Jlosion dans l'étude des mathé­
matiques discrètes créant ce qu'on appelle aujourd 'hui l'informatique théorique. Les pionniers 
de cette discipline. Schützenberger, Chomsky. KJeene, Ei lenberg et Ginzburg pour ne nommer 
que ceux-là, ont jeté les bases de la théorie cles langages formels de laquelle sont issus les 
compilateurs, interpréteur et autres logiciels (l'usage courant. 
La combinatoire des mots a aujourd'hui atteint un niveau de développement important dont 
on trouve une présentation exhaustive dans la série de livres par M. Lothaire (Lothaire, 1997: 
Lothaire, 2002; Lothaire. 2(05) 
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1.1 Alphabet, mot et facteur 
Étant donné un ensemble cie symboles 2:; appelé alphabet, on ciéfinit le mot U' comme étant 
un n-uplet (11)[, w!,··. ,U!n)' Afin d'alléger l'écriture, on omet les parenthèses et les virgules 
de manière à écrire simplement 11) = u·II.('2··· wn ; on appelle 11)1<: la k-ième lettre de 11). On 
utilisera à l'occasion la notion u'[A;] pour désigner celle lettre. 
Définition 1. Soit W E 2:;'1, on appelle n.la longueur de 1J', notéc Iwl = n. 
Par exemple, soit!:: = {a, b} le mot cie longueur six 11' = abbaba correspond au G-tuple 
(a,b,b,o,b,ü) E ~6 
Définition 2. Étant donné u E 2:;7/ el u E :Lm, la cOllcaréllarioll de u· et U, notée U.V, est le 
(n + m)-uplet 
'l'" - ('111 0<,) ·u "1 00.. , 'v,) E )'11+111
"V- '.,'"., ... , '11.," ,v~; ... , m ~ , 
La concaténation est souvent appelée le produit de deux mots. Conséquemment, pour tout entier 
k 2 0, la notation 'U'k désigne la concaténation de li; copies ciu mot w. On note E le mot de 
longueur zéro appellé mor l'ide. Naturellement, on a que pour tout mot '11', 
O 
E. W = WE. = 'IV et W = €. 
L'ensembie des mots finis possèùe donc une structure de monOide dom è est j'élément neutre. 
Notation L L'ensemble des mots finis sur :L est noté 
2:;* = UI;1I. 
n;::O 
On appelle 2:;* le monoïde libre. L'ensemble des mots finis non-vides est quant à lui noté 
,,+ - ,,~ \ {.-}L...J - L...J c. 
Le mot obtenu en inversant l'ordre des lettres d'un mot lU = 11: 111)2 ... U'" est appel1é son miroir 
et est défini par lU = W ll ll'n-1 .. , lUj. Un invariant sous l'action de l'opérateur - est appelé un 
palindrome. 
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Définition 3. L'ensemble des palindromes sur ['alphabet E est noté: 
Pal(E') = ru' E B*lu' = ûJ}. 
Remarque 1. Un mot u: E ETl est un palindrome si et seulement si pour i E {l, 2, .... n} on a 
Pur exemple, les motsuJt = E, W~ = G, et 11)3 = abbabba sonl tous éléments de Pal( {a, b}'). 
Définition 4. Sail U' un mol fini sur l'alphabel 2:; et :c, y,;: E 2:;* trois mots tels que w = :tyz. 
on dil alors que x est un pré/iœ de w, y est un/acteur cie w, et;: est un sl(ffir:f de 1),'. De plus, 
un préfixe, un facteur ou un suffixe cie U' esl dilpropre s'il n'est pas égul à w. 
On nole Prd(w) ['ensemble des préfixcs de mol 11', Fact(u.:) l'cnsemble des facteurs de U' el 
Suff(u:) l'ensemble des suffixes de w. Par définition, pour tout LL' E I;* on a 
{::,u;} C Prd(w) nFaet.(u') nSuff(u:). 
Par exemple. considérons encore une fois le mot 11) = abbaba, 
Pref(-w) = {E, a, ab, abb, abba, abbab, abbaba}, 
Fact(u:) = {€, a, b, ab, bb, bo, obb, bba, bab, aba, abba, bbab. baba, obbob, bbaba, abba6a} , 
Suff( 'LU) = {E, G, ba, aba. baba, bbaba. abbaba}. 
Étant donné un mol U' E E* el deux entiers k el l, l ::; /,; ::::: 1 ::::: lu'l, on note lU[k ..!] le fucteur 
WkWk+1 ' .. Wl de 11'. 
Bien qu'il existe de nombreux ordres sur les mots, dans le cadre cie cct ouvrage le scul ordre 
considéré seru l'ordre !e.l'icogmphiquc. Souvenl uppelé ordre du diclionnaire. l'ordre lexicogra­
phique élend un ordre lotal sur l'alphabel I; à l'ensemble des mots finis I;', 
Définition 5. Soienl Ll, v E E" el < un ordre talai sur les (cUres cie B. Le mot H eSllexicogra­
phiquement plus petil que u. noté également /.( < v, si une des cieux conditions suivuntes est 
respectée 
1. H est un préfixe propre de v. 
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2.	 Il existe un mot:1: E 2::* ainsi que deux lettres a. b E I:. a < b tels que XQ E Prel·(u). 
:co E Pref(v). 
Le fait que les deux ordres soient notés de la même manière n'entraîne pas de confusion car 
['ordre lexicographique correspond à ["ordre de base sur L: lorsqu'on considère des mots de 
longueur 1. Afin d'alléger la présentation, on introduit les notations suivantes: 
Notation 2. Étant donné un mot non-vicie w E ~+, on note f(w) = U'l la première lettre de'w 
et l(w) = 1l'Iwl sa dernière lettre. 
Notation 3. Étant donné 1:: y E 2:: on noterL:y = {U! E I;+I.f(w) =:r et I(IL') = y}, l'en­
semble des mots sur I; qui commencent par la lettre J: et terminent par la lettre y. 
Notons que x2:: y est un langage rationnel car 
.cI:y = {	 {x}· I;*. {y} si:1: i- y {:z:} U ( {.r} . I;* . {:r}) SI X = y. 
Une autre notion fondamentale en combinatoire des mots est la conjugaison. 
Définition 6. Deux mots f1nis 11 et v sur l'alphabet E sont dit conjugués s'il existe x,y E I;* 
tels que u. = .Ey et u = yx. On note la conjugaison li == V. 
On appelle la classe de conjugaison de li l'ensemble de tous les mots v tels que 1L == v. Notons 
que la conjugaison est une relation d'équivalence sur les mots qui correspond à les voir comme 
des mots circulaires. Par exemple, la classe de conjugaison du mot U' = abbaoa est: 
a
aOb{abbaba, bbnban. baban.b; oba.nbb, baabba.; oahbab}. 
b b 
a 
Il devient alors évident que la classe de conjugaison d 'un mot U' EL:' est toujours entièrement 
incluse dans l'ensemble Fact(w2). 
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1.2 Périodicité et théorème de Fine et Wilf 
Quand on s'intéresse à la structure d'un mot, la périodicité joue un rôle fondamental. Habituel­
lement. lorsqu'un mot possède une période petite relativement il sa taille, la périodicité est la 
première propriété structurelle qu'on remarque. 
Définition 7. Un entier p 2: 1 est une période d'un mot 1V E L;" si pour tout i E {l, 2, ... , n­
p} on a U'i = wi+p-
On note Pcr(w) l'ensemble des périodes de '11'. Parmi loutes les périodes d'un mol, la plus 
significative est bien entendu la plus petite. On dira d'un entier p qu'il est la période primitive 
du 1110t U' si P = min(Per(w)). 
Notons qu'un mot w E En admet une périocle p < li si et seulement si il possède un préfixe cie 
longueur n - p qui est également un suffixe. C'est-à-dire qu'il existe u E I;71-P et v, Vi E 2:P 
tels que w =uv = v' u. 
Le résultat le plus important concernant la périodicité des mots est sans aucun doute le théorème 
de Fine et Wil[ (Fine et Wilf, 1965)..lI décrit de manière précise la structure cles mots posséclant 
plusieurs périodes. 
Théorème 1. Si un mot w admet deux périodes p et Cf el que Iwl 2 p + q - pgccl(p,q) alors 
p~cd(p, q) est aussi une période de w. 
Voir (Lothaire, 1997) Proposition 1.3.5 pour une preuve de ce résultat et (Giancarlo et Mi­
gnosi, 1994) pour une généralisation bi-dimensionnelle. À titre d'exemple. soit w le mot de 
longueur 13 suivant: 
w = 0100100100100, 
ce mot admet entre autre les périodes 6 et9. Comme IlUl 2: 6+9- pgcd(6, 9) = 12, le théorème 
de Fine et Wilf assure que 11,' admet aussi la période :~ = pgcd(6. <:J). 
Il est également important de noter que ce thérorème propose une borne exacte. C'est-à-dire 
qu'il existe Ulle classe infinie de mots w aclmettant deux périodes p et q avec pgccl(p,q) = 1 
tels que Iwl = p + q - 2 mais n'admettant pas la période J (voir Section lA, Théorème 3). 
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1.3 Mots de Lyndon 
Introduits pm Lyndon (Lyndon, 1954; Lyndon, 1955), les mots de Lyndon jouent un rôle 
fondamental en combinatoire des mots. Relativement à l'ordre lexicographique, ils constituent 
les représentants canoniques des classes de conjugaison des mots primitifs. Étant donné un mot 
w sur un alphabet ordonné L:, on définit les mots de Lyndon de la manière suivante: 
Définition 8, Un mot tu E L:' est cie Lyndon si pour tousu, u E L:+, w = uu implique que 
lU < vu. 
Il s'agit donc des mots qui sont strictement plus petits (relativement à l'ordre lexicographique) 
que tous les autres mots de leur classe (le conjugaison. On remarque qu'un mot cie Lyndon est 
forcément primitif puisque sinon il y aurait égalité avec au moins un conjugué. Initialement, les 
mots de Lyndon furent étudiés pour leur rôle déterminant dans le calcul de bases d'algèbres de 
Lie libres. C'est dans ce contexte que Chen, Fox et Lyndon ont énoncé le résu Itat suivant (Chen, 
Fox et Lyndon, 1958): 
Théorème 2 (Lyndon). Tour mor w SUI' un alphabet ordonné ~ admer I/ne I/nique décomposition: 
avec ni, nz, ... ,nI. 2: 1et où les lJormcllr une suife des mots de LvndoH srrictement décroissants 
Il > 12 > ... > lk' 
Voir (Lothaire. 1997) pour une preuve élégante. Notons que cette décomposition est unique 
mais dépend cie la relation d"ordre sur les lettres de l'alphabet. Par exemple, le mot 1.(' = 
aabbaaabbbaa se décompose en : 
- w = (aabb) . (aaabbb) . (0)2 si a < b. 
- w = (o? . (bbaaa) . (bbbaa) si b < a. 
Un algorithme linéaire, et clone optimal, pour calculer cette factorisation est du à Frcclricksen 
et Maiorana (Fredricksen et Maiorana. 1978) CJui l'ont élaboré dans un tout autre contexte. 
Cet algorithme porte aujourd'hui le nom d'algorithme de Dllval car ce dernier fut le premier 
Il 
à montrer que cette factorisation se calcule en temps linéaire (Duval, 1980; Duva!, 1983). 
La version présentée ici provient cie (Lothaire. 2005) et procède de la manière suivante: on 
commence par calculer le premier terme L~" de la factorisation en mots de Lyndon décroissants 
cie façon à obtenir la factorisation lU = 1~"1 Wl puis on procède récursivement sur le mot 11" 
jusqu'à ce qu'il soit entièrement factorisé. 
Algorithme 1 (premierFacteurDeLyndon). 
Entrée: LV E An: 
l : i <---- 1; j <---- 2; 
2: Tant que) :::: 11 et w[i] :::: w[j] faire 
3: Si w[i] < w[j] alors 
-'1 : i <---- 1; 
5: sinon 
6: i <---- i + 1;
 
l' : fin si
 
8: j<----)+l; 
9 : fin Tant que 
10: retourne (w[l..j - il. lU -l)/U - i)J): 
1.4 Mots de Christoffel 
Les mots de Christoffel constituent un excellent exemple d'objets mathématiques qui dressent 
des ponts entre différents domaines d'études. Introduits par Christoffel en 1875. ils lient étroi­
tement la combinatoire des mots à l'arithmétique des développements en fractions continues, 
mais surtout, cc qui est l'intérêt du présent ouvrage, li la géométrie discrète. Voir (Berstel 
et al., 2008) pour une présentation complète de la théorie des mots de Christoffel. TI existe 
plusieurs définitions équivalentes des mots de Christoffel. La première provient de J'article ori­
ginal de Christoffel (Christoffel, 1875). 
Définition 9. Étant donné k. n E N, k < n, deux nombres relativement premiers, le mot de 




OÙ ri est le reste de la division de (ik) par n. 
Par exemple, si on prend n = 17 et li: = fi, on obtient les valeurs suivantes: 
7'0 7'1 "'2 1':1 1'.1 ri) Tf, 1'7 l'i< 1"9 riO l'II 1'12 ru 1'1.1 FI.r) 7'16 1"17 
0 5 10 1') 3 S 1:1 1 r.1 11 16 4 9 LI 2 7 12 0 
WI '11'"2 7.1,':1 "W4 '/1'(; 71'7 "Wô 11'9 "11'10 7J'1l '11'1"2 Wn (V14 (VI" Wl(i Il:17/1.'" 
0 0 0 0 0 1 0 0 0 0 0 1 0 0 
Ainsi, le mot de Christoffel primitif associé à n = 17 et /;; = 7 est CIL, = 00010010001001001. 
En général on dira qu'un mot est de Chrislo.h'el s"il s'agit d'une puissance d'un mot ùe Christof· 
Fel primitif. Dans les années 1990, Borel et Laubie ont relancé l'étude des mol,; de Christoffel en 
mettant en valeur leur interprétation géométrique ainsi que leurs liens avec les mots de Lyndon 
(Borel et Laubie, 1993). Plusieurs auteurs considèrent deux types de mots de Christoffel: les 
positifs et les négatifs, La Définition 9 ne définit en fait que les mots de Christoffel positifs et ils 
seront les seuls considérés dans cet ouvrage, l'ensemble des Illots ue Christoffel négatifs étant 
obtenus en prenant le miroir des positifs. 
1.4.1 Interprétation graphique de mots de Christoffel 
À chaque mot de Christoffel (Cn,lJ m est associé un chemin dans le réseau carré. Pour ce faire, 
on relie par le segment oS les points (0,0) et (m(n - k), mk) et on considère l'ensemble des 
chemins composés uniquement de pas unitaires vers la droite et de pas vers le haut qui partent 
de (0,0) et se terminent à ('1I1(n - k),m/,,') en restant toujours en dessous du segment s, Parmi 
ces chemins, celui qui reste le plus près de la droite d est le chemin correspondant au mot de 
Christoffel (Cn,i<;)m À partir d'un tel chemin on retrouve le mot de Christoffel en associant à 
chaque pas horizontal la lettre 0 et à chaque pas vertical la lettre l, tel que l"illust.re la Figure l.1. 
Cette représentation graphique introduit la notion de peille d'un mol sur un alphabet à deux 
lettres. On peut ainsi redéfinir les mots de Christoffel en fonction des pentes de leurs préfixes, 
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Figure 1.1 Chemin associé au mot de Christoffel CI7/. = 00010010001001001001. 
Les notations qui suivent proviennent de (Berstel et de Luca, 1997). Soit p la fonction: 
p: {O.I}'	 ------> «PU {x} 
P(W)={	 Isiw=E, 
lu'l,flcula si lI' =1= E 
On supposera ici que 1/0 = 'Xl et on dira de que p( u') est la pcnrc du mot w. Ainsi la pente du 
mot de Christoffel primitif Cll.,k est p(C""k) = k/(n - k). 
Pour toute paire 'U; E I;+ et k E {1; 2; ... , l'lU!} on définit ('ensemble 
et l<l mesure 
f.1dw) = rnax{p(vllv E odw)}. 
Formalisant leur interprétation géométlique, cette deuxième définition des mots de Christoffel 
provient de (Borel et Laubie, 1993). 
Définition 10. Un mot west cie Christoffel si et seulement si pour tour il E {1, 2, .... 111'1} on a 
Les mots de Christoffel possèdent de nombreuses propriétés remarquables. En particuler, les 
quatre suivantes s'avèreront particulièrement utiles. Les trois premières proviennent de Borel et 
Laubie (Borel et Laubie, 19(3) et la dernière provient de (Berstel et de Luca, 1997). 
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Propriété 1. Soie'lf Cl' (;2 deux mots de Christo)!!!!!!! c un fl/ot de ChrislOffel primitif 
(i) c es! un mOI de Lyndon. 
(ii) Cl < (;2 si et seulemellt si P(CI) < p(c2). 
(iii) S'il existe dein elUiers k, 1 ~ 1 tels que c~· = r:l2 alors 
(iv)	 Si Ici ~ 2 alors 
c = Owl pour tIIl cerrain tu E Pal(E*). 
Notons qu'un mot cie Christoffel primitif débute toujours par la lettre 0 et se termine par 1. à 
l'exception du mot 0 qui est associé à la droite horizontale et le mot 1 qui est associé à la droite 
verticale. Le mot obtenu en retirant la première et la dernière lettre d'un mot de Christoffel 
est appelé un mot celUml. Ces mots possèdent des propriétés combinatoires surprenantes. Le 
théorème suivant, du à Berstel et de Luca (Berstel et de Luca, 1997), caractérise entièrement 
les mots de Christoffel en fonction des périocles de leurs mots centraux. 
Théorème 3. Un mOI primitij'w E ~n, n ~ 2 est de ChrislOffel si et seulement si u' = Ow'l 
pOlir utl mot 11/ possédant deux périodes p e! q relmivcl71enl premières entre elles tels que 
Iw'l = p + q - 2. 
Cette caractérisation est particulièrement intéressante car elle situe les mots de Christoffel pri­

mitifs comme les cas limites de l'application du théorème de Fine et Wilf.
 
En géométrie discrète. on définit habituellement les droites par une paire d'inégalités cliophan­

tiennes (voir (Reveil!ès, 1991»).
 
Définition 11. Trois entiers a. b. c tels que a. et b sont relativement premiers définissent la droite
 
-1-connexe Da.b,t; de pente (lIb comme étant l'ensemble:
 
Da,b,c = {(x,y) E 2 2 1<.:::::: ax - by < c+ 10.1 + Ibl}· 
Parmi les points de la droite Dr.,.b.r, ceux qui satisfont l'équation a:c - by = c sont appelés 
poilUS d'appui supérieurs. Un mot de Christoffel de pente alu code justement l'unique chemin 
inclus dans la droite 4-connexe Da,bc qui relie deux points d'appui supérieurs. 
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(10.5) . 
. .•.... ..,.' 
(3.2) 
."".- . ....•. . 
(O.Ol. ~._.,. 
Figure 1.2 La droite 4-connexe D3,7.-[, = {(.r, y) E 2 2 1 - f) :S :h - 7y < [)} et le chemin 
associé au mot de Christoffel ùe pente :3/7 reliant deux points d'appui supérieurs. 
1.4.2 Un algorithme optimal pour détecter les mots de Christoffel 
Tester si un mot primitif est de Christoffel se fait en un temps qui est linéaire en fonction de 
la longueur de ce mot. La Définition 9 décrit exactement le travail à effectuer. La Propriété 
1, (iv) permet même d'accélérer le tr,lVail puisqu'elle assure que Je mot central de tout mot 
de Chlistoffel primitif est un palindrome. Donc, un mot ùe Christoffel primitif c de longueur 
n 2: 2. est toujours tel que pour tout 'i E {2, 3.... , rn/2l} on a c., = Cr,-i+J' 
Algorithme 2 (estChristoffeIPrilllitit). 
Entrée: tu E 2:;" 
1. J.;i-lwIJ;i~l:ri-l,; 
2: rejeté;:= non(wl = 0 et 1U" = 1) 
3: Tant que non(rejete) et 'i < rn/21 do 
<1: i i- 'i + 1 : ri <- r + 1.: mac[ '/?, 
5: Si .,. < ri alors
 
ô: rejete <- non(lJ.'i = Wn-i+l = 0)
 
7: else 
8: rejete <- non(11.'i = 'lUn-i+l = 1) 
9 : fin si 
10: l' <- 1'1 
Il : fin tant que 
12: retourne non(rejett:) 
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Notons qu'il est possible de modifier légèrement cet algorithme afln d'en obtenir lin qui génère 
un mot de Christoffel primitif à partir des entiers 11 et k. Pour ce faire, il suffit de se débarrasser 
de la variable rejete et de remplacer les tests des lignes 2, 6 et 8 par des affectations. 
1.5 Mots et géométrie discrète 
1.5.1 Chemins et codage de Freeman 
L'interprétation géométrique des mots de Christoffel présentée il la Section 1.4.1 propose un 
lien entre les mots et les chemins dans le plan. Le codage de Freeman (Freeman, 1961: Free­
man, J970) permet de représenter tout chemin composé de pas élémentaires dans le plan discret 
Z2 comme un mot sur lin alphabet à quatre lettres. Ce 1ien entre la géométrie discrète et la com­
binatoire des mots est à l'origine de tOliS les résultats présentés dans cet ouvrage. 
Définition 12. Soit p = (p", Py) E Z2 lin point du plan discret. Le 4.-voisinat:e de p est l'en­
semble 
{ (x, y) E Z21Ip;. - x, + Ipy - Yi = 1} . 
Une suite de points voisins deux à deux forme un chemin. 
Définition 13. Un cl-chemin est lin salis-ensemble ordonné de points du plan discret C = 
[( l'l, YI), (X2' Y2), (.r», Yn)] tel que le point (l'i+ l, Yi.+ tJ fait paltie du ..J.-voisinage du point 
(Xi,Yi) pouri = 1,2: ,en -1). 
Soit C un 4-chemin débutant au point p E Z2, on construit le mot Wc sur r alphabet {O, 1,0: I} 
lettre par lettre en parcourant le 4-chemin C et en notant dans quelle direction est effectué 
chacun des déplacements unitaires. 
• Un pas vers la droite (~) est noté D. 
• Un pas vers la gauche (<-) est noté O. 
• Un pas vers le haut (l) est noté 1. 
• Un pas vers le bas ( 1) est noté 1. 
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Figure 1.3 Un cllemin coelé par le mot 'u) = Il oooToooooIT. 
Ainsi, tout mot w sur l'alphabet {O, 1,0, I} correspond à un 4-chemin de sorte que la position 
relative du point fi nal cie ce chemin par rapport au point initial corresponcl à la somme des pas 
unitaires de ce chemin. 
Notation 4. Soit tu E {O, 1. 0, I}', on note w le vecteur: 
~ 
lI' L Wi. 
l:'O,:'OllIJ! 
~ ~ --=!' -::! 
OÙ 0 = (1.0). 1 = (0.1),0 = (-1.0). 1 = (O. -1). 
On e1it cI'un mot tu qu'il code un cheminfenné si W = Ô. 
i .5.2 Poiyominos 
Les polyominos, intl'Ocluits par Gardner dans ses célèbres Mar!zemarica/ Cames (Gardner, 1958), 
peuvent être consiclérés comme les éléments cie base de la géométrie discrète. Ils sont, cI'une cer­
taine manière, l'équivalent cliscret des ensembles simplement connexes d'aire fi nie en géométrie 
euclidienne, C'est Golomb (Golomb, 1996) qui utilisa en premier le mot po/vomino pour 
clésigner ces objets. La notion de chemin dans le plan discret permet cl'abord d'étendre la notion 
familière de connexité en géométrie euclidienne au plan discret, 
Définition 14. Un sous-ensemble cS' E 71} est -l-conJlexe si pOlir toute paire de points p. q E S, 




• • • • • 
• • • 
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On peut maintenant définir un polyomino : 
Définition 15. Un po/yomillo P est un sous-ensemble fini, 4-connexe uu plan uiscret 'ff./ qui ne 
possède pas de trous. 
. .. ... ..
 
.. ... .. 
1 •. -. • • • • • • .- -·1 
•• .. • . .. ..• 
Figure 1.4 Un polyomino avec en gras son bord et en pointillé un chemin -.J.-connexe reliant son 
point le plus à gauche à son point le plus à droite. 
On dit qu'un sous-ensemble fini de z,2 contient un trou si son complément n'est pas 4-connexe. 
Il est agréable de visualiser les ensembles de points discrets comme des pixels, c'est-à-dire 
des carrés unitaires centrés sur un point à coordonnée entière. Pour cette raison, on représente 
un polyomino par un ensemble de carrés avec un point en leur centre (voir Figure 1.4). On 
représente souvent un polyomino en ne traçant que le hord, c'est-il-dire seulement les côtés 
extérieurs des carrés unitaires fOlmant le contour clu polyomino. Il est important de garder en 
tête que seuls les points centraux, élément de Z}, font réellement partie du polyomino. 
Une version moins restrictive de la notion de connexité discrète est la 8-connexité. Dans ce 
cas-ci, on définit le R-voisinage d'un point de la manière suivante: 
Définition 16. Soit P = (PT' Pu) E 2 2 un point du plan discret. Le 8-voisinage de pest l' en­
semble 
{(x, y) E Z2lma:c {IP.r - :rl, Ipy - yi} = l}. 
Il en découle alors les définitions d'un 8-chemin et de la 8-connexilé de la même manière que 
dans le cas précédent. Notons que tout ensemble I!-connexe est également 8-connexe. 
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Figure 1.5 Illustration cie la -J-connexité (à gauche) et cie la k-connexité (à droite). 
1.5.3 Mots de contour 
En plus de représenter les 4-chemins par cles mots, le codage de Freeman permet également de 
coder les polyominos par des mots sur l'alphabet {O, 1,0, I}. Ceci ou vre la porte à l'étude de., 
propliétés géométriques cles polyominos en observant la structure combinatoire des mots qui 
les codent. 
Définition 17. Soit P un polyomino et p E 'j} - (1/2,1/2) un point sur le bord de P. Le mot 
10 code le contonr du polyomino P à partir clu point p si, lorsqu'on translate le polyomino P par 
le vecteur 1/ = (1/2,1/2), le chemin codé par 10 à partir du poinlp + l! cffeclue lin parcours 
du bord de P en sens horaire. 
° . 
01 • ï 0.~ 
1 • ~ ~ TÏfh.~ ~ 0 a a 
.p ,P 
Figure 1.6 Un polyomino dont le mot de contour à partir du point pest w = 1() 10 l 0Tooo. 
On dira d'un mot w qu'il s'agit d'lin mot de comonr s'il code le contour d'un polyomino. 
Comme cette façon d'encoder les polyominos dépend du point de départ choisi, plusieurs mots 
de contour coclent le même polyomino. 
Notation 5. Soit P un polyomino, on note b(P) l'ensemble des mots de contour de P. 
Évidemment, si cieux mots cie contour '(L et 'U coclent le même polyomino, on a alors que u == 'U. 
Ainsi, l'ensemble b(P) corresponcl à la classe de conjugaison d'un des mots de contour cie P. 
• • • 
• • • 
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Étant donné un polyomino P, on peut s'intéresser au mot codant une pmtie de son bore!. 
Notation 6. Soit P un polyornino et il, b E ?} - (1/2,1/2) deux points distincts situés sur le 
bord de P. On note P[a..b] le mol codant la partie du bord de P allant de il à b en sens horaire. 
Bien entendu, pour toute paire de points a: b sur le bord d'un polyornino P, P[a .. b] . P[b.. a] E 
h(P), comme l'illustre la figure ci-dessous. 
• b • 
-
1--­
• • Un polyomino P dont le bord est codé par 
li.' = 101011010101 10 lOTIOIOIO l E b(P),
• · P[a ..b] = 101011OTOl. 
a 
P[b..a] = 01101011010101.
• · • 
'- ­
-
Un bel exemple de propliété géométrique se traduisant par une propriété combinatoire sur les 
mots de contour est maintenant présentée. Damat et Nival (Daurat et Nivat, 2003) ont étudié 
le nombre de coins saiLLants et l'entrants d'un polyomino et ont établi que le nombre de coins 
saillants est toujours égal au nombre de coins rentrants plus quatre. Brlek, Labelle et Lacasse 
ont montré (Brlek. Labelle et Lacasse, 2005; Brlek, Labelle et Lacasse, 2006) que ce résultat 
peut être obtenu combinatoirement comme suit. Soient 
ç ={Ol, 10,01, JO}, 
V ={OT: 10: 01, la}, 
respectivement l'ensemble des virages à gauche et des virages à droite. Par abus de notation, 
on notera 1U'lç (respectivement ['(uiD) le nombre de virages à gauche (resp. il droite) effectués 
lors du parcours du chemin codé par 'U'. Pour des raisons pr<ltiques, on définit 2, la fonction qui 
compte la différence entre le nombre de virages à gauche et le nombre cie virages à droite par 
La fonction 6. est additive au sens où 
6.('(tV) = ~('(i) + 2,(I(u) . f( 1J)) + 2,( u). 
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Lorsque le mot lU code un chemin fermé, il y a possiblement un virage supplémentaire il la fin 
du chemin. C'est pourquoi on définit la spécialisation suivante cie la fonction 6. aux chemins 
fermés 
2:.c( lU) = ~ (lU . f CU!) ). 
On remarque que la fonction ~c est invariante par conjugaison du mot. 
Propriété 2 (Brlek, Labelle et Lacasse). Soit 1U E L;" Ull mot codallt 1If! c/zeJrlinjàmé qlli lU! se 
croise pas Sllr la grille carrée, alor.\' ~c(-u:) = -1 pOlir 1I11!){/rcours eflèctué en sens anti-horaire 
et Llc(w) = -4 pOlir llll parcours ell sens horaire. 
Notons que cette propriété s'applique à une classe de mots plus générale que ceux qui codenlle 
bord des polyominos. 
On peut maintenant donner une condition nécessaire et suffisante pour qu'un mot soit un mot 
de contour. 
Propriété 3. Un mOl IV E {O. 1,0, T}' csl un mot Je col1lollr si et .l'Cillement si les conditions 
slIimntes sont vérifiées: 
(i) 6.c(w) = -4; 
(ii) POlir toui u E Fact.(w). 011 a Tt = Ô Ç:=} 1t E {E, lU}. 
Pre/Il·e. Soit w un mot de contour. La Proposition 2 assure 4ue la condition (i) est respectée. 
Puisque w code le bord d'un polyomino, il ne passe jamais deux fois au même point et donc il 
ne contient aucun facteur propre 11 -=1- E tel que u = -0 d'où la condition (ii). 
Inversement, la condition (ii) assure que le chemin est fermé et ne se croise pas, tandis que la 
condition (i) assure que le parcours est fait en sens horaire. • 
En particulier, un facteur de la forme aa où a E {O, L 0, I} ne peut jamais faire partie d'un mot 
de contour. 
1.5.4 Opérations sur les mots de contour 
Le codage de Freeman relie directement la structure d'un mot aux propriété~ géométriques de 
la figure qu'il code. TI est donc naturel de se poser la question suivante: 
"Soir P un polyomino et w E b(P), étant donné wu:foncrion 
rf;. {O,l.O,If ---> {O,I,o,I1*, 
que peut -Of! dire du chemin codé par r,6( w) .?" 
Considérons tout d'abord le morphisme a défini par 
a: {O, L 0, Iy ~ {O, 1: 0: Ir 
a(O) = 1 !l(O) = 1 
!l(l) = (5 !l(I) = 0 
Proposition 1. Soit P lU! polyomino et w E b(P). le mor a-(w) E b( Q) où Q est l'image de P 
par une rotation de 7r /2. 
Ce morphisme ainsi que cette interprétation géométrique sont présentés dans (Brlek. Labelle 
et Lacasse, 200S: Brlek, Labelle et Lacasse, 2006). Considérons maintenant J'opérateur - qui 
remplace chaque lettre par son barré et vice-versa. Cet opérateur con'espond à une rotation de 
7r puisque pour toute lettre a E {O, 1: 0, I}, l'image de a obtenue en applilluant deux fois le 
"( \ ­morp1Hsme· !l est a- a) = u.. 
Par exemple, considérons le mot de contour suivant ainsi que son image par applications suc­
cessives du morphise cr : 
IL' =101010010000: 
a(w) =01010110IIII 
a 2 (w) =1010100 l OUOO, 
(j:\w) =010101101111. 
Les polyominos codés par tu, cr(w); cr'](w) et a:l(tu) sont représentés à la Figure 1.7. 
On s'intéresse maintenant à l'interprétation géométrique de l'opérateur ~ qui à un mot lui asso­






. ~ • ~ . • • 
.  • • ~. • 
2 3 
w cr(w) cr (w) cr (w) 
Figure 1.7 Un polyomino dont le mot de contour à partir du point pest w = 1010 l 0 0 l 0000 
et son image par l'application du morphisme 0". 
Proposition 2. Soif PUll polyomino et Q SOI! image pnr une mtation de 'iL Si 1(} E b(P), a/ors 
le chemin codé par w' code le bord de Q mais parcouru en sens onti-horaire. 
Par exemple, considérons encore une fois le mot Il' = 101010010000, la Figure 1.8 illustre 
le chemin codé par lU = 0000100 l 0 l 0 1. 
w 
Figure 1.8 Chemin codé par lU = 000010 ü10101. 
On introduit finalement pour usage ultérieur l' opérateur ~ = - a -. Cet anti-morphisme joue un 
rôle fondamental dans la détection des polyominos exacts, problème étudié en détail au Chapitre 
4. 
Proposition 3. Soif P un polyomino et 11) E b(P), le chemin codé P(ll' W code le bord de P 
mais parcouI'1I en sens anri-horaire. 
En reprenant le même exemple, le mot û; = 0000100 10101 code le chemin suivant: 
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Figure 1.9 Chemin codé par Û' = () ü 0 01001 oIoT. 
1.6 Arbres suffixes 
En informatique, il est classique de représenter un langage fini par un arbre dont les arêtes sont
 
étiquetées par des mots. Dans cet arbre, la concaténation des étiquettes des arêtes formant lin
 
chemin de la racine à une feuille donne un des mots du langage. L'arhre des suffixes d'un mot
 
1lJ est lin cas particulier où l'ensemble de mots considéré est fOlmé des suffIxes du mot 10. La
 
présente section a pour but d'exposer la structure des arbres suffixes, voir (Gusfield, 1997) pour
 
une explication détaillée de leur construction ainsi que leurs principales applications. L'arbre
 
des suffixes d'un mot en expose toute sa structllre interne et constitue lin outil algorithmique
 
majeur pour le traitement cles chaînes de caractères, voir (Apostolico, 1985).
 
Définition 18. L'arbre des suffixes A d'un mot 11: E 2: 11 est un arbre possédant les caractéris­
tiques suivantes:
 
- Il possède eXaCœ:1icnt n. feuilles étiquetées de l à TL
 
- Chaque noeud interne, à l'exception possible de la racine, possède au moins deux fils.
 
- Chaque arête est étiquetée par un facteur non-vide de u:.
 
- Il ne peut y avoir cieux arêtes partant cI'un même noeud dont les étiquettes ont un même
 
préfixe non-vide. 
- La concaténation des étiquettes des arêtes reliant la racine à la feuille i forme le suffixe 
w[i ..nl· 
Le premier résultat théorique important relatif aux arbres tics surtixes provient de Weiner (Wei­
ner, (973) qui appelait ces structures des arbres de positions. Dans son article de 1973, il 
a montré comment les construire en un temps linéaire en fonction de la longueur du mot 
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Figure 1.10 L'arbres des suffixes du mot OOlOOlOl$. 
considéré. Quelques années plus tard, McCreigllt (McCreight, 1976) proposa une méthode 
plus simple et plus d"ncace pour construire l'arbre des sullixes d'un mot, mais le tout demeure 
relativement complexe n'attirant que peu d'intérêt sur les arbres suffixes. Il faudra attendre près 
de 20 ans pour qu'Uk.konen (Uk.konen, 1995) élabore un algorithme permettant ln construc­
tion en-ligne de l'arbre des suffixes. Cette dernière méthode est significativement plus simple 
que les précédentes et tout aussi efficace quant à la complexité temporelle. Voir (Giegcrich et 
Kurtz, 1997) pour une comparaison détai liée de ces trois algorithmes. 
Afin de satisfaire la définition de ['arbre des suffixes, on ajoute un caractère spécial, en général 
$, à la fin des mots considérés. Ce caractère ne se retrouvant nulle pal1 ailleurs dans le mot assure 
que tous les suffixes terminent à une feu ille de J'arbre, Considérons l'exemple de la Figure J.l 0, 
sans le caractère $ à la fin du mot. les suffi xes 0,01 et 01 0 termineraient sur ues noeuus internes 
de ['arbre, 
1.6.1 Recherche du plus has ancêtre commun en temps constant 
La recherche du plus bas ancêtre commun est un problème motivé par l'afiirmation naive sui­
vante: 
"Toutfactellr d·lIn. mot est le préfire d'Ill! suffixe." 
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Considérons les suffixes Si = u'[i ..n] et Sj =w[j..n] avec i of. j du 1110t 11' E 2:;+. Soit ,. Je plus 
long préfixe commun à Si et 5J • il existe alors deux lettres distinctes a, b E I: et v, 'u l E ~. tels 
que Si = uav et Sj =uln: l 
j 
Figure 1.11 Les chemins reliant la racine d'un arbre des suffixes aux feuilles i et j. 
Commme "illustre la Figure 1,1 l, le chemin allant de la racine au plu~ bas ancêtre commun de 
deux feuilles code exactement le plus long préfixe commun à ces deux suffixes, On remarque 
encore une fois que la présence d'un cilractère spécial à la tin du mot assure qu'aucun suftlxe 
n'est préfixe d'un autre suffixe. Par exemple, clans l'arbre illustré à la Figure 1.10, le plus bas 
ancêtre commun aux feuilles 2 et 5 code le facteur 010 ce qui est bien le plus long préfixe 
commun aux suffixes w[2..n] = 0100101$ et 11'[5 ..n] = 0101$. 
Définition 19. Étant donné un mot U' E 'Ln. {$} et i, j E {1, 2, .. , , Tl },la plus longue extension 
de i et j est la longueur du plus long préfixe comlTIun aux suffixes w[i ..n] et 11'[j ..n]. 
Une solution naïve au calcul cie la plus longue extension consiste à comparer les lettres ries 
cieux suffixes une par une jusqu'à ce qu'une différence ~oit constatée. Celle méthode pouvant 
nécessiter un temps de traitement en O(n) est amplement satisfaisante si on veut calculer un 
nombre limité d'extensions. TI existe par contre des solutions algorithmiques qui permettent, 
après un prétraitement nécessitant un temps en O(n), de calculer de telles extensions en temps 
constant. 
27 
Développé initialement par Harel et Tmjan (Harel et Tarjan, 1984) puis simplifiée par Schieber 
et Vishkin (Schieber et Vishkin, 1988), la recherche clu plus bas ancêtre commun en temps 
constant est un résultat algorithmique remarquable. [1 s'agit cI'un outil puissant permettant de 
traiter cie nombreux problèmes relatifs à la détection de répétitions dans les lllotS. On trouve 
dans (Gusfield, 1997) une présentation détaillée de cet algorithme et nous en donnons une 
application qui nous sera utile par la suite: le calcul de la plus longue extension commune dans 
deux mots. 
1.6.2 Plus longue extension commune 
Le problème du calcul de la plus longue extention se transpose naturellement au calcul d'exten­
sions commune de deux mots, En effet, étant donné cieux mOls tut, 102 E 2:+ et deux symboles 
extérieurs à l'alphabet $, # tf- 2:, l'utilisation cie la recherche en temps constant du plus bas 
ancêtre commun dans l'arbre des suffixes du mot te = tel #1(,'2$ calcule directement la plus 
longue extension commune aux deux mots. 
Définition 20. Étant donné une position i dans le mot 1U] et une position j dans le mot tu". la 
plus longue extellsioll commune il droite, notée PLECD(u'l' U'2, i, j). est le plus grand entier k 
tel que lUt [i .. i + k - 1] = lv:df,j + k - 1]. On définit similairement la plus longue eXlension 
commulle il gauche notée PLECG(Wl, 111'2. i, j). 
Par exemple. étant donné les mots: 
'W l () () 0 Il 1 () () l () () 10101 0 l O. 
W2 1010011100110101011. 
On a PLECD( U'l' U"2: G, 8) = 4 et PLECG(Wl' U!2, G, 8) = 5, 
Théorème 4. Après un prétraitement en temps linéaire, le calcul de la plus longue extension 
commune ù deux mots peut être effectuée en telllps ('O/1s{(Int, 
Ce résultat constitue le point de clépart des algorithmes de détection des polynminos exacts 




La notion de chemin auto-évitant, c'est-à-dire un chemin qui ne passe pas deux fois au même 
point. vient naturellement lorsqu'on considère le codage de Freeman. Algorithmiquement. "tra­
cd' le chemin codé nécessite un espace mémoire beaucoup trop grand. En effet, une manière 
naïve de résoudre ce problème serait d'utiliser une matrice creuse initialisée avec des 0 partout 
et littéralement tracer le chemin codé en écrivant des 1 dans les cases visitées tout au long du 
parcours. Malheureusement, une telle approche nécessite l'initialisation d'une matrice dont la 
taille est quadratique en fonction de la longueur du mot analysé. 
Une autre méthode consiste à utiliser une structure de données dans laquelle seront rangées les 
coordonnées des points visités. Pour chaque poim du chemin codé par 1)), ii sui'lit donc de tester 
si ce point est déjil présent dans la structure et de l'ajouter s'il n'y est pas. L'utilisation d'une 
structure arborescente auto-équilibrante, arborescence AVL par exemple, fournit un algorithme 
en O(n log n). L'utilisation d'une table de hachage assure un temps linéaire en moyenne mais 
O(n logn) au pire cas. Ceci est insatisfaisant d'autant plus que les cieux prochains chapitres 
présentent des algorithmes linéaires en fonction de la longueur d'un mot de contour permet­
tant de déterminer des propriétés géométriques d'un polyomino. De tels outils s'avèrent peu 
intéressants en l'absence d'un algorithme linéaire pour détenniner si un mot quelconque sur 
l'alphabet {O: 1: O,I} code un chemin auto-évitant car tester si un mot code le bord cl'un poly­
omino se ramène ü vérifier s'il passe deux fois par le même point. 
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Le présent chapitre vient alors remplir ce vide algorithmique en proposant un algorithme linéaire, 
donc optimal, permettant de tester si un chemin donné par une suite cie pas élémentaires passe 
deux fois au même point. 
Avant de commencer, il est imporwnt de noter qu'en général lorsqu'on analyse la complexité 
temporelle d'un algorithme, on suppose que les perits nombres se manipulent en temps constant. 
Par petirs on entend les nombres dont la taille est dans O(log n). L'algorithme présenté ici ne 
nécessite pas cette hypothèse et reste linéaire même sur un moclèle de machine plus restrictif. 
Pour y parvenir, on utilise une structure arborescente dont les noeuds représentent des points du 
plan mais on ne stocke jamais leurs coorclonnées. La structure cie l'arbre à elle seule encode les 
coordonnées de chacun des points et pelmet d'assurer la cohérence de la structure de sorte que 
si le chemin codé passe deux fois par le même point, un noeud sera alors visité deux fois. 
lJl" ~
 
i ~ L ~ : 
(a) (b) 
Figure 2.1 (a) Chemin auto-évitant codé par lOlllOTIOlOllOl (b) Chemin qui se croise codé 
par 011000 lOTI. 
2.2 Structure de données 
Dans un premier temps, on supposera que le chemin considéré est tel que si son point de départ 
est situé à J'origine (0,0), alors tous les points du chemin sont situés clans le premier quadrant. 
Définissons d'abord la notion de voisins dans le premier quadrant. 
Définition 21. Pour chaque 0' E {O, 1, 0, l}. le (X-roisin d'un point (x, y) E F:l:! est le point 
(x',!)') E l'~f~ tel que (x',y') = (x + Ct1·, Y + O'y). Les voisins d'un point sont les éléments de 
l'ensemble des et-voisins pour tous les Cr E 2:. 
Notons que chaque point possède exactement quatre voisins à l'exception du point (0,0) qui 
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n'en possède que deux ((0,1) et (1,0») et les points de la forme (.r, 0) et (0, y) pour );,)J 2: 1 qui 
n'admettent que trois voisins. 
L'idée de cet algorithme est cie bâtir un graphe de type arborescent dont les noeuds représentent 
des points du plan, Chacun de ees points peut avoir deux états possibles: visité ou iIOIH·isilé. 
En lisant le mot tu = U'J W~ , .. Wn cie gauche à droite, on crée un nouveau noeud pour chaque 
lettre lue de manière nce que le noeud créé après avoir lu la lettre Wi correspond au point du 
-------> 
plan w [Li], Chacun de ces points est alors marqué comme visité et, bien sÎlr, si à un certain 
moment un point est visité deux fois, c'est que le chemin n'est pas auto-évitant et j'algolithme 
s'arrête, 
On définit le graphe ç = (IV, H, V) où N est un ensemble de noeuds associés aux points du 
plan, on appellera le noeud (x, y) le noeud représentant le point cie coordonnées C.e, y). Notons 
que ces étiquettes sont virtuelles puisqu'il est inutile d'inscriJe cette information dans le noeud. 
Ret \; sont quant à eux deux ensembles distincts d'arêtes orientées. Les arêtes de l'ensemble 
R donnent une structure de ql/adlree alors que les arêtes de 1/ relient les paires cie noeuds 
représentant deux points voisins. 
2.2.1 Radix-tree quaternaire 
Le sous-graphe (N, R) forme un radix-tree dont la racine est le noeud (0,0) et chaque noeud 
(à l'ex.ception de la racine) peut avoir jusqu'à quatre fils; les arêtes mer.ailt aux enfants d'ui1 
noeud sont étiquetées par des paires dans l'ensemble {(O, 0), (0, 1), (1,0), (1. 1)}, On définit la 
hauleur de ç comme étant la hauteur de l'arbre (N, R). 
Si l'arête reliant le noeud (x,y) à son fils possède l'étiquette (E:I;,Ey), alors le fils représente 
le point (2x + Ex, 2y + E'l)' Évidemment. la racine possède au maximum trois fils puisqu'une 
arête étiquetée par (0,0) partant de la racine devrail revenir sur elle-même, 
On remarque que chaque couple (x. y) d'entiers positi fs peut être représenté exactement une 
seule fois dans un tel arbre. De plus, lorsqu'on écrit les nombres :c et y en base 2, en ajoutant 
des zéros devant l'écriture du plus court de manière à obtenir des mols Cie même longueur, la 







Figure 2.2 Un raclix-tree et le chemin allant cie la racine au point (:j, 1) = (1012,0012). 
lettre de chacun des deux mots, puis la deuxième, et ainsi de suite) correspond exactement aux 
étiquettes de l'unique chemin menant de la racine au noeud (x, y). 
2.2.2 Liens de voisinage 
A cette structure on ajoute ce que nous appelons des liens de voisinage. Chacune des arêtes 
de l'ensemble V est étiquetée par une des quatres translations élémentaires de l'ensemble 
{(a, 1), (0, -1), (l, 0), (-l, On de manière à ce qu'une arête portant l'étiquette (E.r , E y ) part 
d,i ~O~"l' (,' 'j\ ~. t~I.,~·1 ~c a" l'')CU A I~. + - ,,' - \ III ~ul ..,(';1)\.:.l L-LIIJI tU I\- U\.t, Cx"lyTCy)' 
2.3 Le principe de base 
Lorsqu'on additionne l à un nombre écrit en base 2, il Ya deux possibilités: soit ce nombre 
se termine par un () et il sunit de le changer en 1, soit ce nombre se termine par L1ne suite de 1 
précédée cl 'un °et il faut changer ces 1en °et le aen l. Ce processus requiert donc un nombre 
cl' étape proportionnel à la longueur de la séquence de l. 
Supposons maintenant qu'on souhaite additionner 1 à un nombre impair x mais que l'on con­
naisse déjà le résultat de llJ + 1. Il suffit alors d'ajouter un () il l'écriture en basc 2 de l}J + 1 




























































Figure 2.3 Le point (2,1) avec ses -+ fils (lignes pleines) el ses 4 voisins (flèches en lirets), Les 




(1,0) (0,1) (1,1) 
(0,0) (1,1) , (O,O} ( 1,1) 
Figure 2.4 Le noeud (2,1) et ses quatres liens de voisinages, 
Limitons nous pour l'instant au cas unidimensionnel et supposons qu'on ait un radix-tree conte­
nant des nombres écrits en base 2 ainsi que des liens vers leurs voisins (ici un noeud peut avoir 
deux voisins, un voisin "+ 1" et un voisin "-1 "), SOil n un noeud représentant le nombre impair 
x dont "écriture binaire est x = (}() 11 ... 1, on peut passer au noeud ni représentant le nombre 
'-v-' 
k' fois 
X + 1 en suivant les trois étapes suivantes: 
1. Remonter au père de n. (ce noeucl représente le nombre l1J). 
2. Suivre le lien vers son voisin "+1". 
3. Descendre à son fils en suivant l'arête d'étiquette O. 
+1 
x x+l 
Figure 2.5 Le cas unidimensionnel avec un nombre impair x. 
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2.3.1 Application à notre structure 
Dans le problème que nous considérons, chacune des quatre translations élémentaires (0,1), 
(1. 0), (0, -1) et (-1,0) laisse une des deux coordonnées inchangée. On va donc effectuer 
le traitement décrit précédemment sur la coordonnée modifiée et mémoriser le demier bit de la 
coordonnée inchangée. Ainsi, pour effectuer la translation (1,0) à partir du noeud n représentant 
le point (.c, y) dont l'écriture binaire est (O'O~, ,uv) on fera: 
le foi, 
1. Remonter au père de n.
 
") Suivre le lien de voisinage (1,0).
 
3. Descendre à son fils en suivant l'arête cI'étiquette (0, v). 
( 1,0) 
(<xl 00...0, ~u)( <x0 11...1, ~u) <---------'> 
<---> k foisk fois 
Figure 2.6 Le cas bidimensionnel avec un radix-tree. 
Dans le cas où le lien reliant le père à son voisin n'a pas été construit, il suffit de répéter le 
processus récursivement. 
2.3.2 Exemple 
Au début de l'algorithme, le graphe ne contient qu'un seul sommet visité, soit la racine (0,0). 
On ajoute immédiatement ces deux fils et voisins. les sommets (0,1) et (1,0). On appelle le 
graphe initial 0". 
En liant ainsi la racine à ses deux V01SlIlS, notons que la racine n'en possède que deux, on 
s'assure que lorsqu'on remonte l'arbre de manière récursive on finit toujours par arriver à un 
noeud relié à ses voisins. Supposons maintenant qu'on lise le mot w = DOn, on débute par 
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(0,0) 
Ensemble R. (0.1)/	 (1.0) 
Ensemble V. (1.0)
1 (0.\ 
• Noeuds visités 
o Noeuds non-visités 
(0,1)	 (l,0) 
Figure 2.7 Le graphe initial ç". 
la lettre 1f.JL = 0 conespondant à la translation (1. 0). En partant de la racine. il sutit de suivre 
le lien de voisinage étiqueté par (1,0) pour arriver au sommet (1. 0) et de marquer ce dernier 
comme visité. On appelle ce nouveau graphe ça. 
(0,0) 
(0.1)/ ". (1,0) 
(1,0)(0,1 
(0,1 )	 (1,0) 
Figure 2.8 Le graphe Ça obtenu après la lecture de la lettre O. 
On passe ensuite à la deuxième lettre W2 = () correspondant encore une fois à ia lranslalion 
(1,0). Il est important de se rappeler que les étiquettes ne sont pas inscrites dans les noeuds 
et qu'aucun compteur ne calcule les coordonnées clu point considéré, les coordonnées sont 
données implicitement par la structure de l'arbre. Ainsi, pour effectuer la translation (1. 0) à 
partir du sommet (1,0), il faut: 
1.	 Remonter au père de (1,0) soit ILl racine (0,0). 
2.	 Suivre son lien de voisinage étiqueté par (1,0). On retourne ainsi sur le noeud (1. 0). 
3.	 Puisque le noeud (1,0) ne possède pas de fils dont l'arête est étiquetée par (0,0). on le 
crée. Il s'agit du noeud (2,0). 
4.	 On ajoute un lien de voisinage débutant à (1. 0), terminant à (2,0) et d'étiquette (1,0). 
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5. On marque le sommet (2,0) comme visité. 
(0,0) 






Figure 2.9 Le graphe Çoo, 
On lit ensuite la lettre 1U3 = 1 correspondant à la translation (0,1). On remonte au père du 
sommet (2, 0). Puisque l'arête (de l'ensemble R) reliant le noeud (2,0) à son père (1,0) possède 
l'étiquette (0,0) on sait que la coordonnée en :y du noeud (2.0) est un nombre pair et donc que 
son translaté de (0,1) possède le mème père, Il suffit de créer ce nouveau noeud et d'ajouter le 







Figure 2.10 Le graphe ÇOOI' 
Finalement, on lit la lettre H;4 = 1 correspondant à la translation (O. 1). Cette fois-ci il faudra 
effectuer une récursion sur le père du sommet (2, 1), 
l. On remonte au père de (2,1) : le noeud (1. 0), 
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2.	 Comme il ne possède pas de lien de voisinage étiqueté pm (0, 1) on monte à son père: la 
racine (0,0). 
3.	 L'arête reliant (1,0) à (0,0) possède l'étiquette (1,0), le (1. O)-voisin du noeud (1. 0) 
possède donc le même père que lui. 
4.	 On crée le noeud non-visité (1, 1) et on l'ajoute comme fils du noeud (0,0) avec une arête 
d'étiquette (1. 1). 
5.	 On ajoute le lien de voisinage débutant à (1,0), terminant à (1.1) et d'étiquette (D, 1). 
6.	 On crée le noeud (2,2) et on l'ajoute comme fils du noeud (1.1) avec une arête étiquetée 
par (D, 0). 
7.	 On ajoute le lien cle voisinage clébutant à (2, 1), terminant à (2,2) et cl'étiquette (D, 1). 







(2,2) (2,1) (2,0) 
Figure 2,11 Le graphe 9no LI, 
2.4 Algorithme 
Étant donné un mot W E {O, 1: 0, I} * et une lettre (\ E {O, 1, O. I}, l'algorithme suivant construit 
le graphe 9w en lisant les lettres de tu une à une. 
Algorithme 3 (lireMot). 
Entrée: lL' E {a, 1: 0, I}* 
0:	 9 <- 9é: ni- racine de Q; 
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1 : Pour i de 1 à ltul faire 
2: Ce <- tu,:
 
:~: n' <- trouverVoisin(Ç.n,(t);
 
:1: Si n'est visité alors
 
5: Le mol v.; n'est pas auto-évitant. 
6: fin si 
7 : Marquer n' visité; 
8: n <- ni; 
9: fin pour 
10 : Le mot west auto-évitant. 
L'algorithme Irmn·erVoi.l'in se charge cie trouver, et créer au besoin, le voisin d'un noeud. 
Algorithme 4 (trouverVoisin). 
Entrée: ç = (N, R, Tl); nE N; Ct E {D, 1,0, I}; 
1 : Si n possède un lien de voisinage d'étiquette a alors 
2: n' <- le a-voisin de n; 
3 : sinon 
4: p <- le père de n; 
5: Si le Ce-voisin cie n est lui aussi fils de p alors 
0: p' <- p; 
7: sinon 
8: p' <- trouverVoisin(Ç,p, a); 
9 : fin si 
10: n' <- le fils cie p' correspondant au Ct-voisin de n; (Tl faut possiblement le créer) 
11: Ajouter un lien de voisinage d'étiquette (ct,r, Ce1l ) de n à n'. 
12 : fin si 
1:3 : retourner n' ; 
La récursion (ligne 8) détermine la complexité cie cet algorithme puisque tous les autres tests 
et affectations s'effectuent en temps constant. On remarque également qu'après l'exécution cie 
cet algorithme, le noeucl n et son Ct-voisin n' sont forcément reliés par un lien cie voisinage 
cl'étiquette (al" a y ). 
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2.5 Analyse de la complexité 
La clé de l'analyse de cet algorithme se trouve dans le fait qu'après un appel récursif (ligne 8 
de l'Algorithme 4) sur un noeud p, il Yaura forcément eu l'ajout d'un lien de voisinage entre 
un des fils de p et un autre noeud qui n'est pas un de ses fils. Comme un noeud possède au 
maximun quatre fils et que chacun d'eux possède au plus deux voisins qui n'ont pas le même 
père, le nombre d'appels récursifs effectués sur le noeud pest bomé par 8. Tine reste plus qu'ü 
déterminer le nombre de noeuds construits lors de l'exécution de cet algorithme est linéaire en 
fonction de la longueur du mot 'U'. 
Premièrement. remarquons que pour chaque lettre lue, un noeud est marqué comme visité. Le 
nombre de noeuds visités est donc égal à la longeur du mot w. Afin d'apposer une borne sur le 
nombre de noeuds non-visités, définissons la fonction: 
Définition 22, Étant donné un graphe Qw = (N, R, V) et un sous-ensemble ]\1 C N. on définit 
la fonction P : 
P(M) = {n ENI n eslle père crau moins un dcs noeuds de M}. 




Lemme 1. Soit 1\11 c N une suite de cinq sommels voisins deux à deux alors IP(j\.-J) 1 :s 4.
 
Preuve. Comme l'illustre la Figure 2.3, l'ensemble des fils d'un noeud donné forme un carré de 
dimension 2 x 2. Si on considère cinq points voisins deux à deux, il yen a forcément au moins 
une paire qui ont le même père, d'où la borne IP(M)I :s 4. • 
On peut ainsi borner le nombre total de noeuds. 
Lemme 2. Étant donné un mOl lU E {O, 1,0, I}n el son graphe Qw = (N, R, 1/), le nombre de 
noeuds dans IV est linéaire en/onction de n. 
?reUl'e. Soit N" l'ensemble des sommets visités de IV et h la hauteur de g'(I;' On a alors que 
IV = U pi(Nv), 
O~iSh 
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et donc que 
INI S; L IPi(N,,)I· (2.1 ) 
O<ÇJ':ôh 
Par construction, l'ensemble Nu forme une chalne de noeuds voisins deux à deux puisqu'ils 
correspondent aux points visités lors du parcours clu chemin codé par l(l. Ainsi, on peut appliquer 
le lemme précédent en coupant ce chemin en blocs de longueur 5. On obtient alors: 
-,.- 4 1 (2.2)IPlI")V,- 1 S;.:1'flNvll S;;:( N"I_ + .:1).
.) ,) 
Étant donné que deux noeuds voisins peuvent soit partager le même père soit avoir des pères 
qui sont eux-aussi voisins. l'argument précédent peut être appliqué aux ensembles 
-, 1P(N,,), P~(N1J)"" ; P' (N\.·). 
Ainsi, en appliquant l'équation 2.2 à l'équation 2.1. on peut borner la cardinalité de N : 
INI S; ~ Ipi(Nv ) 1 
O'Ç,i<;h 
S; 51Nvl +20h 
Puisque la hauteur de l'arbre correspond à la longueur de l'écriture binaire des coordonnées 
associées à un des noeuds, h E G(log n) et donc INI E O(n). • 
Notons que pour simplifier la présentation, la constante de linéarité obtenue ici est largement 
supérieure à la réalité. Le but recherché n'étant pas d'effectuer une analyse fine mais unique­
ment de prouver la linéarité cie l'algorithme. 
Corollaire 1. Étam donné un mot W E {ü, 1, 0, ï}n, déterminer si le chemin codé par w passe 
deuxfois parle même poillt est décidable en G(n). De plus. cetle borne est optimale. 
Preuve. Notons tout cl 'abord que n(n) constitue une borne inférieure pour ce problème puisque 
chacune des lettres du mot 1t.' doit être lue au moins une fois. 
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Il ne reste plus qu'à montrer comment adapter la solution présentée précédemment afin d'être 
en mesure cl 'enlever la condition stipulant que si le chemin considéré débute en (D, 0), alors il 













- -,\'a_t-o 3 4 o-t- Il T0+0 0+0T T 
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3 4 
Figure 2.12 Permutations des translations élémentaires associées à chacune des lettres en fonc­






Figure 2.13 Un chemin dans le plan et sa représentation en quatre quadrants. 
91,9'2,9:1.94, un pour chacun des quadrants du pL:ln et on lie virtuellement les noeuds (!lard­
code) correspondant à des points présents dans plus d'un quadrant. Ainsi, l'origine (0,0) sera 
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représentée dans les quatres graphes. les points de la forme (x. 0) avec x> 0 seront représentés 
dans le graphe QI et ç~. De plus. comme le père d'un tel noeud est lui aussi de la forme (.c, 0), il 
est également présent dans les deux arbres. La cohérence de la structure finale est donc assurée. 
• 
2.6 Chemins auto-évitants et mots de contour 
On s'intéresse maintenant à déterminer si un mot'W E {O. l, 0, I}' est un mot de contour. La 
Propriété 3 indique qu'il suffit de tester premièrement que 6.c('U;) = -4 et deuxièmement que 
le mot w[l..n - 1] code un chemin auto-évitant alors que le mot w code un chemin qui se 
termine élU point où il a commencé. 
Corollaire 2. ÉtUl!t donné un mot w E {D, L 0, I}n. déterminer si west un mot de contour est 
décidable en 8(n). 
Preuve. L'algorithme présenté dans le présent chapitre permet de tester en temps linéaire si 
un chemin est auto-évitant. fi SllUit donc de tester le mot w[1..n - 1] et cie vérifier qlle le pas 
associé à la lettre W n fait terminer le chemin là où il a commencé c'est-à-dire à l'origine (0.0). 
Tout au long de l'algorithme, le mot west lu lettre par lettre. on peut donc en profiter pour 
compter le nombre de virages à droite et le nombre de virages à gauche afin de déterminer si 
6.c(w) = -4. • 
Si un mot·U' est tel que w[l..n - 1] code un chemin auto-évitant, U! = Ô mais que 6.c(w) = 4, 
alors U' code bien le bord d'un polyomino mais le parcours est effectué dans le sens anti-horaire. 
Le mot w n'est clone pas un mot de contour mais {Ji est en un. La fonction 6c joue ainsi le rôle 




La convexité est une notion géométrique fondamentale. En traitement d'image, on décompose 
souvent une image en un ensemble de formes géométriques convexes. 
Les travaux présentés dans le cadre cie ce chapitre découlent d'une observation de Christophe 
Reutenauer qui avait consicléré les chemins qui approximent inférieurement une fonction con­
cave. JI avait alors remarqué gue si un mot w code un tel chemin, alors la factorisation de w en 
mots de Lyndon décroissants est composée uniquement de mots de Christoffel. Par exemple, lu 
Figure 3.1 illustre l'approximation discrète inférieure de la fonction concave J(;t) = 2\/x pour 
:r: allant de 0 à 10. 
Le chemin ainsi formé est codé par le mot 
w = 0110010100010010. 
La factorisation de w en mots de Lyndon décroissants est: 
w = (011)· (00101)· (000100l)· (0), 
et on a bien que 001, 00101, 0001001 et 0 sont des Illots de Christoffel. 
À partir de cette observation, on élabore une condition nécessaire et suffisante qui caractérise 
la convexité discrète d'ull polyomino. Un algorithme linéaire, dOllc optimal, pour tester la 








o 2 4 6 8 10 
Figure 3.1 upproximation discrète inférieure de lu fonction concave f(x) = 2jX. 
testées par des méthodes arithmétiques. L'algorithme de Debled-Rennesson et AI. (Debled­
Rennesson, Rémy et Rouyer-Degli, 2003), basé sur la reconnaissance des segments maximaux 
de droites discrètes en est un bon exemple. Celui présenté ici se démarque en privilégiant l'uti­
lisation d'arguments combinatoires. 
Finalement, on s' intéresse au calcul de l'enveloppe convexe d'un polyomino. Le calcul de l'en­
veloppe convexe d'un ensemble de points discrets est étudié depuis longtemps et de nombreux 
algorithmes linéaires sont aujourd'hui connus. Le premier est celui de McCalium et Avis (Mc­
Callum et Avis, 1979). À la tin de ce chapitre, on présente un algorithme, lui aussi linéaire, pour 
calculer l'enveloppe convexe d'un polyomino dit lw-convexe. Cet algorithme tire son intérêt du 
fail qu'il est basé sur des résultats issus de combinatoire des mots datant des années 1950. 
Avant d'aller plus loin, il faut préciser ce gu 'on entend par convexiré discrète. En géométrie 
euclidienne, la notion intuitive de convexité s'exprime de la manière suivante: 
Définition 23. Une région R du plan euclidien est com'exe si pour toute paire de points Pl, P2 
de cette région, le segment de droite qui relie Pl à p~ appartient ù R. 
Puisque l'intersection de deux ensembles convexes est convexe, il s'ensuit une définition loute 
aussi intuitive de l'enveloppe convexe: 
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Figure 3,2 Deux régions de IR2 Celle de gauche est convexe alors que celle de droite ne l'est 
pas. 
Définition 24. L'enveloppe convexe d'une région R du plan euclidien est l'intersection de toutes 
les régions convexes qui contiennent R. 
Ces définitions ne peuvent être appliquées directement à la géométrie discrète. Une première 
approche consiste à considérer les polyominos dans le plan eucl idien IR:l comme une union 
de canés unitaires, appelés pixels. Cette façon de faire n'est guère satisfaisante car les seuls 
polyominos qui satisfont une telle définition de la convexité sont les rectangles orientés dans le 
même sens que les axes (voir Figure 3.3). 
Figure 3.3 Mauvaise définition de la convexité discrète. 
Il Y a donc un travail non-trivial nécessaire afin de traduire la notion de convexité au monde 
discret. Une première définition de la convexité basée sur la discrétisation d'objets continus est 
due à Minsky et Papert (Minsky et Papert, 1969) ct Sklansky (Sklansky, 1970). 
Définition 25. Un sous-ensemble S du plan discret 'Z} est digitalernenl convexe s'il correspond 
à la discrétisation de Gauss d'un sous-ensemble convexe R de IR::!. C'est-à-dire, .'3 = Conv( R)n 
';f}. 
Contrairement à la version euclidienne, cette définition de convexité discrète n'implique pas 
la connexité de l'ensemble considéré (voir Figure 3.4) ce qui est contre-intuitif', De plus, cette 





• • • • • 
• • • • • 
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Figure 3.4 La discrétisation d'une figure convexe qui n'est pas 8-connexe. 
définition de la convexité cliscrète ne permet pas l'élaboration directe cI'un test de convexité 
efficace. Kim a proposé plusieurs caractérisations des ensembles discrets convexes et à montré 
(Kim, 1981: Kim, 1982) que sous l' hypothèse préalable <.le la 8-connex ité elles s'avèrent 
toutes équivalentes à la Définition 25. Ce prérequis rend la notion de convexité discrète fidèle à 
l'intuition. Voici cinq des caractérisations proposées pal' Kim. 
- Propriété de /iRnes. Ils n'existe pas trois poinL,> colinéaires PI,P2,P:l E 22 tels que PI et p:! 
appartiennent à S, P2 est situé entre Pl et P3 mais P2 '1. S. 
- Propriété de triangles. Pour tout triplet de points Pl, P2, P:l E S la discrétisation du triangle 
euclidien fOlmé par Pl, P2 et P3 est incluse dans S. 
Bien que ces deux propriétés ne soient pas équivalentes en général (voir Figure 3.5), elles le 
sont dans le cas d'ensembles 8-connexes. Voir (Ronse, 1985) pour une preuve directe. 
• • • • • • 
• • • • • 
• • + • • • 
Figure 3.5 La propriété de lignes est satisfaite par cet ensemble mais pas celle de triangles. 
Contrairement aux cieux précédentes. les deux suivantes impliquent d'elles-mêmes la 8-connexité 
cie r ensemble considéré. 
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- Propriété de cordes. Pour toute paire de points Pt. P2 E S et pour tout point (:c. y) E [R'2 
tel que (J'. y) est situé sur le segment reliant PI à p~, il existe un point (h. k) E S tel que 
max {lx - hl.ly - kl} < 1. 
Une autre caractérisation, proposée par Kim et Roscnfeld (Kim et Rosenfeld, 1982), se clémarque 
des autres par le fait qu'elle n'utilise que des objets discrets évitant ainsi toute référence au 
monde continu lR'.2. 
- PropriéTé de droite digiwle. Pour toute paire de points Pl, P2 E 5' il existe un segment de 
droite digitale reliant PI à P2 qui est entièrement inclus d,ms S. 
Finalement. cette dernière propriété servira de point de départ pour l'élaboration de notre test 
de convexité présenté en Section 3.3. 
- Propriété d'enl'e!oppe. L'enveloppe convexe euclidienne de S ne contient aucun point il co­
ordonnées entières à J'extérieur de S. 
La Figure 3,6 montre un exemple d'ensemble 8-connexe correspondant exactement à la discré­
tisation de son enveloppe convexe euclidienne. 
Figure 3.6 Ur. er.semb!e 8-cannexe convexe et son enveloppe convcxe euclidicnilc. 
Étant donné que nous nous intéressons ici aux polyominos. qui sont par définition 4-connexes. 
toutes ces définitions de convexité discrète s'avèrent équivalentes. Voir (Eckhardt. 2001) pour 
une revue complète des liens et équivalences entre les différentes définitions de la convexité 
discrète. 
Le bord d'un polyomino se décompose naturellement en quatre parties déterminées par ses 
points extrémaux. On identifie, parmi les points situés sur le bord d'un polyomino, les points 
N, S, E, 0 de la manière suivante: (comme l'illustre la Figure 3.7) 
• N le point le plus à gauche de la ligne la plus haute. 
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• S le poi nt le plus à droite de la ligne la plus basse. 
• E le point le plus haut de la colone la plus à droite. 















Figure 3.7 Un polyomino et sa décomposition standardw == (Vj . 'UJ2 . "U.':\ . tu.j. 
Ces points l!éfinissent une factorisation du mot codant le bord du polyomino. 
Définition 26. Soit tu E {n, 1,0, I}' un mot codant le bord cI'un polyomino P. On appelle 
décomposition standard l'unique factorisation 11: == W1 . W2 . W:3 . 1U4 telle que 11'1 code le bord 
cie P du point 0 au point N, U'2 du point N au point E, 1U3 du point E au point Set W4 du 
point S' au point O. 
On remarque que les quatre mots WI, 11'2. w3, W4 sont forcément non-vides et que WI commence 
et termine par la lettre 1. w2 par 0, W:l par l et Wi par O. De plus, cette clécomposition se calcule 
en temps linéaire en effectuant une seule passe sur le mot w. 
3.2 hv-convexité 
Une notion préalable à la convexité, classique dans "étude de la tomographie discrète et en 
combinatoire énumérative, est la hv-convexité. Contrairement ~l la convexité classique, cette 
notion passe trivialement du mancie continu au monde discret et vice-versa. 
• 





Définition 27. Un sous-ensemble R C !R2 est horizontalement convexe, en abrégé Iz·collve.œ, 
si pour toute paire de points (:q,y), (:C2,Y) E Ron a: 
:rI < :1: < X2 ===} (.:c, y) ER. 
On définit similairement la v·C()Ilvextilé : 
Définition 28. Un sous-ensemble R C lH;2 est verticalement convexe, en abrégé V'COllvexe, si 
pour toute paire de points (x. Yl), (x, m) E R. on a : 
YI < Y < Y'2 ===} (x. y) E R. 
Finalement, une région est dite hv-convexe si elle est à la fois h-convexe et v-convexe. Dans le 
cas discret, on dira clone qu'une figure est h-convexe (resp. v-convexe) si tous les points appar­
tenant à une même ligne (resp. colonne) sont consécutifs dans cette ligne (resp. colonne). 
• 
• • • • ... •@hp
. . . . 
(a) (b) (c) 
Figure 3.8 (a) Une figure h-convexe. (b) Une figure v-convexe. (c) Une figure hv-convexe. 
Évidemment, la hv-convexité est une condition nécessaire à la convexité discrète mais pas suf­
fisante (voir Figure 3.8 (c». Cette propriété impose une structure particulière au mol de contour 
cl'une figure hv-convexe. Un mot w E {O, 1,0, I}* est dil hv-convne s'il code le bord d'une 
figure hv-convexe. 
Proposition 4. Soit 'tu E {O, l, li, I} * un mot de COIlIOIlr. w esr hv-convexe si er seulement si le 
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mal w admet ulle jaclOris(Jfioll 'lU == U't WlU'3'/"1 celle que 
'U'l E l{D.I}l C {U.Ir, 
'lU~ E o{O,I}() C {O,I}'. 
W3 E -dO,Ihc {O,l}*, 
'lU4 E fi{O.l}ijC {D.I}·_ 
De plus, dans UII tel cas 'lUl W2U'3'lV4 forme la décomposition slOlldard de w. 
Preuve. ({:::) Soit W] E l {D, 1}1' W2 E orO, I}o. W3 E T{O, Ih et W.j E orO, l}ü tels gue leur 
concaténation W = U'tll'2'L'31lJ'1 code le bord du polyomino P. Soient 0, N. S, E les points sur 
le bord de P tels que U'l = P [0, N]. w:! = P [N, El, 'lU!> = P [E, 5], U' 1 = P [5,0/ (voir 
Figure 3.9). Puisque toutes les occurrences cie la lettre () sont situées dans le prénxe 'lUIW:!. et 
que toutes les OCCUITences de 0 sont dans le sui'fixe W::l1lJ4 , le point 0 est situé dans la colonne 
la plus à gauche de Pet E dans la plus à droite. Si P n'est pas h-convexe, c'est que soit 
l. Le mot Wl'W2 contient un facteur cie la forme 10"1, avec k ::: 1. 
-1;' ­
2. Le mot W;3U'.j contient un facteur de la forme 10 1, avec k' ::: 1. 
Étant donné les alphabets respectifs cles mots WI, 'lU2. 10:\ et W4, ces cieux cas sont impossibles, 
donc Pest h-convexe. On montre de manière semblable gue P est v-convexe, ce qui permet cie 
conclure que west hv-convexe. On remarque également que le point 0 correspond forcément 
au point le plus bas de la colonne la plus à gauche. que N correspond au point le plus à gauche 
de la ligne la plus haute, que E correspond au point le plus haut de la colonne ta plus à droite 
et que S correspond au point le plus à droite de la ligne la plus basse. On conclut donc que 
ll'IIL'2W3W4 est la décomposition standard de 1J.l. 
(=*) Soit P un polyomino hv-convexe. Soient 0,N.E,5 quatre points sur le bord de P tels 
que 0 est le plus bas de la colonne la plus à gaucbe, N est le plus à gauche de la ligne la plus 
haute, E est le point le plus haut de la colonne la plus à droite et .) est le plus à droite de la 
ligne la plus basse (voir Figure 3.9). On pose Wl = P [O. N], 'W2 = P [N, E], 1JJ:3 = P [E, 8] 
et lU,! = P [5,0]. Par cette construction, Wj débute et termine par la lettre 1, W2 par la lettre 0, 










Figure 3.9 Une figure hv-convexe et la factorisation de son mot de contour 'U' = CL' 1 U'2'W;lW4, 
Le facteur CL'lW2 de 10 ne contient aucune occurrence de la lettre 0, Supposons que ce n'est pas 
le cas et considérons une occurrence de la lettre °dans 10 1102, La colonne traversée, lors du pas 
vers la gauche cOlTesponclant à la lettre 0, avait cléjà été traversée lors d'un pas vers la droite 
puisque le chemin codé par (LI] lJ.'2 débute au point le plus à gauche cie P, Cette colonne devra 
également être retraversée lors cI'un autre pas vcrs la clroite car 11,,'1102 termine au point le plus à 
droite de P. Cependant, lors du parcours du bord d'une figure hv-convexe, chaque colonne est 
traversée exactement deux fois. Il y a donc une contradiction. On montre cie la même manière 
que le facteur 1021L';j de ?LI ne contient aucune occurrence cie la lettre 1. que 'W31L'4 ne contient 
aucune occurrence de la lettre 0 et finalement que 1O~1Ol ne contient' aucune occurrence de la 
lettre l 
Ainsi, déterminer si un mot west lw-convexe revient dans un premier temps à calculer sa 
clécomposition standard, puis à vérifier que chacun cles motswl, W2, W;1, 10'1 est bien sur l'al­
phabet à deux lettres approprié, 
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3.3 Détection de la convexité discrète 
Étant donné un mot UJ E {O. L 0, T}', on dira qu'il est convexe s'il code le bord d'une figure 
digitalement convexe. Soit '!L'! W:!.lL'3'lU.l la décomposition standard d'un mot convexe, 011 dira de 
Wl qu'il est NO-conve.re car il code la partie /lord-ouest d'une figure convexe. On dira similai­
rement de 1.l!.2 qu'il est NE-convexe, de 1L'3 qu'il est SE-convexe et de lU" qu'il est SO-convexe. 
Supposons maintenant que le mot west IlV-convexe. Afin de déterminer si le mot west convexe, 
on commence par tester si le mot U'J est NO-convexe, c'est-à-dire, s'il code le côté nord-ouest 
d'une figure digitalement convexe. Nous venons ensuite comment réutiliser ce test afin de 
décider de la convexité du mot li'. Pour décider de la NO-convexité d'un mot sur l'alphabet 
{O, l}, il faut détecter s'il existe des points à coordollnées entières entre le chemin codé par ce 
mot et la partie supérieure de l'enveloppe convexe des points de ce chemin. Le théorème suivant 
provient de (Brlek et al, 2008). 
Théorème S. Vn mot v E {l} . {O, l}* est NO-coll\'exe si et seulement si son uniquefacLOri­
sation en mots de Lyndon décroissants 'W = 1~'11~'2 ... IZk est composée uniquement de mots de 
Christoffel primitifç. 
Afin de démontrer ce résultat, considérons le lemme suivant: 
Lemme 3. Soit v E {O, l}' lm mot codal1l un chemin NO-convexe et soit e Il/le des arêtes de 
SOI1 enveloppe cOl1l'exe. Soit 11 le factellr de 1) qui correspond cl la partie dll chemin délimitée 
par e,o alors u est UI1 //lot de Christoffel. 
Ceci est une conséquence directe de la Définition 10 qui assure que le chemin associé à un 
mot de Christoffel reste toujours le plus près possible de la droite reliant son point de départ 
à sor. point d'arrivée sans jamais la traverser. NOLIS pouvons maintenant passer ~I la preuve du 
Théorème 5. 
Preuve. (=:;.-) Soit 11 un mot couant lin chemin NO-convexe et soit (cl,e2:··.,ek) la suite 
d'arêtes qui forment le bord de son enveloppe convexe. Pour chaque i de l à k, soit Ui le 
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facteur de '1.) déterminé par l'arête l';i et soit li l'unique mot primitif tel que Hi = 1)),', On a alors 
que 
Par la définition de la NO-convexité et le Lemme 3 on a que les Ui tout comme les 1; sont des 
mots de ChristoffeL Par la Propriété 1 (i) (Section \',t 1), les li sont également des mots de 
Lyndon, Puisque (e]. (;2 •.... er.) forme l'enveloppe convexe supérieure de v. il s'ensuit que la 
pente Pi de l'arête l';i est plus grande que la pente Pi+! de l'arête Ci+l. Ceci implique l'inégalité 
suivante: 
(31) 
Par la Propriété 1 (ii) (Section 1.4.1) on conclut que li > 1;+ 1. Ainsi l~"l~l ... l;;k est l'unique 
factorisation en mots de Lyndon décroissants de 1.' et chacun de ces facteurs est un mot cie 
Christoffel. 
({:::) Soit v E {ü.l}· un mot tel que sa factorisation en mots de Lyndon décroissants I~J l~l .. ·l~k 
est uniquement composée de mots de Christoffel primitifs. Pour chaCJue i cie 1 à k, soit Ci le 
segment de droite reliant le point de départ du chemin codé par 1;" à son point finaL Il reste 
à voir que (e!, C:l, ... J Ck) forme l'enveloppe convexe supérieure de v. Pu isque 1;'; est un mot 
de Christoffel. la Définition 10 (Section 1.4.1) assure qu'il n'existe aucun point à coordonnées 
entières entre le chemin codé par l;H et le segment cie droite ei et, en plus, que jamais le chemin 
ne traverse ie segmenl. Par le théorème cie factorisation uniqut tll rn()l~ de Lyndon décroissanls 
(Théorème 2), on a que li > lHI' En utilisant encore une fois l'Équation 3,1. on conclut que la 
pente de Ci est strictement plus grande que celle de Ci+1 . 
Ainsi, la suite cie segments (el: e2: .... el,;) forme l'enveloppe convexe supérieure du chemin 
codé par v . Comme il n'y a aucun point entre le chemin et son enveloppe convexe, on conclut 
que v est NO-convexe. • 
Ceci permet l'élaboration directe cI'un algorithme véritiant si un mot donné code le bord d'une 
région digitalement convexe. 
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3.3.1 Algorithme optimal 
Traditionnellement, les algorithmes de géométrie discrète s'appuient sur des outils arithmétiques. 
L'algorithme de Debled-Renneson et al. (Debled-Rennesson, Rémy et Rouyer-Degli. 2003) 
en est un bon exemple. Cet algorithme construit, à ['aide d'outils arithmétiques, une série de 
segments maximaux de droites digitales (Reveillès. 1991) et parvient ainsi à déterminer si 
une figure discrète est convexe ou non. Notons que cette méthode est linéaire en fonction du 
périmètre de la figure analysée, L'algorithme qui suit utilise des résultats issus de la combina­
toire des mots (voir Chapitre 1) afin de résoudre ce problème en temps linéaire également mais 
avec une constante plus petite. 
Problème I. É/an! donné un mot U' E {O, 1,0, I}", es/-ce que le chemin codé par w forme le 
bord d'une figure discrète convexe? 
La première étape consiste à nous assurer que 7J) code bien le bord d'un polyomino lw-convexe. 
Ceci s'effectue en trois étapes: 
1.	 Vérifier quew code bien le bord d'un polyomino à l'aide de l'algorithme présenté en 
Section 2. 
2.	 Calculer 11:1, 11:2, 'W3, W4 la décomposition standard de w. 
3.	 Vérifier que le mol w1 . 11'2' 'W3 . W4 code une figure hl' - C011ve:rc. 
Chacune de ces étapes s'effectue en temps linéaire (voir les sections respectives) n'affectant 
pas la complexité totale de l'algorithme. L'algorithme suivant teste la NO-convexité d'un mot 
v correspondant au facteur 'WI de la décomposition standard du mot de contour. Il s'agit d'une 
application directe du Théorème 5. Chaque mot de Lyndon de la factorisation unique de v en 
mots de Lyndon décroissants est testée afin de vérifier qu'il s'agit bien d'un mot de Christoffel 
primitif. 
Algorithme 5 (estNOConvexe). 
Entrée: v E {O,l}n 
1:	 conve:ce f- vrai; 
2:	 inde:r: f- 1; 
55 
3: tant que convexe ct inde:r :S n faire 
4: (ll,rlll +- PrcmierFactcurDeLyndon(Uindc.rUinde.r+ 1. ••• u.,,);
 
.s: convexe +- estChristoffelPrimitif(ll);
 
6: inde!: +- inde, + nlllll; 
7: fin tant que 
8: retourne(conveu): 
La factorisation en mots de Lyndon décroissants d 'un mot v étant v = I~' 11~' ... I~:k, on a 
forcément que Ivl > Li Il;1. L'algorithme précédent est donc linéaire en fonction de la longueur 
du mot v. 
Ensuite, pour tester que Je facteur W2 est NE-convexe il suffit d'utiliser le morphisme a introduit 
à la Section 1.5.4. En effectuant une rotation de }, la partie nord-est devient alors la partie 
nord-ouest et on peut alors utiliser l'algorithme estNOConvexe pour en tester la convexité. La 
proposition suivante généralise ceci. 
Proposition 5. Un mot hv-conve.œ w dOllt la décomposition standard es! Wl W2W:~ 11') est convexe 
i
.l'si a - 1 (Wi) est NO-co/ll'exe. pour tOIl! i. 
Ceci constitue donc un test de convexité linéaire en fonction de la longueur du mot codant le 
bord d'une figure discrète. Ce test de convexité discrète constitue une solution algorithmique 
particulièrement efficace car elle est entièrement basée sur la manipulation d'objets discrets. 
C'est là la force de l'approche combinatoire de la géométrie discrète. 
3.3.2 Raffinement de l'algorithme 
L'algorithme présenté précédemment, bien qu'optimal, requiert plusieurs passes sur le mot, en 
particulier lors du prétraitement. On peut éviter ce prétraitement en insérant ces étapes au coeur 
de l'algorithme. 
La premère modification consiste à modifier l'algorithme PremierFacteurDeLyndon de façon 
à passer en paramètre l'alphabet ordonné sur lequel factoriser le mot. On notera [a 1,02, ... , an.] 
l'alphabet {al,a2, ... ,an} muni de l'ordre total: ai < aj {==} -i < j. Le Tableau 3.1 
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Facteur Alphabet Ordre Alphabet Ordonné 
1J.'\ {O,l} 0<1 [0,1) 
'W2 {O,T} 1<0 [1.0] 
'W;l {O,1} 0<1 10, Il 
w~ {O,l} 1 < 0 [1. 0] 
Tableau 3.1 Alphabets ordonnés en fonction du facteur considéré, 
montre les alphabets ordonnés sur lesquels doivent être factorisés chacun des facteurs de la 
décomposition standard du motw, 
Une deuxième modification portée à cet algorithme consiste à compler le nombre cl 'occurrences 
de chacune des lettres et à retourner cette information avec la paire (lI, ni) calculée, Appelons 
ce nouvel algorithme PremierFacteurDeLyndon+, 
On modifie également l'algorithme estChristofTelPrimitif de façon à passer en paramètre l'al­
phabet utilisé ainsi que le nombre d'occurrences cie chacune des lettres, Appelons ce nouvel 
algorithme estChristoffelPrimitif+ , 
Afin de minimiser le prétraitemcnl. au lieu de calculer la décomposition standard du mot lU 
puis de tester la hv-conexité, on va plutôt supposer que lU est lw-convexe et donc que les 
changements d' alphabets à deux lettres correspondent exactement à la décomposition standard 
Wl.W2,'W:J,11.'.J.C'est-à-direque11.'l E {O,l}",1U2 E {O,1}'.11.':l C {Ü,1}*,w~ E {(l,if, 
L'algorithme optimisé suivra donc les étapes suivantes: 
1.	 Trouver le début d'un des facteurs Wi, 
1,1 Appelons Wi--l le facteur parmi 11.' l, 11.'~, /1)3 et 11.'" dans lequel est situé la première 
lettre de li'. 
1.2	 Puisque le mot tu contient au moins une occurrence cie chacune des lettres de son 
alphabet, il existe a, b E {O, 1. 0, I}, a i- b. telles que li' = uv avec II E {a. b}* . {ail}. 
k 2: 1 et Première(v) = c (/. {a, b}. On pose 11." = vu. 
1.3	 Si west hv-convexe alors le facteur 10i est un préfixe de bJ.- .w' sur l'alphabet ordonné 
[c.bl. 
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2.	 Calculer le premier facteur de la f::Jctorisation en mots de Lyndon décroissants de Wl sur 
l'alphabet ordonné [e, b]. 
2.1	 Le préfixe bk de lUi n'a pas besoin d'être considéré puisque best le plus grand (lexi­
cographiquement) mot de Lyndon sur l'alphabet ordonné [c,b] et que bk est bien un 
mot de Christoffel. 
2.2	 On utilise la convention que pour toute lettre a 9!- {b, c} on Cl a < b et a < c 
de manière à cc que l'algorithme PremierFacteurDeLyndon+ s'arrête dès gu'une 
telle lettre est rencontrée. On sail alors gu 'un doit traiter le facteur WH-l sur "alphabet 
ordonné [a, e]. 
2.3	 Vérifier que la succession cies alphabets ordonnés à cieux lettres est bien conforme au 
Tableau 3.3.2. 
3.	 Vérifier que le mot de Lyncion obtenu est bien un mot de Clu·jstoffel. 
4.	 Répéter les étapes 2 et 3 jusqu'à ce gu'on ait traité les quatre facteurs 11' l, V. I 2, W:l; W.!. 
5.	 PUÎsqu'on a parcouru les mots U/l, ll'2, W3 et 'U'1, on a pu compter le nombre d'occurrences 
cie chacune des lettres. On véri fie finalement que: 
5.1 Si 111'11 + IW21 + Iw:\1 + 1U'41 < l'wl alors w n'est pas hv-convexe. 
5.2 Si Iwlo =1- Iwlo ou Iwh =1- IwlT alors l.1.' ne code pas le borcl d'un polyomino. 
Cette méthode a pour avantage qu'elle ne nécessite aucun prétraitement sur le mot testé. De plus, 
presque tout le traitement s'ctfectue en une seule passe sur le mol. En effet. si on considère un 
facteur 1;" obtenu en calculant la factorisation en muts de Lyndon décroissants d'un des Wi, une 
seule des ni occurrences de li sera utilisée pour tester qu'il s'agit bien d'un mot de Christoffel 
et sera alors parcourue une deuxième fois. Tout le reste du facteur n'est traité qu'une seule fois. 
Ainsi, lors de l'analyse du bord d'un polyomino, il n'est nécessaire de stocker en mémoire que 
le mot de Lyndon considéré lors de la factorisation du mot Wi. Les facteurs précédents n'ont pas 
besoin d'être conservés en mémoire. 
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3.3.3 Enveloppe convexe 
Étant basée uniquement sur la notion d'ordre lexicographique, la décomposition en mots de 
Lyndon décroissants d'un mot ne semble pas, à première vue, donner lieu à une interprétation 
géométrique. On voit bien cependant qu'elle s'avère extrêmement significative dans le cas des 
figures convexes puisqu'elle en détermine les points appartenant à renveloppe convexe. La 
preuve du Théorème 5 implique le corollaire suivant. 
Corollaire 3. L'enveloppe convexe d'un polyomino est 1lI1 poly!!,one d(mf les sommels corres­
pondent (Un points de fuctori.mfùm en illOIS de Lyndon. 
Figure 3.10 Un mot NO-convexe et sn factorisation en mots de Lyndon décroissants. 
À titre d'exemple, considérons le chemin codé par 1) 10110101001000010001. La décom­
position en mots de Lyndon décroissanls est: 
v = (1)1 . (Oll) 1 . (01)'2 . (OO1)J . (000010001) 1. 
On remarque que les t'ncteurs 1,011,01,001,000010001 sont tous des mots de Christoffel pri­
mitifs. La Figure 3.10 illustre clairemenr le lien entre cette factorisation el les points correspon­
dant aux sommets du polygone formant l'enveloppe convexe. 
Il est important de noter que ce lien entre la factorisation en mots de Lyndon décroissants d'un 
mot el l'enveloppe convexe de son chemin associé n'est valide que dans le cas des figures 
convexes, Lorsqu'une ligure n'est pas convexe. il n'y a pas de correspondance entre les deux. 
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Par exemple, considérons le mot v = 10001110100100100011. La décomposition en mots de 
Lyndon décroissants est: 
u = (1)1 . (00011101001001)[ . (00011)1 
Cela ne correspond pas il l'enveloppe convexe supérieure de ce chemin tel que l'illustre la Figure 
:1.11. 
Figure 3.11 La décomposition en mots de Lyndon décroissants et renveloppe convexe. 
L'enveloppe convexe euclidienne cl 'un ensemble discret 8 E 'Z) est forcément un polygone dont 
les sommets sont des points dc S. Dans le cas où S est digita!ement convexe, il est entièrement 
déterminé par ces points. 
Étant donné un mot NO-convexe v E {O, 1}* dont la décomposition en mots de Christoffel 
décroissants est v = 1~lll~u ... l~:k, on pose (XI), Yo) le poi nt cie départ du cherni n codé par v. 
Pour chaque entier -i E {1,2, ... ,k} on pose (:Ci,Y;) comme étant le point Oll se termine le 
chemin codé par le facteur 1:li et les quantités: 
On définit ensuite les mots 
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OÙ fLi = pgCd(b.Xi, f::::.Y.i) et en,À: est le mot de Christoffel primitif de longueur n avec k occur­
rences de la lettre 1 (voir Définition 9 de la Section 1.4). 
À partir de la preuve du Théorème 5 et du Corollaire 3 on déduit directement que 
v = UjU2· .. 1Lk. 
Ceci fournit donc un algorithme optimal pour reconstruire une ligure discrète digitalement 
convexe à partir des points correspondant aux sommets de son enveloppe convexe euclidienne. 
Il suffit de calculer les mots de Christoffel correspondants en utilisant une version légèrement 
modifiée de l'Algorithme 2 présenté à la Section 104.2. 
3.4 Calcul de l'enveloppe convexe 
Étant donné un mot w sur l'alphabet {O, 1}, l'enveloppe convexe supérieure du chemin codé 
par U' est donné par ce qu'on appelle sa factorismioll de Spit;,er (voir (Lothaire, 1997), page 
95). On définit d'abord deux familles d'ensembles. Étant donné lin morplJisme <I> : {O, l} ---; R 
où TI«. est considéré comme un monoïde additif, pour tout r E ffi'. on pose 
c, = {v E {O, 1} + 1(I> (v) = l' 1vi} , 
B, ~ c, \ (,Y,C' {D, 1)') . 
Le résultat suivant est attribué à Spitzer (Spitzer, 1956) qui ra établi de manière plus générale 
dans un tout autre contexte. 
Théorème 6 (Spitzer, 1956). Tout mot lU E {a: 1} * admet une unique factorisalion de laforme 
OÙ bi E Br; pour i = 1,2, ... ; k et si i =1- k alors ri ;::: /'i+ 1· 
En prenant le morphisme défini par 1>(0) = -1 et 1>(1) = +1, les séparations entre les facteurs 
bi . bi +! tels que Ti > 'T'Hl correspondent exactement aux points de l'enveloppe convexe du 
chemin codé par w tel que l'illustre la figure suivante: 
• • • 
• • • 
• • • 
• • • 
• • • • • • • • • • 
• • • • • • • 
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. .....• 
(a) (b) (c) 
Figure J.U Étant donné le morphisme <1>(0) = -1 et i[>(l) = +1, trois chemins codés par des 
mots appartenant il l'ensemble ('-1/4' Le mot en (c) appartient également il l'ensemble B_ r/ 4 
alors qu'en (a) te préfixe 00011 E C-l/i et en (b) le préfixe 01 ECu. 
'UJ = 1000011100010001, 
• • • w = 1 ·0000111 . ()001000L 
o 01 0000111 E B- 1/ 7 : 
• • • • • • • • • • 00010001 E B- 1/ 2 . 
On remarque que la pente d'un mol'U' E C,. est p(w) = (1 + 1')/(1- r), de sorte que si on a 
U E Br et v E Bs alors 
T < S Ç:::::} peu) < plv). 
Tout comme dans le cas cles factorisations de Viennot, la famille d'ensembles (Br )'2:0 admet la 
propriété suivante: 
Propriété 4. Soit u E E,. et v E Es a/ors l' < s implique uv E BI. pour lin cerwin T < t < 8. 
En fait, on peut redéfinir la factorisation de Spitzer de manière à obtenir une factorisation 
de Viennot (Viennot, 1978). Cette seule propriété suffit par contre il élaborer un algorithme 
linéaire en fonction de la longueur d'un mot afin d'en calculer la factorisation de Spitzer et 
donc l'enveloppe convexe supérieure du chemin qu'il code. Ehrenfeucht. Hacmer et Haus­
selon utilisé cette approche clans leur article (Ehrenfeucht, Haemer et Haussier, 1987) afin 
d'élaborer un algorithme optimal pour calculer l'enveloppe convexe d'une liste de points T = 
(:1:0: YO): (XI ,YI)".,: (:Cn,Yn), de coorclonnées:c distinctes et tIiée en fonction de cette coor­
donnée. 
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Étant donné un mot w, puisqu'on s'intéresse au nombre ct'occurrences de chacune des lettres 
dans ses facteurs plutôt qu'aux facteurs eux-mêmes, on commence par calculer la liste L 
(LO) si 'LVi = 0, 
a;= { (0, 1) si Wi = 1. 
Ensuite, tant qu'il existe une valeur i telle que aibt+ l :S ai+ lb;, on remplace les couples (ai, bi) 
et (ai+l, bi+l) par (ai + aHl, bi + bH1 ) clans la liste L. 
Il existe de nombreux algorithmes linéaires pour calculer l'enveloppe convexe d'un polygone. 
Le premier est dû à McCalium et Avis (McCallum et Avis, 1979) mais on lui préfère habi­
tuellement celui de Melkman (Melkman, 1987) (voir (Aloupis, web) pour une chronologie de 
ces algorithmes). Notons que si on implémente l'algorithme présenté ici à "aide d'une pile, on 
obtient alors une version discrète et simplifiée de l'algorithme de Melkman. Bien entendu, l'al­
gorithme ainsi obtenu ne s'applique qu'aux mots codant le bord d'un polyomino ht'-convexe 
alors que celui de Melkman permet de calculer l'enveloppe convexe cie n'importe quel po­
lygone. L'algorithme présenté ici tire son intérêt du fait qu'il utilise dcs résultats issus de la 
combinatoire des mots antérieurs à l'algorithme de McCallum et Avis. D'un autre côté, la forte 
similarité avec l'algorithme de Melkman tend à montrer que ['utilisation des mots ne fait ici que 
masquer ['arithmétique du problème. La porte est donc toujours ouvelte à l'élaboration d'une 
approche plus combinatoire au problème de calcul de renveloppe convexe tfun poiyomino, 
comme les mots de Lyndon l'ont fait pour tester la convexité discrète. 
•• • • 
•• 
Chapitre IV 
PAVAGES ET DÉTECTION DES POLYOMINOS EXACTS 
4.1 Introduction 
L'idée de paver une surface à l'aide d'un motif répété tire ses racines des temps anciens au­
tant pour des raisons pratiques qu'esthétiques. Plus récemment, les pavages ont été étudiés 
cie manière théorique sous diftërents angles. en particulier en informatique théorique, en lo­
gique mathématique et géométrie discrète. Les pavages permeltent de développer des outils 
efficaces pour démontrer l'indécidabilité d'un problème. En physique, on étudie les pavages 
afin de mieux comprendre la structure des quasi-cristaux. 
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• ••• ..•... ••••  .. 
,.• 
.. 
.' •• 1 
• 
••• •...  ,+ ~ •• .. 
• 
...- .. .. :. 
Figure 4,1 Trois des nombreux pavages qui décorent le palais de [' Alhambra à Granada en 
Espagne. 
On s'intéresse ici au problème de pavage du point de vue de la théorie de le complexité. On 
définit habituellement un pavage par un ensemble de copies de polyorninos qui recouvrent exac­
te ment une région donnée. 
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Définition 29. Un pavage T d'un sous-ensemble S c 1} par un ensemble fini de polyominos 
P est un ensemble de couples (p, i7) E P x 7i} tel que: 
1.	 S est l'union des polyominos p + li pour tout les (p. il) E T. 
2.	 Pour toute paire distincte (p, li), (pl. If) E T. les polyom inos p+17 et pl+v sont d'intersection 
vide. 
Cette définition de pavage ne permet que les copies par translation des polyominos. Cette res­
trictionn'entraÎne aucune perte de généralité puisqu'on peut toujours inclure les images des po­
Iyominos considérés selon différentes transformations (rotation, symétrie, etc.) dans l'ensemble 
P. 
Définition 30 (Problème du pavage). Étant donné un ensemble de polyominos P et un sous­
ensemble S C Z2. est-ce que S admet un pavage par P. 
On supposera toujours que l'ensemble de S est 4-connexe puisque dans le cas contraire il suffit 
de traiter chacune des composantes 4-connexes indépendamment des autres. 
( 1) (2)	 (3) 
Figure 4.2 (1) Un ensemble de polyominos P. (2) un sous-ensemble S C 7l.:J, (.3) un pavage 
de S par P. 
Pour un ensemble de polyominos P fixé, dans le cas où le sous-ensemble du plan S est fini, le 
problème du pavage est clairement dans NP puisqu'étant donné un pavage de S par P on vérifie 
en un temps polynomial, en fonction de la taille cie S, que le pavage est conforme à la Définition 
29 (voir la Figure 4.2). 
La complexité du problème du pavage varie de manière impressionnante selon les contraintes 
imposées. En particulier le pavage d'un ensemble fini S par des barres horizontales et velticales 
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illustre bien cette variation. Pour k 2: ~. on note hA: (resp. 'L'k) le polyomino formé d'une barre 
horizontale (resp. verticale) de f,; cellules consécutives et la complexité est donnée en fonction 
du nombre de cellules dans l'ensemhlc S. 
Le problème du pavage avec S salls trou et P {hb v/} se résout en O(n) (Kenyon et 
Kenyon. 1992). 
- Le problème du pavage avec.) possédant k !J'ous et P {h:J, u:J} se résout en O(nk + 
n log(n)) (Thiant, 2003). 
- Le problème du pavage avec .5 possédant Ull nombre arbitraire de trous et P = {h k : vd =1­
{h2 : V2} est NP-complet. 1 
Dans le cadre cie cet ouvrage. on s'intéresse aux pavages de ['ensemble (lu plan. c'est-à-dire 
S = Z2 Puisque cette fois-ci l'ensemble à paver est infini, la notion de périodicité joue un rôle 
déterminant dans le traitement algorithmique de ces problèmes. 
Définition 31. Un pavage T est dit périodique s'il existe une paire de vecteurs linéairement 
indépendants 11 et 11 tels que la translation par ces vecteurs ne modifie pas l'ensemhle T. 
Définition 32. Un pavage T est dit semi-périodique s'il existe un vecteur U' tel que la transla­
tion par ce vecteur ne modifie pas l'ensemble T. 
(1) (2) 
Figure 4.3 (1) Un pavage du plan périodique. (2) Un pavage du plan semi-périodique. 
Remarque 2. Si un ensemble de polyominos P pave le plan de manière serni-périodique, alors 
il existe au moins un pavage du plan périodique par cet ensemble. 
'Une dénlOilstralion de ce résultat est présenléc dans Œcauquier el al.. 1995) où clic csl attribuée à un 
document non-publié de Garey, Johnsoll el Papadimilrou. 
66 
Le résultat le plus célèbre quand au pavages clu plan provient de Berger qui à brisé la fa­
meuse conjecture des clominos cie Wang. En effet. clans (Wang, 1961) Wang avait considéré le 
problème de pavage du plan suivant: 
Problème 2. Étant donné Ull ensemhle Jilli de cards unitaires aux côtés colorés, appelés do­
minos. existe-t-il un pavage du plan tel que deu" côrés adjacents soiellr IOltjours de la même 
couleU!: 
Il en avait déduit la conjecture que voici. 
Conjecture 1. Si Ull ensemhle de domillos pare le plan, alors il existe Ult moins UI! pavaf!,e du 
plan périodique par ces polY0Jnillos. 
Dans sa thèse de doctorat. Berger à montré indirectement que cette conjecture est fausse en 
prouvant J'indécidabilité du problème cJes dominos dc Wang (Berger, 1966). Il a ensuite été 
en mesure de décrire explicitement un ensemble de dominos qui pavent le plan uniquement 
de manière apériodique. Évidemment le problème cJes dominos de Wang peut être réduit au 
problème de pavage clu plan par un ensemble de polyominos, ce qui nous amène au résultat 
suivant: 
Théorème 7 (Berger). Le problème de pm'aKe du pluH par un ensemble fini dl! polyominos esr 
indécidable. 
Pour un raffinement de ce résultat, voir également (Gurevich et Koriakov, 1972). Il est donc na­
turel d'étudier des versions du problème cie pavage pour lesquelles des solutions algolithmiques 
peuvent être développées. Dans le cadre de ce chapitre, on considère le cas cJu pavage du plan 
par un seul polyomino. 
4.2 Pavage du plan par un polyomino 
Comme il est mentionné à la Section 1.5.3, un mot de contour code le bord d'un polyomino 
à partir d'un point arbitraire. C'est pour celle raison qu'on s'intéresse aux mols de contour à 
conjugaison près. Il est pour cela agréable de considérer les mots cie contour comme des mots 
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circulaires mais. pour des raisons pratiques évidentes. on choisit de les représenter par des mots 
linéaires. On se permet donc de ne pas consiclérer les problèmes cie bord en supposant qu'étant 
clan né un mot de contour 11) de longueur n, pour tout cntier /;; on a 11)[/;;] = w[k + 11]. 
Définition 33. Un polyornino est exact s'il existe un pavage du plan par ce polyomino. 
Définition 34. Un pavage du plan T par un polyomino Pest clit régulier s'il existe deux vec­
teurs Û et 11 tels que T = {(P, aû + bif) la, b E Z2}. 
Bien enlendu. tout pavage régulier est périodique. Un premier résultat quant à la complexité du 
problème de pavage du plan par un seul polyomino provient de Wijshoff et van Leuveen (Wij­
shoff et van Leeuven, 1984) qui ont montré que, contrairement élU cas général, si un polyomino 
pave le plan par translation alors il peut également le faire de manière régulière. 
Théorème 8 (Wijshoff et van Leuveen). Si P est un polyomino exact alors il existe Ull pavage 
du plan régulier par P. 
Ceci fournit donc un premier test algorithmiquc puisqu'il suffit de tester s'il existe une paire de 
vecteurs 11 et 17 qui engendrent un pavage régulier du plan par le polyomino p. Puisqu'on peut 
borner la longueur de ces vecteurs en fonction de la taille du polyomino considéré. ceci permet 
d'établir la borne suivante quant à la complexité cie ce problème. 
Corollaire 4. Le problème de pavage du plan par Ull polyolTlino se résout en temps polynomial. 
Quelque années plus tard, dans (Beauquier et Nivat, 1991) Beauquier et Nivat ont proposé urie 
caractérisation des mols de contour des polyominos exacts. Cette caractérisation crée un autre 
lien fort entre la géométrie discrète et la combinéltoire des mots puisqu' une conclition nécessaire 
et suffisante afin qu'un polyomino soi t exact est entièrement exprimée en fonction de la structure 
combinatoire de son mot de contour. Pour ce faire, on utilise l'opérateur ~ présenté au Chapitre 
1. L'exemple qui suit rappelle qu'étant donné un chemin codé par le mot co, le mot û: code 
exactement le même chemin mais parcouru en sens inverse. 
'U.' = 0010101. 
iu = 1010100. 
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Théorème 9 (Beauquier-Nivat), Un polyomino P pave le plall par trans/arion si et seu/emenl 
s'il exisle X, 1'; Z E I;* re/s que XY Z .,Y?Z E b(P) où au p/us un des mots X; y, Z est vide. 
Nous appelions une telle factorisation d'un mot de contourw : XYZXYZ une BN-factori­
sation. Notons que cette caractérisation s'applique à la classe de conjugaison du mot 'lU puisque 
le point de départ du mot lui-même sur le bord de la figure qu'il encode est arbitraire. Ainsi. on 
dira de deux BN-factolisations qu'elles sont équÎrolemes si elles correspondent à une permu­
tation circulaire des facteurs X: Y, Z: X, Y, Z. En général, seulement quelques conjugués de 'lU 
admettent de te1Jes factorisations: il est par contre possible qu'un même conjugué en admette 
plusieurs. 
Considérons le polyomino exact, illustré à la Figure 4.4. dont le mot ùe contour est 
'lU: 1010ToooITiHolOIoo. 
Ce mot admet la BN-factorisation suivante: 
'lU: 101 . oTa· ooT· ToT· 010· Tao. 
Une telle factorisation décrit expl icitement de quelle manière on peut obtenir un pavage régulier 
(1) (2) 
Figure 4.4 (1) Un polyomino exact P. (2) Un pavage du plan régulier par P. 
du plan. En effet, la définition de l'opérateur ~ assure que les facteurs X et Rcodent exactement 
le même chemin et donc que les parties du bord du polyomino codées par ces facteurs vont 
s'emboiter parfaitement. 
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Remarque 3. Soit p polyomino exact dont le mot de contour LU admet une décomposition 
U' =Xl" Zxf'Zet soient 11 et V' les vecteurs définis par 11 = X+ Y et V' = Y+ Z alors 
T = {(p, iû + .117) li. j E Z2} forme un pavage régulier du plan. 
Par exemple, considérnns le mot lU = 00100010 l 101011010001001101011 avec 
la factorisation 
10 = X . Y . Z . R.Y .Z, 
=0010· 0010·1101011·0100·0100·1101011. 
~ ~ ~ ~ 
Les vecteurs associés sont 11 = X + y = (6,2) et v = Y + Z = (:3, -4) tel qu'illustré à la 
Figure 4.5. 
Figure 4.5 Les translations définies par une BN-factorisation. 
La BN-factorisation définit deux types de polyminos exacts. Les pseudo-carrés et les pseudo­
hexagones. 
Définition 35. Un polyomino dont la BN-factorisation 10 =XYZ XY Z est telle qu'aucun des 
facteurs X, Y et Z n'est le mot vide est appelé un jJ.I'cudo-ho(lf{ollc. 
Définition 36. Un polyomino dont la BN-factorisation 10 =XYZXYZ est telle qu'un des 
facteurs X, Y ou Z est le mot vide est appelé un pseudo-carré. 
Dans le cas d'un pseudo-carré, on supposera toujours que le facteur vide est Z. La factorisation 
de son bord sera donc 'W == Xl'xf. Notons qu'il est impossible que deux des facteurs X, Y 
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et Z soient vides car on aurait alors que U' := uÛ. Notons également qu'un polyomino peut 
admettre plusieurs BN-factorisations et peut être à la fois pseudo-hexagone et pseudo-carré. 
Pat· exemple, le polyomino dont le mot de contour est tu := 110 Ü 10 aTT50Too admet deux 
BN-factorisations et est à la fois pseudo-carré et pseudo-hexagone. 
(1) (2) 
Figure 4.6 (1) Un pavage de type pseudo-carré. (2) Un pavage cie type pseudo-hexagone. 
(1) lU:= Il . 00100 . TT· OoToo, 
(2) tu:= 1 . 1001 ·00· 1· locH· 00. 
En général le nombre de BN-factorisations que peut admettre un polyomino est linéaire en 
fonction cie son périmètre. Le pire cas étant celui de la longue brique 1JJ := 101.: la'", pour tout 
i E {a, l, ... ,k - 1} la Factorisation w := 1 . Oi . Ol.:-i . T· cr .O,"-i est une BN-factorisation 
valide, tel qu'illustré ci dessous. 
Dans cet exemple notons que même si le nombre de factorisations peut être arbitrairement 
grand, une seule est du type pseudo-carré Ci = () et i = k étant deux cas équivalents) alors que 
toutes les autres sont de type pseudo-hexagone. La Section 4.4 étudie en détail les polyominos 
admettant plus cl 'une factorisation de type pseudo-carré, 
Du point de vue algorithmique, la caractérisation de Beauquier-Nivat d'un mot se calcul naïve­
ment par une méthode essais-erreurs en 0(n4 ). Gambini et Vuillon ont abaissé significative­
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ment cette borne en prOpOSéltlt un algorithme en O(n2 ) qui calcule toutes les factorisations de 
Beauquier-Nivat d'un mot. Dans la section qui suit, de nouveaux algorithmes, inspirés par celui 
de Gambini et Vuillon, permettent d'abaisser cette borne à O(n) pour la détection des pseudo­
carrés et d'une certaine classe de pseudo-hexagones. 
4.3 Algorithmes de détection des polyominos exacts 
Le principe cie base des algorithmes qui suivent est le suivant: si un mot admet une factorisation 
'W = XYZXYZ, alors toute lettre de ce mot appartient à un des trois facteurs X, Y ou Z. 
Ainsi on va débuter par rechercher une certaine classe de l'acteurs A tels que 'W = A..cÂy. 
Définition 37. Soit w le mot de contour d'un polyomino. Un t'acteur A débutant à la position i 
de 111 est dit admissible s'il existe deux mots de même longueur x et!J tels que 
~ 
(i) w = ArAy. 
(ii) A est meuima! au sens que f(:1:) :f- I(x) et f(y) :f I(y). 
Remarque 4. Un facteur A peut avec plusieurs occurrences dans w. Ainsi, un facteur admis­
sible est en fait désigné par la paire (A, i) puisqu'il s'agit de l'occurrence de A débutant à la 
position i de w. Par abus cie notation, on écrit seulement A lorsque cela n'engendre pas de 
confusion. 
Par exemple, considérons le mot de contour 'W = 0000100001. Ce mot contient trois oc­
cUlTences du facteur A = 00 débutant respectivement aux positions 1,2 et :1. Seulement celles 
débutant aux positions 1 et :3 sont admissibles car cclle débutant à la position 2 ne satisfait pas 
la condition (ii). 
~ (A, 1) : w= AxAy =00 ·ooT ·00·001. (Admissible)
 
(A, 2) : 1L'= Ax'Ây' =oo·oHi·oo·010. (Non-admissible)
 
(A 3) : lU= Ar" Ây'l =00 . 100 . 00 . 100. (Admissible)
 
Définition 38. Soit 'U' un mot cie contour et (.4. i) un de ses facteurs aclmissibles. On appelle 
(.4, i + I~I) le facteur homologue de (A, i). 
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Étant donné une occurrence d'un facteur admissible, on s'intéresse il l'ensemble des lettres qui 
le constituent. 
Définition 39. Soit (A, i) lin facteur admissible clu mot cie contour w. Soit n = IUtI el k = lAI, 
on appelle l'ensemble {i; i + 1, ... ; i + k - 1} les positions de w reCOlIl'erres par le facteur 
admissible (A, i). 
Par exemple, le facteur admissible (00,3) du mot de contour w = 000010000 l recouvre les 
positions {3, 4} et son homologue les positions {8, D}. 
On peut maintenant énoncer la proposition suivante qui provient de (Brlek et Provençal, 2006b). 
Proposition 6. Soit w E 2;]). le mor de contour d'un polyomino et p E {l, 2, ... ,n}. Soit A 
l'ensemble des facteurs admissibles qlli recouvrent la position p er Â l'eusemble de leurs !JoJno­
üJ/?lIes respecti{l·. Il exiSTe cm moins une [iosirion q E {1. 2 ... )n} relle qlle q H 'esr reCOIII'erre 
par al/WH des élémenTS de AU Â. 
Preuve. Tout d'abord, remarquons que si A est un facteur admissible de 'W, on a alors que 
lAI < Iwl/2. Puisqu'il existe x, y E 2;* tels que w == Ax.4y, on a que lAI :S Iwl/2. Le seul 
cas à considérer est si x = y = E. Ceci est impossible car on aurait alors que W == Art et clone 
l(A)l(A) E Fact(w). Contradiction, un mot cie contour ne peut pas contenir un facteur de la 
forme aa où a E B. 
Maintenant. on procède par contradiction et on suppose que toutes les lettres de w sont recou­
ve11es par cles facteurs cie A ou A. Soit A E A le facteur débutant il la position la plus àgauche 





B B5 2~ b w ~ 
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Soit x le chevauchement entre les facteurs A et B et y celui entre .4 et B. Sans perte de 
généralité, on peut supposer que Ixl ~ 1yi. 11 Ya alors cieux cas à considérer. 
1.	 Si I.rl = Iyl alors en utilisant le fait que pour toute paire de mots 1l, u on a 
~ ~ êGb vBi
 
lf, E Pref(u) Ç=:::} ft; E Suff(v).	 (4.1) 
On obtient que ./; = fi et que '11) se factorise de la manière suivante 
~	 ~ 
w=xUx'i/xUx·V. 
On s'intéresse maintenant à la différence entre le nombre de virages à gauche et le nombre 
cie virages à droite lorsqu'on parcourt le chemin coclé par le mot w. On remarque que 
chaque virage à gauche dans un facteur est annulé par un virage à droite dans son facteur 
homologue et vice-versa. Ainsi il ne reste qu'à considérer les virages qui ont lieu entre 
ces facteurs. On remarque alors que si un virage a lieu entre les facteurs x et U alors 
ce virage sera annulé par son inverse entre les facteurs Û et X. Il en va de même pour 
tous les autres: U'X est annulé par xÛ, xV par Î!.r (on s'intéresse au chemin fermé), et 
V x par xV. On conclut alors que le nombre de virages à gauche est égal au nombre de 
virage à droite et que. par la Propriété 2 (Section 1.5.3), le chemin codé par '11) se croise. 
Contradiction. 
2.	 Si Ixl < Iyl 011 s'intéresse alors il la propagation clu facteur y dans le mot 'IL' tel que décrite 
par l'équation (4.1). 
1 
w 1 
1 A 1 A 1 1 
~ 
B 1 1 B 
lx y 




1 A V 1 ~ 1 A 1 V la 1 
Dans le cas où le facteur yne chevauche pas _4 dans Ê (tel qu'illustré ci-dessus), on pose 
'il comme étant le l'acteur entre il et y. On obtient alors la factorisation lU == AV.JÂV0' 
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où CI' est défini camIlle le préfixe de fi tel que y = Ct:l: et ,'.J est le facteur entre Vet .4. En 
passant aux vecteurs on obtient 
Cependant fi = Cl:X de sorte que le facteur ,3 est suivit par Cl: dans lU. Ainsi le facteur 
non-vide (jCt code une boucle fermée sur la frontière d'un polyomino. Contradiction. 
Finalement, dans le cas où fi chevauche le facteur Â dans Ê, on a la situation suivante 
1 w 1 
~ 
1 A 0.1 A 1 ~ 1 
B 1 1 B 
1 x y 1 
~ ~ y 1 y 1 1 y 
1 x x 1 13 1r­ 0. 1 y 1 ~ 1 x 1 1 y 1 ~ 1 
Oll1.L' == ACtA,3. On a alors que 
--+ ---+ ---+ ~ --+ ---+ -+ ---+
w=A+CI'+A+(3=cx+{3=O. 
On pose ~t comme étant le chevauchement entre Â et fj dans Ê. Comme fi = ~l(3:r le 
facteur yo:.fj du mot 'W contient le facteur non-vide -:Yo:.~i,Ô correspondant à une boucle 
fermée. Contradiction. •
 
Une conséquence directe de ce résultat est que l'admissibilité est prérequise pour les facteurs 
d'une BN-factOiisation. 
Corollaire 5. Soit 10 == XYZXYZ ta BN}actorisation d'uil mot codant le bord d'lin poly­
omùw exact. Alors X. y et Z SOllt des facteurs admissibles de lU. 
Prellve. La condition (i) de la Définition 37 esl une conséquence directe du fait que lui = lûl 
pour tout mot n E 2:'. Pour la condition (ii), procédons par contradiction. Supposons que le 
facteur X n'est pas maximal. c'est-à-dire que f(YZ) = I(Y Z). 
Dans le cas cI'une factorisation de type pseudo-hexagone, les mots Y et Z sont non-vides. TI 
iexiste donc une lettre a E 2: et deux mots yi, ZI E 2:* tels que Y = ay et Z = Zia. On a 
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alors que YZ = 0aaZ' ce qui est impossible puisque au. ne peut être facteur d'un mot codant 
le bord d'un polyomino. Contradiction. 
Dans le cas d'une factOiisation de type pseudo-cané 11) _ XVXY, l'hypothèse de départ 
implique que f(Y) = l(n. Soit 1L E ~+ le plus long préfixe de Y tel que Y = uY''û pour 
un certain Y' E ~'. On pose X = ûX u, le facteur X est admissible puisque par construction 
f(Y') =f- l(Y'). Similairement, soit Y = û}'v où v est le plus long préfixe de X tel que 
X = vX'û. Notons que contrairement à 11, le mot v est possiblement vide. 
w 
X 1 y 1 ~ X 1 Y 
vi X' 1; 1Il 1 Y' 1; 1vi X' 1; lu 1Y' 1; 




1 1 y 
t 
p 
Comme 11 est non-vide, il existe une position p dans 11' telle que la totalité du mot 11' est recou­
verte par les facteurs admissibles recouvrant cette position ou leurs homologues. Ceci contredit 
la Proposition 6. • 
Une approche similaire a été utilisée par Garnbini et Vuillon afin d'élaborer leur algorithme 
«Gambini et Vuillon, 2003), section 3.1). Par contre, le point de vue diffère car nous pri­
vi légions ici des argumems combinatoires et non géométriques. 
4.3.1 Détection des pseudo-carrés 
Étant donné un mot de conlour w, déterminer si 11' admet L1ne raclorisation de lype pseudo­
carré est un problème qui se résout en temps linéaire, L'idée de base afin d'atteindre cette bome 
est de choisir une position quelconque dans w et de lister tous les facteurs admissibles qui la 
recouvrent. Si ce mot admet une EN-factorisation, alors forcément un des facteurs admissibles 
listés en fera partie. 
Lemme 4. Soil 11' E 2::* un Inor de confOllI: POUl' ch(Ulue position p de w lisrer l'ensemble des 
faereurs admissibles qui ilzduent la positioll p se calcule ell temps linéaire. 
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PreUFe. Cette borne linéaire, est atteinte à l'aide du calcul des plus longues extensions en temps 
constant (voir Théorème 4, Section 1.6.2). L'idée est la suivante: au lieu de chercher un facteur 
A et son homologue /1 dans le mot w. on recherche un facteur A commun aux mots tu et 11;' puis 
à partir de sa position dans won calcule la position de Â dans tu. L'algorithme suivant exploite 
cette idée afin de lister tous les facteurs admissibles qui recouvrent la position p du mot w. 
Algorithme 6 (listeFacteursAdmissibles).
 
Entrée: 11.' E I;rI un mot de contour et p E {L 2, ... ln}.
 
1 : Pour 1 de 1 à n faire 
2: Siw[P] = w[i] alors 
3: 9 <- PLECG(w,w,p,'i) -1; 
4: d <- PLECD(w, w,p, i) - 1: 
5: .4. <- w[p - 9.... .p + d]; 
G: Si 1/; == ArÂy et Ixl = Iyl alors 
7: Ajouter A à la liste de facteurs admissibles 
8: fin si 
9: fin si 
10 : fin pour 
Le mot 'lU est considéré comme un mot circulaire mais une implémentation efficace de cet 
algorithme peut n'utiliser que des mots linéaires en les conjuguant de manière appropriée afin 
d'éviter les problèmes de bords. De plus, aux lignes 5. U et 7, pour que cet algorithme soit 
linéaire, il est important que l'implémentation ne manipule que la position et la longueur de 
chacun des facteurs considérés et non les facteurs eux-mêmes. Notons également que par la 
définition de PLECG et PLECD les facteurs A calculés il la ligne J sont forcément maximaux 
au sens de la Définition 37 (ii). À la ligne 6, la position de Â dans west calculée à partir du fait 
que A. =w[i - g. .... i +dl. On peut ainsi déterminer si A. et Â se chevauchent dans weI, dans 
le cas contraire, si 1:1:1 = Iyl. le tOUI en O( 1). I! 
Ce lemme implique que le nombre de facteurs admissibles dans un mot est au plus linéaire en sa 
taille. Déterminer une borne exacte au nombre de facteurs admissibles distincts d'un mot reste 
un problème ouvert qui s'apparente au problème de déterminer une borne supérieure exacte 
au nombre de carrés distincts d'un mot (voir entre autre (Lothaire, 1997) et (lIie, 200S). Le 
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résultat suivant provient de (Brlek et Provençal, 2006c).
 
Théorème 10. Soit tu E ~* /1/1 mot de contoUl: Déterminer si tu admet une jacrorisalion de
 
type pseudo-carré se calcule en temps linéaire.
 
-5 w x A y --...A 1 
~r 
p p+d+! 
~---I A I----'-;;;"--:?:-----------:A:----cl 
~ r 
i+d+n/2+! 
Figure 4.7 Uo facteur admissible A dans les mots 11.' et 1Û. 
Preuve. La première étape consiste à appliquer le Lemme 4 sur une position p quelconque du 
motu'. L'Algorithme 6 fournit alors la liste de tous les facteurs admissibles qui chevauchent 
cette position. II ne reste alors plus qu'à vérifier. pour chaque facteur admissible, si x = y. Le 
Corollaire 5 assure que tous les facteurs d'une BN-factorisation sont maximaux. Ainsi. pour 
vérifier que x = fi, il suf[ü de calculer la plus longue extension commune avec comme points 
de départ les premières lettres respectives de ces deux facteurs. Ccci peul être fait en remplaçant 
!a ligoe 7 de l'Algorithme 6 par: 
7.1: Si PLECD(w, w,p + cl + l, i + d + ~ + 1) = Ixl alors 
7,2 : 'l1' == A.xÂi: est une factorisation pseudo-carrée. 
7.:1: Fin si 
La Figure 4.7 illustre cette situation. Cette modification ne change pas la complexité de "algo­
rithme puisque la fonction PLECD se calcule en temps constant. On obtient donc un algorithme 
linéaire pour détecier les pseuuo-carrés. • 
L'algOiithme obtenu permet non seulement de détecter si un polyomino admet une factorisation 
de type pseudo-carré mais également de tOLItes les énumérer. Pour ce faire, lorsqu'on atteint 
la ligne 7.2 de l'algorithme, il suffit de stocker la factorisation obtenue et laisser rouler l'algo­
rithme, Le tout demeure linéaire en fonction de la taille de w. Afin cl 'illustrer cet algorithme, 
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considérons le mot w = ooTooTooToOl00100 1. La Figure 4.8 montre les facteurs ad­
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Figure 4.8 Un pseudo-carré avec ses facleurs admissibles qui recouvrent la position p. 
Les deux facteurs admissibles représentés par les lignes plus épaisses sont ceux qui mènent à 
des factorisations de type pseudo-carré alors que les deux autres ne le permettent pas. Les deux 
factorisations obtenues sont identi fiées sur la figure par 0 et •. 
o W == 00100 . TooT . ooToo· 1001; 
• w==OOlOO 1001·00100·1001. 
TI s'agit d'un cas rare de mot qui admet deux factorisations différentes de type pseudo-carré. La 
Section 4.4 étudie en détail la structure de ces mots particuliers. 
4.3.2 Détection des pseudo-hexagones 
La stratégie adoptée afin de détecter les pseudo-hexagones ressemble à celle employée pour 
détecter les pseudo-carrés. On commence encore une fois par lister l'ensemble des facteurs ad­
missibles qui recouvrent une position quelconque du mot w. On obtient alors une factorisation 
de la fOlme w == X.r:X y et il ne reste plus qu'à tester s'il existe Y ct Z tels que :r = Y Z 
et'!J = YZ. Tester directement l'existence d'une telle pnire de mots requiert forcément O(n) 
opérations ce qui porte la complexité totale de l'algorithme à O(n~). On privilégie [Jlutôt l'ap­





Entrée: w E En un mot de contour et p E {1; 2, ... ,n}.
 
1 : Construire LI : la liste de tous les facteurs admissibles qui recouvrent la position p. 
2: m;- la position de la lettre la plus à droite dans un des l'acteurs de LI . 
3: Construire L2 : la liste de tous les facteurs admissibles qui recouvrent la position m + L. 
.t: Pour chaque A E L] faire 
5: Pour chaque B E L2 faire 
6 : Si'UJ == ABxÂÊy ou 'UJ == AxR4yÊ alors 
7 : i ~ la position de la première lettre de J" clans 'W. 
fi : j ;- la position de la première lettre de fi c1answ. 
9: Si PLECD(w,û,i,j) = IJ;I alors 
10 : 1.0 admet une·BN-factorisation. 
Il : fin si 
12 : fin si 
13: fin pour 
1-1. : fin pour 
On remarque que cet algorithme peut être modifié (très légèrement) alin d'énumérer toutes 
les factorisations de Beauquier-Nivat d 'un mot de contour puisque les factorisations de type 
pseudo-carré correspondent au cas où, à la ligne G. les variables x et y sont vides. Étant donné 
que le nombre de facteurs admissibles qui recouvrent une position donnée peut être linéaire en 
fonction de la longueur du mot. cct algorithme est quadratique all pire cas. Cependant, dans 
certains cas, il est possible de borner le nombre de facteurs admissibles ce qui diminue la com­
plexité totale. En effet, la présence d'un grand nombre de facteurs admissibles recouvrant une 
position donnée implique la présence de répétitions arbitrairement longues dans le mot. 
Définition 40. Un mot west dit sans-/.:-carrés, pour k :::: 2 si pour tout facteur 1L de w on a que 
u = xx :::=} lui < k. 
Par exemple, le 1.0 = 0010011110000 est un mot sans-k-caITés pour tout k > 7 puisque son 
plus long facteur carré est 001001. 
On peut borner la complexité de l'algorithme DétectePseuùoHexagone clans le cas des mots 
qui ne possèdent pas de facteurs carrés trop longs. 
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Théorème 11. Soii "tu E I;7l Ifl'! mOI de contour sarls-k-carrés. Dércrminer si 11.' admer ulle 
BN-/aclorisalioll se lesre el! lemps O(n + k2). 
Ce résultat découle directement du lemme suivant qui borne le nombre de facteurs admissibles 
et par la même occasion, la complexité des boucles imbriquées cie l'Algorithme 7. 
Lemme 5. Soir 1J.' E I;1l un mol de contollr salls-k-carrés el p Ilne position dans 11.'. Le nombre 
de facleurs admissibles qui recouvrent la position p de lU esl borné par 2k + 2Iog(n). 
Preuve. Soient A" A2 , ... Ar les facteurs admissibles qui recouvrent la position p dans w. Par 
défi nition u' == AixjAWi avec IXi 1 = IYi 1 pour chaque 1 ::; i :s r de sorte que tous les facteurs 
A: recouvrent la position pl = P + ~. Il existe donc une position q dans fù telle que tous les 
facteurs Ai détectés dans ûi recouvrent cette position. Dans l'Algorithme 6 (IisteFacteursAd­
missibles) les facteurs admissibles sont listés à travers une boucle telle que chaque itération 
peut détecter au maximum un cI'entre eux. Soient il, i2 tels que 1 ::; il < i2 ::; q et supposons 
que des facteurs admissibles ont été détectés lors des itérations Ol! i a pris les valeurs il et i2. 
B
 w
 u 1 v 1 
t t t 







i, i 2 q 
Soit 'il = 'w[i" ... ,q] et u =W[i2, .. . ,q]. Par détinition de la plus longue extension commune, 
on a que u = w[p" .. ,p + lui - 1] et v =w[p, ... ,p + Ivl -1] tel qu'illustré ci-dessus. On a 
donc que v est à la fois préfixe et suffixe de u ce qui implique que tl possède la période lul-Ivl. 
Considérons le cas où il et i:z sont inférieurs à q - k. Il est impossible que l'[ll < 21vl. Par 
contradiction, supposons que c'est le cas. On a alors que le facteur 1l possède une période 
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inférieure à la moitié de sa longueur. Il existe donc Ct un facteur carré de II tel que IC\'I 2: ~. Par 
la définition de sans-k-carré, 10:1 < k. On en déduit les inégalités suivantes 
Or Ivl > 1,. car on a supposé que i2 < q - k. Contradiction. 
La même situation se produit lorsque il et Î'2 sont supérieurs à q + k. 
Ainsi. dans l'Algorithme 6, lorsque l'indice i va de 1 à n, le nombre de facteurs admissibles 
détectés est borné par: 
- lognpouridelàq-k, 
- 2k pour i de q - k à q + k, 
- lognpourideq+kàn. 
En additionant le tout, on obtient la borne énoncée. • 
On en conclut le résultat suivant, tiré de (Brlek et Provençal, 2006a). 
Corollaire 6. Soir w E L;Tl un mOI de contour sans-k-carrés QI'ec k E O(.jTï). Délerminer si 
1V admel une BN:faClorisatiol1 se tesre en temps linéaire. 
Cette contrainte sur la longueur des carrés est une condition suffisante pour assurer la 1inéarité 
mais pas nécessaire. Eu fait, il est possibie qu'un mm possède des carrés arbitrairement longs, 
que le nombre de facteurs admissibles en une position donnée soit linéaire en fonction de la 
taille du mot w mais que l'Algorithme 7 reste linéaire. Considérons par exemple le mot de 
contour: 
w = Ok loïooITok 1010011. 
Ln Figure 4.9 illustre !e cas k = 8, On remarque que même si la position ]J = 1est recouverte 
par /;; - 1 facteurs admissibles, la position m + 1 n'est recouverte que par un seul. Ainsi, les 





Figure 4.9 Les facteurs admissibles d'un polyomino exact et sa SN-factorisation. 
4.3.3 Optimisations de l'algorithme 
Une première optim isation de l'Algorithme 7 (DétectPseudoHexagone) consiste à stocker les 
facteurs admissibles de manière à pouvoir accéder directement à ceux clébutant ou terminant en 
une position donnée. Par exemple. en utilisant un tableau de 11 listes d'entiers de manière à ce 
que la k-ième liste contienne les entiers l tels que 'W[k .. l] est lin facleur admissible. On peut 
procéder de la même façon pour gérer les positions où se terminent les facteurs admissibles et 
ainsi éviter de boucler sur des paires de facteurs qui ne correspondent pas. 
..... 
p 
Figure 4.10 Un polyomino exact et ses deux listes de facteurs admissibles. 
Cette optimisation n'est pas suffisante pour abaisser la complexité de l'algorithme car certains 
cas, comme celui présenté à la Figure 4.10. possèdent un nombre linéaire de facteurs admis­
sibles se terminant à une position donnée et autant débutant à la position suivante. Ce genre de 
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situation peul mener à un nombre quadratique de tests. 
De telles situations impliquent une périodicité dans le mot de contour. La détection cie ces 
régularités permet d'éviter des tests inutiles et ainsi cl' améliorer la perfclImance de l'algorithme. 
Le lemme suivant fait le lien entre la périodicité et la présence de facteurs admissibles. 
Lemme 6. Soit U' E L;'t un mot de contour avec deu.r/acteurs admissibles Al =w[i, ... ,pl 
(resp. Al = w[p, ... ,ij) et A 2 = u'fi, ... ,pl (resp. ,12 = w[p, ... ,il) avec 1A 11 > 1A2 1. Alors 
Ci) Al ef A2 ont /apériode IJ - il· 
(ii) Soif rn Ilne période dl! Al. Si m divise IJ - il a/ors pour fOllt 0 ~ 1.: :::; l~J, le facteur 
w[i + km, ... ,pl (resp. w[p, . ... i - km]! est admissible. 
Preuve. (i) Par définition de facleur admissible, w[i + 1, ... ,p + } 1= .~ et w[j + ~ .... .l + 
il = A;. Ainsi, A~ est un suffixe de A 1. On a donc que A2 est à la fois préfixe et suffixe de Al. 
d'où Al a la période IAll-/Az/ = j - i. 
(ii) Pour k = 0 c'est trivial. On pose X =w[i + km, . .. ,p] pour un l :::; k :::; lTf.!: J. 
Comme Al a la période m, il existe deux mols u, v avec luvl = m, tels que Al = (UV)IL U. et 
X = (uv)',·-k g . De plus, comme m divise i - i, A2 = (uvt-n Olll'! = li:;!-J. D'un autre côté. 
on a 
ce qui implique que 
n n] (~~)" k~ \-'"; 
11) [i + km + 2"" .p + 2 = uv,..- '1L = - . 
Il existe donc xet y tels que w == X xXy avec I:rl = Iyl 
IV1 1
-1 AI 1 Al J
-X A2y 1 A2 1 
lui vlu/ vlul vlul viII 1ûl ; 1ûl ; 1ûl ~ 1ûl ~ 1û 
~ 
y 1 X x 1 X 
t t t t 




Il reste à voir que f(:r) =1- l(x) et f(y) =1- l(y). Comme A2 est un facteur admissible, W == 
A2xlA2yl avec Ixll = Iyll, f(xl) =1- l(xl) et f(yl) =1- l(yl). Comme AI et A; ont la période m, 
on a que l(:I:) = 1(.D I ) et l(y) = l(yl). On obtient alors les inégalités voulues: 
f(:t) = 1(:tl ) =1- 1(;;1) = l(x). 
f(y) = J(yl) =1- [(yi) = l(y). • 
Ainsi, lorsque deux facteurs admissibles terminent à la même position, on a forcément une 
périodicité qui implique la présence d'autres facteurs admissibles. Par symétrie, le résultat 
précédent s'applique également aux paires de facteurs admissibles débutant à la même position. 
On a vu précédemment que les seules situations qui font monter la complexité cie l'Algorithme 
7 à O(n2 ) étaient justement les cas où un grand nombre de facteurs admissibles se terminent 
tous à une position p donnée et un grand nombre débutent à position p + 1. 
Définition 41. Soit w un mot de contour et A = w[1. ... , p] (resp. A =w[p, ... , l]) un facteur 
admissible ayant la période m ~ l'i' tel que tous les Ai =w[l + im, ... ,p] (resp. les Ai = 
w[p, ... ,1 + im]) pour 0 ~ i ~ l'fi!Jsont admissibles. On appelle la suite (AJO::;i::; lI2June 
suite de facteurs admissibles de période m terminant (re5jJ. déhur({Ju j à la posirion p de w. 
7 ï 8Par exemple, le polyomino illustré à la Figure 4.10 est codé par le mot w = 03 17 010 en 
débutant au point inférieur droit. Les facteurs admissibles représentés par des lignes pointillées 
forment une suite de facteurs admissibles de période 1 terminant à la position p = 8, alors que 
ceux représentés par des lignes en tirets forment une suite de facteurs admissibles de période 1 
débutant à la position 9. 
Le lemme suivant montre que dans une telle situation, il est inutile de tester toutes les paires de 
facteurs admissibles. 
Lemme 7. Soit 11) un mot de contour avec (XJoSi9' IIne suite de facreurs admissibles de 
période rn rerminant à la posirion p er (Yi)O~iS!;' une .H/ire de facteurs admissihles de période 
ml débutan t à la pasilion p + 1. Alors pour toute paire i. j telle que u' == Xi} j Z Xi Yj Z. on a 
forcément rnill(im,jml ) < m + ml - pgcd(m, ml). 
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freI/I'e. Soient i, j tels que w ;: Xi rj Z~l~ Zpour un certain mot Z. Par le Lemme 6 il existe 
H, u E ~* avec l1(vl = m tels que X o = (uv)k u. et Xi = (1W)k-i 1l . De même, il existe 
1/, v' E B* avec l·u'v'l = m' tels que ra = U1(V'u1)k' et ~i = U'(V'1/)k'-j Comme lj débute à 
la même position que Yo dans w, le mot Z admet (u'u')j comme préfixe. De la même manière, 
Xo et Xi terminent à la même position dans tu ce qui implique que Z admet (uv)i comme 




1 1 Xv Ya 1 
uvl uvluvl uvl u Il'1 v'ui v'll'i v'u i u' v'u' v'u' v'u'1ûvl ûvl ûvl ûvl û ~'I~ ~'I~ ~'I~ ~'I 
1 X; Y z 1 X Y 1 î1 
-
On a donc que Z admet ~ et (v'u'}i comme préfixes. Soit.r le préfixe de Z tetque Ixl = 
min(im,jm'). Le mot x possède les deux périodes m el 'l'n'. Le théorème de Fine et Witf 
(Théorème l, Section 1.2) stipule que si letl 2: m + m' - pgcd(m, m') alors o' possède la 
période pgcd(m, m'). Par contradiction, supposons que c'est le cas. Il existe alors un mot Q; de 
taille pgccl( m, m') tel que UV, v'1(' E {O'} -1-. Ainsi. uv E {â} + et il existe donc /3, un conjugué 
de â, tel que vu E {,e} +. On a alors que ,Jet est facteur de tu car Xo admet /3 comme suffixe 
alors que ra admet Ct comme préfixe. En considérant les vecteurs associés, on obtient 
~ -4 --7 ---? --7 ----7 ' ~ pet = /3 + Ct = iî + Q; = - et + a = O. 
Le chemin de contourw contient donc une boucle fermée. Contradiction. • 
Ceci permet encore une fois d'éviter du travail inutile el d'améliorer la performance de l'algo­
rithme. Le lemme suivant établit une borne supérieure au travail nécessaire dans un tel cas. 
Lemme 8. Soit w un mot de COlltour de longueur n avec (Xi )O~i9 ulle .mire de facteurs 
admissibles de période m Terminant à la position p et (rj )o"":oj5,l.:' une sl/ite de facteurs ad­
missibles de période m' débutant il la posiriol! p + 1. Vérifier s'il existe un couple i, j (el que 
1V;: Xi}jZXil~Zrequiert au plus O(n) opérations. 
Preuve. Le calcu 1cie la plus longue extension en temps constant permet de tester chaque paire 
Xi, Yj en temps constant. Le Lemme 7 montre qu'il ne faut considérer que les couples ('i,j) 
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appartenant à l'ensemble suivant: 
l = {(i,j) 1 0 ~ i ~ k, 0 ~ j ~ /;;' et Illin(im,jm') < m + m' - pgcd(m, ml)}. 
Clairement, plus les valeurs dc "In et ml sont rapprochés, plus la cardinalité de l est petite. Au 
pire cas "In = 1 (ou, de manière équivalente, m' = 1) et alors 
. (' . 1) 1 1( 1)mlll un: Jin < in + 171 - pgC( m, m 
Ainsi le nombre de tests nécessaires est bornée par (k + 1) + I/n/. Comme IXol 2: km et 
IYi)1 2: f/ml on a que km, Vml E O(n). On obtient ainsi la borne O((k + k'm/) = O(n). _ 
Maintenant, on peut bomcr te nombre de suite cie facteurs admissibles périodiques terminant (ou 
débutant) en une position donnée, ceci permet d'établir une bome concrète au travail nécessaire 
afin de déterminer si un polyomino pave le plan. 
Définition 42. Soit·w un mot de contour avec (Ai)OSi:;k. une suite de facteurs admissibles de 
période in terminant (resp. débutant) il la position p. (A;)U:Si::;k est dite ma:r:imale si 
(i) Soit j la position de w telle que An = œIl, ... ,p] (resp. An = w[p: . .. ,Ill alors w[l ­
m, ... ,pl (resp. w[p, ... , l + m]> n'est pas un facteur admissible. 
(ii) Pour toute période ml de Ao, si ml =1- m :llors rr/ ne divise p:lS m. 
Le lemme suivant assure qu'il n'est nécessaire de considérer que les suites maximales. 
Lemme 9. Soir w Îm mm de conwuT, lOure suire defœ:tetlTS admissihles périodiques qui ramine 
(resp. commence) en IIfie position donnée de 7J) esl incluse dUlls une suite maximale qui teTln;'l(' 
(resp. commence) il la même position. 
Preuve. Soit (AJO:Si:Sk une suites de facteurs admissibles de période m terminant il la position p 
de w. Soit f..L la plus petite période de Ao telle que f.J divise m. et soit l tel que Ao = w[l ... . ,pl. 
On pose 
1/ = max {l/ E NI V 0 ~ i :s // le facteur 1l'[l - -i/-i, ... ,p] est admissible} , 
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On pose Bi = cu[t + (i - I/)f-l; ... op] pour chaque 0 ~ i ~ l7J + 1/. Par construction et 
le Lemme 6 (ii), la suite (B;)O::;i:;l ~.;;..LI+I' forme une suite maximale cie facteurs admissibles 
périodiques qui comprend tous les facteurs Ai pour 0 ~ i ~ k. • 
L'intérêt de ne considérer que les suites maximales est qu'étant donné une position dans un mot 
de contour, on peut fixer une borne logarithmique au nombre de suites de facteurs admissibles 
maximales débutant ou terminant en cette position. 
Lemme 10. Soit {LI un mot de COlllOur de longueur n. Le Ilombre de suiles maximales de/aoeur 
admissihles périodiques lerminanl (resp. débulQIlr) en ulle posirion p esl dalls O(log( n)). 
Preu\'e. Soit (Ai)o:Si:;k A une suite de facteurs admissibles de période mA et (Bi)o:Si:SkR une 
suite de facteurs admissibles cie période mE ~ mA toutes deux maximales et se terminant à 
la position p de cu. Comme le mot U' est de longueur n, il suffit de voir que mA 2:: 2mB pour 
obtenir la bome jog2(n). 
Par contradiction, considérons premièrement le cas mA = ml]. Par définition d'une suite cie 
facteurs admissibles périodiques on a IA""I ~ m.,\ et IBI.·sl ~ mB. Sans perte de généralité, 
on suppose que 1..4 104 1 > IBkn 1(il n'est pas nécessaire de considérer le cas où IAI,;J = IBko 1 
puisqu'on aurait alors Ai = Bi pour tOut il· On pose p = 1.4104 ' -IBkn 1 = IAk'I-II-IBko-ll· 
w 
~~.--------.....f.l. m 
Par le Lemme 6, le mot AkA - 1 possède la période f.1 et l.4k4 - 1 1= m + IAkAI 2:: m + p. 
Par le théorème de Fine et Wilf (Théorème l, Section 1.2) A';_I possède la période 1/ = 
pgcd(m,f.1) < m. Encore une fois par le théorème de Fine et Wilf, on conclut que Ao possède la 
périocle 1) =1- f.1 qui divise fl, ce qui contredit l'hypothèse de maximalité de la suite (Al )O:SiSl:A' 
Supposons maintenant que m.' < 1T). < 2171. Il y a deux cas à considérer. 
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Si IAol ::; IBol alors Ao possède les périodes ln et ml puisqu'il est un suffixe de Bo. Par 
définition. IAo 1 2: 2177 > ln + ml et par le théorème de Fine et Witf, Ao possède la période 
pgcd(m, ml). Comme ml < m, le pgcd(m, ml) < m ce qui contredit la maximalité de la suite 
Si IAo 1> 1Ba 1alors on pose f-l comme étant l'entier qu i mini mise 1/ = IIA.IL 1- 1BoliOn a alors 







Par le Lemme 6, le mot BQ possède les périodes ml et 1/ alors que IBo 12: 2m l > ml + /). Par 
le théorème de Fine et Wilf, .4~ possède la période pgcd(ml , 1/) < ml Contradiction. _ 
Lorsqu'on liste l'ensemble des facteurs admissibles qui recouvrent une position donnée, il est 
possible que des suites cie facteurs admissibles périodiques terminent en différentes positions 
de w. Le lemme suivant bome le nombre de positions où se terminent de telles suites. 
Lemme 11. Soit ~v un mot de conlOur de longlieur n el pline position quelconque de w. Le 
Ilombre de positions où peuvent SI' terminer (rl'sp. commencer) des suites maximales de/àcteurs 
admissibles [Jériodiq!!e~' donl ail .'7wins 5 factl'lIrs reCOilvrent la position p de 1L' est bomt pa; 
Prelll'e. Soit (Ai)O:::;:i~kA une suite de facteurs admissibles de période m,,1 terminant en la posi­
tion q,J, 2: p et (Bdo~i~k8 une deuxième suite de facteurs admissibles de période ma terminant 
en la position qH > qr\ toutes deux maximales et contenant au moins S facteurs recouvrant la 
position p de w. 
Soit jA la position de W où débute le facteur Ao et js la position où débute le facteur BD. On a 
alors que 
Ai = W[jA + irn,4: ... : q,J,], Vi tel que () ::; i ::; k,4:
 
Bi = w[ja + im;;: ... : qsL Vi tel que () ::::: i ::; ka.
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Afin d'obtenir la borne logarithmique. il suffit de voir que la période d'une des deux suites est 
au moins le double de celle de l'autre. Il y a cieux cas à considérer. 
Si j f] < J,-\ + mA, c'est-à-dirc que lc facteur Bn commence avant le facteur AI. on pose 
Q = W[j"1 + mA, ... , pl· Par construction, le facleur Q est un facteur propre de Al et Bo, 
Ct possède donc les périodes mA et ma· Par hypothèse, au moins 5 des facleurs de la suile 
(Ao, .11, ... ) recou vrent la position p de li' et comme AH1est facteur propre de Ai, les facteurs 
AQ, Al, A2 ,.4.3 et A4 doivent absolument débuter avant la position p cc qui rait que /01 ;::: 4171,4. 
Supposons maintenant que IQI ;::: m.1\ + mo. Par le théorème de Fine et Wilf (Théorème l, 
Section 1.2) les mots 0:, Ao et BQ possèdent la période fJ = pgcc\(m.'l, mB). Il existe deux mots 
H, v tels que Itwl = Il et Ai E (Ul')* Utel que lillustre la figure ci-dessous. 
IV 
~ 
Av 1 110 
,.. 
1 AI .:c: 1 
~ 
AI y­
luvluvluvluvluvlu 1 ûvlûvlûvlûvlû;JIi; 
1 
80 1 1 Bn 1 
1 8 1 1 1 B [ 
Soient x et y les facteurs de 11: tels que w == A1X~Y avec 1):1 = [yi· Comme Bo possède 
la période Il el par hypothèse se termine après le facteur Al, on a f(:r) = f(1'). De plus, 
comme le facteur ~ commence avant le facteur A, on a également que l(x) = I(v). Ainsi, 
f(:1") = f(v) = i(il) = i(J.:j. Le facteur A, n'est donc pas admissible. Contradiction. On 
conclut que si jB < j,l + mil alors 4m.1 :::; 10:1 < mil + ma et donc :3rnA < ms· 
Inversement, si jB ;::: jl\ + m.1. c'est-à-dire que le facteur Ro commence après le facteur Al 
clans tu, on pose Ct = w[j/J .. .. ,pl. Comme les racleurs Bo.BI. B2 , B:1 et B4 recouvrent tous 
la position p, on a que [Ct[ ;::: -lmlJ. Si Q ;::: m4 + mu alors par le théorème de Fine et Wilf, 
Ct, Bo et Ao possèdent la période fJ- = pgcd(m.\: mB). Maintenant, si le facteur Ba commence 
avant un facteur Ai, tel que IAil ;::: fJ-, alors par le même argument que dans le cas précédent, on 
conclut que Ai n'est pas un facteur admissible car li' == Ai,xAiy avec I:rl = Ivl et f(x) = i(J;). 
Ainsi on doit avoir [Ctl < mA + mn ce qui implique 4mD < mA + mD et donc mil> :3mo. 
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Si, à l'opposé, il n'existe aucun facteur Ai de longueur plus grande ou égale à ~l < m.", tel que 














1 BD 1 BD 
'm~ï BI 1 B 
1 B2 1 
~ 
B, 
1 BJ 1 B1 
1 B. IS4 
t 
p 
c'est que les facteurs BQ, BI, B2, B3 et Bt, commencent tous entre le début du facteur Ak,4-l 
et la position p. On conclut dans ce cas que <17ns < 2m·,I. • 
Finalement, certains facteurs admissibles ne font partie d'aucune suite de facteurs périodiques, 
on appelle ces facteurs isolés. 
Définition 43. Soit w un mot de contour. Un facteur admissible A = w[j, ... ,pl (resp. 1l'[p, ... ,j]) 
est dit isolé par rapport à la position p s"il n'appartient à aucune suite de facteurs admissibles 
périodiques terminant (ou débutant) à la position p. 
Le nombre de facteurs admissibles isolés est lui aussi borné par un facteur logarithmique. 
Lemme 12. Soit U' lin mot de conlOur, le nombre de facteurs admissibles isolés terminant (resp. 
commençant) à la position p de west borné par 10g2 (n). 
Preuve. Soit.LI. = W[jA,'" ,pl el B = lU [jf:! , ... ,pl deux facteurs admissibles isolés de w. 
Sans perte de généralité, on suppose que j A < j 11. Il su rn t de voir que 1AI :::: 21B 1 pour obtenir 
la borne log2(n). 
Par contradiction, supposons que lAI ~ 21BI. Par le Lemme 6, A possède une période m qui 
divise j B - f·<1 telle que la suite (Ai = w[j.JI + im, ... ,P])O~i~ lp~,: 4 J est une suite de facteurs 
admissibles périodiques avec Ao = A. Contradiction. ­
Ceci permet enfin d'abaisser la borne quadratique de l'Algorithme 7. 
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Corollaire 7. Soit 11) lin mOI de conlOUI: Délerminer si w admel une BN}aclOrisation se resle 
Preuve. Conformément à ['Algorithme 7, on po~e L l l'ensemble de~ facteurs admis~ibles qui 
recouvrent la position p de w, p étant choisi arbitrairement. Soit ln la position la plus à droite oli 
se termine un des facteurs cie LI, on pose L 2 l'ensemble des facteurs admissibles qui recouvrent 
la position m + 1 de w. Pour chaque position q de lI.' on s'intéresse aux facteurs admissibles X 
qui terminent en q et aux facteurs admissibles Y qui débutent en q + 1. Ces paires X, Y sont 
les seules qui peuvent éventuellement mener à une factorisation w == Xl'zX92. 
Soit T~4 l'ensemble des positions q telles que parmi les facteurs LI, aucune suite maximale de 
facteurs admissibles périodiques de cardinaJité supérieure à 4 Yterminent. 
Similairement, soit C:;'J l'ensemble des positions q telles que parmi les facteurs L2, aucune suite 
maximale de facteurs admissibles périodiques de cardinalité supérieure à 4 Ycommencent. 
Pour chaque q E T:;'1 (resp. q E CS1 )' il y a au maximun 51og2(n) facteurs de L l qui y ter­
minent (resp. commencent). Effectivement, le Lemme 10, assure qu'il y a au maximum log2(n) 
suites de facteurs admissibles périodiques maximales qui terminent (resp. débutent) en une po­
sition donnée et le Lemme 12 assure qu'il ya au maximum log2(n) facteurs admissibles isolés 
qui terminent (resp. commencent) en une position donnée, Cela fait donc un total de G\og2(n). 
410g2(n) pour les petites suites de facteurs admissibles réliodiques et ]og2(rz) pour les facteurs 
admissibles isolés. 
Soit T?:. (resp. C?5) l'ensemble des positions q telles que, parmi les facteurs L l (resp. L2), au 
moins une suite de facteurs admissibles périodiques de cardinlllité supérieure ou égale à iJ Y 
termine (resp. commence), 
Le Lemme Il assure que la cardinalité des ensembles T?;,) et C2:'') est bomée par ]og2(n). 
Soit q une position cleu:, il y a trois cas possibles. 
1.	 q E Ts. 1 et q + 1 E Cs. 1· Le nombre de facteurs X E Ll qui terminent en q est borné 
par .510g2 (n), tout comme le nombre de facteurs Y E L'2 qui commencent en q + 1. Pour 
chaque paire X, Y vérifier si lU == XI' zX?Z se teste en temps constant. Le temps de 
traitement de chacune de ces positions est donc 0 ((log n) 2). Comme il y a O(n) telles 
positions q, le temps total pour loutes les traiter est 0 (n(1og n )2). 
2.	 q E T~'I et q + l E C~~. Comme dans le cas précédent, le nombre de facteurs de LI se 
terminant en q est borné par 5 log:J(n) , alors que le nombre de facteurs de L:! commençant 
en q+ 1 est dans O(n). En testant toules les paires possibles, on obtient un temps de calcul 
en O(nlogn). Comme il y a au plus log(n) telles positions q. le temps total pour toutes 
les traiter est 0 (TI (log 'fil). 
3.	 q E T?,5 et q + 1 E C~1' Ce cas est complètement symétrique au précédent. Le temps de 
traitement total est donc 0 (n(log nV). 
4.	 q E T?,5 et q + 1 E C25 . Soit (XJO~i~l.: une suite maximale de facteurs admissibles 
périodiques terminant en q et (lj)O~i~k' une suite maximale de facteurs admissibles 
périodiques commençant en q + 1. Par le Lemme 10, le nombre de telles paires (Xi), (yi) 
est borné par (log2 n)2. Le Lemme 8 assure quant à lui que le temps de traitement pour 
chacune de ces paires est 0(1'1.). De pl us, comme dans le cas précédent, il y a un maxi­
mum de log(n) facteurs admissibles supplémentaires qui terminent en q et autant qui 
commencent en q + 1. Pour chacun de ces facteurs admissibles isolés il faut considérer 
un temps de traiment en O(n) puisque Je nombre total de facteurs admissibles qui ter­
minent, ou commencent, en une position est borné par O(n). Le temps total nécessaire 
pour traiter une telle position q est donc 0 (n(log n):! + 2n logn) = 0 (n(logn)2). Fi­
nalement, comme il y a au plus log(n) telles positions q, le temps total pour toutes les 
traiter est 0 (n(logn):3). 
On conclut que tester s'il existe X E LI et Y E L 2 tels que w == XY Z}(YZ requiert un temps 
de traitement en 0 (n(log n):3). Finalement, il ne reste plus qu'à utiliser la même méthode 
pour chercher une paire X E LI et Y E L 2 tels que [(l == X ZY X ZY. Il faut alors chercher 
un facteur X E LI débutant en une position q et un facteur Y E L 2 tel que son homologue Y 




4.4 Caractérisation des doubles pseudo-carrés 
On a vu précedemment qu'un polyomino exact peut admettre un nombre linéaire, en fonction 
de son périmètre, de factorisations de type pseudo-hexagone. Mais qu'en est-il des factorisa­
tions de type pseudo-carré? Est-ce qu'un polyomino pellt admettre plusieurs factorisations de 
type pseudo-carré? Que peut-on dire de ces po]yominos ? Cette section propose des problèmes 
ouverts portant sur ces objets géométriques très spéciaux, 
On s'intéresse tout d'abord aux polyominos admettant deux factorisations de type pseudo-carré. 
Définition 44. Soit 111 un mot de contour avec la BN-factorisation w == Xy Z }?f;' Z. Une 
deuxième BN-factorisation w == ABC'ÂÊê est dit éqlli\'alente si [X, Y. z, _R, Y, Zl est une 
permutation circulaire de [A, B, C. Â. Ê. ê]. 
Définition 45. Un double pseudo-carré est une polyomino dont le mot de contour admet au 
moins deux factorisations XY X1' et ABAB non-équivalentes. 
De telles pièces existent, comme l'illustre la Figure 4.8. La Proposition 6 (Section 4.3) a une 
conséquence directe sur la structure des doubles pseudo-carrés. 
Corollaire 8. Soir w le mot de contour d'un double pseudo-carré et A, B, X, Y quarre mots tels 
q~te w == Xy l},) == ABÂÊforment deuxfuCforisatiolls non-équivalentes. Soit Px l'ensemble 
des positions de 'U': reCOUl'er:es par lefacteur X et Pli cel/es recouvertes par /"facteur .4. a/ors 
Px ct P..1. 
Preuve. Par contradiction. supposons que les positions recouvertes par le facteur X sont toutes 
recouvertes par A, on aurait alors la situation suivante: 
w1 2L-­ -'Ê=----_­y 
Comme les deux factorisations ne sont pas équivalentes, il existe forcément une position p 
dans A qui n'est pas dans le facteur X. On a alors que les facteurs admissibles qui recouvrenl 
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la position p et leurs homologues respectifs recouvrent toutes les positions du motw ce qui 
contredit la Proposition 6. • 
Ainsi les deux factorisations d'un double pseudo-carré doivent êlre décalées rune par rapport 
à l'autre. Considérons par exemple le polyomino codé par le mot w == 0 l 0 10 IoTa l 01 JI 
s'agit du mot le plus court admettant deux factorisations pseudo-can·ées. 
Étant donné un polyomino sur la grille carrée, on peut toujours redessiner ce polyomino en 
utilisant comme gri Ile de base un pavage du plan régulier par un pseudo-carré. On appelle cette 
opération le produit de polyominos. 
Définition 46. Soit P un polyomino et C un pseudo-can'é codé par le mot de contour XL\'Y. 
Le produir de P par C, noté poe, est le polyomino dont Je mot de contour est IJ"( 1))) où 1)) est 
le mot de contour de P et IJ" est le morphisme défini par 
dO) = x, IJ"(1) = Y, 
IJ"(O) = R, IJ"(I) = Y. 
Figure 4.11 Produit du polyomino P par le pseudo-carré C. 
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Par exemple, considérons le pseudo-carré C dont le mot de contour Wc est: 
Wc = XyRF. 
= 010TTo· ToTTT· 0110T5· 11101; 
etP le polyomino dont le motde contour est U'p = 10 l OToTooo, tels qu'illustrés à la Figure 
4.11. Le produit de P par C est le polyomino défini par le mot de contour o"(wp) Oll 0" est le 
morphisme défini par 
0"(0) = oloTIo. 0"(1) = TaTTI. 
0"(0) = 0 1 1 0Hi, 0"(1) = 11101. 
Remarque 5. Le carré unitaire est un pseudo-carré dont la factorisation X = (J. y = 1. ..-Y = 0 
et Y = Test l'élément neutre de ce produit. 
Définition 47. Un polyomino Q est dit {Jremier si pour toule paire de polyominos P, C telle 
que Q = poe on a alors que Q = P ou Q = c. 
Remarque 6. Tout polyomino dont l'aire est un nombre premier est forcément premier. 
Le Tableau 4.4 présente, à symétries diédrales près, la liste des premiers doubles pseudo-c<UTés. 
La présence de deux factorisations de type pseudo-canés esttellcment contraignante qu'il est 
difficile d'en imaginer une troisième. 
Conjecture 2. Il n 'exisre aucuil mot de COlllOllr admellant lrois factorisations non·équivaleilles 
de Iype pseudo-carré. 
De plus, Laurent Vuillon à remarqué que les côtés de tous les doubles pseudo-carrés primitifs 
observés jusqu'ici possèdent une cenrm-symétrie (Vuillon, 2008). Soitw un mol de contour 
d'un double pseudo-carré et X un des facteurs d'une de ses deux factorisations. Le segment 
de droite reliant le point de départ du chemin codé par X au point d'arrivée croise ce chemin 
exactement en son centre et les cieux moitiés obtenues sont parfaitement symétriques par rapport 



















Tableau 4.1 Les doubles pseudo-carrés de périmètre inférieur ou égal à 32. 
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Figure 4.12 Un double pseudo-carré primitif et ses huit facteurs centra-symétriques. 
La propriété géométrique de centra-symétrie se traduit sur les mots par la palindromicité. d'où 
la conjecture suivante. 
Conjecture 3. Soit w le mot de contour d'un douhle pseudo-carré premier. Si les mots X, Y 
sont tels que 'u.; == Xl'XY, alors X, Y E Pal(2:*). 
Le fait que les facteurs X, Y sont des palindromes fait en sorte que si on pose 1L = XY alors 
W == llU, ce qui impose également une structure très contraignante. 
4.5 Polyominos avec des trous 
Les résultats algorithmiques présentés précédemment peuvcnt s'appliquer à des tuiles plus 
générales que les polyominos. Étant donné que la BN-factorisation concerne uniquement le 
chemin codant le bord d'une pièce, on peut l'appliquer à des formes possédant des sections 
d'aire nulle. Considérons l'exemple présenté à la Figure 4.13. Débutant au point 5, le bord de 
cette figure est codé par le mot 
w = 110010015110111001510011155111015511101101001105. 
Ce mot admet la BN-f~clorisation w = XY Z}{YZ suivante: 
w = 11001 . 00l0110W00101 . noD . 10011 T01001110TI0100· 1100. 
Cette factOl'isation correspond au pavage illustré à la Figure 4.13. Le bord d'une telle pièce 
conespond à un chemin qui passe deux fois par le même point mais qui ne se croise pas. Nous 
appellerons un canal une région d'aire nulle sans croisement. 
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Figure 4.13 Un polyomino avec trou et un pavage du plan par cette pièce. 
Définition 48. Soit'U.' E I:* un mot codant un chemin. Un canal est un mot 1t tel que w == xu.yû 
pour deux mots non-vides x et y satisfaisant x = y = Ô et 
(i) <test maximal au sens que f(x) :j;l(x) et f(y) :j;l(y). 
(ii) Soit ,,' = {(l(x)· f(1tY)) , (l(:l:'u)· f(y)). (l(y). f(ûx)), (l(yû)· f(x»)} \ {aala E L:} 
['ensemble des virages effectués au début et à la Rn de ce canal, il doit y avoir au moins 
un virage V :j; ~\, et ils doivent tous être du même côté V C ç oU ·V c D. 
La Figure 4.14 illustre les deux types de canaux possibles. Le premier relie deux régions entre 
elles alors que le deuxième relie un trou à l'extérieur cie la région considérée. 
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Figure 4.14 Deux types de canaux 
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Notons que le mot vide peut également correspondre ~l un canal. La Figure 4.15 en montre un 
exemple, en posant ·U = E on a bienw == X1tyû avec? = Y = 0 et les deux conditions cie la 








' ... _-_ ... ' 
Figure 4,15 Canal défini par le mot vide. 
La condition (ii) de la Définition 48 traduit le fait gue deux chemins se touchent mais ne se 
croisent pas. La figure 4. 16 iIl ustre trois exemples où cette contidion n'est pas respectée et à 
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Figure 4.16 Chemins qui se croisent. 
Afin d'éviter de devoir considérer des cas pathologiques, nous définissons la notion de multi­
plicité d'Ull point. 
Définition 49. Soit'W un mot codant un chemin débutant au point (;l;, y), la multiplicité d'un 
-----> 
point (~Cl, yi) est le nombre d'entiers l :::; k :::; lu'l tels que (x. y) + tu[ l..k] = (Xl. yi). 
La multiplicité d'un point conespond donc au nombre de fois où le chemin y passe. On peut 
caractériser les mots de contour de polyominos comme étant l'ensemble des mots !LI tels que 
-> -> 
U' = 0 et que tous les points visités lors du parcours du chemin codé par U' sont de multiplicité 
un. 
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Nous pouvons maintenant généraliser cette nOlion de mot de contour à des chemins qui passent 
possiblement cieux fois en certains points mais qui ne se croisent pas. 
Définition 50. Un mot de contour généralisé est un mot 1U tel que 
(i) W = Û. 
(ii) Tous les points du chemin codé par U' sont de multiplicité 1 ou 2. 
(iii) Tous les points de multiplicité 2 font partie de canaux. 
Les mots de contour généralisés permettent il généraliser la notion cie polyomino à des en­
sembles possédant des trous. La pièce utilisée pour paver le plan à la Figure 4.13 en est un 
exemple. 
Lemme 13. Un mot de contour généralisé w ne peut contenir uilfacteur de Lajfmne a,BQ avec 
~ = Ô et Ct f- é. 
Preuve. Par contradiction, supposons que le mot de contour généralisé w possède un tel facteur. 
On peut donc écrire w == u.Q,8Ctv pour certains mots tt et t'. Soit f-L le plus long suffi xe commun 
à '(L et /3 et J/ le plus long préfixe commun à v et /3. On pose Q' = j.1-C</J tel qu'illustré ci-dessous. 
IV 
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La partie du chemin codée par 0:' correspond il une région maximale d'aire nulle dont tous les 
points sont de multiplicité au moins 2. Le facteur Q' doit donc former un canal, d'où n' = (;'. 
Ceci est impossible car 
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1.	 Si 10/1 est pair, alors les deux lettres au centre de ce mot forment un facteur cie la forme 
aa. Contradiction. 
2.	 Si 10' 1 est impair. alors la lettre centrale doit être égale il son propre barré. Contradiction . 
• 
On peut maintenant généraliser la Proposition 6 aux mots cie contour généralisés. 
Proposition 7. Soir li.! E I;71 Ill! mot de contour généralisé et p E {L 2.... ,n}. Soif A /'en­
semble des faereurs admissibles qui reCOllvrel!l la position p er Â l'ensemble de lelfrs homo­
logues respectifs. Il existe (lU moins une position q E {1. 2 ... ,n} telle ljue q n'l'sr reCO!/I'erre 
par allcun des élémenrs de AU A. 
Preuve. II s'agit d'un prolongement de la preuve de Proposition 6 (Section 4.3) en utilisant 
les même notations. Le cas 1 est traité de manière identique puisque la Propriété 2 (Section 
1.5.3) s'applique non seulement aux polyominos mais aussi aux chemins de contour généralisés 
car il s'agit d'un chemin qui ne se croise pas tel qu'établi dans l'article (Brlek. Labelle et 
Lacasse, 2006). 
1 IV 1 
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Pour le cas 2, considérons d'abord le cas où le facteur y ne chevauche pas A dans B, tel 
qu'illustré ci-dessus. Puisque par définition L est un préfixe de A, Î; est un suffixe de .4. ce 
qui implique que xVax est un suffixe de Ê. Ainsi le facteur B a les cieux préfixes suivants: 
XQVX et XQV,6. Les facteurs'C et3 possèdent donc un préfixe commun non-vide, appelons 
le u et soit v tel que /Jo: = uv. Le mot w contient clone le facteur .Ji} = /3erx qui admet UV1( 
comme préfixe contredisant le Lemme 13 car 
~ -~--., 
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Finalement, pour le cas où le facteur fi chevauche Â dans Ê (illustré ci-dessus), on a que )'Cr)3 
est une boucle fermée et que ::YcxÎ.<3x est un facteur deU'. TI suffit donc de voir que ::y et :c ont 
un préfixe commun non-vide. Soit a la première lettre de A, on a alors que a est également la 
première lettre de :c. D'un autre côté, a est la dernière lettre de A et comme ~i est un suffixe de 
Â, a est la dernière lettre de T On a donc une contradiction par rapporl au Lemme 13 puisque 
x et Î' débutent par la lettre a. •
 
II s'en suit que les algorithmes de détection des polyominos exacts présentés aux Sections 4.3.2 
et 4.3.3 fonctionnent et que restent valides les bornes de complexité établies aux Corollaires 6 
et 7. Cette généralisation des résultats illustre bien l'avantage d'avoir raisonné sur la structure 
des mots plutôt que directement sur la géométrie des objets considérés. 
Étant donné un mot w E {O. L 0, T} *, déterminer si 11' code un chemin cie contour généralisé 
demande plus cie travail que cie tester si un mot code le contour d'un polyomino car il faut être 
en mesure de déterminer si les points de multiplicité 1. appartiennent à des canaux ou non. Pour 
ce faire, il suffit de parcourir le mot 'W et pour chaque point ou pian (:L y) visité. d'y noter le 
virage correspondant. Lorsqu'on passe une deuxième fois par un point, il suffit de s'assurer que 
1.	 le sens de parcours est inversé. Ceci permet de rejeter immédiatement le cas décrit au 
Lemme 13. 
2.	 le virage effectué est du même côté (gauche ou droite) que celui effectué lors du premier 
passage. Il faut ensuite mémoriser ce virage jusqu'à ce que les chemins se séparent de 
manière à s'assurer que la condition (ii) de la Définition 48 est bien respectée. 
Cette vérification peut être effectuée en un temps linéaire en fonction de la longueur du mot 
considéré en intégrant les éléments mentionnés ci-dessus à la méthode présentée au Chapitre 2. 
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4.6 Grille hexagonale 
Le codage de Freeman, employé pour encoder les figures géométrique::;, peut être utilisé sur 
d'autres réseaux réguliers que la grille carrée. 
Sur la grille hexagonale, les polyominos sont encodés sur lin alphabet à six lcltre~. Nous uti­
lisons l'alphabet L: = {O, 1, 2. 0,1. 2} associé aux pas unitaires (sur la grille hexagonale) 
{ ....... , /, "", f-, /, "J. Par exemple, en partant du point le plus à gauche, le bord du poly­
omino exact présenté ~l la Figure 4.17 est coclé par le mot 
w w 10201020 102I0I202I020TiJ21012iHo202, 0*0 
et sa BN-factorisation associée au pavage illustré est 2 
w =XYZ_kY'z, 
=10201·0:20102101:20· '2·10201·02101201025·2. 
Figure 4.17 Un polyomino exact et Ull pavage par ce polyomino. 
Tout comme clans le cas de la grille carrée, dans un mot codant un chemin sur la glille hexago­
nale. une lettre ne peut jamais être suivie de son barré. De plus. lorsqu'on se déplace sur la grille 
hexagonale, d'autres paires de lettres ne peuvent se suivre. L'ensemble des paires interdites est 
11 = {o:a-Ic, E I:} U {QQlo- E :'::} U {02, oT, 10, 12. 20. 21,01, 02. 10, 12, 21, 2ü}. 
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De sorte que l'ensemble des chemins sur la grille hexagonale correspond aux 11.' E P où 
P = ~* \ (~* . <I> . ~*) . 
Une différence notable entre la grille hexagonale et la grille carrée est établie dans (Brlek. 
Labelle et Lacasse, 2005; Brlek, LubeJie el Lacasse, 2006) généralisant la Propriété 2 et donc 
par le fait même le résultat de Daumt et NiVal sur le nombre de coins saillants et renlmnls d'un 
polyomino (Daurat et Nivat, 2003). Cette fois-ci, on définit ['ensemble des virages à gauche 
sur s 'alphabet ~ comme l'ensemble L = {OL 12, 20, OL 12} et l'cnsemble des virages à droite 
R = {02, 10, '2L 02. 10, 21}. 
Propriété 5 (Brlek, Labelle, Lacasse). Soir 11.' E L;* lin mot codant (1/1 chemùlfermé qui ne se 
croise pas sur la griLLe hexagonale, alors flc(1V) = G. 
Cette propriété à une conséquence directe ,sur les pièces qui pavent le pliln par translation. 
Proposition 8. Sur ftl p,f'ille hexagonale. une polyomino est exact si et selllemellf s'il est lin 
pseudo-hexagone. 
Preuve. Puisque le théorème de Beauquier-Nival (Théorème 9) s'applique égalemcnt il la grille 
hexagonale, il suffit de voir qu'un polyomino ne peut admettre une BN-factorisation de type 
pseudo-calTé. Pilr contradiction, supposons que le bore! c1'un polyomino est codé par le mot 
w = Xl' Rf. En appliquant la fonction 6 c, on obtient 
.6cw =6(X) + .6(I(X)f(Y)) + .6(Y) + .6(L(Y)J(X)) 
+ 6.(R) + .6(I(.\")f(r)) + .6(Y) + ll(I(Y)f(X)). 
:S 4. 
Ce qui contredit la Propriété 5. 
Du reste, tous les autres résultats énoncés au cours de ce chapitre ainsi qlle leurs démonstl'ations 
s'appliquent directement à la grille hexagonale. Notons que la défi nition d'un facteur admissible 
ne tient pas compte de la cardinalité de l'alphabet, uniquement de la relation entre une lettre et 
son l'laITé. La Proposition 6 tient toujours, la seule différence est que dans la clémonstriltion au 
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lieu de citer la Propriété 2, il faut employer la version qui s'applique à la grille hexagonale. soit 
la Propriété 5. 
Il s'ensuit que les algorithmes de détection des pseudo-hexagones présentés aux Sections 4.3.2 
et 4.3.3 fonctionnent et que restent valides les bornes de complexité établies aux Corollaires 6 
et 7. La généralisation aux chemins de contour généralisés s'effectue tout aussi bien sur la grille 
hexagonale. Cette transposition des résultats à une géométrie différente illustre encore une fois 
l'avantage d'avoir raisonné sur la structure des mots plutôt que sur les objets eux-mêmes. On 
peut ainsi réutiliser directement les résultélts établis. 
4.7 Passage de la grille carrée à l'hexagonale 
Il existe une bijection bien connue entre la grille carrée et l'hexagonale. La Figure 4. J8 illustre 
la transformation d'un polyomino sur la grille calTée composée en un po]yomino sur ]a grille 
hexagonale. Cette transformation s'effectue en trois é,lapes : 
1. Étirer verticalement cbacune des cases en un rectangle de dimensions 2 x 1. 
2. Décaler chacune des colonnes cl'une case vers le bas. 




Figure 4.18 Bijection entre la grille hexagonale et la griile carrée 
Il s'agit clairement d'un processus réversible qui transforme chacune des cases du réseau carré 
en Llne case du réseau hexagonal. Puisque le passage de la grille carrée à la grille hexagonale 
préserve la 4-connexité. l'image c1'un polyomino sur la grille cruTée sera toujours un polyomino 
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sur la grille hexagonale. Cependant, les polyominos ne sont pas préservés lors du passage de la 
grille hexagonale il la grille carrée, tel que l'illustre la Figure 4.19 
Figure 4,19 Un polyomino dont l'image n'est pas Ull polyomino. 
D'un autre côté, les chemins de contour généralisés sont préservés lors de cette transformation 
du plan. Il en va donc cie même avec les polyominos généralisés. La Figure 4.20 illustre la 
transformation du polyomino généralisé sur la grille carrée dont le mot de contour, à partir clu 
point S, est donné par 
Wo = 0 l 0 l 0 l 0 l 0 loT 0T0 l 0l 0 l, 
en le polyomino généralisé sur la grille hexagonale dont le mot de contour est 




Figure 4.20 Transformation d'un polyomino généralisé de la grille carrée à la grille hexagonale. 
Celte transformation des mots de contnur généralisés s'effectue tout simplement par le trans­
ducteur ilIustré à la Figure 4.21. L'état initial est J et afin d'alléger la présentation, on suppose 
que le mot lu débute par les lettres 0 ou O. On remarque que ce transducteur réécrit exactement le 
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même mot en y ajoutant, aux bons endroits, les lettres 2 et 2. Conséquemment, le passage de la 
grille hexagonale à la grille carrée s'effectue tout simplement en effaçant toutes les occurrences 
de 2 et 2. 
(0,20) (0,0) (0,0) (0,20) 
Cl co.o) • n 
(1,21) ~-..------.èS)~(1,21) 
(0,0) 





Figure 4.21 Transducteur qui traduit un chemin sur la grille carrée en un chemin sur la grille 
hexagonale. 
CONCLUSION 
Nous avons tenté au cours de cette thèse de montrer que le point de vue offert par la combina­
toire des mots permet d'élaborer des solutions algorithmiques élégantes eL efncaces il différents 
problèmes posés par la géométrie discrète. L'étude des liens entre la combinatoire des mots et la 
géométrie discrète apparaît prometteuse et permet d'enrichir mutuellement les cieux domaines. 
L'algorithme de détection cles chemins auto-évitants présenté au chapitre 2 propose en fait une 
représentation compacte et efficace des ensembles 4-connexes. TI se prête clone à de nombreuses 
généralisations et applications. Par exemple, il serait intéressant de l'oir comment on peut 
l'adapter à la génération aléatoire de chemins auto-évitants, au calcul cie l'enveloppe convexe 
d'un chemin qui se croise ct à la représentation d'ensembles décrits implicitement. 
Au chapitre 3, on propose un algorithme pOlir calculer l'enveloppe convexe d'un polyomino. 
Comme il l'a été mentionné, dans ce cas précis les mots ne font que masquer l'arithmétique du 
problème. Il serait intéressant de développer un algorithme basé principalement sur des argu­
ments combinatoires. 
Au chapitre 4, il semble possibie d'abaisser encore plus la borne cie compiexité 0 (n(logn):l). 
Une analyse plus fine de l'algorithme suggéré devrait être possible. Notons également les deux 
conjectures relatives aux doubles pseudo-carrés et la possibilité de généraliser davantage la 
notion de mots de cOHrollr. 
Finalement, une autre voie à explorer est le passage du plan discret 71.,1 à l'espace discret 71.,:\ 
où les figures géométriques peuvent être décomposées en uo arrangement de piao discrets. Ces 
plans peuvent alors être codés par des mots bidimensionnels dont la structure combinatoire 
reAète, encore une fois, la géométrie des objets codés. Al'instar du cas hidimensionnel, on peut 
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