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SYMMETRIC QUIVER HECKE ALGEBRAS AND R-MATRICES OF
QUANTUM AFFINE ALGEBRAS IV
SEOK-JIN KANG1, MASAKI KASHIWARA2, MYUNGHO KIM AND SE-JIN OH3
Abstract. Let U ′q(g) be a twisted affine quantum group of type A
(2)
N or D
(2)
N and
let g0 be the finite-dimensional simple Lie algebra of type AN or DN . For a Dynkin
quiver of type g0, we define a full subcategory C(2)Q of the category of finite-dimensional
integrable U ′q(g)-modules, a twisted version of the category CQ introduced by Hernandez
and Leclerc. Applying the general scheme of affine Schur-Weyl duality, we construct
an exact faithful KLR-type duality functor F (2)Q : Rep(R) → C(2)Q , where Rep(R) is the
category of finite-dimensional modules over the quiver Hecke algebra R of type g0 with
nilpotent actions of the generators xk. We show that F (2)Q sends any simple object to a
simple object and induces a ring isomorphism K(Rep(R)) ∼−−→K(C(2)Q ).
Introduction
This paper is a continuation of our previous works on symmetric quiver Hecke algebras
and R-matrices of quantum affine algebras [15, 16, 18]. In particular, this work can be
considered as a twisted version of [16].
The classical Schur-Weyl duality explains the close connection between the representa-
tion theory of the symmetric group Sk and the representation theory of general linear Lie
algebra gln [31, 32]. In [13], Jimbo introduced a quantum version of Schur-Weyl duality
between the Hecke algebra Hk and quantized universal enveloping algebra Uq(gln). In
[6, 7, 9], Chari-Pressley, Cherednik, Ginzburg-Reshetikhin-Vasserot constructed a quan-
tum affine Schur-Weyl duality functor from the category of finite-dimensional represen-
tations of the affine Hecke algebra Haffk to the category of finite-dimensional integrable
modules over the quantum affine algebra Uq(A
(1)
N ).
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Using the symmetric quiver Hecke algebras and R-matrices of quantum affine algebras,
it was shown in [15] that one can construct quantum affine Schur-Weyl duality functors
in a more general setting. Let {Vs}s∈S be a family of good modules over a quantum affine
algebra U ′q(g). By investigating the distribution of poles of normalized R-matrices between
the Vs’s, we obtain a symmetric quiver Hecke algebra R and a (U
′
q(g), R)-bimodule V̂ .
In this way, we construct the KLR-type quantum affine Schur-Weyl duality functor (or
KLR-type duality functor for brevity) F from the category Rep(R) to the category Cg
of finite-dimensional integrable U ′q(g)-modules given by M 7→ V̂ ⊗R M (M ∈ Rep(R)).
Here, Rep(R) is the category of finite-dimensional modules over the quiver Hecke algebra
R on which the generators xk act nilpotently. When R is of finite A, D, E type, F is
exact ([23]). With various choices of quantum affine algebras and good modules, one can
construct a lot of interesting and significant KLR-type duality functors.
In [15, 18], by taking {V (̟1)(−q)2s}s∈Z as the family of good modules over Uq(A(t)N )
(N ∈ Z≥2, t ∈ {1, 2}), we constructed the exact functor F from Rep(R) to C0
A
(t)
N
, and
investigated properties of F and the relationships among the categories Rep(R), C0
A
(1)
N
and C0
A
(2)
N
. Here C0g is the category of finite-dimensional modules over the quantum affine
algebra U ′q(g) introduced in [11] and R is the quiver Hecke algebra of type A∞.
In [16], motivated by the work of Hernandez and Leclerc [12], Kang, Kashiwara and
Kim applied the general scheme to the quantum affine algebras U ′q(A
(1)
N ), U
′
q(D
(1)
N ) and
their fundamental representations. Let g(1) be an untwisted affine Kac-Moody algebra of
type A
(1)
N or D
(1)
N and let g
(1)
0 be the classical part of g
(1), the finite-dimensional simple
Lie algebra of type AN or DN inside g
(1). We denote by I(1) and I
(1)
0 the index set
of simple roots for g(1) and g
(1)
0 , respectively. Let ∆
+
g
(1)
0
be the set of positive roots of
g
(1)
0 and Πg(1)0
the set of simple roots. For any Dynkin quiver Q of type g
(1)
0 , we set
ΓQ = φ
−1(∆+
g
(1)
0
× {0}) ⊂ I(1)0 × Z, the Auslander-Reiten quiver of Q. (See Section 2
for more details including the definition of φ.) We take the fundamental representations
V (̟i) (i ∈ I(1)0 ) as the family of good modules over U ′q(g(1)) and take the index set
J = φ−1(Π
g
(1)
0
× {0}) together with the maps s(1) : J → I(1)0 and X(1) : J → k× given by
s(1) : (i, p) 7→ i, X(1) : (i, p) 7→ (−q)p for (i, p) ∈ J . Then the corresponding quiver Hecke
algebra R is of type g
(1)
0 (i.e., AN or DN) and the KLR-type duality functor is an exact
functor F (1)Q : Rep(R)→ C(1)Q , where C(1)Q is the full subcategory of Cg(1) introduced in [12].
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Moreover, F (1)Q sends any simple object to a simple object and induces a ring isomorphism
K(Rep(R)) ∼−→K(C(1)Q ).
In this paper, we extend these results on g(1) to the twisted quantum affine algebras
U ′q(g) of type A
(2)
N (N ≥ 2) and D(2)N (N ≥ 4) (see Remark 3.1). As in the untwisted case,
we take the fundamental representations V (̟i) (i ∈ I0) as the family of good modules.
But to take care of twisted setting, we need to develop some twisted techniques.
Let g(t) = A
(t)
N (t = 1, 2) or g
(t) = D
(t)
N (t = 1, 2). Let g
(t)
0 be the classical part of g
(t).
Let I(t) and I
(t)
0 be the index set of simple roots for g
(t) and g
(t)
0 , respectively.
For an arbitrary affine Kac-Moody algebra g, we denote by S (g) the quiver with the
evaluation modules of fundamental modules of U ′q(g) as vertices and with the arrows
determined by the poles of the normalized R-matrices (see (3.5)).
Then we have a quiver isomorphism
πg(1) : S0(g
(1)) ∼−→S0(g(2)).(0.1)
where S0(g
(t)) is a connected component of S (g(t)) (t = 1, 2) (Proposition 3.3).
Set J = φ−1(Π
g
(1)
0
× {0}). Then we have defined a map J → I(1)0 × k× ≃ S (g(1)).
Its image is contained in S0(g
(1)). Composing it with (0.1) we obtain s(2) : J → I(2)0 and
X(2) : J → k×. Then the quiver S J associated with J and (X(2), s(2)) (see (2.2)) coincides
with Qrev, the reversed quiver of Q. Hence the associated quiver Hecke algebra R is of
type g
(1)
0 , i.e. R = R
AN or RDN . Thus, we obtain an exact KLR-type duality functor
F (2)Q : Rep(R)→ Cg(2) .
Note that we have already constructed an exact functor F (1)Q : Rep(R) → Cg(1) with the
same quiver Hecke algebra R.
The main results of this paper are the following:
(i) F (2)Q sends the simple objects to simple objects.
(ii) F (2)Q gives a bijection between the set of simple objects in Rep(R) and the set of
simple objects in the full subcategory C(2)Q of Cg(2) defined in Definition 4.3.
(iii) F (2)Q restricts to a faithful functor from Rep(R) to the category C(2)Q .
(iv) F (2)Q induces a ring isomorphism K(Rep(R)) ∼−→K(C(2)Q ).
(v) The ring isomorphism K(C(1)Q ) ∼−→K(C(2)Q ), which is obtained by (iv) and the ring
isomorphism K(Rep(R)) ∼−→K(C(1)Q ), preserves the dimension.
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Note that a similar relationship between Cg(1) and Cg(2) have been also studied by Hernan-
dez [10] with an approach using q-character. He showed that there is a ring isomorphism
between the Grothendieck rings K(Cg(1)) and K(Cg(2)), which sends Kirillov-Reshetikhin
modules to Kirillov-Reshetikhin modules. This is one of our motivations.
This paper is organized as follows. In Section 1, we briefly review some of basic knowl-
edge on quiver Hecke algebras and quantum affine algebras. In Section 2, we recall the
general construction of KLR-type duality functors and its application to untwisted quan-
tum affine algebras. In Section 3, we investigate the relation between untwisted and
twisted quantum affine algebras. In Section 4, we prove the main results of our paper.
Section 5 deals with the existence of non-zero U ′q(g)-module homomorphisms between
evaluation modules of fundamental representations and their tensor products.
1. Quiver Hecke algebras and quantum affine algebras
1.1. Quantum groups associated with Cartan datum. In this subsection, we recall
the definition of quantum groups. Let I be an index set. A Cartan datum (A,P,P∨,Π,Π∨)
consists of
(1) a generalized Cartan matrix A = (aij)i,j∈I satisfying
aii = 2 (i ∈ I), aij ∈ Z≤0 (i 6= j) and aij = 0 ⇐⇒ aji = 0,
(2) a free abelian group P, called the weight lattice,
(3) P∨ = Hom(P,Z), called the co-weight lattice,
(4) Π = {αi | i ∈ I}, called the set of simple roots,
(5) Π∨ = {hi | i ∈ I}, called the set of simple co-roots,
such that
(a) 〈hi, αj〉 = aij for all ij ∈ I,
(b) Π and Π∨ are linearly independent sets,
(c) for every i ∈ I, there exists Λi ∈ P such that 〈hj,Λi〉 = δi,j.
We say that A is symmetrizable if there exists a diagonal matrix D = diag(si ∈ Z>0 | i ∈ I)
such that DA is symmetric. We call Q :=
⊕
i∈I
Zαi the root lattice and Q
+ :=
∑
i∈I Z≥0αi
the positive root lattice. For β =
∑
i∈I niαi ∈ Q+, we set
ht(β) =
∑
i∈I
ni ∈ Z≥0 and supp(β) = {i ∈ I | ni > 0}.
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Let A be a symmetrizable generalized Cartan matrix and let q be an indeterminate. Let
( , ) be a non-degenerate symmetric bilinear form on Q⊗Z P satisfying 〈hi, λ〉 = 2(αi, λ)
(αi, αi)
for every i ∈ I and λ ∈ Q⊗Z P.
For i ∈ I and m ∈ Z, we set qi := q
(αi,αi)
2 , [m]i = (q
m
i − q−mi )/(qi − q−1i ) and [m]i! =∏m
k=1[k]i. Let us denote by d the smallest positive integer such that d
(αi,αi)
2
∈ Z for all
i ∈ I.
Definition 1.1. The quantum group Uq(g) associated with a Cartan datum (A,P,P
∨,Π,Π∨)
is the associative Q(q1/d)-algebra generated by ei, fi (i ∈ I) and qh (h ∈ d−1P∨) subject
to the following relations:
(i) q0 = 1, qhqh
′
= qh+h
′
for h, h′ ∈ d−1P∨,
(ii) qhei = q
〈h,αi〉eiq
h, qhfi = q
−〈h,αi〉fiq
h for h ∈ d−1P∨,
(iii) eifj − fjei = Ki −K
−1
i
qi − q−1i
for Ki := q
(αi,αi)
2
hi,
(vi)
1−ai,j∑
k=0
(−1)ke(1−aij−k)i eje(k)i =
1−ai,j∑
k=0
(−1)kf (1−aij−k)i fjf (k)i = 0 for i 6= j.
Here e
(k)
i := e
k
i /[k]i! and f
(k)
i := f
k
i /[k]i! for k ∈ Z≥0.
The quantum group Uq(g) has a comultiplication ∆ which is defined by
∆(ei) = ei⊗K−1i + 1⊗ ei, ∆(fi) = fi⊗ 1 +Ki⊗ fi and ∆(qh) = qh⊗ qh.
1.2. Quiver Hecke algebras. In this subsection, we shall review symmetric quiver Hecke
algebras. Let k be a field and A = (aij)i,j∈I be a symmetric Cartan matrix. We denote
by Q+ the positive root lattice associated with A. We normalize the symmetric bilinear
form ( , ) by (αi, αj) = aij. We choose a matrix QA = (Qij)i,j∈I
(1.1) Qi,j(u, v) =


cij(u− v)−aij if i 6= j,
0 if i = j.
where cij ∈ k× and we assume Qi,j(u, v) = Qj,i(v, u).
For β ∈ Q+ with ht(β) = n, we set
Iβ := {ν = (ν1, . . . , νn) ∈ In | αν1 + . . .+ ανn = β}.
The symmetric group Sn = 〈si | 1 ≤ i < n〉 on n-letters acts on In by place permuta-
tions in a natural way.
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Definition 1.2 ([21, 30]). For β ∈ Q+ with ht(β) = n, the symmetric quiver Hecke algebra
(or KLR-algebra) R(β) at β associated with a matrix QA is the k-algebra generated by
three sets of generators
{xk | 1 ≤ k ≤ n}, {τℓ | 1 ≤ ℓ < n}, {e(ν) | ν ∈ Iβ}
satisfying the following relations:
(i) e(ν)e(ν ′) = δν,ν′e(ν),
∑
ν∈Iβ e(ν) = 1,
(ii) xke(ν) = e(ν)xk, xkxk′ = xk′xk,
(iii) τℓe(ν) = e(sℓ(ν))τℓ, τℓ′τℓ = τℓτℓ′ if |ℓ− ℓ′| > 1,
(iv) τ 2ℓ e(ν) = Qνℓ,νℓ+1(xℓ, xℓ+1)e(ν),
(v) (τℓxk − xsℓ(k)τℓ)e(ν) =


−e(ν) if k = ℓ and νℓ = νℓ+1,
e(ν) if k = ℓ+ 1 and νℓ = νℓ+1,
0 otherwise,
(vi) (τℓ+1τℓτℓ+1 − τℓτℓ+1τℓ)e(ν) = δνℓ,νℓ+2
Qνℓ,νℓ+1(xℓ, xℓ+1)−Qνℓ,νℓ+1(xℓ+2, xℓ+1)
xℓ − xℓ+2 e(ν).
Note that, for each αi, the quiver Hecke algebra R(αi) is isomorphic to k[x]. Thus there
exists an R(αi)-module L(i) = ku(i) defined by x · u(i) = 0.
We denote by Rep(R(β)) the category of finite-dimensional R(β)-modulesM such that
the actions of xk (1 ≤ k ≤ ht(β)) on M are nilpotent.
For β, γ ∈ Q+ with ht(β) = m and ht(γ) = n, we define the idempotent e(β, γ) in
R(β + γ) by
e(β, γ) =
∑
ν∈Iβ ,µ∈Iγ
e(ν ∗ µ)
where ν ∗µ = (ν1, . . . , νm, µ1, . . . , µn) for ν := (ν1, . . . , νm) ∈ Iβ and µ :=(µ1, . . . , µn) ∈ Iγ.
Let ιβ,γ be a k-algebra homomorphism
ιβ,γ : R(β)⊗R(γ) −→ e(β, γ)R(β + γ)e(β, γ)
given by
(1.2)
ιβ,γ(e(ν)⊗ e(µ)) = e(ν ∗ µ),
ιβ,γ(xk ⊗ 1) = xke(β, γ) (1 ≤ k ≤ m),
ιβ,γ(1⊗xk) = xm+ke(β, γ) (1 ≤ k ≤ n),
ιβ,γ(τk ⊗ 1) = τke(β, γ) (1 ≤ k < m),
ιβ,γ(1⊗ τk) = τm+ke(β, γ) (1 ≤ k < n).
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For an R(β)-module M and an R(γ)-module N , we define their convolution product
M ◦N as follows:
(1.3) M ◦N :=R(β + γ)e(β, γ) ⊗
R(β)⊗R(γ)
(M ⊗N).
Then the category Rep(R) :=
⊕
β∈Q+
Rep(R(β)) becomes a tensor category in the sense of
[15, Appendix A.1] induced by the convolution product. We denote by K(Rep(R)) the
Grothendieck ring of the category Rep(R).
1.3. Quantum affine algebras. In this subsection, we briefly recall the representation
theory of the quantum affine algebra U ′q(g). We refer to [1, 4, 20] for the basics on the
representation theory of quantum affine algebra U ′q(g).
The affine Cartan datum (A,P,P∨,Π,Π∨) consists of
(1) an affine Cartan matrix A,
(2) a weight lattice P = (
⊕
i∈I
ZΛi)⊕ Zδ, where δ is the imaginary root,
(3) a set of simple roots Π = {αi | i ∈ I}, where
αi =


∑
j∈I ajiΛj if i ∈ I0,∑
j∈I aj0Λj + δ if i = 0,
(4) The simple coroots hi ∈ P∨ are defined by 〈hi,Λj〉 = δi,j and 〈hi, δ〉 = 0.
Note that
Zδ = {λ ∈ Q | 〈hi, λ〉 = 0 for all i ∈ I}.
Let us denote by c =
∑
i∈I cihi (ci ∈ Z>0) the unique element in P∨ such that
Zc = {h ∈ P∨ | 〈h, αi〉 = 0 for all i ∈ I}.
Write δ =
∑
i∈I diαi. We take a symmetric bilinear form on Q⊗Z P such that
(αi, αj) = cid
−1
i aij (i, j ∈ I) and 〈hi, λ〉 =
2(αi, λ)
(αi, αi)
for all λ ∈ P and i ∈ I.
Then we have (δ, λ) = 〈c, λ〉 for all λ ∈ P.
We denote by
• g the affine Kac-Moody Lie algebra with an affine Cartan datum (A,P,P∨,Π,Π∨),
• Uq(g) the quantum group associated with the affine Cartan datum (A,P,P∨,Π,Π∨),
• U ′q(g) the subalgebra of Uq(g) generated by ei, fi and K±1i for all i ∈ I.
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We call U ′q(g) the quantum affine algebra.
Whenever we deal with the U ′q(g)-modules, we take the base field k to be the algebraic
closure of C(q) in ∪m>0C((q1/m)).
We take an element 0 in I where 0 denotes the leftmost vertices in the tables in [14,
pages 54, 55] except A
(2)
2n -case in which we take the longest simple root as α0. We set
I0 := I \ {0}.
Let g0 be the finite-dimensional simple Lie subalgebra of g generated by ei, fi for i ∈ I0,
called the classical part of g,
Set Pcl := P/Zδ and call it the classical weight lattice. Considering the canonical pro-
jection cl : P→ Pcl, we have
Pcl =
⊕
i∈I
Zcl(Λi).
We say that a U ′q(g)-module M is integrable if
(i) it is Pcl-graded; i.e.,
M =
⊕
λ∈Pcl
Mλ where Mλ = {u ∈M | Kiu = q〈hi,λ〉i u for all i ∈ I},
(ii) for all i ∈ I, ei and fi act on M locally nilpotently.
We denote by Cg the category of finite-dimensional integrable U
′
q(g)-modules. Note
that Cg is a tensor category induced by the comultiplication
∆|U ′q(g) : U ′q(g)→ U ′q(g)⊗U ′q(g).
A simple module M in Cg contains a non-zero vector u of weight λ ∈ Pcl such that
• 〈c, λ〉 = 0 and 〈hi, λ〉 ≥ 0 for all i ∈ I0,
• all the weight of M are contained in λ−∑i∈I0 Z≥0cl(αi).
Such a λ is unique and u is unique up to a constant multiple. We call λ the dominant
extremal weight of M and u the dominant extremal weight vector of M .
For a Pcl-graded U
′
q(g)-module M , Maff denotes the P-graded U
′
q(g)-module defined by
(i) Maff =
⊕
λ∈P
(Maff)λ such that (Maff)λ ≃ (M)cl(λ),
(ii) the actions of ei and fi are defined in such a way that they have weight ±αi and
commute with the canonical projection cl : Maff →M .
For x ∈ k× and M ∈ Cg, we define
Mx :=Maff/(zM − x)Maff(1.4)
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where zM denotes the U
′
q(g)-module automorphism of Maff of weight δ, defined as the
composition (Maff)λ ∼−→Mcl(λ) ∼−→(Maff)λ+δ. For each i ∈ I0, we set
̟i := gcd(c0, ci)
−1cl(c0Λi − ciΛ0) ∈ Pcl.
Then there exists a unique simple U ′q(g)-module V (̟i) in Cg, called the fundamental
module of weight ̟i, satisfying the following conditions:
(i) all the weights of V (̟i) are contained in the convex hull of W0̟i,
(ii) dimV (̟i)̟i = 1 and V (̟i) = U
′
q(g) · u̟i,
(iii) for any µ ∈ W0̟i ⊂ Pcl, we can associate a non-zero vector uµ of weight µ such
that
usj(µ) =


f
(〈hj ,µ〉)
j uµ if 〈hj, µ〉 ≥ 0
e
(−〈hj ,µ〉)
j uµ if 〈hj, µ〉 ≤ 0
for any j ∈ I.
Here W0 denotes the Weyl group of g0 and u̟i denotes the dominant extremal weight
vector of weight ̟i.
The module V (̟i)x (x ∈ k×) has the left dual
(
V (̟i)x
)∗
and the right dual ∗
(
V (̟i)x
)
with the following U ′q(g)-module homomorphisms (see [1, §1.3]):(
V (̟i)x
)∗⊗V (̟i)x tr−−→ k and V (̟i)x⊗ ∗(V (̟i)x) tr−−→ k,
where
(1.5)
(
V (̟i)x
)∗ ≃ V (̟i∗)x(p∗)−1 , ∗(V (̟i)x) ≃ V (̟i∗)xp∗ and p∗ := (−1)〈ρ∨,δ〉q(ρ,δ).
Here ρ (respectively, ρ∨) denotes an element in P (respectively, P∨) such that 〈hi, ρ〉 = 1
(respectively, 〈ρ∨, αi〉 = 1) for all i ∈ I, and i 7→ i∗ denotes the involution on I0 given by
αi = −w0 αi∗ , where w0 is the longest element of W0.
We say that a U ′q(g)-module M is good if it has a bar involution, a crystal basis with
simple crystal graph, and a global basis (see [20] for precise definition). For instance, every
fundamental module V (̟i) for i ∈ I0 is a good module. Note that every good module
is a simple U ′q(g)-module. Moreover the tensor product of good modules is again good.
Hence any good module M is real simple, i.e., M ⊗M is simple.
2. KLR-type Schur-Weyl duality functors and Auslander-Reiten quiver
In this section, we recall the KLR-type Schur-Weyl duality functor F constructed in [15]
which depends on the choice of a family of good U ′q(g)-modules and spectral parameters.
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We also recall the notion of Auslander-Reiten quiver ΓQ which was used in [16] to construct
an exact functor F (1)Q when g = A(1)N and D(1)N .
2.1. KLR-type Schur-Weyl duality functors. For simple U ′q(g)-modulesM1 and M2,
there exists a unique U ′q(g)-module homomorphism
RnormM1,M2(z1, z2) : (M1)aff ⊗(M2)aff → k(z1, z2) ⊗
k[z±11 ,z
±1
2 ]
(M2)aff ⊗(M1)aff
which sends u1⊗us to u2⊗ u1. Here zk := zVk denotes the U ′q(g)-automorphism of (Mk)aff
of weight δ, and uk is a dominant extremal weight vector of Mk (k = 1, 2). We call the
U ′q(g)-homomorphism R
norm
M1,M2
(z1, z2) the normalized R-matrix between M1 and M2.
We denote by dM1,M2(z) the denominator of R
norm
M1,M2
(z1, z2) which is the monic polyno-
mial of the smallest degree in k[z] such that
dM1,M2(z2/z1)R
norm
M1,M2(z1, z2) : (M1)aff ⊗(M2)aff → (M2)aff ⊗(M1)aff .(2.1)
Let {Vs}s∈S be a family of good U ′q(g)-modules labeled by an index set S. Let us be a
dominant extremal weight vector of Vs.
For a triple (J,X, s) consisting of an index set J and two maps X : J → k×, s : J → S,
we define a quiver S J = (S J0 ,S
J
1 ) in the following way:
(i) S J0 = J .
(ii) For i, j ∈ J , we put dij many arrows from i to j, where dij is the order of
the zero of dVs(i),Vs(j)(z) at z = X(j)/X(i).
(2.2)
Then S J is a quiver without loops and 2-cycles, i.e., dijdji = 0. We define a symmetric
Cartan matrix AJ = (aij)i,j∈J by
aij = −dij − dji if i 6= j, and aii = 2.
Let Q+ be the positive root lattice associated with the Cartan matrix AJ . Then, for
β ∈ Q+, we can define the symmetric quiver Hecke algebra RJ(β) associated with a matrix
QAJ = (Qij)i,j∈J such that
Qij(u, v) = (u− v)dij (v − u)dji for all i 6= j ∈ J.
Theorem 2.1 ([15]). For each β ∈ Q+, there exists a functor
Fβ : Rep(RJ(β))→ Cg
enjoying the following properties:
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(a) Fαi(L(i)) ≃ (Vs(i))X(i) for every i ∈ J , F0(RJ(0)) ≃ k for every n ∈ Z.
(b) Set
F := ⊕
β∈Q+
Fβ : Rep(RJ)→ Cg.
Then for anyM ∈ Rep(RJ(β)) and N ∈ Rep(RJ(γ)), there exists an U ′q(g)-module
isomorphism
F(M ◦N) ≃ F(M)⊗F(N)
functorial in M and N .
(c) If the underlying graph of a quiver S J is of finite type A, D or E, then the functor
F is exact. In particular, F induces a ring homomorphism
K(Rep(RJ))→ K(Cg).
We call F the KLR-type Schur-Weyl duality functor.
2.2. Auslander-Reiten quiver ΓQ. In this subsection, we briefly review the combinato-
rial feature of the Auslander-Reiten quiver ΓQ of a Dynkin quiver Q of a finite-dimensional
simply-laced simple Lie algebra g0.
Throughout this subsection, we denote by w0 the longest element of the Weyl group
W0 of g0, Πg0 the set of simple roots of g0 and ∆
+
g0
(respectively, ∆−g0) the set of positive
(respectively, negative) roots of g0.
Let Q = (Q0, Q1) be a Dynkin quiver of g0. For a vertex i, we denote by siQ the quiver
obtained from Q by reversing all arrows in Q1 incident to i. We say that a vertex i ∈ Q0
is a source (respectively, sink) if every arrow incident to i starts (respectively, ends) at i.
For a reduced expression w˜ = si1 · · · sil of w ∈ W0, we say that w˜ is adapted to Q if
ik is a source of the quiver sik−1 · · · si1Q for all 1 ≤ k ≤ l.
It is known that there exists a unique Coxeter element τ which has a reduced expression
adapted to Q. In fact, all the reduced expressions of such a τ are adapted to Q.
A map ξ : Q0 → Z is called a height function if ξi = ξj + 1 if there exists an arrow
i → j ∈ Q1. Since Q is connected, any pair ξ and ξ′ of height functions differ by a
constant. We fix such a height function and we define the repetition quiver Q̂ as follows:
(i) Q̂0 = {(i, p) ∈ Q0 × Z | p− ξi ∈ 2Z},
(ii) Q̂1 = {(i, p)→ (j, p+ 1) | i and j are adjacent in the Dynkin diagram of g0}.
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Note that there is a path from (i, p) to (j, r) in Q̂ if and only if d(i, j) ≤ r − p, where
d(i, j) is the distance of i and j in the Dynkin diagram except the case g0 ≃ A1.
Set ∆̂g0 := ∆
+
g0
× Z. For i ∈ I0, we define an element γi ∈ ∆+g0 as follows:
(2.3) γi =
∑
j∈B(i)
αj,
where B(i) denotes the set of vertices j such that there exists a path from j to i in Q.
We define a bijection φ : Q̂0 → ∆̂g0 in an inductive way ([12, §2.2]):
(i) φ(i, ξi) = (γi, 0),
(ii) for a given β ∈ ∆+g0 with φ(i, p) = (β,m),
• if τ(β) ∈ ∆+g0 , then φ(i, p− 2) := (τ(β), m),
• if τ(β) ∈ ∆−g0 , then φ(i, p− 2) := (−τ(β), m− 1),
• if τ−1(β) ∈ ∆+g0 , then φ(i, p+ 2) := (τ−1(β), m),
• if τ−1(β) ∈ ∆−g0 , then φ(i, p+ 2) := (−τ−1(β), m+ 1).
(2.4)
The Auslander-Reiten quiver ΓQ is the full subquiver of Q̂ whose set of vertices is
φ−1(∆+g0 × {0}).
We say that a (partial) order  on ∆+g0 is convex, if it satisfies the condition:
either β  β + γ  γ or γ  β + γ  β whenever β, γ ∈ ∆+g0 satisfy
β + γ ∈ ∆+g0 .
(2.5)
The Auslander-Reiten quiver ΓQ defines a convex order Q on ∆+g0 as follows (cf. [29]):
β Q γ if and only if d(i, j) ≤ a− b,(2.6)
where φ−1(β, 0) = (i, a) and φ−1(γ, 0) = (j, b). Note that ([2, 29], see also [33, §1])
β Q γ if and only if there exists a path from φ−1(γ, 0) to φ−1(β, 0) in ΓQ.(2.7)
On the other hand, for an arbitrary finite-dimensional simple Lie algebra g0, any reduced
expression w˜0 = si1 · · · sir of the longest element w0 of g0 induces a convex total order
≤w˜0 on ∆+g0
βk ≤w˜0 βl if and only if k ≤ l.
Here βk := si1 · · · sik−1αik (1 ≤ k ≤ r). Conversely, any convex total order is obtained in
this way by a reduced expression of w0 ([28]).
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It is proved in [2] that, for every reduced expression w˜0 of w0 adapted to Q, the convex
total order induced by w˜0 is stronger than the order Q, i.e., for β, γ ∈ ∆+g0 , β Q γ
implies β ≤w˜0 γ.
For a convex order  and a positive root α, a pair of positive roots (β, γ) is called a
minimal pair of α if β + γ = α, β  α  γ and there exists no pair (β ′, γ′) other than
(β, γ) such that β ′ + γ′ = α and β  β ′  α  γ′  γ.
2.3. The functor F (1)Q . In this subsection, we briefly review the properties of the functor
F (1)Q which were investigated in [16].
For simplicity, we denote by dk,l(z) or d
g
k,l(z) the denominator dV (̟k),V (̟l)(z) between
the fundamental U ′q(g)-modules V (̟k) and V (̟l) (k, l ∈ I0) (see (2.1)).
In [1, 16], the denominators dk,l(z) for g = A
(1)
N and D
(1)
N are computed as follows. Note
that we have dk,l(z) = dl,k(z).
Theorem 2.2.
(a) For g = A
(1)
N (N ≥ 2) and 1 ≤ k, l ≤ N , we have
d
A
(1)
N
k,l (z) =
min(k,l,N+1−k,N+1−l)∏
s=1
(z − (−q)|k−l|+2s).(2.8)
(b) For g = D
(1)
N (N ≥ 4) and 1 ≤ k, l ≤ N , we have
(2.9)
d
D
(1)
N
k,l (z) =


min(k,l)∏
s=1
(z − (−q)|k−l|+2s)(z − (−q)2N−2−k−l+2s) if 1 ≤ k, l ≤ N − 2,
k∏
s=1
(z − (−q)N−k−1+2s) if 1 ≤ k ≤ N − 2 and l ∈ {N − 1, N},
⌊N−1
2
⌋∏
s=1
(z − (−q)4s) if k 6= l ∈ {N,N − 1},
⌊N
2
⌋∏
s=1
(z − (−q)4s−2) if k = l ∈ {N − 1, N}.
The following theorem is one of the main results in [16].
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Theorem 2.3 ([16, Theorem 4.3.1]). Let g(1) be an affine Kac-Moody algebra of type A
(1)
N
or D
(1)
N . We take the index set
J := φ−1(Π
g
(1)
0
× {0})
and two maps s(1) : J → I(1)0 := {1, 2, . . . , N} and X(1) : J → k× such that
s(1)(i, p) = i and X(1)(i, p) = (−q)p.
Then the quiver S J in (2.2) coincides with the quiver Qrev obtained from Q by reversing
all the arrows.
For a given Dynkin quiver Q of g
(1)
0 , we set
VQ(β) := V (̟i)(−q)p where φ
−1(β, 0) = (i, p).
Definition 2.4 ([12]). The category C
(1)
Q is defined to be the smallest full subcategory of
Cg(1) such that
(a) it contains VQ(β) for all β ∈ ∆+g0 and the trivial representation,
(b) it is stable under taking tensor products, subquotients and extensions.
We define an order ≺Z on Zr≥0 (r ∈ Z>0) as follows:
m′ = (m′1, . . . , m
′
r) ≺Z m = (m1, . . . , mr) if and only if there exist integers
k, s such that 1 ≤ k ≤ s ≤ r, m′t = mt (t < k), m′k < mk, and m′t = mt
(s < t ≤ r), m′s < ms.
(2.10)
Theorem 2.5 ([24], see also [22]). Let g0 be a finite-dimensional simple Lie algebra.
We fix a reduced expression w˜0 = si1 · · · sir of the longest element w0 ∈ W0, and set
βk = si1 · · · sik−1αik . Let R be the quiver Hecke algebra corresponding to g0. Then for every
βk ∈ ∆+g0, there exists a simple R(βk)-module Sw˜0(βk) satisfying the following properties:
(i) For everym = (m1, . . . , mr) ∈ Zr≥0, there exists a non-zero R-module homomorphism
r
m
:
−→
∇ w˜0(m) := Sw˜0(β1)◦m1 ◦ · · · ◦ Sw˜0(βr)◦mr
−−→
←−
∇ w˜0(m) := Sw˜0(βr)◦mr ◦ · · · ◦ Sw˜0(β1)◦m1 .
Such a morphism is unique up to a constant multiple, and Im(r
m
) is a simple module
and coincides with the head of
−→
∇ w˜0(m) and the socle of
←−
∇ w˜0(m).
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(ii) For every m = (m1, . . . , mr) ∈ Zr≥0, we have
[
−→
∇ w˜0(m)] ∈ [Im(rm)] +
∑
m′≺Zm
Z≥0[Im(rm′)].
(iii) For any simple R(β)-module M , there exists a unique m = (m1, . . . , mr) ∈ Zr≥0 such
that
M ≃ Im(r
m
) ≃ hd(−→∇ w˜0(m)).
(iv) For any minimal pair (βk, βl) of βj = βk + βl, there is an exact sequence
0→ Sw˜0(βj)→ Sw˜0(βk) ◦ Sw˜0(βl) r−→ Sw˜0(βl) ◦ Sw˜0(βk)→ Sw˜0(βj)→ 0
with a non-zero r.
Remark 2.6. In [24] (see also [22]), it is shown that the simple module Sw˜0(β) corresponds
to the dual PBW generator of U−q (g0) of weight −β, under the isomorphism between the
Grothendieck ring K(R-gmod) and the dual integral form of U−q (g0). Here R-gmod is
the category of finite-dimensional graded R-modules. As a result, we have the following
properties:
(a) For every simple root αi, we have Sw˜0(αi) ≃ L(i).
(b) For any pair of reduced expressions w˜0 and w˜0
′ of w0 which are adapted to Q, we
have
Sw˜0(β) ≃ Sw˜0′(β) for all β ∈ ∆+g0 .
Thus we will denote by SQ(β) the simple R(β)-module Sw˜0(β) for a reduced ex-
pression w˜0 adapted to Q.
From now on, we assume that g(1) = A
(1)
N or D
(1)
N , and take a Dynkin quiver Q of type
g
(1)
0 . We also denote by R(β) the quiver Hecke algebra R
J(β) associated with the triple
(J,X(1), s(1)) in Theorem 2.3. Hence the quiver Hecke algebra is of type AN or DN . Then
we have an exact functor
F (1)Q : Rep(R)→ Cg(1) .
By Theorem 2.1 (a), one can observe that
F (1)Q (L(j)) ≃ VQ(αj) for any j ∈ I0.
Theorem 2.7 ([16]).
(i) For every β ∈ ∆+g0 , we have
F (1)Q (SQ(β)) ≃ VQ(β).
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(ii) The functor F (1)Q sends a simple object to a simple object and it induces a ring
isomorphism
ϕ(1) : K(Rep(R)) ∼−→K(C (1)Q ).
3. Similarities between untwisted cases and twisted cases
In this section, we first recall the denominators of normalized R-matrices of type A
(2)
N
and D
(2)
N . Next, we shall observe similarities between the representations of quantum
affine algebras of untwisted types and twisted types, i.e., the similarity between A
(1)
N and
A
(2)
N (N ≥ 2) and the similarity between D(1)N and D(2)N (N ≥ 4).
Remark 3.1. In this paper, we follow the enumeration of vertices of Dynkin diagram of
type A
(t)
N (t = 1, 2, N ≥ 2) and D(t)N (t = 1, 2, N ≥ 4) as follows.
• A(1)N (N ≥ 2) ◦0
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳
❡❡❡
❡❡❡
❡❡❡
❡❡❡
❡❡❡
❡❡
◦
1
◦
2 N−1
◦
N
◦
• A(2)2n (n ≥ 2) ◦ ksn ◦n−1 ◦ 1◦ ks 0◦ q = qi for 1 ≤ i < n.
• A(2)2 ❝ ❝<
1 0
q0 = q
2, q1 = q
1/2.
• A(2)2n−1 (n ≥ 3) ◦0
◦
1
◦
2
◦
n−1
◦ ks
n
◦
q = qi for i 6= n.
• A(2)3 ◦ks0 ◦2 +3 1◦ q = q0 = q1, q2 = q
2.
• D(1)N (N ≥ 4) ◦0
◗◗
◗◗
◗◗ ◦N−1
♥♥
♥♥
♥♥
◦
2
◦
3 N−3
◦
N−2
◦
◦
1
♠♠♠♠♠♠ ◦
N
PPPPPP
• D(2)N (N ≥ 4) ◦ks0 ◦1 ◦ N−2◦ N−1+3◦ q = q0 = qN−1.
In particular, the affine Kac-Moody algebra of type A
(2)
3 should be understood as D
(2)
3 .
In these cases, i∗ and p∗ in (1.5) are given as follows:
i∗ =


N + 1− i if g = A(1)N ,
N − (1− ε) if g = D(1)N , N is odd and i = N − ε, ε = 0, 1,
i otherwise,
(3.1)
SYMMETRIC QUIVER HECKE ALGEBRAS AND R-MATRICES IV 17
and
p∗ =


(−q)N+1 if g = A(1)N ,
(−q)2N−2 if g = D(1)N ,
−qN+1 if g = A(2)N ,
(−1)Nq2(N−1) if g = D(2)N .
(3.2)
In [25], the denominators of normalized R-matrices between fundamental modules of
type A
(2)
N and D
(2)
N are computed as in the following theorem. Note that we have dk,l(z) =
dl,k(z).
Theorem 3.2.
(a) For g = A
(2)
N (N ≥ 2) and 1 ≤ k, l ≤
⌊N + 1
2
⌋
, we have
d
A
(2)
N
k,l (z) =
min(k,l)∏
s=1
(z − (−q)|k−l|+2s)(z + qN+1(−q)−k−l+2s).(3.3)
(b) For g = D
(2)
N (N ≥ 4) and 1 ≤ k, l ≤ N − 1, we have
(3.4)
d
D
(2)
N
k,l (z) =


min(k,l)∏
s=1
(
z2 − (−q2)|k−l|+2s)(z2 − (−q2)2N−2−k−l+2s) if 1 ≤ k, l ≤ N − 2,
k∏
s=1
(
z2 + (−q2)N−1−k+2s) if 1 ≤ k < N − 1 and l = N − 1,
N−1∏
s=1
(
z + (−q2)s) if k = l = N − 1.
3.1. The Quiver S0(g). For each g, we define a quiver S (g) as follows:
(i) The set of vertices is the set of all equivalence classes Îg := (I0 × k×)/ ∼,
where the equivalence relation is given in the following way:
(i, x) ∼ (j, y) if and only if V (̟i)x ≃ V (̟j)y.
(ii) We put d many arrows from (i, x) to (j, y), where d is the order of the
zero of di,j(z) at z = y/x.
(3.5)
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By [1, (1.7)], for x, y ∈ k× and i ∈ I0, and g = A(t)N (N ≥ 2, t = 1, 2) or g = D(t)N
(N ≥ 4, t = 1, 2) we have
V (̟i)x ≃ V (̟i)y ⇐⇒


x2 = y2 if g = A
(2)
2n−1 (n ≥ 2), i = n
x2 = y2 if g = D
(2)
N (N ≥ 3), 1 ≤ i ≤ N − 2,
x = y otherwise.
(3.6)
Let S0(g) be a connected component of S (g). Then S0(g) is uniquely determined up
to a spectral parameter and hence S0(g) is unique up to a quiver isomorphism. For the
rest of this paper, we take S0(g) as follows:
(3.7)
S0(A
(1)
n ) := {(i, (−q)p) ∈ {1, . . . , n} × k× | p ≡ d(1, i) mod 2},
S0(D
(1)
n+1) := {(i, (−q)p) ∈ {1, . . . , n, n+ 1} × k× | p ≡ d(n, i) mod 2},
S0(A
(2)
2n ) := {(i, (−q)p) ∈ {1, . . . , n} × k× | p ∈ Z},
S0(A
(2)
2n−1) := {(i,±(−q)p) ∈ {1, . . . , n} × k×| 1 ≤ i ≤ n, p ≡ i+ 1 mod 2},
S0(D
(2)
n+1) := {(i, (
√−1)qp), (i′, qp′), (n,±qr) ∈ {1, . . . , n} × k× | 1 ≤ i, i′ ≤ n− 1,
p ≡ n− i ≡ 0 mod 2, p′ ≡ n− i′ ≡ 1 mod 2, r ≡ 0 mod 2}.
Recall that d(i, j) denotes the distance of i and j in the Dynkin diagram of g0.
We define the maps
π
A
(1)
N
: S (A
(1)
N )→ S (A(2)N ) and πD(1)
N
: S (D
(1)
N )→ S (D(2)N )
by
(3.8) π
A
(1)
N
(i, x) :=


(i, x) if 1 ≤ i ≤ ⌊N + 1
2
⌋
,
(N + 1− i, (−1)Nx) if ⌊N + 1
2
⌋
< i ≤ N
and
(3.9) π
D
(1)
N
(i, x) :=


(
i, (
√−1)δ(N≡i mod 2)+1 x) ∼ (i, (√−1)N−ix) if 1 ≤ i ≤ N − 2,(
N − 1, (−1)ix) if i ∈ {N − 1, N},
for i ∈ I0 and x ∈ k×.
Proposition 3.3.
(i) The maps π
A
(1)
N
and π
D
(1)
N
are 2 : 1 quiver morphisms.
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(ii) They induce quiver isomorphisms
S0(A
(1)
N )
∼−→ S0(A(2)N ) and S0(D(1)N ) ∼−→ S0(D(2)N ).
(iii) The maps π
A
(1)
N
and π
D
(1)
N
commutes with the duality ∗. More precisely, setting g(t) =
A
(t)
N or D
(t)
N , and denoting by V
(t)(i, x) the U ′q(g
(t))-module V (̟i)x,
(
V (1)(i, x)
)∗ ≃
V (1)(j, y) implies
(
V (2)(πg(1)(i, x))
)∗ ≃ V (2)(πg(1)(j, y)).
Proof. Our assertions follow from Theorem 2.2, Theorem 3.2, isomorphisms (3.6) and
(3.1), (3.2). 
By Proposition 3.3, we have the following corollary:
Corollary 3.4. Let g(t) be the affine Kac-Moody algebra of type A
(t)
N (N ≥ 2) or D(2)N
(N ≥ 4) and g(t)0 its classical part (t = 1, 2). For any quiver Q of type g(1)0 take the index
set
J := φ−1(Π
g
(1)
0
× {0})
and define the two maps s(2) : J → I(2)0 , and X(2) : J → k× by(
s(2)(i, p), X(2)(i, p)
)
= πg(1)(i, (−q)p),
where I
(2)
0 denotes the index set of simple roots for g
(2)
0 . Then, the quiver S
J coincides
with the quiver Qrev obtained from Q by reversing all the arrows.
By Corollary 3.4, we obtain an exact KLR-type duality functor
(3.10) F (2)Q : Rep(R)→ Cg(2) for g(2) = A(2)N or D(2)N .
Here R denotes the quiver Hecke algebras of type g
(1)
0 = AN or DN .
3.2. Similarities. Now we shall observe interesting similarities between the representa-
tions of quantum affine algebras of untwisted types and twisted types thorough the maps
π
A
(1)
N
and π
D
(1)
N
.
In the sequel, g(t) denotes A
(t)
N (N ≥ 2) or D(t)N (N ≥ 4) for t = 1, 2. We denote by
I(t) and I
(t)
0 the index set of simple roots for g
(t) and its classical part g
(t)
0 , respectively.
We denote by V (t)(̟i) the fundamental module for U
′
q(g
(t)). For (i, x) ∈ I(t)0 ×k×, we set
V (t)(i, x) := V (t)(̟i)x.
For any Dynkin quiver Q of type g
(1)
0 and a height functions ξ, we set
V
(1)
Q (β) := V
(1)(i, x) and V
(2)
Q (β) := V
(2)
(
πg(1)(i, x)
)
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where φ−1(β, 0) = (i, p) and x = (−q)p. Here φ is the map in (2.4), and β is a positive
root in ∆+
g(1)
.
Proposition 3.5 ([10]). Let g(1) = A
(1)
N or D
(1)
N . For any (i, x) ∈ S (g(1)), we have
dimk V
(1)(i, x) = dimk V
(2)(πg(i, x)).
Proposition 3.6 ([5, Theorem 6.1, Theorem 7.1]).
(a) Let g(1) = A
(1)
N and (i, x), (j, y), (k, z) ∈ I(1)0 × k×. Then
HomU ′q(g(1))
(
V (1)(i, x)⊗V (1)(j, y), V (1)(k, z)) 6= 0
if and only if one of the following conditions holds:

(A-i) i+ j < N + 1, k = i+ j, x/z = (−q)−j, y/z = (−q)i,
(A-ii) i+ j > N + 1, k = i+ j −N − 1, x/z = (−q)−N−1+j, y/z = (−q)N+1−i.
(3.11)
(b) Let g(1) = D
(1)
N and (i, x), (j, y), (k, z) ∈ I(1)0 × k×. Then
HomU ′q(g(1))
(
V (1)(i, x)⊗V (1)(j, y), V (1)(k, z)) 6= 0
if and only if one of the following conditions holds:

(D-i) ℓ := max(i, j, k) ≤ N − 2, s+m = ℓ for {s,m} := {i, j, k} \ {ℓ} and
(
x/z, y/z
)
=


(
(−q)−j, (−q)i), if ℓ = k,(
(−q)−j, (−q)−i+2N−2), if ℓ = i,(
(−q)j−2N+2, (−q)i), if ℓ = j,
(D-ii) i+j ≥ N , k = 2N−2−i−j, max(i, j, k) ≤ N−2, and x/z = (−q)−j,
y/z = (−q)i,
(D-iii) s := min(i, j, k) ≤ N − 2, {m, ℓ} := {i, j, k} \ {s} ⊂ {N − 1, N} and
• N − s ≡


ℓ−m mod 2 if s = k,
ℓ−m∗ mod 2 if s 6= k,
• (x/z, y/z) =


(
(−q)−N+k+1, (−q)N−k−1), if s = k,(
(−q)−N+i+1, (−q)2i), if s = i,(
(−q)−2j , (−q)N−j−1), if s = j.
(3.12)
Remark 3.7.
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(a) Note that the triples ((i, x), (j, y), (k, z)) in Proposition 3.6 belong to the same
connected component of S (g(1)). g(1) = A
(1)
N or D
(1)
N .
(b) Let ((i, x), (j, y), (k, z)) be a triple appearing in Proposition 3.6. Then the nor-
malized R-matrix Rnorm
V (1)(̟i),V (1)(̟j)
(z) has a multiple pole at z = y/x if and only
if ((i, x), (j, y), (k, z)) satisfies the condition (D-ii) in (3.12). (See Lemma 3.2.4 in
[16].)
Proposition 3.8 ([25, Section 3], [18, Corollary 3.3.2]).
(a) Let (i, x), (j, y), (k, z) ∈ S0(A(2)N ). Assume that
(i, x) = π
A
(1)
N
(i′, x′), (j, y) = π
A
(1)
N
(j′, y′) and (k, z) = π
A
(1)
N
(k′, z′)
such that (i′, x′), (j′, y′), (k′, z′) ∈ S0(A(1)N ) satisfy one of the conditions in (3.11).
Then we have an epimorphism
V (2)(i, x)⊗V (2)(j, y)։ V (2)(k, z).
(b) Let (i, x), (j, y), (k, z) ∈ S0(D(2)N ). Assume that
(i, x) = π
D
(1)
N
(i′, x′), (j, y) = π
D
(1)
N
(j′, y′) and (k, z) = π
D
(1)
N
(k′, z′)
such that (i′, x′), (j′, y′), (k′, z′) ∈ S0(D(1)N ) satisfy one of the conditions (D-i) or
(D-iii) in (3.12) Then we have an epimorphism
V (2)(i, x)⊗V (2)(j, y)։ V (2)(k, z).
Proposition 3.9 ([26, 27]). Let g(1) = A
(1)
N (respectively, D
(1)
N ), and let Q be a Dynkin
quiver of type g
(1)
0 . Assume that (β, γ) is a minimal pair of α ∈ ∆+
g
(1)
0
with respect to the
convex total order induced by a reduced expression w˜0 of w0 adapted to Q, and write
φ−1(β, 0) = (i, a), φ−1(γ, 0) = (j, b) and φ−1(α, 0) = (k, c).
Then the triple (i, (−q)a), (j, (−q)b), (k, (−q)c) satisfies one of the conditions (A-i) or (A-
ii) in (3.11) (respectively, (D-i) or (D-iii) in (3.12)). In particular, there is a surjective
homomorphism
V
(t)
Q (γ)⊗V (t)Q (β)։ V (t)Q (α).
In Section 5, we will prove the following theorem by using the exact functor F (2)Q . Note
that Proposition 3.8 is a special case of this theorem.
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Theorem 3.10. Let g(1) = A
(1)
N or D
(1)
N , and let (i, x), (j, y), (k, z) ∈ S (g(1)). Then there
exists an epimorphism
V (2)(πg(1)(i, x))⊗V (2)(πg(1)(j, y))։ V (2)(πg(1)(k, z))
if and only if there exists an epimorphism
V (1)(i, x)⊗V (1)(j, y)։ V (1)(k, z).
Note that, for an arbitrary quantum affine algebra U ′q(g), V (̟i)x⊗V (̟j)y has a simple
head by [17]. Hence we have
dimHomU ′q(g)
(
V (̟i)x⊗V (̟j)y, V (̟k)z
) ≤ 1.
4. The functor F (2)Q
In this section, we investigate the properties of the exact functor F (2)Q given in (3.10).
Recall that R is the symmetric quiver Hecke algebra of type g
(1)
0 .
Theorem 4.1. For any Dynkin quiver Q of type g
(1)
0 and α ∈ ∆+g(1)0 , we have
F (2)Q (SQ(α)) ≃ V (2)Q (α),
where SQ(α) denotes the R(α)-module defined in Remark 2.6.
Proof. We shall prove our assertion by induction on ht(α). For α with ht(α) = 1, our
assertion follows from Theorem 2.1 (a). Now we assume that ht(α) ≥ 2. Note that there
exists a minimal pair (β, γ) of α. By Theorem 2.5 (c), we have a six-term exact sequence
of R(α)-modules
0→ SQ(α) −→ SQ(β) ◦ SQ(γ) r−→ SQ(γ) ◦ SQ(β) s−→ SQ(α)→ 0.
Applying the functor F (2)Q , we have an exact sequence of U ′q(g)-modules by the induction
hypothesis
0→ F (2)Q (SQ(α))→ V (2)Q (β)⊗V (2)Q (γ)
F
(2)
Q
(r)−→ V (2)Q (γ)⊗V (2)Q (β)
F
(2)
Q
(s)−→ F (2)Q (SQ(α))→ 0.
On the other hand, Proposition 3.9 implies that V
(2)
Q (γ)⊗V (2)Q (β) is not simple.
We have then F (2)Q (SQ(α)) 6= 0. Indeed, if it vanished, we would have
V
(2)
Q (β)⊗V (2)Q (γ) ≃ V (2)Q (γ)⊗V (2)Q (β),
which implies that V
(2)
Q (γ)⊗V (2)Q (β) is simple by [17, Corollary 3.16].
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Hence F (2)Q (SQ(α)) is the image of a non-zero homomorphism V (2)Q (γ)⊗V (2)Q (β) →
V
(2)
Q (β)⊗V (2)Q (γ). Hence, [17] and the quantum affine version of [19, Proposition 4.5]
imply that F (2)Q (SQ(α)) is the simple head of V (2)Q (γ)⊗V (2)Q (β).
On the other hand, V
(2)
Q (α) is a simple quotient of V
(2)
Q (γ)⊗V (2)Q (β) by Proposition 3.9.
Hence we obtain the desired result F (2)Q (SQ(α)) ≃ V (2)Q (α). 
Lemma 4.2. Let β, γ ∈ ∆+
g
(1)
0
and t = 1, 2. If Rnorm
V
(t)
Q
(β),V
(t)
Q
(γ)
(z) has a pole at z = 1, then
γ ≺Q β.
Proof. By Proposition 3.3, it is enough to prove the case t = 1. Set φ−1(β, 0) = (i, a) and
φ−1(γ, 0) = (j, b). Assume that Rnorm
V
(t)
Q
(β),V
(t)
Q
(γ)
(z) has a pole at z = 1, or equivalently, the
denominator dij(z) has a zero at z = (−q)b−a. Then we can easily see that d(i, j)+2 ≤ b−a
by Theorem 2.2. Here d(i, j) is the distance of i and j in the Dynkin diagram. Then
γ Q β by the definition (2.6). 
For {mβ}β∈∆+
g
(1)
0
∈ (Z≥0)∆
+
g
(1)
0 , let us denote by
→⊗β∈∆+
g
(1)
0
(V
(2)
Q (β))
⊗mβ) the increasingly
ordered tensor product with respect to a total order on ∆+
g
(1)
0
stronger than Q. The
isomorphism class of the module
→⊗β∈∆+
g
(1)
0
(V
(2)
Q (β))
⊗mβ does not depend on the choice of
such a total order by Lemma 4.2. Note also that
→⊗ (V (2)Q (β))⊗mβ) has a simple head by
Lemma 4.2 and [15, Theorem 2.2.1 (ii)].
Definition 4.3. The category C
(2)
Q is the full subcategory of Cg(2) consisting of objects
M such that any simple subquotient of M is isomorphic to hd(
→⊗β∈∆+
g
(1)
0
(V
(2)
Q (β))
⊗mβ) for
some {mβ}β∈∆+
g
(1)
0
∈ (Z≥0)∆
+
g
(1)
0 .
Note that there is a similar characterization of C
(1)
Q .
By the definition, C
(2)
Q is stable under taking subquotients and extensions. Note that
we have
If V (t)(̟i)x belongs to C
(t)
Q , then it is isomorphic to V
(t)
Q (β) for some β ∈ ∆+g(1)0 .(4.1)
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Indeed, the dominant extremal weight of hd
(→⊗ (V (t)Q (β))⊗mβ)) is equal to∑β∈∆+
g
(1)
0
mβ̟iβ
for t = 1 (respectively, is equal to
∑
β∈∆+
g
(1)
0
mβ̟i′
β
for t = 2), where φ(iβ, pβ) = (β, 0) and
i′β denotes the first component of πg(1)(iβ, (−q)pβ) for β ∈ ∆+g(1)0 .
The proof of the following theorem works also for F (1)Q , and it provides an alternative
proof of [16, Corollary 4.3.6].
Theorem 4.4. The functor F (2)Q sends a simple module to a simple module. Moreover,
the functor F (2)Q induces a bijection between the set of simple modules in Rep(R) and the
set of simple modules in C
(2)
Q .
Proof. By Theorem 2.5, every simple module M in Rep(R) is isomorphic to the image of
the homomorphism
r
m
:
−→
∇Q(m) :=
r◦
k=1
SQ(βk)
◦mk → ←−∇Q(m) := r◦
k=1
SQ(βr−k+1)
◦mr−k+1(4.2)
for a unique m ∈ Zr≥0. Moreover we have
[
−→
∇Q(m)] ∈ [Im(rm)] +
∑
m′≺Zm
Z≥0[Im(rm′)].(4.3)
Applying the functor F (2)Q to (4.2), we obtain
−→
W Q(m) :=
r⊗
k=1
V
(2)
Q (βk)
⊗mk
F
(t)
Q
(rm)
//
←−
W Q(m) :=
r⊗
k=1
V
(2)
Q (βr−k+1)
⊗mr−k+1 .
Now we shall prove that
Im
(F (2)Q (rm)) ≃ F (2)Q (Im(rm)) is simple and isomorphic to hd(−→W Q(m)).(4.4)
If m is a minimal element of Zr≥0 \ {0} , i.e. m is a unit vector, then (4.4) follows from
Theorem 4.1. Assume that m is not minimal. By Lemma 4.2, we can apply [15, Theorem
2.2.1 (ii)]. Then,
−→
W Q(m) has a simple head which is equal to the image of any non-zero
map from
−→
W Q(m) to
←−
W Q(m). Thus it is enough to show that F (t)Q (rm) is non-zero.
By the induction hypothesis on ≺Z, every composition factor of Ker
(F (t)Q (rm)) is of
the form hd(
−→
W Q(m
′)) for some m′ ≺Z m. By [15, Theorem 2.2.1 (iii)], hd(
−→
W Q(m)) is
isomorphic to hd(
−→
W Q(m
′)) if and only if m′ = m. Thus we conclude that hd(
−→
W Q(m))
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cannot appear as a composition factor of Ker
(F (t)Q (rm)), which yields that F (t)Q (rm) is
non-zero. 
Corollary 4.5.
(i) The functor F (2)Q induces a functor Rep(R)→ C (2)Q .
(ii) The functor F (2)Q is faithful.
(iii) The category C
(2)
Q is stable under taking tensor products.
Proof. (i) follows immediately from Theorem 4.4.
(ii) Since F (2)Q sends simples to simples, the module Im(F (2)Q (f)) does not vanish for any
non-zero homomorphism f . Hence F (2)Q (f) is non-zero.
(iii) follows from the fact that F (2)Q : Rep(R) → C (2)Q sends a convolution product to a
tensor product. 
By this corollary, we have another characterization of C
(2)
Q : C
(2)
Q is the smallest full
subcategory of Cg(2) such that it is stable under taking subquotients, extensions, tensor
products and it contains V
(2)
Q (αi) for all i ∈ I(1)0 .
Corollary 4.6. The functor F (2)Q induces a ring isomorphism
ϕ(2) : K(Rep(R)) ∼−→K(C (2)Q )
and hence a ring isomorphism
ϕ := ϕ(2) ◦ (ϕ(1))−1 : K(C (1)Q ) ∼−→K(C (2)Q ).
Moreover, the ring isomorphism ϕ sends simples to simples and preserves the dimensions.
Proof. The first assertion follows from the preceding corollary and the fact that F (2)Q sends
a convolution product to a tensor product. For the last assertion on the dimension, we
can apply the same induction argument of [18, Theorem 3.5.10] along with Proposition
3.5. 
Conjecture 4.7. The functor F (t)Q : Rep(R) → C (t)Q (t = 1, 2) is an equivalence of cate-
gories.
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5. Proof of Theorem 3.10
In this section, we give a proof of Theorem 3.10 for each g, which we have postponed
in Section 3.
Lemma 5.1. Let g(1) = A
(1)
N or D
(1)
N . Assume that (i, x), (j, y) is a pair of elements of
S (g(1)) such that they are connected by an arrow and that V (1)(̟i)x and V
(1)(̟j)y are
not dual to each other. Then there exist a Dynkin quiver of type g
(1)
0 , a height function ξ,
a ∈ k× and (i, s), (j, t) ∈ ΓQ such that ((i, x), (j, y)) = ((i, a(−q)s), (j, a(−q)t)).
Postponing the proof of this lemma, we shall prove Theorem 3.10.
Proof of Theorem 3.10. Assume that there is an epimorphism
V (1)(i, x)⊗V (1)(j, y)։ V (1)(k, z)(5.1)
or an epimorphism
V (2)(πg(1)(i, x))⊗V (2)(πg(1)(j, y))։ V (2)(πg(1)(k, z)).(5.2)
Then (i, x) and (j, y) ∈ S (g(1)) are connected by an arrow. Moreover V (1)(i, x) and
V (1)(j, y) are not dual to each other. Indeed, if V (1)(i, x) and V (1)(j, y) were dual to
each other, then V (2)(πg(1)(i, x)) and V
(2)(πg(1)(j, y)) would be also dual to each other by
Proposition 3.3 (iii). Then, there would not exist an epimorphism (5.1) nor (5.2).
Hence, by Lemma 5.1, there exist a Dynkin quiver Q of type g
(1)
0 , a height function ξ,
a ∈ k× and (i, s), (j, t) ∈ ΓQ such that ((i, x), (j, y)) = ((i, a(−q)s), (j, a(−q)t)). We may
assume a = 1 without loss of generality. Then, V (1)(i, x) and V (1)(j, y) belong to C
(1)
Q ,
and also V (2)(πg(1)(i, x)) and V
(2)(πg(1)(j, y)) belong to C
(2)
Q . Hence V
(1)(k, z) belongs to
C
(1)
Q or V
(2)(πg(1)(k, z)) belongs to C
(2)
Q . By (4.1), there are α, β, γ ∈ ∆+g(1)0 such that
V (1)(i, x) = V
(1)
Q (α), V
(1)(j, y) = V
(1)
Q (β), V
(1)(k, z) = V
(1)
Q (γ), V
(2)(πg(1)(i, x)) = V
(2)
Q (α),
V (2)(πg(1)(j, y)) = V
(2)
Q (β) and V
(2)(πg(1)(k, z)) = V
(2)
Q (γ). Let f : SQ(α)◦SQ(β)→ SQ(β)◦
SQ(α) be a non-zero morphism in Rep(R). Then Im(f) is the simple head of SQ(α)◦SQ(β)
and Im
(F (t)Q (f)) is the simple head of V (t)Q (α)⊗V (t)Q (β). Therefore, for each t = 1, 2, we
have the equivalence relations:
there exists an epimorphism V
(t)
Q (α)⊗V (t)Q (β)։ V (t)Q (γ)
⇐⇒ Im(F (t)Q (f)) ≃ V (t)Q (γ) ≃ F (t)(SQ(γ))
⇐⇒ Im(f) ≃ SQ(γ).
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Thus we obtain Theorem 3.10. 
Before starting the proof of Lemma 5.1, let us remark on the Auslander-Reiten quiver
ΓQ.
The set of vertices (ΓQ)0 of ΓQ is described as follows:
(ΓQ)0 = {(i, p) ∈ I0 × Z | ξi − 2mi ≤ p ≤ ξi, p ≡ ξi mod 2}(5.3)
where mi := max{k ∈ Z≥0 | τk(γi) ∈ ∆+g0}.
Example 5.2.
(a) For a quiver
→
Q :=•
1
//•
2
//• //•
N−1
//•
N
of type AN , we have mi = N−i
for all i ∈ I0.
(b) For a quiver
←
Q := • oo
1
• oo
2
• oo • oo
N−1
•
N
of type AN , we have mi = i−1
for all i ∈ I0.
Note that, for any Dynkin quiver Q of type DN and any 1 ≤ i ≤ N , mi’s in (5.3) are
given as follows ([27, Lemma 1.11]):
(5.4)


mi = N − 2 if 1 ≤ i ≤ N − 2,
mN−1 = N − 3, mN = N − 1 if N ≡ 1 mod 2 and ξN = ξN−1 + 2,
mN−1 = N − 1, mN = N − 3 if N ≡ 1 mod 2 and ξN−1 = ξN + 2,
mN−1 = mN = N − 2 otherwise.
Proof of Lemma 5.1. Without loss of generality, we may assume (i, x), (j, y) ∈ S0(g(1)).
Set (i, x) = (i, (−q)s) and (j, y) = (j, (−q)t). By the assumption, (−q)ℓ is a root of di,j(z)
for ℓ = |s − t| > 0. In this proof, we only consider the case when i ≥ j and s < t. The
other cases can be proved by similar arguments.
(Case g = A
(1)
N ) Note that the case i+ j = t−s = N +1 is excluded by the assumption.
By (2.8), we have
i− j + 2 ≤ t− s ≤ min(i+ j, 2(N + 1)− i− j) and t− s ≡ i− j mod 2.
Hence, one of the following two conditions holds:
(i) t− s ≤ i+ j − 2,
(ii) t− s ≤ 2N − i− j.
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Indeed, otherwise, we have i + j, 2N − i− j + 2 ≤ t− s ≤ min(i + j, 2(N + 1)− i− j),
which implies i+ j = t− s = N + 1. It is a contradiction.
In case (i), we set ξk = t + k − j. Then we have mk = k − 1 by Example 5.2 (b), and
t− i− j + 2 = ξi − 2mi ≤ s ≤ ξi = t+ i− j.
In case (ii), we set ξk = t − k + j. Then we have mk = N − k by Example 5.2 (a), and
t− 2N + i+ j = ξi − 2mi ≤ s ≤ ξi = t− i+ j.
Now let us consider the case g = D
(1)
N .
(Case g = D
(1)
N , 1 ≤ j ≤ N − 2) In this case we may assume that i ≤ N − 1. Choosing
ξN−1 = ξN , we may assume mk = N−2. By (2.9), we have i−j+2 ≤ t−s ≤ 2N−2+j−i
and t − s ≡ i − j mod 2. Hence, by taking ξj = t, and ξi = t − i + j, we have
ξi− 2mi = t− i+ j− 2N +4 ≤ s ≤ ξi except the case i = j and t− s = 2N − 2. The last
case is excluded by the assumption that V (̟i)x and V (̟j)y are not dual to each other.
(Case g = D
(1)
N , i, j ∈ {N−1, N}) By (2.9), we have 2 ≤ t−s ≤ 2N−2 and t ≡ s mod 2.
Assume first that N is even. Then the case i− j = t− s− 2(N − 1) = 0 is excluded by
the assumption. By (5.4), we have mk = N − 2. Hence it is enough to take ξj = t and
ξi = t− 2δ(i 6= j). Then ξi − 2mi ≤ s ≤ ξi.
Assume next that N is odd. Then the case i 6= j, t − s = 2(N − 1) is excluded. If
i = j then we take mi = N − 1, ξi = t. If i 6= j, then 0 ≤ t− s ≤ 2(N − 2) and we take
ξi = ξj = t, mi = N − 2. Then ξi − 2mi ≤ s ≤ ξi. 
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