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POINCARE´ DUALITY ISOMORPHISMS IN TENSOR CATEGORIES
MARC MASDEU AND MARCO ADAMO SEVESO
Abstract. If for a vector space V of dimension g over a characteristic zero field we denote by ∧iV its
alternating powers, and by V ∨ its linear dual, then there are natural Poincare´ isomorphisms:
∧iV ∨ ∼= ∧g−iV.
We describe an analogous result for objects in rigid pseudo-abelian Q-linear ACU tensor categories.
Contents
1. Introduction 1
2. Linear algebra in tensor categories 4
3. A formal Poincare´ duality isomorphism 16
4. Application to ∆-graded algebras in C 22
5. A Poincare´ duality isomorphism for the alternating algebras 24
6. A Poincare´ duality isomorphism for the symmetric algebras 35
References 37
1. Introduction
Let V be a vector space of finite dimension g over a characteristic zero field, let I be the field of scalars,
viewed as a vector space, and consider the alternating algebra ∧·V . Then the internal multiplication mor-
phism defined by the formula
ι1 (x) (ω1 ∧ ... ∧ ωj) :=
∑j
k=1 (−1)
j
〈x, ωk〉ω1 ∧ ... ∧ ω̂k ∧ ... ∧ ωj
gives a map
ι1 : V → Hom
(
∧·V ∨,∧·−1V ∨
)
valued in the space of degree−1 anti-derivation. Since ι1 (x)
2
= 0, by the universal property of the alternating
algebra the morphism ι1 extends to a morphism of algebras
ι : ∧·V → Hom (∧·V ∨,∧·V ∨)
op
,
where (·)
op
means the opposite algebra, such that ι (x) : ∧jV ∨ → ∧j−iV ∨ if x ∈ ∧iV and j ≥ i (and it is
zero otherwise). In order to match with the notations employed in the paper, it will be convenient to define,
for every j ≥ i:
ιi,j (x) :=
(j − i)!
j!
ι (x)|∧jV ∨ : ∧
jV ∨ → ∧j−iV ∨, if x ∈ ∧iV .
This gives morphisms ιi,j : ∧
iV → Hom
(
∧jV ∨,∧j−iV ∨
)
with the following property. If we identify ∧·V ∨ ≃
(∧·V )
∨
by means of
eviV,a : ∧
iV ∨ ⊗ ∧iV → I (1)
obtained by the natural inclusions ∧i (·) →֒ ⊗i (·) followed by the perfect pairing
eviV (ω1 ⊗ ...⊗ ωi, x1 ⊗ ...xi) :=
∏i
k=1 〈ωk, xk〉 ,
then
evjV,a (ωj , xi ∧ xj−i) = ev
j−i
V,a (ιi,j (xi) (ωj) , xj−i) for xi ∈ ∧
iV , xj−i ∈ ∧
j−iV ∨ and ωj ∈ ∧
jV ∨, (2)
meaning that ιi,j (xi) : ∧
jV ∨ → ∧j−iV ∨ is dual to the multiplication map xi ∧ · : ∧
j−iV → ∧jV .
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These internal multiplications morphisms allow for the definition of the Poincare´ morphism
Di,g : ∧iV
ιi,g
→ Hom
(
∧gV ∨,∧g−iV ∨
)
≃ ∧g−iV ∨
and using reflexivity after dualizing yields
Di,g : ∧
iV ∨
ιi,g
→ Hom
(
∧gV,∧g−iV
)
≃ ∧g−iV .
As it it well known one has
Dg−i,g ◦D
i,g = (−1)i(g−i)
(
g
g − i
)−1
and Di,g ◦Dg−i,g = (−1)
i(g−i)
(
g
i
)−1
(3)
If the category of finite dimensional vector spaces is replaced by a more general neutral tannakian category,
the fibre functor allows to extend this result to this category due to (3) and the existence of a faithful
exact linear functor valued in the category of vector spaces, once the appropriate definition of the Poincare´
morphism is given in such a way that it is preserved by tensor functors. The aim of this paper is to generalize
this result to rigid pseudo-abelian and Q-linear ACU tensor categories, with the aim of applications to Chow
motives, and prove the analogue statement for the symmetric algebras ∨·V .
Suppose indeed that V is a supervector space of odd degree. Then the same formalism applies, replacing
the alternating algebra with the symmetric algebra: the reason is that, by definition, the commutativity
constraint τV,W : V ⊗W →W⊗V in the category of supervector spaces is given by τV,W (x⊗ y) = − (y ⊗ x)
if V and W have odd degree and, hence, the symmetrizer operates as an anti-symmetrizer on the underlying
vector spaces.
The viewpoint taken in this paper is to use (2) as the defining property of the internal multiplication
morphisms. Suppose that C is a rigid pseudo-abelian and Q-linear ACU tensor category with identity object
I and that we are given V ∈ C of rank r ∈ End (I). If A· denotes one of the alternating or symmetric
algebras, the data of the multiplication morphisms ϕi,j : Ai ⊗ Aj → Ai+j is equivalent to that of the
associated morphisms fi,j : Ai → hom (Aj , Ai+j). When j ≥ i, we may consider the composite
ιi,j : Ai
fi,j−i
→ hom (Aj−i, Aj)
d
→ hom
(
A∨j , A
∨
j−i
)
where d : hom (X,Y )→ hom (Y ∨, X∨) is the internal duality morphism as defined in §2. Next we define
Di,j : Ai
ιi,j
→ hom
(
A∨j , A
∨
j−i
) α−1
→ A∨j−i ⊗A
∨∨
j ,
where α : hom (X,Y )→ Y ⊗X∨ is the canonical morphism. Working dually and employing the reflexivity
one also gets
Di,j : A
∨
i → Aj−i ⊗A
∨
j .
We say that V has alternating (resp. symmetric) rank g ∈ N≥1 if L := ∧
gV (resp. L := ∨gV ) is invertible
and if
(
r+i−g
i
)
(resp.
(
r+g−1
i
)
) is invertible in End (I) for every 0 ≤ i ≤ g. Here, for an integer k ≥ 1,(
T
k
)
:=
1
k!
T (T − 1) ... (T − k + 1) ∈ Q [T ] and
(
T
0
)
= 1.
Then we compute, for every i ≤ g, the compositions
Ai
Di,g
→ A∨g−i ⊗ L
Dg−i,g⊗1L
→ A∨i ⊗ L
−1 ⊗ L ≃ A∨i ,
A∨g−i
Dg−i,g
→ Ai ⊗ L
−1 D
i,g⊗1
L−1→ A∨g−i ⊗ L⊗ L
−1 ≃ A∨g−i
and we prove in Theorem 5.5 (3) (resp. Theorem 6.2 (3)) that, when A· = ∧
·V (resp. A· = ∨
·V ), they are
equal to
(−1)i(g−i)
(
g
g − i
)−1(
r − i
g − i
)
(resp.
(
g
g − i
)−1(
r + g − 1
g − i
)
),
(−1)
i(g−i)
(
g
i
)−1(
r + i− g
i
)
(resp.
(
g
i
)−1(
r + g − 1
i
)
). (4)
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In particular, the multiplication maps ϕi,g−i : Ai ⊗Ag−i → Ag are perfect pairings for every 0 ≤ i ≤ g (see
Corollaries 5.6 and 6.3). We remark that the same constants obtained in (3) and, more generally, for odd
degree supervector spaces, matches those in (4) when r = g in the alternating case and, respectively, r = −g
in the symmetric case. We say in this case that V has strong alternating or symmetric rank in these cases.
Some remarks are in order about the range of applicability of our results. First of all we note that, in
general, the alternating or the symmetric rank may be not uniquely determined. Suppose, however, that
we know that there is a field K such that r ∈ K ⊂ End (I) admitting an embedding ι : K →֒ R. Then it
follows from the formulas rank
(
∧kV
)
=
(
r
k
)
and rank
(
∨kV
)
=
(
r+k−1
k
)
(see [AKh, 7.2.4 Proposition] or [De,
(7.1.2)]) that we have r ∈ {−1, g} (resp. r ∈ {−g, 1}) when V has alternating (resp. symmetric) rank g. In
particular, when r > 0 (resp. r < 0) with respect to the ordering induced by ι, we deduce that r = g (resp.
r = −g), so that g is a uniquely determined and V has strong alternating (resp. symmetric) rank g = r
(resp. g = −r)
We recall that V is Kimura positive (resp. negative) when ∧N+1V = 0 (resp. ∨N+1V = 0) for N ≥ 0 large
enough. In this case, the formula rank
(
∧kV
)
=
(
r
k
)
(resp. rank
(
∨kV
)
=
(
r+k−1
k
)
) implies that r ∈ Z≥0
(resp. r ∈ Z≤0) and the smallest integer N such that ∧
N+1V = 0 (resp. ∨N+1V = 0) is r (resp. −r).
Furthermore, it is known that in this case, when End (I) does not have non-trivial idempotents, then ∧rV
(resp. ∨−rV ) is invertible (see [Kh, 11.2 Lemma]): in other words V has strong alternating (resp. symmetric)
rank g = r (resp. g = −r).
In particular, our results applies to the motives V = h1 (X) attached to abelian schemes X = A (see
[DM] and [Ku]) or a smooth complete curve X = C over a field (see [Ki1]), which are known to be Kimura
negative, while products of an even number of such motives are Kimura positive (see [Ki1] for applications of
this notion to the product of two curves). In the subsequent paper [MS] we will apply these results in order
to get a motive whose realizations affords two copies of odd weight modular forms on indefinite quaternion
algebras. When the quaternion algebra is split, the construction due to Scholl refines and gives a motive
whose realizations affords modular forms of both even or odd weight (see [Sc]). Working over an indefinite
division quaternion algebra and employing ideas which goes back to [JL], a motive of even weight modular
forms has been constructed in [IS] as the kernel of an appropriate Laplace operators. The results of this
paper will be used in [MS] in order to show the existence of kernels of Dirac operators which are square-roots
of these Laplace operators; the idea of constructing canonical models for the various incarnations of two
copies of odd weight modular forms from square roots of the Laplace operators is due, once again, to Jordan
and Livne´. However, even for these realizations, it is not possible to canonically split them in a single copy:
this is possible only including a splitting field for the quaternion algebra in the coefficients, but the resulting
splitting depends on the choice of an identification of the base changed algebra with the split quaternion
algebra.
Finally, we remark that the perfectness of the multiplication maps gives a Poincare´ duality
Ai ≃ hom (Ag−i, Ag) ≃ Ag ⊗A
∨
g−i. (5)
Indeed, when V = h1 (A) for an abelian scheme A of dimension d, we have that h2d (A) ≃ I (−d) is invertible
and then it is known that
∨ih1 (A) ≃ hi (A) ≃ h2d−i (A)
∨
(−d) ≃ h2d (A)⊗ h2d−i (A)
∨
≃ ∨2dh1 (A)⊗ ∨2d−ih1 (A)
∨
,
where the canonical identifications hk (A) ≃ ∨kh1 (A) are proved in [Ku, Remarks (3.1.2) (i)], while hi (A) ≃
h2d−i (A)∨ (−d) is proved in [DM] (see also [Ku, Remarks (3.1.2) (i)]). This gives a refinement of the motivic
Poincare´ duality which states that, for a smooth projective scheme X of relative dimension d, we have
h (X) ≃ h (X)
∨
(−d) . (6)
Applying (5) to the motive h1 (C) of a smooth complete curve over a field of genus e, which is Kimura
negative of Kimura rank 2e with ∨2eh1 (A) ≃ I (−e) (by [Ki1, Theorem 4.2 and Remark 4.5]), one gets
∨ih1 (C) ≃ ∨2eh1 (C)⊗ ∨2e−ih1 (C)
∨
≃ ∨2e−ih1 (C)
∨
(−d)
which however, in this case, is not a refinement of (6). We also mention the fact that it is conjectured in [Ki1,
Conjecture 7.1] that Chow motives should be Kimura finite, i.e. they should be a direct sum of a Kimura
positive and a Kimura negative motive.
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The paper is organized as follows. In §2 we develop a general formalism of internal multiplication mor-
phisms attached to a pairing ϕ : S ⊗X → Y to be applied to the multiplication morphisms in some algebra
object. In §3 we prove the prototype of our Poincare´ isomorphism, which only depends on the data of
ϕS,X : S ⊗X → Y , ϕX,S : X ⊗ S → Y , ϕS∨,X∨ : S
∨ ⊗X∨ → Y ∨, ϕX∨,S∨ : X
∨ ⊗ S∨ → Y ∨ subject to an
appropriate commutativity constraint and one involving how the internal multiplications are related with
respect to the Casimir elements: no associativity constraint is needed for these results. In §4 we apply the
above results to the case of algebra objects and include results from §2 in order to get what is the effect
of the associativity constraint on internal multiplication morphisms (see Proposition 4.1 and Corollary 4.2).
We also make explicit the identifications ∧·V ∨ ≃ (∧·V )∨ and ∨·V ∨ ≃ (∨·V )∨ by choosing an appropriate
evaluation map as in (1), as useful for the subsequent computations. In §5 we prove the results for the
alternating algebras and in §6 we state the results in the symmetric case, the proof being entirely analogous.
The key property relating the internal multiplication morphisms with the Casimir elements which is needed
to apply the formal Poincare´ isomorphism of §3 is proved in §5.1 and the proof requires, besides the two
properties of Corollary 4.2, the anti-derivation (resp. derivation) property in case A· = ∧
·V (resp. A· = ∨
·V )
which is verified in §5. We also prove various compatibilities of these Poincare´ morphisms in Theorem 5.5
and Proposition 5.7 in the alternating case, while the corresponding results in the symmetric case are given
in Theorem 6.2 and Proposition 6.4. These further results will be crucial for the applications given in [MS].
2. Linear algebra in tensor categories
In the first part of this paper we let C be an ACU additive ⊗-biadditive category with unit object (I, l, r)
and internal homs. We will usually not write the associativity or unitary object constraints explicitly, while
the commutativity constraint will be usually denoted by τX,Y : X⊗Y → Y ⊗X or by labeling the positions
which are switched, such as τ1,2 ⊗ 1Z = τX,Y ⊗ 1Z : X ⊗ Y ⊗ Z → Y ⊗ X ⊗ Z or τ1,2⊗3 = τX,Y⊗Z :
X ⊗ Y ⊗ Z → Y ⊗ Z ⊗X .
To fix notations we recall that the existence of internal homs means that, if X,Y ∈ C there is hom (X,Y ) ∈
C such that
Hom (S, hom (X,Y )) = Hom (S ⊗X,Y ) (7)
holds as contravariant functors on C. Taking S = hom (X,Y ) and 1hom(X,Y ) yields
evX,Y : hom(X,Y )⊗X → Y
such that f : S → hom(X,Y ) uniquely corresponds to
ϕf : S ⊗X
f⊗1X
→ hom (X,Y )⊗X
evX,Y
→ Y
under the identification (7). The opposite evaluation is the composite
evτX,Y : X ⊗ hom (X,Y )
τX,hom(X,Y )
→ hom (X,Y )⊗X
evX,Y
→ Y
and
(
hom (X,Y ) , evτX,Y
)
represents Hom (X ⊗ S, Y ). Then (hom(X,Y ) , evX,Y ), uniquely determined up
to a unique isomorphism, is called an internal hom pair for (X,Y ) and, when Y = I, we write:
(hom (X,Y ) , evX,Y ) = (X
∨, evX) ,
(
hom (X,Y ) , evτX,Y
)
= (X∨, evτX)
and we call (X∨, evX) a dual pair for X .
We remark that hom (X,Y ) is a bifunctor, contravariant in the first variable and covariant in the second
variable as follows. If f : X2 → X1 and g : Y1 → Y2 we define
hom (f, g) : hom (X1, Y1)→ hom (X2, Y2)
as the unique morphism making the following diagram commutative:
hom(X1, Y1)⊗X2
1hom(X1,Y1)⊗f//
hom(f,g)⊗1X2

hom (X1, Y1)⊗X1
g◦evX1,Y1

hom(X2, Y2)⊗X2
evX2,Y2 // Y2.
(8)
4
Note that we have Hom (1S, hom (f, g)) = Hom (1S ⊗ f, g) via Yoneda’s embedding and (7), from which the
functoriality of hom follows.
It follows from this functorial description that hom is biadditive. More explicitly, suppose that we have
given biproduct decompositions X = X+ ⊕X− and Y = Y + ⊕ Y − which are given by injective morphisms
i±X : X
± → X , i±Y : Y
± → Y , surjective morphisms p±X : X → X
±, p±Y : Y → Y
± and associated idempotents
e±X : X → X , e
±
Y : Y → Y . The functorial description yields
hom (X,Y ) = hom
(
X+, Y +
)
⊕ hom
(
X+, Y −
)
⊕ hom
(
X−, Y +
)
⊕ hom
(
X−, Y −
)
associated to the decomposition of Hom (S ⊗X,Y ). For ε, η ∈ {±}, writing ihom(Xε,Y η) : hom (X
ε, Y η) →
hom (X,Y ), phom(Xε,Y η) : hom (X,Y )→ hom(X
ε, Y η) and ehom(Xε,Y η) : hom (X,Y ) → hom (X,Y ) for the
injective and surjective morphisms and the idempotents arising from the decomposition of Hom (S ⊗X,Y )
and Yoneda’s lemma, one checks
ihom(Xε,Y η) = hom (p
ε
X , i
η
Y ) , phom(Xε,Y η) = hom(i
ε
X , p
η
Y ) and ehom(Xε,Y η) = hom (e
ε
X , e
η
Y ) (9)
as well as
evXε,Y η = p
η
Y ◦ evX,Y ◦
(
ihom(Xε,Y η) ⊗ i
ε
X
)
= pηY ◦ evX,Y ◦ (hom (p
ε
X , i
η
Y )⊗ i
ε
X) . (10)
In particular, taking f : X = X2 → X1 = Y and g = 1I yields
f∨ := Y ∨ → X∨
and X  X∨ is a contravariant biadditive functor.
We proceed to define standard canonical morphisms. For a totally ordered finite set I, a family (Xi, Yi)i∈I
of objects Xi, Yi ∈ C and a morphism ϕ : ⊗i∈IYi → Y , we may consider
evϕ,IXi,Yi : (⊗i∈I hom (Xi, Yi)⊗ (⊗i∈IXi)
τIXi,Yi→ ⊗i∈I (hom (Xi, Yi)⊗Xi)
⊗i∈I evXi,Yi→ ⊗i∈IYi
ϕ
→ Y ,
where τ IXi,Yi is obtained by appropriately switching the components
1. Then we may define
ǫ
ψ,ϕ,I
Xi,Yi
: ⊗i∈I hom (Xi, Yi)→ hom(X,Y )
as the unique morphism such that evX,Y ◦
(
ǫ
ψ,ϕ,I
Xi,Yi
⊗ 1X
)
= evψ,ϕ,IXi,Yi . When I = {1, ..., i}, Xi = X for every
i, Yi = I for every i and ϕ : ⊗i∈II
∼
→ I is the canonical morphism we write τ iX := τ
I
Xi,Yi
, eviX := ev
ϕ,I
Xi,Yi
and
ǫ
ϕ,I
Xi,Yi
:= ǫiX .
The morphisms
iX : X → X
∨∨ and αX,Y : Y ⊗X
∨ → hom (X,Y )
are defined, respectively, as the unique morphisms making the following diagrams commutative:
X ⊗X∨
evτX

iX⊗1X∨

Y ⊗X∨ ⊗X
1Y ⊗evX

αX,Y ⊗1X

X∨∨ ⊗X∨
evX∨ // I hom (X,Y )⊗X
evX,Y // Y .
We may consider the morphism
hom (Y, Z)⊗ hom (X,Y )⊗X
1hom(Y,Z)⊗evX,Y
→ hom(Y, Z)⊗ Y
evY,Z
→ Z
and define the internal composition law
c = cX,Y,Z = (·) ◦ (·) : hom (Y, Z)⊗ hom (X,Y )→ hom(X,Z)
as the unique morphism such that
evX,Z ◦ (cX,Y,Z ⊗ 1X) = evY,Z ◦
(
1hom(Y,Z) ⊗ evX,Y
)
.
1In symbols,
τIXi,Yi ((⊗i∈Ifi)⊗ (⊗i∈Ixi)) := ⊗i∈I (fi ⊗ xi) .
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The opposite internal composition law is defined as the composite
cτX,Y,Z : hom (X,Y )⊗ hom (Y, Z)
τhom(X,Y ),hom(Y,Z)
→ hom (Y, Z)⊗ hom (X,Y )
cX,Y,Z
→ hom (X,Z)
The following result is easily established.
Lemma 2.1. Suppose that we have given
f : S → hom (X,Y ) and g : T → hom(Y, Z)
which correspond, under (7), to morphisms
ϕf : S ⊗X → Y and ϕg : T ⊗ Y → Z.
Then
cX,Y,Z ◦ (g ⊗ f) : T ⊗ S
g⊗f
→ hom (Y, Z)⊗ hom (X,Y )
cX,Y,Z
→ Hom (X,Z)
corresponds, under (7), to the morphism
ϕg ◦
(
1T ⊗ ϕf
)
: T ⊗ S ⊗X → Z.
In addition to the ”external” duality morphism Hom (X,Y )→ Hom (Y ∨, X∨), the category C is endowed
with an internal duality morphism
dX,Y : hom(X,Y )→ hom (Y
∨, X∨) ,
which is by definition the unique morphism making the following diagram commutative:
hom (X,Y )⊗ Y ∨
τhom(X,Y ),Y∨//
dX,Y ⊗1Y ∨

Y ∨ ⊗ hom(X,Y )
cX,Y,I

hom(Y ∨, X∨)⊗ Y ∨
evY ∨,X∨ // X∨.
It enjoys a number of expected properties, namely it makes commutative the following diagrams.
• It is the unique morphism making the following diagram commutative2:
hom (X,Y )⊗X ⊗ Y ∨
(1X⊗dX,Y ⊗1Y∨ )◦(τhom(X,Y ),X⊗1Y ∨)//
evX,Y ⊗1Y ∨

X ⊗ hom(Y ∨, X∨)⊗ Y ∨
1X⊗evY∨,X∨

Y ⊗ Y ∨
evτY // I X ⊗X∨
evτXoo
(11)
• The following diagram is commutative3:
hom (Y, Z)⊗ hom (X,Y )
dY,Z⊗dX,Y//
cX,Y,Z

hom(Z∨, Y ∨)⊗ hom (Y ∨, X∨)
cτ
Z∨,Y∨,X∨

hom(X,Z)
dX,Z // hom (Z∨, X∨) .
(12)
2In symbols, setting f∨ := dX,Y (f) for f ∈ hom (X, Y ),
〈
f (x) , y∨
〉
=
〈
x, f∨
(
y∨
)〉
for x ∈ X and y∨ ∈ Y ∨.
3In symbols, for f ∈ hom (X,Y ) and g ∈ hom (Y,Z),
(g ◦ f)∨ = g∨ ◦opp f∨ = f∨ ◦ g∨.
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• If we have given f : X2 → X1 and g : Y1 → Y2 the following diagram is commutative:
hom (X1, Y1)
dX1,Y1 //
hom(f,g)

hom (Y ∨1 , X
∨
1 )
hom(g∨,f∨)

hom (X2, Y2)
dX2,Y2 // hom(Y ∨2 , X
∨
2 ) .
(13)
• The following further diagrams are commutative4:
Y ⊗X∨
αX,Y //
(1X∨⊗iY )◦τY,X∨

hom (X,Y )
dX,Y

hom (X,Y )
hom(1X ,iY )
  
dY∨,X∨◦dX,Y

X∨ ⊗ Y ∨∨
αY ∨,X∨// hom (Y ∨, X∨) hom (X∨∨, Y ∨∨)
hom(iX ,1Y ∨∨ )// hom(X,Y ∨∨)
(14)
We recall that C is rigid whenever the morphisms ǫIXi,Yi and iX are isomorphisms and is said to be
pseudo-abelian when idempotents have kernels (and then also cokernels).
We will employ the following notation: a label (⊗) (resp. (τ )) placed in the middle of a diagram will
mean that the diagram is commutative by functoriality of ⊗ (resp. the τ constraint).
2.1. Abstract internal multiplication. Suppose that we have given a morphism
f : S → hom (X,Y ) corresponding to ϕf : S ⊗X
f⊗1X
→ hom(X,Y )⊗X
evX,Y
→ Y .
Then we define the corresponding ”internal multiplication” morphism as the composite:
ιf : S
f
→ hom (X,Y )
dX,Y
→ hom (Y ∨, X∨) corresponding to ϕιf : S⊗Y
∨ ιf⊗1Y ∨→ hom (Y ∨, X∨)⊗Y ∨
evY∨,X∨
→ X∨.
One checks that (11) implies that the following diagram is commutative:
S ⊗X ⊗ Y ∨
(
1X⊗ϕιf
)
◦(τS,X⊗1Y ∨ )
//
ϕf⊗1Y ∨

X ⊗X∨
evτX

Y ⊗ Y ∨
evτY // I.
(15)
Remark 2.2. The morphism ϕιf , and hence ιf , is characterized by the property of making (15) commutative.
Suppose now that we have also given:
g : T → hom (Y, Z) corresponding to ϕg : T ⊗ Y → Z,
h : U → hom (X,Z) corresponding to ϕh : U ⊗X → Z,
k : T → hom (S,U) corresponding to ϕk : T ⊗ S → U .
As an application of Lemma 2.1, we have the equivalence:
T ⊗ S ⊗X

1T⊗ϕf //
ϕk⊗1X

T ⊗ Y
⇔ϕg

T ⊗ S

g⊗f //
ϕk

hom (Y, Z)⊗ hom (X,Y )
cX,Y,Z

U ⊗X
ϕh // Z U
h // hom(X,Z)
(16)
We also have the associated internal multiplication morphisms:
ιg : T
g
→ hom (Y, Z)
dY,Z
→ hom (Z∨, Y ∨) corresponding to ϕιg : T ⊗ Z
∨ → Y ∨,
ιh : U
h
→ hom (X,Z)
dX,Z
→ hom (Z∨, X∨) corresponding to ϕιh : U ⊗ Z
∨ → X∨.
4In symbols, the second commutative diagram tells that f∨∨ = f up to the identification X∨∨ = X and Y ∨∨ = Y whenever
X and Y are reflexive.
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Consider the morphism:
ϕτk : S ⊗ T
τS,T
→ T ⊗ S
ϕk→ U .
The equivalence (16), applied with (f, g, h, ϕk) replaced by (ιg, ιh, ιf , ϕ
τ
k), easily translates into the equiv-
alence:
S ⊗ T ⊗ Z∨

1S⊗ϕιg//
ϕτk⊗1Z∨

S ⊗ Y ∨
⇔ϕιf

T ⊗ S

ιg⊗ιf //
ϕk

hom (Z∨, Y ∨)⊗ hom (Y ∨, X∨)
cτ
Z∨,Y ∨,X∨

U ⊗ Z∨
ϕιh // X∨ U
ιh // hom (Z∨, X∨) .
(17)
Finally we remark that the second square of the following diagram is commutative by (12):
T ⊗ S
g⊗f //
ϕk

hom (Y, Z)⊗ hom (X,Y )
dY,Z⊗dX,Y//
cX,Y,Z

hom(Z∨, Y ∨)⊗ hom (Y ∨, X∨)
cτ
Z∨,Y ∨,X∨

U
h // hom(X,Z)
dX,Z // hom(Z∨, X∨) .
It follows that we have the implication
(16) commutative ⇒ (17) commutative5 (18)
We now turn to the consideration of how the formation of internal multiplication behaves with respect
to biproduct decompositions. To this end we assume that, for all the objects W considered above, we have
given a biproduct decomposition W = W+⊕W− obtained by means of injective morphisms i±W :W
± →W ,
surjective morphisms p±W :W →W
± and associated idempotents e±W :W →W .
For (ε1, η1, ν1) , (ε2, η2, ν2) ∈ {±} × {±} × {±}, define the following morphisms:
f ε1,ε2;η2 : Sε1
i
ε1
S→ S
f
→ hom (X,Y )
phom(Xε2 ,Y η2)
→ hom (Xε2 , Y η2) ,
ι
ε1,η2;ε2
f : S
ε1
i
ε1
S→ S
ιf
→ hom (Y ∨, X∨)
phom(Y η2∨,Xε2∨)
→ hom (Y η2∨, Xε2∨) ,
ϕ
ε1,ε2;η2
f : S
ε1 ⊗Xε2
i
ε1
S
⊗i
ε2
X→ S ⊗X
ϕf
→ Y
p
η2
Y→ Y η2 ,
ϕε1,η2;ε2ιf : S
ε1 ⊗ Y η2∨
i
ε1
S
⊗i
η2
Y ∨→ S ⊗ Y ∨
ϕιf
→ X∨
p
ε2
X∨→ Xε2∨
as well as the morphisms gη1,η2;ν2 , hν1,ε2;ν2 , kη1,ε1;ν1 and the other defined similarly as for f .
Lemma 2.3. Writing ϕfε1,ε2;η2 : S
ε1 ⊗Xε2 → Y η2 (resp. ϕιε1,η2;ε2
f
: Sε1 ⊗ Y η2∨ → Xε2∨) for the morphism
corresponding to f ε1,ε2;η2 : Sε1 → hom (Xε2 , Y η2) (resp. ι
ε1,η2;ε2
f : S
ε1 → hom(Y η2∨, Xε2∨)), we have
ϕfε1,ε2;η2 = ϕ
ε1,ε2;η2
f and ϕιε1,η2;ε2f
= ϕ
ε1,η2;ε2
ιf as well as ιfε1,ε2;η2 = ι
ε1,η2;ε2
f or, equivalently, ϕιfε1,ε2;η2 =
ϕιε1,η2;ε2
f
= ϕ
ε1,η2;ε2
ιf .
Proof. The equality ϕfε1,ε2;η2 = ϕ
ε1,ε2;η2
f is a consequence of phom(Xε2 ,Y η2) = hom
(
iε2X , p
η2
Y
)
given by (9)
and the characterizing property (8) and ϕιε1,η2;ε2
f
= ϕ
ε1,η2;ε2
ιf is proved in the same way. Next, consider the
following diagram:
Sε1
i
ε1
S // S
f // hom (X,Y )
dX,Y //
phom(Xε2 ,Y η2)

hom (Y ∨, X∨)
phom(Y η2∨,Xε2∨)

hom (Xε2 , Y η2)
dXε2 ,Y η2// hom (Y η2∨, Xε2∨) .
The square is commutative because
hom
(
iε2X , p
η2
Y
)
= phom(Xε2 ,Y η2)
and
hom
((
p
η2
Y
)∨
, (iε2X )
∨
)
= hom
(
i
η2
Y ∨ , p
ε2
X∨
)
= phom(Y η2∨,Xε2∨),
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again by (9) and because the duality is a contravariant and additive functor, so that we may apply (13).
But we have
phom(Y η2∨,Xε2∨) ◦ dX,Y ◦ f ◦ i
ε1
S = phom(Y η2∨,Xε2∨) ◦ ιf ◦ i
ε1
S = ι
ε1,η2;ε2
f ,
dXε2 ,Y η2 ◦ phom(Xε2 ,Y η2 ) ◦ f ◦ i
ε1
S = dXε2 ,Y η2 ◦ f
ε1,ε2;η2 = ιfε1,ε2;η2 .

It follows from Lemma 2.3 (also applied to g, h and k) that we may apply the above considerations with
(f, g, h, ϕk) replaced by
(
f ε1,ε2;η2 , gη1,η2;ν2 , hν1,ε2;ν2 , ϕ
η1,ε1;ν1
k
)
. Hence, we deduce that
Sε1 ⊗Xε2 ⊗ Y η2∨
(
1Xε2⊗ϕ
ε1,η2;ε2
ιf
)
◦(τSε1 ,Xε2⊗1Y η2∨)
//
ϕ
ε1,ε2;η2
f
⊗1
Y η2∨

Xε2 ⊗Xε2∨
evτ
Xε2

Y η2 ⊗ Y η2∨
evτ
Y η2 // I
(19)
is commutative and that we have the implications:
T η1 ⊗ Sε1 ⊗Xε2

1Tη1⊗ϕ
ε1,ε2;η2
f //
ϕ
η1,ε1;ν1
k
⊗1Xε2

T η1 ⊗ Y η2
⇔ϕη1,η2;ν2g

T η1 ⊗ Sε1

gη1,η2;ν2⊗fε1,ε2;η2//
ϕ
η1,ε1;ν1
k

hom (Y η2 , Zν2)⊗ hom (Xε2 , Y η2)
cXε2 ,Y η2 ,Zν2

Uν1 ⊗Xε2
ϕ
ν1,ε2;ν2
h // Zν2 Uν1
hν1,ε2;ν2 // hom(Xε2 , Zν2) ,
(20)
Sε1 ⊗ T η1 ⊗ Zν2∨

1Sε1⊗ϕ
η1,ν2;η2
ιg //
ϕ
η1,ε1;ν1,τ
k
⊗1
Zν2∨

Sε1 ⊗ Y η2∨
⇔ϕ
ε1,η2;ε2
ιf

T η1 ⊗ Sε1

ιη1,ν2;η2g ⊗ι
ε1,η2;ε2
f //
ϕ
η1,ε1;ν1
k

hom (Zν2∨, Y η2∨)⊗ hom (Y η2∨, Xε2∨)
cτ
Zν2∨,Y η2∨,Xε2∨

Uν1 ⊗ Zν2∨
ϕν1,ν2;ε2ιh // Xε2∨ Uν1
ι
ν1,ν2;ε2
h // hom(Zν2∨, Xε2∨) ,
(21)
as well as
(20) commutative ⇒ (21) commutative. (22)
The proof of the following Lemma is just a formal computation.
Lemma 2.4. Suppose that eν2Z ◦ ϕh ◦ (e
ν1
U ⊗ 1X) = e
ν2
Z ◦ ϕh and e
ν2
Z ◦ ϕg ◦
(
1T ⊗ e
η2
Y
)
= eν2Z ◦ ϕg. Then we
have the implication (16) commutative ⇒ (20) commutative.
The following result is now a combination of the commutativity of (19), Lemma 2.4 and (22).
Proposition 2.5. Suppose that eν2Z ◦ ϕh ◦ (e
ν1
U ⊗ 1X) = e
ν2
Z ◦ ϕh and e
ν2
Z ◦ ϕg ◦
(
1T ⊗ e
η2
Y
)
= eν2Z ◦ ϕg and
that (16) is commutative. Then (19), (20) and (21) are commutative.
For future reference it will be convenient to introduce some more notation. When αX,Y is an isomorphism,
we define
Df : S
f
→ hom (X,Y )
α−1X,Y
→ Y ⊗X∨.
Suppose now that we have given g : S → hom (X∨, Y ∨), so that we have ιg : S → hom (Y
∨∨, X∨∨). When
X is reflexive, we define
ι∗g : S
ιg
→ hom (Y ∨∨, X∨∨)
hom(iY ,i−1X )
→ hom(Y,X) .
Suppose that X is reflexive and that both αX∨,Y ∨ and αY,X are isomorphisms. Then it follows from the first
commutative diagram of (14) that dY,X is an isomorphism and then, from the second commutative diagram
of (14), we deduce that hom
(
iY , i
−1
X
)
◦ dX∨,Y ∨ = d
−1
Y,X , so that
ιι∗g : = dY,X ◦ ι
∗
g = dY,X ◦ hom
(
iY , i
−1
X
)
◦ dX∨,Y ∨ ◦ g
= dY,X ◦ d
−1
Y,X ◦ g = g.
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It follows from (15) that the first of the subsequent equivalently commutative diagrams commutes:
S ⊗ Y ⊗X∨
(1Y ⊗ϕg)◦(τS,Y⊗1X∨ )//
ϕι∗g
⊗1X∨

Y ⊗ Y ∨
⇔evτY

S ⊗X∨ ⊗ Y
(
1X∨⊗ϕι∗g
)
◦(τS,X∨⊗1Y )
//
ϕg⊗1Y

X∨ ⊗X
evX

X ⊗X∨
evτX // I Y ∨ ⊗ Y
evY // I.
(23)
Here the equivalence is easily obtained by applying 1S ⊗ τX∨,Y (resp. 1S ⊗ τY,X∨) to the first (resp.
second) diagram to get the second (resp. first) diagram. Also, it follows from the functorial description
Hom
(
1S, hom
(
iY , i
−1
X
))
= Hom
(
1S ⊗ iY , i
−1
X
)
(up to (7)) of hom that the following diagram is commuta-
tive:
S ⊗ Y
ϕι∗g //
1S⊗iY

X
iX

S ⊗ Y ∨∨
ϕιg // X∨∨.
(24)
Finally, in addition to Dιg : S → X
∨∨⊗Y ∨∨∨, defined when αY ∨∨,X∨∨ is an isomorphism, we may define,
when X is reflexive and αY,X is an isomorphism:
Dι∗g : S
ι∗g
→ hom(Y,X)
α−1
Y,X
→ X ⊗ Y ∨.
The relationship between Dιg and Dι∗g can be made explicit as follows. Consider the following diagram:
S
g // hom(X∨, Y ∨)
dX∨,Y ∨// hom(Y ∨∨, X∨∨)
hom(iY ,i−1X )// hom (Y,X)
Y ∨ ⊗X∨∨
(1X∨∨⊗iY ∨ )◦τY ∨,X∨∨//
αX∨,Y ∨
OO
X∨∨ ⊗ Y ∨∨∨
i−1
X
⊗(iY )
∨
//
αY ∨∨,X∨∨
OO
X ⊗ Y ∨.
αY,X
OO
(25)
The first square is commutative thank to the first diagram in (14), while the second square is commutative
by functoriality of α. The subsequent lemma, whose proof we leave to the reader, shows that, when Y is
reflexive, (iY )
∨
= i−1Y ∨ and we find, in this case,
Dιg = (iX ⊗ iY ∨) ◦Dι∗g (26)
Lemma 2.6. We have the equality (iX)
∨
◦ iX∨ = 1X∨ . In particular, if X is reflexive, then X
∨ is reflexive
and i−1X∨ = (iX)
∨
.
The following lemma will be useful later.
Lemma 2.7. Suppose that we have given f : S → hom (X,Y ) and, respectively, g : S → hom(X∨, Y ∨), that
αY ∨,X∨ is an isomorphism, so that Dιf is defined, and, respectively, that αY ∨∨,X∨∨ is an isomorphism and
that X is reflexive and αY,X is an isomorphism, so that Dι∗g is defined. Then the first and, respectively, the
second of the following diagrams is commutative:
S ⊗X
ϕf //
Dιf⊗1X

Y
iY

S ⊗X∨
Dι∗g
⊗1X∨

ϕg

X∨ ⊗ Y ∨∨ ⊗X
evφ
13,Y ∨∨// Y ∨∨ X ⊗ Y ∨ ⊗X∨
evτ
13,Y ∨// Y ∨
where evφ13,Y ∨∨ := (1Y ∨∨ ⊗ evX) ◦ (τX∨,Y ∨∨ ⊗ 1X) and ev
τ
13,Y ∨ := (1Y ∨ ⊗ ev
τ
X) ◦ (τX,Y ∨ ⊗ 1X∨).
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Proof. Consider the following diagram, where we set tY,X := (1X∨ ⊗ iY ) ◦ τY,X∨:
Y
iY // Y ∨∨
hom (X,Y )⊗X
evX,Y
00
dX,Y ⊗1X

Y ⊗X∨ ⊗X
(A)
(⊗)
(τ)
(B)
1Y ⊗evX
OO
αX,Y ⊗1Xoo
iY ⊗1X∨⊗X//
tY,X⊗1X

Y ∨∨ ⊗X∨ ⊗X
1Y∨∨⊗evX
OO
τY ∨∨,X∨⊗1X
tt
hom (Y ∨, X∨)⊗X X∨ ⊗ Y ∨∨ ⊗X
αY ∨,X∨⊗1Xoo
The region (A) is commutative by definition of αX,Y and (B) thanks to the first diagram in (14). Noticing
that τX∨,Y ∨∨ = (τY ∨∨,X∨)
−1 we deduce
iY ◦ ϕf = iY ◦ evX,Y ◦ (f ⊗ 1X) = ev
φ
13,Y ∨∨ ◦
(
α−1Y ∨,X∨ ⊗ 1X
)
◦ (dX,Y ⊗ 1X) ◦ (f ⊗ 1X)
= evφ13,Y ∨∨ ◦
(
Dιf ⊗ 1X
)
.
Next, we have iY ∨ ◦ ϕg = ev
φ
13,Y ∨∨∨ ◦
(
Dιg ⊗ 1X∨
)
by the previous computation (because αY ∨∨,X∨∨ is an
isomorphism). Applying (iY )
∨
we deduce, by Lemma 2.6,
ϕg = (iY )
∨
◦ ev13,Y ∨∨∨ ◦
(
Dιg ⊗ 1X∨
)
= ev13,Y ∨ ◦
(
1X∨∨ ⊗ (iY )
∨
⊗ 1X∨
)
◦
(
Dιg ⊗ 1X∨
)
= ev13,Y ∨ ◦ (iX ⊗ 1Y ∨ ⊗ 1X∨) ◦
(
i−1X ⊗ (iY )
∨
⊗ 1X∨
)
◦
(
Dιg ⊗ 1X∨
)
= evτ13,Y ∨ ◦
(
i−1X ⊗ (iY )
∨ ⊗ 1X∨
)
◦
(
Dιg ⊗ 1X∨
)
.
But it follows from (25) that we have Dι∗g =
(
i−1X ⊗ (iY )
∨)
◦ Dιg , proving that the second diagram is
commutative. 
2.2. Some commutative diagram involving the Casimir element. If we have given two objects X
and Y andW = W1⊗W2⊗W3⊗W4, where (W1,W2,W3,W4) is a permutation of the string (X
∨, X, Y ∨, Y ),
we define morphisms evα,βij,kl : W → I, where i, j, k, l ∈ {1, 2, 3, 4} are such that i < j, k < l and i < k and
α, β ∈ {φ, τ}, as follows. We let ij be one of the two pairs for which ev :Wi⊗Wj → I is defined and we write
a corresponding superscript α = φ if Wj ∈ {X,Y } (so that ev = evX or evY ) or α = τ if Wj ∈ {X
∨, Y ∨}
(so that ev = evτX or ev = ev
τ
Y ); the same rule is applied to the triple (k, l, β). Then we define
evα,βij,kl :W
τσ→ X∨ ⊗X ⊗ Y ∨ ⊗ Y
evX ⊗ evY→ I⊗ I
uI→ I,
where τσ is the morphism obtained from any permutation σ suitably reordering the factors. We have, for
example,
evφ,φ12,34 : X
∨ ⊗X ⊗X∨ ⊗X
evX ⊗ evX→ I⊗ I
uI→ I.
evτ,φ14,23 : X ⊗X
∨ ⊗X ⊗X∨
τ1,2⊗3⊗1X∨→ X∨ ⊗X ⊗X ⊗X∨
evX ⊗ ev
τ
X→ I⊗ I
uI→ I.
We say that an object X admits a Casimir element if X is a reflexive object such that ǫ : X∨∨ ⊗X∨ →
(X∨ ⊗X)
∨
is an isomorphism. Then we define the Casimir element:
CX : I
ev∨X→ (X∨ ⊗X)
∨ ǫ−1
→ X∨∨ ⊗X∨
i−1X ⊗1X∨→ X ⊗X∨.
We collect in the following lemma well known properties of the Casimir element.
Lemma 2.8. Suppose that X has a Casimir element.
(1) CX is the unique morphism making one of the following diagrams commutative:
evX : X
∨ ⊗X
1X∨⊗CX⊗1X→ X∨ ⊗X ⊗X∨ ⊗X
evφ,φ12,34
→ I,
evX : X
∨ ⊗X
CX⊗τX∨,X
→ X ⊗X∨ ⊗X ⊗X∨
evτ,φ14,23
→ I,
evX : X
∨ ⊗X
τX∨,X⊗CX
→ X ⊗X∨ ⊗X ⊗X∨
evτ,φ14,23
→ I.
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(2) CX is the unique morphism making one of the following diagrams commutative:
1X : X
CX⊗1X→ X ⊗X∨ ⊗X
1X⊗evX→ X,
1X∨ : X
∨ 1X∨⊗CX→ X∨ ⊗X ⊗X∨
evX ⊗1X∨→ X∨.
(3) If X1, X2 and X1 ⊗X2 have a Casimir element, then
CX1⊗X2 = (1X1⊗X2 ⊗ ǫ) ◦
(
1X1 ⊗ τX∨1 ,X2 ⊗ 1X∨2
)
◦ (CX1 ⊗ CX2) .
(4) If X = X+ ⊕ X− is a biproduct decomposition inducing X∨ = X∨+ ⊕ X∨−, then X± both have
a Casimir element and CX± = (pX± ⊗ pX∨±) ◦ CX for the associated surjective morphisms pX± :
X → X± and pX∨± : X
∨ → X∨±.
(5) We have that X∨ has a Casimir element and CX∨ = (1X∨ ⊗ iX) ◦ τX,X∨ ◦ CX .
When X has a Casimir element, an explicit inverse of the canonical map f 7→ ϕf can be given. This is
the content of the subsequent proposition.
Proposition 2.9. Suppose that we have given f : S → hom(X,Y ), which is associated to ϕf : S ⊗X → Y ,
and that X has a Casimir element. Then the following diagram is commutative
S
f //
1S⊗CX

hom(X,Y )
S ⊗X ⊗X∨
ϕf⊗1X∨// Y ⊗X∨.
αX,Y
OO
Proof. Consider the following diagram
S ⊗X
1S⊗CX⊗1X//
1S⊗X ,,
S ⊗X ⊗X∨ ⊗X
ϕf⊗1X∨⊗X//
1S⊗X⊗evX

Y ⊗X∨ ⊗X
αX,Y ⊗1X//
1Y ⊗evX

hom(X,Y )⊗X
evX,YqqS ⊗X
ϕf // Y
The first triangle is commutative because 1X : X
CX⊗1X→ X⊗X∨⊗X
1X⊗evX→ X by Lemma 2.8, the square is
commutative by functoriality of ⊗ and the second triangle by definition of αX,Y . But the map ϕa associated
to a := αX,Y ◦
(
ϕf ⊗ 1X∨
)
◦ (1S ⊗ CX) is obtained going from S ⊗X to hom (X,Y ) ⊗X in the upper row
and then applying evX,Y . The commutativity implies that this is the morphism ϕf ◦ 1S⊗X = ϕf . 
We are mainly concerned with the following consequence of Proposition 2.9: when X has a Casimir
element,
Df : S
1S⊗CX→ S ⊗X ⊗X∨
ϕf⊗1X∨
→ Y ⊗X∨. (27)
2.3. Behavior of the internal multiplications with respect to tensor product constructions. We
suppose in this section that we have given fi : Si → hom(Xi, Yi) is associated to ϕi = ϕfi : Si ⊗Xi → Yi
for i = 1, 2. Define the following morphisms
f1 ⊗ǫ f2 : S1 ⊗ S2
f1⊗f2
→ hom (X1, Y1)⊗ hom(X2, Y2)
ǫ
→ hom (X1 ⊗X2, Y1 ⊗ Y2) ,
f1 ⊗
τ
ǫ f2 : S2 ⊗ S1
τS2,S1→ S1 ⊗ S2
f1⊗f2
→ hom (X1, Y1)⊗ hom(X2, Y2)
ǫ
→ hom (X1 ⊗X2, Y1 ⊗ Y2) ,
ϕ1 ⊗ǫ ϕ2 : S1 ⊗ S2 ⊗X1 ⊗X2
1S1⊗τ2,3⊗1X2→ S1 ⊗X1 ⊗ S2 ⊗X2
ϕ1⊗ϕ2→ Y1 ⊗ Y2,
ϕ1 ⊗
τ
ǫ ϕ2 : S2 ⊗ S1 ⊗X1 ⊗X2
τ1,2⊗3⊗1X2→ S1 ⊗X1 ⊗ S2 ⊗X2
ϕ1⊗ϕ2→ Y1 ⊗ Y2.
It is easy to see that one has the following result.
Lemma 2.10. We have that ϕ1 ⊗ǫ ϕ2 = ϕf1⊗ǫf2 (resp. ϕ1 ⊗
τ
ǫ ϕ2 = ϕf1⊗τǫ f2) is the morphism associated to
f1 ⊗ǫ f2 (resp. f1 ⊗
τ
ǫ f2).
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Next, we consider the associated internal multiplication morphisms ιi := ιfi , for i = 1, 2. The following
lemma is easily deduced from the characterizing property (15) of ϕιi .
Lemma 2.11. The following diagram is commutative
S1 ⊗ S2 ⊗X1 ⊗X2 ⊗ Y
∨
1 ⊗ Y
∨
2
(1X1⊗X2⊗(ϕι1⊗ǫϕι2))◦
(
τS1⊗S2,X1⊗X2⊗1Y ∨1 ⊗Y
∨
2
)
//
(ϕ1⊗ǫϕ2)⊗1Y ∨
1
⊗Y∨
2

X1 ⊗X2 ⊗X
∨
1 ⊗X
∨
2
evτ,τ13,24

Y1 ⊗ Y2 ⊗ Y
∨
1 ⊗ Y
∨
2
evτ,τ13,24 // I
and the same with ⊗ǫ replaced by ⊗
τ
ǫ and S1 ⊗ S2 by S2 ⊗ S1.
Remark 2.12. It is easy to deduce from Lemma 2.11 that ιf1⊗ǫf2 : S1⊗S2 → hom
(
(Y1 ⊗ Y2)
∨
, (X1 ⊗X2)
∨)
is associated to ϕιf1⊗ǫf2 making the following diagram commutative:
S1 ⊗ S2 ⊗ Y
∨
1 ⊗ Y
∨
2
ϕιf1
⊗ǫϕιf2//
1S1⊗S2⊗ǫ

X∨1 ⊗X
∨
2
ǫ

S1 ⊗ S2 ⊗ (Y1 ⊗ Y2)
∨
ϕιf1⊗ǫf2// (X1 ⊗X2)
∨
.
In particular, when the ǫ morphisms are isomorphism, we deduce from Remark 2.2 that the commutativity
of the diagram of Lemma 2.11 is characterizing for ϕι1 ⊗ǫ ϕι2 (and similarly for ϕι1 ⊗
τ
ǫ ϕι2)
From now on we specialize ourselves to the case where f1 : S1 → hom(X,Y ) and f2 : S2 → hom (X
∨, Y ∨).
We will assume, from now on, that αX,Y and αX∨,Y ∨ are isomorphisms, so that Df1 and Df2 are defined,
and that X , X∨ and Y have a Casimir element.
Lemma 2.13. The following diagram is commutative:
S1 ⊗ S2
CY⊗1S1⊗S2⊗CX//
Df1⊗Df2

Y ⊗ Y ∨ ⊗ S1 ⊗ S2 ⊗X ⊗X
∨
1Y ∨⊗Y ⊗(ϕf1⊗ǫϕf2)
''
Y ⊗X∨ ⊗ Y ∨ ⊗X∨∨
evτ
24,Y⊗Y ∨ // Y ⊗ Y ∨
CY ⊗1Y⊗Y∨ // Y ⊗ Y ∨ ⊗ Y ⊗ Y ∨,
where
evτ24,Y⊗Y ∨ : Y ⊗X
∨ ⊗ Y ∨ ⊗X∨∨
1Y ⊗τX∨,Y ∨⊗1X∨∨
→ Y ⊗ Y ∨ ⊗X∨ ⊗X∨∨
1Y⊗Y ∨⊗ev
τ
X∨→ Y ⊗ Y ∨.
Proof. Define
D12 : S1 ⊗ S2
1S1⊗S2⊗CX⊗CX∨→ S1 ⊗ S2 ⊗X ⊗X
∨ ⊗X∨ ⊗X∨∨
1S1⊗S2⊗X⊗τX∨,X∨⊗1X∨∨
→
S1 ⊗ S2 ⊗X ⊗X
∨ ⊗X∨ ⊗X∨∨
(ϕf1⊗ǫϕf2)⊗1X∨⊗X∨∨→ Y ⊗ Y ∨ ⊗X∨ ⊗X∨∨
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and consider the following diagram:
Y ⊗ Y ∨ ⊗ S1 ⊗ S2 ⊗X ⊗X
∨
1Y⊗Y∨⊗(ϕf1⊗ǫϕf2) //
(A)
Y ⊗ Y ∨ ⊗ Y ⊗ Y ∨
S1 ⊗ S2
(C)
CY ⊗1S1⊗S2⊗CX
OO
1S1⊗S2⊗CX //
D12
❱❱❱
❱❱❱
❱❱❱
❱
++❱❱❱❱
❱❱❱
❱
Df1⊗Df2
**
S1 ⊗ S2 ⊗X ⊗X
∨
(B)
ϕf1
⊗ǫϕf2 // Y ⊗ Y ∨
(D)
CY ⊗1Y⊗Y∨
OO
Y ⊗ Y ∨ ⊗X∨ ⊗X∨∨
1Y⊗Y ∨⊗ev
τ
X∨❥❥❥❥❥
44❥❥❥❥❥❥
Y ⊗X∨ ⊗ Y ∨ ⊗X∨∨
1Y ⊗τX∨,Y ∨⊗1X∨∨
OO
evτ
24,Y⊗Y∨
BB
The region (A) is commutative because (CY ⊗ 1Y⊗Y ∨)◦
(
ϕf1 ⊗ǫ ϕf2
)
=
(
1Y⊗Y ∨ ⊗
(
ϕf1 ⊗ǫ ϕf2
))
◦(CY ⊗ 1S1⊗S2⊗X⊗X∨)
by functoriality of ⊗ and then
(CY ⊗ 1Y⊗Y ∨) ◦
(
ϕf1 ⊗ǫ ϕf2
)
◦ (1S1⊗S2 ⊗ CX) =
(
1Y⊗Y ∨ ⊗
(
ϕf1 ⊗ǫ ϕf2
))
◦ (CY ⊗ 1S1⊗S2 ⊗ CX) .
The region (D) is commutative by definition of evτ24,Y⊗Y ∨ . We claim that the regions (B) and (C) are
commutative, from which we will deduce that the external portion of this diagram is commutative, giving
us the claim.
Region (B) is commutative. Consider the following diagram
S1 ⊗ S2
(⊗)
1S1⊗S2⊗CX⊗CX∨

1S1⊗S2⊗CX // S1 ⊗ S2 ⊗X ⊗X∨
1⊗CX∨
❣❣❣
❣❣❣
❣❣
ss❣❣❣❣❣
❣❣
ϕf1⊗ǫϕf2
""❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
❉
S1 ⊗ S2 ⊗X ⊗X
∨ ⊗X∨ ⊗X∨∨
(E)
1S1⊗S2⊗X⊗τX∨,X∨⊗1X∨∨

S1 ⊗ S2 ⊗X ⊗X
∨ ⊗X∨ ⊗X∨∨
1⊗evτ
X∨♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
77♣♣♣♣♣♣♣♣♣
(ϕf1⊗ǫϕf2)⊗1// Y ⊗ Y ∨ ⊗X∨ ⊗X∨∨
(⊗)
1⊗evτ
X∨// Y ⊗ Y ∨
In light of the definition of D12 the commutativity of the region (B) follows once we show that the external
portion of this diagram is commutative. We remark that, by functoriality of τ , by an explicit computation
of the involved permutations and by definition of evτX∨ the following diagram is commutative:
X∨
CX∨⊗1X∨//
1X∨⊗CX∨
❖❖
❖
''❖❖
❖❖
❖❖
X∨ ⊗X∨∨ ⊗X∨
1X∨⊗evX∨ //
1X∨⊗τX∨∨,X∨
))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
τX∨⊗X∨∨,X∨

X∨
X∨ ⊗X∨ ⊗X∨∨
τX∨,X∨⊗1X∨∨// X∨ ⊗X∨ ⊗X∨∨
1X∨⊗ev
τ
X∨
77♦♦♦♦♦♦♦♦♦♦♦
It follows that (1X∨ ⊗ ev
τ
X∨)◦(τX∨,X∨ ⊗ 1X∨∨)◦(1X∨ ⊗ CX∨) = (1X∨ ⊗ evX∨)◦(CX∨ ⊗ 1X∨) = 1X∨ , where
the last equality follows from 2. of Lemma 2.8. The commutativity of the region (E) follows.
Region (C) is commutative. Consider the following diagram
S1 ⊗ S2
(τ)
(F )
1S1⊗S2⊗CX⊗CX∨
ss❢❢❢❢❢
❢❢❢
❢❢❢
❢❢❢
❢❢❢
❢❢❢
❢❢❢
❢
1S1⊗CX⊗1S2⊗CX∨
++❳❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳❳
❳❳
S1 ⊗ S2 ⊗X ⊗X
∨ ⊗X∨ ⊗X∨∨
1S1⊗S2⊗X⊗τX∨,X∨⊗1X∨∨

1S1⊗τS2,X⊗X∨⊗1X∨⊗X∨∨ //
1S1⊗τS2,X⊗τX∨,X∨⊗1X∨∨
❳❳❳
❳❳❳
❳❳
++❳❳❳❳❳
❳❳❳
S1 ⊗X ⊗X
∨ ⊗ S2 ⊗X
∨ ⊗X∨∨
1S1⊗X⊗τX∨,S2⊗X∨⊗1X∨∨
❢❢❢
❢❢❢
❢❢
ss❢❢❢❢❢
❢❢
ϕf1
⊗1X∨⊗ϕf2⊗1X∨∨

(⊗) S1 ⊗X ⊗ S2 ⊗X
∨ ⊗X∨ ⊗X∨∨
ϕf1
⊗ϕf2⊗1X∨⊗X∨∨
❳❳❳
❳❳❳
❳❳
++❳❳❳❳
❳❳❳
Y ⊗X∨ ⊗ Y ∨ ⊗X∨∨(τ)
1Y ⊗τX∨,Y ∨⊗1X∨∨

S1 ⊗ S2 ⊗X ⊗X
∨ ⊗X∨ ⊗X∨∨
1S1⊗τS2,X⊗1X∨⊗X∨⊗X∨∨❢❢❢❢❢❢❢❢
33❢❢❢❢❢❢❢❢❢
(ϕf1⊗ǫϕf2)⊗1X∨⊗X∨∨ //
(G)
Y ⊗ Y ∨ ⊗X∨ ⊗X∨∨
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Going around this diagram clockwisely (resp. counter-clockwisely) from S1 ⊗ S2 until Y ⊗ Y
∨ ⊗X∨ ⊗X∨∨
we find (1Y ⊗ τX∨,Y ∨ ⊗ 1X∨∨) ◦ (Df1 ⊗Df2) (resp. D12) because, by (27), we have Dfi =
(
ϕfi ⊗ 1X∨i
)
◦
(1Si ⊗ CXi ) for i = 1, 2, where X1 = X and X2 = X
∨ (resp. by definition of D12). It follows that we have
to show that the external portion of this diagram is commutative. The region (F ) is commutative by an
explicit computation of the involved permutations, while (G) by definition of
(
ϕf1 ⊗ǫ ϕf2
)
. 
In addition to the other assumptions we will assume in the following proposition that αY ∨,X∨ and
αY ∨∨,X∨∨ are isomorphisms, so that Dιf1 and Dιf2 are defined, and that Y
∨, Y ∨∨ have a Casimir ele-
ment.
Proposition 2.14. The following diagrams are commutative.
(1)
S1 ⊗ S2
CY ⊗1S1⊗S2⊗CX //
Df1⊗Df2

Y ⊗ Y ∨ ⊗ S1 ⊗ S2 ⊗X ⊗X
∨
1Y ∨⊗Y ⊗(ϕf1⊗ǫϕf2)

Y ⊗X∨ ⊗ Y ∨ ⊗X∨∨
evτ,τ13,24 // I Y ⊗ Y ∨ ⊗ Y ⊗ Y ∨
evτ,φ14,23oo
(2)
S1 ⊗ S2
CX∨⊗1S1⊗S2⊗CY ∨ //
Dιf1
⊗Dιf2

X∨ ⊗X∨∨ ⊗ S1 ⊗ S2 ⊗ Y
∨ ⊗ Y ∨∨
1X∨⊗X∨∨⊗
(
ϕιf1
⊗ǫϕιf1
)

X∨ ⊗ Y ∨∨ ⊗X∨∨ ⊗ Y ∨∨∨
evτ,τ13,24 // I X∨ ⊗X∨∨ ⊗X∨ ⊗X∨∨
evτ,φ14,23oo
(3)
S1 ⊗ S2
1S1⊗S2⊗CX⊗CY∨ //
Dιf1
⊗Dιf2

S1 ⊗ S2 ⊗X ⊗X
∨ ⊗ Y ∨ ⊗ Y ∨∨
(ϕf1⊗ǫϕf1)⊗1Y∨⊗Y ∨∨

X∨ ⊗ Y ∨∨ ⊗X∨∨ ⊗ Y ∨∨∨
evτ,τ13,24 // I Y ⊗ Y ∨ ⊗ Y ∨ ⊗ Y ∨∨
evτ,τ13,24oo
Proof. (1) According to Lemma 2.13 we have
evτ,φ14,23 ◦
(
1Y ∨⊗Y ⊗
(
ϕf1 ⊗ǫ ϕf2
))
◦(CY ⊗ 1S1⊗S2 ⊗ CX) = ev
τ,φ
14,23 ◦ (CY ⊗ 1Y⊗Y ∨)◦ev
τ
24,Y⊗Y ∨ ◦ (Df1 ⊗Df2) .
It follows from Lemma 2.8 (1) we have evY = ev
τ,φ
14,23 ◦ (CY ⊗ τY ∨,Y ) = ev
τ,φ
14,23 ◦ (CY ⊗ 1Y⊗Y ∨) ◦ τY ∨,Y and,
by definition, evτ24,Y⊗Y ∨ = (1Y⊗Y ∨ ⊗ ev
τ
X∨) ◦ (1Y ⊗ τX∨,Y ∨ ⊗ 1X∨∨). We deduce
evτ,φ14,23 ◦ (CY ⊗ 1Y⊗Y ∨) ◦ ev
τ
24,Y⊗Y ∨ = ev
τ,φ
14,23 ◦ (CY ⊗ 1Y⊗Y ∨) ◦ τY ∨,Y ◦ τY,Y ∨ ◦ ev
τ
24,Y⊗Y ∨
= evY ◦τY,Y ∨ ◦ (1Y⊗Y ∨ ⊗ ev
τ
X∨) ◦ (1Y ⊗ τX∨,Y ∨ ⊗ 1X∨∨) = ev
τ,τ
13,24 .
Hence we find
evτ,φ14,23 ◦
(
1Y ∨⊗Y ⊗
(
ϕf1 ⊗ǫ ϕf2
))
◦ (CY ⊗ 1S1⊗S2 ⊗ CX) = ev
τ,τ
13,24 ◦ (Df1 ⊗Df2) .
(2) This is just our claim 1. applied to the couple (ιf1 , ιf2) rather than (f1, f2).
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(3) Consider the following diagram:
S1 ⊗ S2 ⊗X ⊗X
∨ ⊗ Y ∨ ⊗ Y ∨∨
(B)
(ϕf1⊗ǫϕf2)⊗1Y ∨⊗Y ∨∨

τS1⊗S2,X⊗X∨⊗1Y ∨⊗Y ∨∨ // X ⊗X∨ ⊗ S1 ⊗ S2 ⊗ Y ∨ ⊗ Y ∨∨
1X⊗X∨⊗
(
ϕιf1
⊗ǫϕιf2
)

X∨ ⊗X ⊗ S1 ⊗ S2 ⊗ Y
∨ ⊗ Y ∨∨
(τ)
τX∨,X⊗1S1⊗S2⊗Y ∨⊗Y ∨∨❢❢❢❢❢
33❢❢❢❢❢❢❢❢❢❢
1X∨⊗X⊗
(
ϕιf1
⊗ǫϕιf2
)

1X∨⊗iX⊗1S1⊗S2⊗Y∨⊗Y∨∨
❢❢❢
❢❢❢
❢❢
ss❢❢❢❢❢
❢❢
S1 ⊗ S2
(A)
1S1⊗S2⊗CX⊗CY∨❖❖❖❖❖❖❖❖❖❖❖❖❖
gg❖❖❖❖❖❖❖❖❖❖❖❖❖
CX∨⊗1S1⊗S2⊗CY∨ //
Dιf1
⊗Dιf2

X∨ ⊗X∨∨ ⊗ S1 ⊗ S2 ⊗ Y
∨ ⊗ Y ∨∨
(τ)1X∨⊗X∨∨⊗
(
ϕιf1
⊗ǫϕιf2
)

X∨ ⊗ Y ∨∨ ⊗X∨∨ ⊗ Y ∨∨∨
evτ,τ13,24 // I X∨ ⊗X∨∨ ⊗X∨ ⊗X∨∨
evφ,τ14,23oo
Y ⊗ Y ∨ ⊗ Y ∨ ⊗ Y ∨∨ evτ,τ13,24
55
X∨ ⊗X ⊗X∨ ⊗X∨∨
(C)
(D) 1X∨⊗iX⊗1X∨⊗X∨∨❳❳❳❳❳❳❳❳
ll❳❳❳❳❳❳❳❳❳
evτ,τ14,23
jj
τX∨,X⊗1X∨⊗X∨∨
❳❳❳
❳❳❳
❳❳❳
++❳❳❳❳
❳❳❳
X ⊗X∨ ⊗X∨ ⊗X∨∨
evτ,τ13,24
ii
(28)
We remark that our claim is the commutativity of the unlabeled region of (28) and that this commutativity
follows once we show that the external part and the labeled regions of (28) are commutative. The external
part of this diagram is commutative by Lemma 2.11.
Commutativity of the labeled regions of (28). The region (A) is commutative by our claim (2),
the region (C) by the defining property of iX , the region (D) by the definitions of ev
τ,τ
14,23 and ev
τ,τ
13,24. The
commutativity of the region (B) follows the equality CX∨ = (1X∨ ⊗ iX) ◦ τX,X∨ ◦ CX of Lemma 2.8 (5),
from which we deduce that
(CX∨ ⊗ 1S1⊗S2 ⊗ CY ∨) = (1X∨ ⊗ iX ⊗ 1S1⊗S2⊗Y ∨⊗Y ∨∨)◦(τX,X∨ ⊗ 1S1⊗S2⊗Y ∨⊗Y ∨∨)◦(CX ⊗ 1S1⊗S2 ⊗ CY ∨) ,
together with the equality (CX ⊗ 1S1⊗S2 ⊗ CY ∨) = (τS1⊗S2,X⊗X∨ ⊗ 1Y ∨⊗Y ∨∨) ◦ (1S1⊗S2 ⊗ CX ⊗ CY ∨) (by
functoriality of τ) and the fact that τX∨,X = τ
−1
X,X∨ . 
3. A formal Poincare´ duality isomorphism
We remark that, for every object W , we have a natural map
End (I)→ End (W )
defined by the rule
λW : W
lW→ I⊗W
λ⊗1W→ I⊗W
l−1
W→ W , λ ∈ End (I) .
It defines a left action of the commutative ring End (I) onW for which every f :W1 →W2 becomes End (I)-
equivariant and such that, if we have given ϕ : U ⊗ V →W , then ϕ ◦ (λU ⊗ 1V ) = λW ◦ϕ = ϕ ◦ (1U ⊗ λV )
6.
Suppose in this section that C is rigid. We assume that we have given morphisms fS,X : S → hom (X,Y ),
fX,S : X → hom(S, Y ), fS∨,X∨ : S
∨ → hom(X∨, Y ∨) and fX∨,S∨ : X
∨ → hom (S∨, Y ∨). We write
ϕS,X : S ⊗ X → Y , ϕX,S : X ⊗ S → Y , ϕS∨,X∨ : S
∨ ⊗ X∨ → Y ∨ and ϕX∨,S∨ : X
∨ ⊗ S∨ → Y ∨ for the
associated morphisms. We set ιS,X := ιfS,X , ιX,S := ιfX,S , ιS∨,X∨ := ιfS∨,X∨ and ιX∨,S∨ := ιfX∨ ,S∨ . We
may consider:
DS,X∨ := DιS,X : S → X
∨ ⊗ Y ∨∨, DX,S∨ := DιX,S : X → S
∨ ⊗ Y ∨∨,
DιS∨,X∨ : S
∨ → X∨∨ ⊗ Y ∨∨∨ and DιX∨,S∨ : X
∨ → S∨∨ ⊗ Y ∨∨∨,
as well as
DS∨,X := Dι∗
S∨,X∨
: S∨ → X ⊗ Y ∨ and DX∨,S := Dι∗
X∨,S∨
: X∨ → S ⊗ Y ∨.
We note that all the results of the previous section available.
It is easy to deduce, from (24) and 2.8 (5), the following equivalence:
(Cas)µS,X : µS,X ·CS =
(
ϕι∗
X∨,S∨
⊗τǫ ϕιX,S
)
◦(CX ⊗ CY ) ⇔ µS,X ·CS∨ =
(
ϕιX,S ⊗ǫ ϕιX∨,S∨
)
◦(CX ⊗ CY ∨)
6Since indeed λU ⊗ 1V = λU⊗V = 1U ⊗ λV , this second statement follows from the first.
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for some µS,X ∈ End (I). Exchanging the roles of S and X we also have, for some µX,S ∈ End (I),
(Cas)µX,S : µX,S ·CX =
(
ϕι∗
S∨,X∨
⊗τǫ ϕιS,X
)
◦(CS ⊗ CY ) ⇔ µX,S ·CX∨ =
(
ϕιS,X ⊗ǫ ϕιS∨,X∨
)
◦(CS ⊗ CY ∨) .
If (V,W ) = (S,X) or (X,S) and λV,W , λV ∨,W∨ ∈ End (I), we will consider the following diagrams:
V ⊗W
(Com)λV,W
τV,W //
ϕV,W

W ⊗ V
ϕW,V

V ∨ ⊗W∨
(Com)λ
V∨,W∨
τV∨,W∨//
ϕV∨,W∨

W∨ ⊗ V ∨
ϕW∨,V∨

Y
λV,W // Y , Y ∨
λV∨,W∨ // Y .
It will be convenient to introduce the following shorthand. We set [W ] := W⊗W∨, ϕ[S],[X] := ϕS,X⊗ǫϕS∨,X∨ ,
ϕ[X],[S] := ϕX,S ⊗ǫ ϕX∨,S∨ , ϕι[S],[X] := ϕιS,X ⊗ǫ ϕιS∨,X∨ , ϕι[X],[S] := ϕιX,S ⊗ǫ ϕιX∨,S∨ , ϕ
τ
ι[S],[X]
:= ϕι∗
S∨,X∨
⊗τǫ
ϕιS,X and ϕ
τ
ι[X],[S]
:= ϕι∗
X∨,S∨
⊗τǫ ϕιX,S . If (V,W ) = (S,X) or (X,S) and λ[V ],[W ] ∈ End (I), we will consider
the following diagram:
[V ]⊗ [W ]
(Com)λ[V ],[W ]
τ [V ],[W ]//
ϕ[V ],[W ]

[W ]⊗ [V ]
ϕ[W ],[V ]

[Y ]
λ[V ],[W ] // [Y ] .
Remark 3.1. We have
(Com)λV,W and (Com)λV∨,W∨ commutative ⇒ (Com)λ[V ],[W ] with λ[V ],[W ] = λV,W · λV
∨,W∨ .
Proposition 3.2. If (Cas)µS,X is satisfied and (Com)λ[S],[X] is commutative, then the following diagrams
are commutative:
S ⊗ S∨
µS,X ·ev
τ
S

DS,X∨⊗DS∨,X

S∨ ⊗ S
µS,X ·evS
  
DS∨,X⊗DS,X∨

X∨ ⊗ Y ∨∨ ⊗X ⊗ Y ∨
λ[S],[X]·ev
φ,φ
13,24
// I X ⊗ Y ∨ ⊗X∨ ⊗ Y ∨∨
λ[S],[X]·ev
τ,τ
13,24
// I.
Similarly if (Cas)µX,S is satisfied and (Com)λ[X],[S] is commutative, we get the analogue commutative diagram
where (S,X) is replaced by (X,S).
Proof. It is clear that the two diagrams are equivalently commutative, so that suffices to prove the commu-
tativity of the first diagram. It follows from Proposition 2.14 (3) that we have
λ[S],[X] · ev
τ,τ
13,24 ◦
(
DιS,X ⊗DιS∨,X∨
)
= λ[S],[X] · ev
τ,τ
13,24 ◦
(
ϕ[S]⊗[X] ⊗ 1[Y ∨]
)
◦
(
1[S] ⊗ CX ⊗ CY ∨
)
.
In order to compute the right hand side, consider the following diagram:
(τ)
[S]1[S]⊗CX⊗CY ∨
uu
CX⊗1[S]⊗CY∨
yy
1[S]⊗CX⊗CY∨

iS⊗1S∨ //
µS,X ·1[S]⊗CS∨
zz
S∨∨ ⊗ S∨
(⊗)
µS,X ·1S∨∨⊗S∨⊗CS∨

τS∨∨,S∨ // S∨ ⊗ S∨∨
(τ)
µS,X ·1S∨⊗S∨∨⊗CS∨

[S]⊗ [X ]⊗ [Y ∨]
ϕ[S]⊗[X]⊗1[Y ∨]

τ [S],[X]⊗1[Y ∨]// [X ]⊗ [S]⊗ [Y ∨]
(τ)
(B) ϕ[X],[S]⊗1[Y ∨]

τ [X],[S]⊗1[Y ∨]// [S]⊗ [X ]⊗ [Y ∨]
(A) 1[S]⊗ϕι[X],[S]

[Y ]⊗ [Y ∨]
λ[S],[X]·ev
τ,τ
13,24
00
λ[S],[X] // [Y ]⊗ [Y ∨]
(D)
evτ,τ13,24
,,
[S]⊗ [S∨]
(C)
evτ,τ13,24

iS⊗1S∨⊗[S∨]// S∨∨ ⊗ S∨ ⊗ [S∨]
(E)
evφ,τ13,24
rr
τS∨∨,S∨⊗1[S∨]// S∨ ⊗ S∨∨ ⊗ [S∨]
evτ,φ14,23
ooI
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Here (A) is commutative by the adjoint property of Lemma 2.11, (B) = (Com)λ[S],[X] ⊗1[Y ∨] is commutative
by assumption, the equality µS,X ·1[S]⊗CS∨ =
(
1[S] ⊗ ϕι[X],[S]
)
◦
(
1[S] ⊗ CX ⊗ CY ∨
)
is assured by (Cas)µS,X ,
(C) is commutative by definition of iS , (D) is clearly commutative and (E) by definition of ev
φ,τ
13,24 and ev
τ,φ
14,23.
We deduce the first of the subsequent equalities, while that second follows from evτ,φ14,23 ◦ (τS∨∨,S∨ ⊗ CS∨) =
evS∨ granted by Lemma 2.8 (1) and the third by definition of iS:
λ[S],[X] · ev
τ,τ
13,24 ◦
(
DιS,X ⊗DιS∨,X∨
)
= µS,X · ev
τ,φ
14,23 ◦ (τS∨∨,S∨ ⊗ CS∨) ◦ (iS ⊗ 1S∨)
= µS,X · evS∨ ◦ (iS ⊗ 1S∨) = µS,X · ev
τ
S .
We end the proof of the proposition by rearranging the left hand side of this equality by looking at the
following diagram:
X∨ ⊗ Y ∨∨ ⊗X∨∨ ⊗ Y ∨∨∨
evτ,τ13,24
""
S ⊗ S∨
DιS,X⊗Dι∗
S∨,X∨
//
DιS,X⊗DιS∨,X∨
33
X∨ ⊗ Y ∨∨ ⊗X ⊗ Y ∨
(F ) (G)
evφ,φ13,24
//
1X∨⊗Y∨∨⊗iX⊗iY ∨
OO
I.
Here (F ) is commutative by (26), while (G) is commutative by definition of iW for W = X and Y . The
claimed commutativity follows.
Since the roles of S and X are symmetric, we get the same commutative diagram where (S,X) is replaced
by (X,S) if (Cas)µX,S is satisfied and (Com)λ[X],[S] is commutative. 
Lemma 3.3. If (Com)λX∨,S∨ is commutative, the following diagrams are commutative:
X∨ ⊗ S∨
DX∨,S⊗1S∨//
1X∨⊗DS∨,X

S ⊗ Y ∨ ⊗ S∨
λX∨,S∨ ·ev
τ
13,Y ∨

S∨ ⊗X∨
1S∨⊗DX∨,S//
DS∨,X⊗1X∨

S∨ ⊗ S ⊗ Y ∨
λX∨,S∨ ·evS ⊗1Y ∨

X∨ ⊗X ⊗ Y ∨
evX ⊗1Y∨ // Y ∨, X ⊗ Y ∨ ⊗X∨
evτ
13,Y ∨ // Y ∨.
Similarly, if (Com)λS∨,X∨ is commutative, we get the analogue commutative diagram where (S,X) is replaced
by (X,S).
If (Com)λX,S is commutative, the following diagrams are commutative:
X ⊗ S
DX,S∨⊗1S //
1X⊗DS,X∨

S∨ ⊗ Y ∨∨ ⊗ S
λX,S ·ev
φ
13,Y ∨∨

S ⊗X
1S⊗DX,S∨ //
DS,X∨⊗1X

S ⊗ S∨ ⊗ Y ∨∨
λX,S ·ev
τ
S ⊗1Y∨∨

X ⊗X∨ ⊗ Y ∨∨
evτX ⊗1Y ∨∨ // Y ∨∨, X∨ ⊗ Y ∨∨ ⊗X
evφ
13,Y ∨∨ // Y ∨∨.
Similarly, if (Com)λS,X is commutative, we get the analogue commutative diagram where (S,X) is replaced
by (X,S).
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Proof. It is clear that the first two diagrams are equivalently commutative, so that suffices to prove the
commutativity of the first diagram. Consider the following diagram:
S∨ ⊗X∨
(τ)1S∨⊗X∨⊗CY

X∨ ⊗ S∨
(τ)
τX∨,S∨oo
1X∨⊗S∨⊗CY

τX∨,S∨ // S∨ ⊗X∨
(τ)
τS∨,X∨ //
1S∨⊗X∨⊗CY

X∨ ⊗ S∨
1X∨⊗S∨⊗CY

S∨ ⊗X∨ ⊗ Y ⊗ Y ∨
(A)
1S∨⊗ϕι∗
X∨,S∨
⊗1Y ∨

X∨ ⊗ S∨ ⊗ Y ⊗ Y ∨
(B)
τX∨,S∨⊗1Y⊗Y ∨oo
τX∨,S∨⊗1Y⊗Y ∨//
ϕX∨,S∨⊗1Y⊗Y ∨

S∨ ⊗X∨ ⊗ Y ⊗ Y ∨
τS∨,X∨⊗1Y⊗Y ∨//
ϕS∨,X∨⊗1Y⊗Y∨

X∨ ⊗ S∨ ⊗ Y ⊗ Y ∨
(A)
1X∨⊗ϕι∗
S∨,X∨
⊗1Y ∨

S∨ ⊗ S ⊗ Y ∨
evS ⊗1Y ∨

Y ∨ ⊗ Y ⊗ Y ∨
evY ⊗1Y ∨qq
λX∨,S∨ // Y ∨ ⊗ Y ⊗ Y ∨
evY ⊗1Y ∨ --
X∨ ⊗X ⊗ Y ∨
evX ⊗1Y∨

Y ∨
λX∨,S∨ // Y ∨
The regions (A) are commutative by the adjoint property (23) of ϕι∗
X∨,S∨
and ϕι∗
S∨,X∨
, while (B) =
(Com)λX∨,S∨ ⊗ 1Y⊗Y
∨ by our assumption. Recalling that Dι∗
X∨,S∨
=
(
ϕι∗
X∨,S∨
⊗ 1Y ∨
)
◦ (1X∨ ⊗ CY ) and
Dι∗
S∨,X∨
=
(
ϕι∗
S∨,X∨
⊗ 1Y ∨
)
◦ (1S∨ ⊗ CY ) by (27), we deduce
(evX ⊗1Y ∨) ◦
(
1X∨ ⊗Dι∗
S∨,X∨
)
= (evX ⊗1Y ∨) ◦
(
1X∨ ⊗ ϕι∗
S∨,X∨
⊗ 1Y ∨
)
◦ (1X∨⊗S∨ ⊗ CY ) ◦ τS∨,X∨ ◦ τX∨,S∨
= λX∨,S∨ · (evS ⊗1Y ∨) ◦
(
1S∨ ⊗ ϕι∗
X∨,S∨
⊗ 1Y ∨
)
◦ (1S∨⊗X∨ ⊗ CY ) ◦ τX∨,S∨
= λX∨,S∨ · (evS ⊗1Y ∨) ◦
(
1S∨ ⊗Dι∗
X∨,S∨
)
◦ τX∨,S∨
= λX∨,S∨ ◦ (evS ⊗1Y ∨) ◦ τS⊗Y ∨,S∨ ◦
(
Dι∗
X∨,S∨
⊗ 1S∨
)
= λX∨,S∨ ◦ ev
τ
13,Y ∨ ◦
(
Dι∗
X∨,S∨
⊗ 1S∨
)
.
The commutativity of the other diagrams is proved in a similar way. 
Remark 3.4. If Y is a reflexive object the canonical morphism
Hom (X,Y )→ Hom (Y ∨ ⊗X, I)
mapping f : X → Y to evY,I ◦ (1Y ∨ ⊗ f) : Y
∨ ⊗X
1Y ∨⊗f→ Y ∨ ⊗ Y
evY,I
→ I is a bijection.
We can now prove the main result of this section.
Theorem 3.5. Suppose that (Cas)µS,X is satisfied and that (Com)λ[S],[X] is commutative. Then we have
µS,X : S
DS,X∨
→ X∨ ⊗ Y ∨∨
DX∨,S⊗1Y ∨∨
→ S ⊗ Y ∨ ⊗ Y ∨∨
1S⊗ev
τ
Y ∨→ S
λ[S],[X]λX∨,S∨
→ S,
if (Com)λX∨,S∨ is commutative,
µS,XλS∨,X∨ : S
DS,X∨
→ X∨ ⊗ Y ∨∨
DX∨,S⊗1Y ∨∨
→ S ⊗ Y ∨ ⊗ Y ∨∨
1S⊗ev
τ
Y ∨→ S
λ[S],[X]
→ S,
if (Com)λS∨,X∨ is commutative.
Suppose that (Cas)µX,S is satisfied and that (Com)λ[X],[S] is commutative. Then we have
µX,S : X
∨ DX∨,S→ S ⊗ Y ∨
DS,X∨⊗1Y ∨
→ X∨ ⊗ Y ∨∨ ⊗ Y ∨
evY ∨→ X∨
λ[X],[S]λS,X
→ X∨,
if (Com)λS,X is commutative,
µX,SλX,S : X
∨ DX∨,S→ S ⊗ Y ∨
DS,X∨⊗1Y ∨
→ X∨ ⊗ Y ∨∨ ⊗ Y ∨
evY ∨→ X∨
λ[X],[S]
→ X∨,
if (Com)λX,S is commutative.
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We have the similar statements exchanging the roles of S and X in the assumptions and the claims.
Proof. Suppose that (Cas)µS,X is satisfied, that (Com)λ[S],[X] is commutative and consider the following
diagram:
S∨ ⊗ S
µS,X ·evS

DS∨,X⊗DS,X∨
❘❘
❘❘
❘
((❘❘
❘❘
1S∨⊗DS,X∨// S∨ ⊗X∨ ⊗ Y ∨∨
(⊗)
1S∨⊗DX∨,S⊗1Y ∨∨//
DS∨,X⊗1X∨⊗Y∨∨

S∨ ⊗ S ⊗ Y ∨ ⊗ Y ∨∨
λX∨,S∨ ·evS ⊗1Y ∨⊗Y ∨∨

1S∨⊗S⊗ev
τ
Y∨
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
(B)
X ⊗ Y ∨ ⊗X∨ ⊗ Y ∨∨(A)
(C)
λ[S],[X]·ev
τ,τ
13,24
❧❧
❧❧
❧
uu❧❧❧
❧❧
❧❧
evτ
13,Y ∨ ⊗1Y∨∨// Y ∨ ⊗ Y ∨∨
λ[S],[X]·ev
τ
Y ∨
pp
S∨ ⊗ S(⊗)
λ[S],[X]λX∨,S∨ ·evSooI
Here the region (A) is commutative by Proposition 3.2, (B) by Lemma 3.3 when (Com)λX∨,S∨ is commutative
and (C) by by definition of evτ,τ13,24, ev
τ
13,Y ∨ and ev
τ
Y ∨ . We deduce, setting a := λ[S],[X]λX∨,S∨ · (1S ⊗ ev
τ
Y ∨)◦
(DX∨,S ⊗ 1Y ∨∨) ◦DS,X∨, the equality
evS ◦ (1S∨ ⊗ a) = evS ◦
(
1S∨ ⊗ µS,X
)
.
Hence, by Remark 3.4, we get a = µS,X . The commutativity of the other diagrams is proved in a similar
way. 
As an immediate consequence of Theorem 3.5 we get, in light of Remark 3.1, the following result.
Corollary 3.6. Suppose that (Cas)µS,X and (Cas)µX,S are satisfied, that (Com)λS,X , (Com)λS∨,X∨ , (Com)λX,S
and (Com)λX∨,S∨ are commutative, that µS,X, µX,S, λS,X , λS
∨,X∨ , λX,S and λX∨,S∨ are invertible and that
Y is an invertible object. Then DS,X∨, DX∨,S, DS∨,X, DX,S∨ , fS,X, fX,S, fS∨,X∨ and fX∨,S∨ are isomor-
phisms.
Another important result for us will be the following corollary of Theorem 3.5. Define the following
morphisms
ϕ13X∨,S∨ : X
∨ ⊗ Y ∨∨ ⊗ S∨ ⊗ Y ∨∨
1X∨⊗τY ∨∨,S∨⊗1Y ∨∨
→ X∨ ⊗ S∨ ⊗ Y ∨∨ ⊗ Y ∨∨
ϕX∨,S∨⊗1Y ∨∨⊗Y ∨∨
→ Y ∨ ⊗ Y ∨∨ ⊗ Y ∨∨,
ϕ13X,S : X ⊗ Y
∨ ⊗ S ⊗ Y ∨
1X⊗τY∨,S⊗1Y∨
→ X ⊗ S ⊗ Y ∨ ⊗ Y ∨
ϕX,S⊗1Y ∨⊗Y∨
→ Y ⊗ Y ∨ ⊗ Y ∨,
as well as
ϕ13→Y
∨∨
X∨,S∨ : X
∨ ⊗ Y ∨∨ ⊗ S∨ ⊗ Y ∨∨
ϕ13
X∨,S∨
→ Y ∨ ⊗ Y ∨∨ ⊗ Y ∨∨
evτ
Y∨
⊗1Y ∨∨
→ Y ∨∨,
ϕ13→Y
∨
X,S : X ⊗ Y
∨ ⊗ S ⊗ Y ∨
ϕ13X,S
→ Y ⊗ Y ∨ ⊗ Y ∨
evτY ⊗1Y ∨→ Y ∨.
Corollary 3.7. Suppose that (Cas)µS,X is satisfied and that (Com)λ[S],[X] , (Com)λX,S and (Com)λX∨,S∨ are
commutative. Then, setting µ := µS,X and λ := λ[S],[X]λX∨,S∨λX,S, the following diagrams are commutative:
S ⊗X
ϕS,X //
DS,X∨⊗DX,S∨

Y
µ·iY

S∨ ⊗X∨
ϕS∨,X∨ //
DS∨,X⊗DX∨,S

Y ∨
µ

X∨ ⊗ Y ∨∨ ⊗ S∨ ⊗ Y ∨∨
λ·ϕ13→Y
∨∨
X∨,S∨// Y ∨∨ X ⊗ Y ∨ ⊗ S ⊗ Y ∨
λ·ϕ13→Y
∨
X,S // Y ∨
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Proof. Suppose that (Cas)µS,X is satisfied and that (Com)λ[S],[X] , (Com)λX,S and (Com)λX∨,S∨ are commu-
tative. Consider the following diagram:
S ⊗X
(A)
DS,X∨⊗1X //
1S⊗DX,S∨

X∨ ⊗ Y ∨∨ ⊗X
µS,X ·ev
φ
13,Y ∨∨ // Y ∨∨
S ⊗ S∨ ⊗ Y ∨∨
(C)
µS,XλX,S ·ev
τ
S ⊗1Y ∨∨❞❞❞❞❞❞❞❞❞❞❞❞❞
22❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞❞
µS,X //
DS,X∨⊗1S∨⊗Y ∨∨

S ⊗ S∨ ⊗ Y ∨∨
(B)
λX,S ·ev
τ
S ⊗1Y ∨∨
OO
X∨ ⊗ Y ∨∨ ⊗ S∨ ⊗ Y ∨∨
(τ)
DX∨,S⊗1Y ∨∨⊗S∨⊗Y∨∨ //
1X∨⊗τY ∨∨,S∨⊗1Y∨∨

S ⊗ Y ∨ ⊗ Y ∨∨ ⊗ S∨ ⊗ Y ∨∨
(D)
λ[S],[X]λX∨,S∨ ·1S⊗ev
τ
Y∨
⊗1S∨⊗Y ∨∨
OO
evτ14
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
1S⊗Y ∨⊗τY ∨∨,S∨⊗1Y ∨∨

X∨ ⊗ S∨ ⊗ Y ∨∨ ⊗ Y ∨∨
DX∨,S⊗1S∨⊗Y ∨∨⊗Y∨∨ // S ⊗ Y ∨ ⊗ S∨ ⊗ Y ∨∨ ⊗ Y ∨∨
(D)
evτ13 // Y ∨ ⊗ Y ∨∨ ⊗ Y ∨∨
λ[S],[X]λX∨,S∨λX,S ·ev
τ
Y ∨ ⊗1Y ∨∨
ff
The region (A) is commutative by Lemma 3.3, the commutativity of (B) is clear, (C) is commutative by
Theorem 3.5 and (D) by definition of the evaluation maps (we have written evτ14 := ev
τ
14,Y ∨⊗Y ∨∨⊗Y ∨∨ for
shortness and similarly for evτ13). Recalling that we have, by definition, DS,X∨ = DιS,X and DX∨,S =
Dι∗
X∨,S∨
, it follows from Lemma 2.7 we have iY ◦ϕS,X = ev
φ
13,Y ∨∨ ◦
(
DιS,X ⊗ 1X
)
and ϕX∨,S∨⊗1Y ∨∨⊗Y ∨∨ =
evτ13,Y ∨⊗Y ∨∨⊗Y ∨∨ ◦ (DX∨,S ⊗ 1S∨⊗Y ∨∨⊗Y ∨∨). Hence the commutative diagram gives the claimed equality:
µS,X · iY ◦ ϕS,X = λ[S],[X]λX∨,S∨λX,S · (ev
τ
Y ∨ ⊗1Y ∨∨) ◦
(
ϕX∨,S∨ ⊗ 1Y ∨∨⊗Y ∨∨
)
◦ (1X∨ ⊗ τY ∨∨,S∨ ⊗ 1Y ∨∨) ◦ (DS,X∨ ⊗DX,S∨) = λ[S],[X]λX∨,S∨λX,S · ϕ
13→Y ∨∨
X∨,S∨ ◦ (DS,X∨ ⊗DX,S∨) .
The commutativity of the other diagram is proved in a similar way. 
Corollary 3.8. Suppose that (Cas)µS,X is satisfied, that (Com)λ[S],[X] , (Com)λX,S and (Com)λX∨,S∨ are
commutative and that Y is invertible of rank rY (so that rY ∈ {±1}). For every morphism g : A →
hom (Y ∨, B) and h : C → hom (Y,D) the following diagrams are commutative, where µ and λ are as in
Corollary 3.7:
A⊗ S ⊗X
1A⊗DS,X∨⊗DX,S∨

Dg⊗ϕS,X // B ⊗ Y ∨∨ ⊗ Y
µ·1B⊗Y ∨∨⊗iY

C ⊗ S∨ ⊗X∨
1C⊗DS∨,X⊗DX∨,S

Dh⊗ϕS∨,X∨ // D ⊗ Y ∨ ⊗ Y ∨
µ

A⊗X∨ ⊗ Y ∨∨ ⊗ S∨ ⊗ Y ∨∨
1A⊗ϕ
13
X∨,S∨

C ⊗X ⊗ Y ∨ ⊗ S ⊗ Y ∨
1C⊗ϕ
13
X,S

A⊗ Y ∨ ⊗ Y ∨∨ ⊗ Y ∨∨
λrY ·ϕg⊗1Y ∨∨⊗Y∨∨// B ⊗ Y ∨∨ ⊗ Y ∨∨, C ⊗ Y ⊗ Y ∨ ⊗ Y ∨
λrY ·ϕh⊗1Y∨⊗Y∨// D ⊗ Y ∨ ⊗ Y ∨.
Proof. Consider the following diagram:
A⊗ S ⊗X
1A⊗ϕS,X //
1A⊗DS,X∨⊗DX,S∨

A⊗ Y
Dg⊗1Y //
µ·1A⊗iY

1A⊗CY∨⊗1Y
❘❘
❘❘
❘
((❘❘
❘❘
❘
B ⊗ Y ∨∨ ⊗ Y
µ·1B⊗Y∨∨⊗iY

A⊗X∨ ⊗ Y ∨∨ ⊗ S∨ ⊗ Y ∨∨ (A)
1A⊗ϕ
13
X∨,S∨

A⊗ Y ∨ ⊗ Y ∨∨ ⊗ Y
(C)
(⊗)
ϕg⊗1Y∨∨⊗Y✐✐✐✐✐✐
44✐✐✐✐✐✐
µ·1A⊗Y∨⊗Y∨∨⊗iY
❯❯❯
❯❯❯
**❯❯❯
❯❯❯
B ⊗ Y ∨∨ ⊗ Y ∨∨
A⊗ Y ∨ ⊗ Y ∨∨ ⊗ Y ∨∨
λ·1A⊗ev
τ
Y ∨ ⊗1Y ∨∨// A⊗ Y ∨∨
(B)
rY ·1A⊗(evτY ∨)
−1
⊗1Y∨∨ // A⊗ Y ∨ ⊗ Y ∨∨ ⊗ Y ∨∨.
ϕg⊗1Y∨∨⊗Y ∨∨
OO
The region (A) is commutative by Corollary 3.7. The region (B) because rY = rY ∨ := ev
τ
Y ∨ ◦CY ∨ , implying
that CY ∨ = rY ·(ev
τ
Y ∨)
−1
and the functoriality of ⊗. Finally (C) is commutative by (27). The commutativity
of the first diagram follows and the commutativity of the second diagram is proved in the same way. 
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4. Application to ∆-graded algebras in C
If ∆ is a commutative integral7 semigroup, a ∆-graded algebra in C is a family A =
(
Ai, ϕ
A
i,j
)
i,j∈∆
where
ϕi,j = ϕ
A
i,j : Ai ⊗Aj → Ai+j are morphisms making the following diagrams commutative:
Ai ⊗Aj ⊗Ak
1Ai⊗ϕj,k//
ϕi,j⊗1Ak

Ai ⊗Aj+k
ϕi,j+k

Ai+j ⊗Ak
ϕi+j,k // Ai+j+k.
(29)
There is an obvious notion of morphisms of ∆-graded algebras and of direct sum decomposition, given
component-wise. If i, j ∈ ∆, we write j ≥ i to mean that ∃ (j − i) ∈ ∆ (unique because ∆ is integral) such
that (j − i) + i = j.
If j ≥ i, we have ϕi,j−i = ϕfi,j−i : Ai ⊗ Aj−i → Aj , where fi,j−i = f
A
i,j−i : Ai → hom (Aj−i, Aj), so that
we may consider the associated internal multiplication morphism
ιi,j := ιfi,j−i : Ai → hom
(
A∨j , A
∨
j−i
)
corresponding to ϕιi,j : Ai ⊗A
∨
j → A
∨
j−i.
Suppose that, for every i ∈ ∆, we have given a biproduct decomposition Ai = A
+
i ⊕ A
−
i and write i
±
W ,
p±W and e
±
W as usual for W = Ai or A
∨
i and we also set i
±
i = i
±
W , p
±
i = p
±
W and e
±
i = e
±
W when W = Ai and
p±i,∨ = p
±
W when W = A
∨
i . We make a choice ε : ∆ → {±} of factors for every i ∈ ∆ that we may assume,
without loss of generality, to be given by the constant function εi = +.
Next we consider
f+i,j : A
+
i
i+i→ Ai
fi,j
→ hom (Aj , Ai+j)
p
hom(A+j ,A
+
i+j)
→ hom
(
A+j , A
+
i+j
)
,
ϕ+i,j : A
+
i ⊗A
+
j
i+i ⊗i
+
j
→ Ai ⊗Aj
ϕi,j
→ Ai+j
p+i+j
→ A+i+j
and, for j ≥ i,
ι+i,j : A
+
i
i+i→ Ai
ιi,j
→ hom
(
A∨j , A
∨
j−i
) phom(A+∨j ,A+∨j−i)
→ hom
(
A+∨j , A
+∨
j−i
)
and
ϕ+ιi,j : A
+
i ⊗A
+
j
i+i ⊗i
+
j
→ Ai ⊗A
∨
j
ϕιi,j
→ A∨j−i
p+j−i,∨
→ A+∨j−i.
The following result is a restatement of Lemma 2.3 and Proposition 2.5.
Proposition 4.1. The following diagrams are commutative.
(1) When j ≥ i
Ai ⊗Aj−i ⊗A
∨
j
(1Aj−i⊗ϕιi,j )◦(τAi,Aj−i⊗1A∨j
)
//
ϕi,j−i⊗1A∨
j

Aj−i ⊗A
∨
j−i
evτAj−i

Aj ⊗A
∨
j
evτAj // I.
(2) When k ≥ i and k − i ≥ j,
Aj ⊗Ai ⊗A
∨
k
1Aj⊗ϕιi,k//
ϕτi,j⊗1A∨
k

Aj ⊗A
∨
k−i
ϕιj,k−i

Ai ⊗Aj
ιi,k⊗ιj,k−i//
ϕi,j

hom
(
A∨k , A
∨
k−i
)
⊗ hom
(
A∨k−i, A
∨
k−i−j
)
cτ
A∨
k
,A∨
k−i
,A∨
k−i−j

Ai+j ⊗A
∨
k
ϕιi+j,k // A∨k−i−j Ai+j
ιi+j,k // hom
(
A∨k , A
∨
k−i−j
)
,
where
ϕτi,j : Aj ⊗Ai
τAj,Ai
→ Ai ⊗Aj
ϕi,j
→ Ai+j .
7Integrality means that we may left (and right) simplify.
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Suppose that e+i+j ◦ ϕi,j ◦
(
e+i ⊗ 1Aj
)
= e+i+j ◦ ϕi,j and e
+
i+j ◦ ϕi,j ◦
(
1Ai ⊗ e
+
j
)
= e+i+j ◦ ϕi,j . Then
A+ :=
(
A+i , ϕ
+
i,j
)
i,j∈∆
is a ∆-graded algebra in C, we have ϕf+i,j
= ϕ+i,j, the internal multiplication morphisms
ιf+i,j
associated to this algebra structure are explicitly given by ιf+i,j
= ι+i,j and ϕι
f
+
i,j
= ϕι+i,j
= ϕ+ιi,j and we have
the analogue of the above commutative diagrams with the + sign inserted. Furthermore, we have a biproduct
decomposition A = A+⊕A− as ∆-graded algebras, where A− :=
(
A−i , ϕ
−
i,j
)
i,j∈∆
satisfies the analogue results.
We will assume from now on that we have given ∆-graded algebras A =
(
Ai, ϕ
A
i,j
)
i,j∈∆
and A∨ =(
A∨i , ϕ
A∨
i,j
)
i,j∈∆
and C is rigid. Then we define a ∆ ×∆-graded family A ⊗ A∨ :=
(
Aij , ϕ
i,k
j,l
)
(i,j),(k,l)∈∆×∆
by the rule Aij := Ai ⊗A
∨
j and
ϕ
i,k
j,l := ϕ
A
i,k ⊗ǫ ϕ
A∨
j,l : A
i
j ⊗A
k
l → A
i+k
j+l , associated to f
i,k
j,l := f
A
i,k ⊗ǫ f
A∨
j,l : A
i
j → hom
(
Akl , A
i+k
j+l
)
by Lemma 2.10. It is easily checked that A⊗A∨ is indeed a ∆×∆-graded algebra.
Next we define, when l ≥ i and k ≥ j,
δAi,l := ϕιi,l = ϕιfA
i,l−i
: Ai ⊗A
∨
l → A
∨
l−i,
δA
∨
j,k := ϕι∗
fA
∨
j,k−j
: A∨j ⊗Ak → Ak−j
and
δ
i,k
j,l := δ
A∨
j,k ⊗
τ
ǫ δ
A
i,l : A
i
j ⊗A
k
l → A
k−j
l−i , associated to ι
i,k
j,l := ι
∗
fA
∨
j,k−j
⊗τǫ ιfAi,l−i : A
i
j → hom
(
Akl , A
k−j
l−i
)
by Lemma 2.10.
Applying Proposition 4.1 to A⊗A∨ we find, thanks to Corollary 2.12 and (24), the following result.
Corollary 4.2. The following diagrams are commutative.
(1) When l ≥ i and k ≥ j,
Aij ⊗A
l−i
k−j ⊗A
k
l
(1
A
l−i
k−j
⊗δi,k
j,l
)◦(τ
Ai
j
,A
l−i
k−j
⊗1
Ak
l
)
//
ϕ
i,l−i
j,k−j⊗1Ak
l

Al−ik−j ⊗A
k−j
l−i
evτ,φ14,23

Alk ⊗A
k
l
evτ,φ14,23 // I.
(2) When n ≥ i, m ≥ j, n− i ≥ k and m− j ≥ l,
Akl ⊗A
i
j ⊗A
m
n
1
Ak
l
⊗δi,mj,n
//
ϕ
i,k,τ
j,l
⊗1Amn

Akl ⊗A
m−j
n−i
δ
k,m−j
l,n−i

Aij ⊗A
k
l
ι
i,m
j,n ⊗ι
k,m−j
l,n−i//
ϕ
i,k
j,l

hom
(
Amn , A
m−j
n−i
)
⊗ hom
(
A
m−j
n−i , A
m−j−l
n−i−k
)
cτ
Amn ,A
m−j
n−i
,A
m−j−l
n−i−k

Ai+kj+l ⊗A
m
n
δ
i+k,m
j+l,n // Am−j−ln−i−k A
i+k
j+l
ι
i+k,m
j+l,n // hom
(
Amn , A
m−j−l
n−i−k
)
,
where
ϕ
i,k,τ
j,l : A
k
l ⊗A
i
j
τ
Ak
l
,Ai
j
→ Aij ⊗A
k
l
ϕ
i,k
j,l
→ Ai+kj+l .
We define, when g ≥ i,
Di,g := Dι
fA
i,g−i
: Ai → A
∨
g−i ⊗A
∨∨
g and Di,g := Dι∗
fA
∨
i,g−i
: A∨i → Ag−i ⊗A
∨
g .
We leave to the reader to restate the result of the previous section in this context.
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4.1. Symmetric and alternating algebras. Suppose now that we have given a rigid and pseudo-abelian
object V ∈ C and that C is Q-linear. The associativity constraint of C implies that we may define an N-graded
tensor algebra ⊗·V by the rule ϕV,ti,j := 1⊗i+jV :
(
⊗iV
)
⊗
(
⊗jV
)
→ ⊗i+jV .
The permutation group Si acts on ⊗
iV and, for a character χ of Si and a subset S ⊂ Si, we define
e
χ
S :=
1
#S
∑
χ∈Si
χ−1 (σ)σ. (30)
There are exactly two characters of Si, namely χ = ε (the sign character) and χ = 1 (the trivial character),
which are distinct when i ≥ 2. We let ∧iV (resp. ∨iV ) the biproduct factor of ⊗iV which corresponds to
the idempotent eia,V := e
ε
Si
(resp. eis,V := e
1
Si
),which exists because we assume that V is pseudo-abelian.
We write iiV,a : ∧
iV → ⊗iV (resp. iiV,s : ∨
iV → ⊗iV ) and piV,a : ⊗
iV → ∧iV (resp. piV,s : ⊗
iV → ∨iV ) for
the associated injective and surjective morphisms. Next we claim that, setting
ϕ
V,a
i,j : ∧
iV ⊗ ∧jV
iiV,a⊗i
j
V,a
→
(
⊗iV
)
⊗
(
⊗jV
) ϕV,ti,j
→ ⊗i+jV
p
i+j
V,a
→ ∧i+jV ,
ϕ
V,s
i,j : ∨
iV ⊗ ∨jV
iiV,s⊗i
j
V,s
→
(
⊗iV
)
⊗
(
⊗jV
) ϕV,ti,j
→ ⊗i+jV
p
i+j
V,s
→ ∨i+jV
give rise to N-graded algebras, called respectively the alternating and the symmetric algebras on V . Since
ϕ
V,t
i,j = 1⊗i+jV we may check, according to Proposition 4.1, that we have e
χ
Si+j
◦
(
e
χ
Si
⊗ 1⊗jV
)
= eχSi+j and
e
χ
Si+j
◦
(
1⊗iV ⊗ e
χ
Sj
)
= eχSi+j for χ = ε or χ = 1. But we have that the action of e
χ
Si
⊗ 1⊗jV ∈ End
(
⊗i+jV
)
(resp. 1⊗iV ⊗e
χ
Sj
∈ End
(
⊗i+jV
)
) is obtained by identifying Si ≃ S{1,...,i} ⊂ Si+j (resp. Sj ≃ S{i+1,...,i+j} ⊂
Si+j) and it is given by e
χ
S{1,...,i}
∈ Q [Si+j ] (resp. e
χ
S{i+1,...,i+j}
∈ Q [Si+j ]). Hence the claimed relation follows
from the identity eχSi+je
χ
S{1,...,i}
= eχSi+j (resp. e
χ
Si+j
e
χ
S{i+1,...,i+j}
= eχSi+j) taking place in Q [Si+j ].
We note that it follows from the definitions that ϕV,ai,j and ϕ
V,s
i,j are uniquely characterized by the property
of making the following diagrams commutative:
(
⊗iV
)
⊗
(
⊗jV
) 1⊗i+jV //
piV,a⊗p
j
V,a

⊗i+jV
p
i+j
V,a

(
⊗iV
)
⊗
(
⊗jV
) 1⊗i+jV //
piV,s⊗p
j
V,s

⊗i+jV
p
i+j
V,s

∧iV ⊗ ∧jV
ϕ
V,a
i,j // ∧i+jV , ∨iV ⊗ ∨jV
ϕ
V,s
i,j // ∨i+jV .
(31)
Next we remark that we may use rigidity of V to canonically identify ǫiV :
(
⊗iV ∨, eviV
)
→
((
⊗iV
)∨
, ev⊗iV
)
:
in other words
(
⊗iV ∨, eviV
)
is a dual pair for ⊗iV . Next, we define
eviV,a : ∧
iV ∨ ⊗ ∧iV
ii
V∨,a
⊗iiV,a
→
(
⊗iV ∨
)
⊗
(
⊗iV
) eviV→ I,
eviV,s : ∨
iV ∨ ⊗ ∨iV
ii
V∨,s⊗i
i
V,s
→
(
⊗iV ∨
)
⊗
(
⊗iV
) eviV→ I
and we claim that
(
∧iV ∨, eviV,a
)
is a dual pair for ∧iV and
(
∨iV ∨, eviV,a
)
is a dual pair for ∨iV . Indeed
we have eviV ◦ (σ ⊗ σ) = ev
i
V for every σ ∈ Si, because the canonical morphism ⊗
iI → I appearing in
the definition of eviV is Si-invariant. Equivalently, ev
i
V ◦
(
σ−1 ⊗ 1⊗iV
)
= eviV ◦ (1⊗iV ∨ ⊗ σ) proving that
σ−1 = σ∨ from which it follows that
(
e
χ
Si
)∨
= eχSi . Then our claim follows from (10) (with Y = Y
± = I).
5. A Poincare´ duality isomorphism for the alternating algebras
In this section we suppose that C is rigid, Q-linear and pseudo-abelian. We consider an object V ∈ C and
we apply the results on ∆-graded algebras with A =
(
∧·V, ϕV,ai,j
)
and A∨ =
(
∧·V ∨, ϕV
∨,a
i,j
)
. We will use the
shorter notations ipV := i
p
V,a, p
p
V := p
p
V,a, e
p
V := e
p
V,a, ϕi,j = ϕ
V
i,j := ϕ
V,a
i,j and ϕ
V ∨
i,j := ϕ
V ∨,a
i,j . In order to make
explicit the internal multiplication morphisms we define, for every j ≥ i,
ϕ
ι
V,t
i,j
:= evi,τV ⊗1⊗j−iV ∨ :
(
⊗iV
)
⊗
(
⊗jV ∨
)
→ ⊗j−iV ∨.
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It is readily checked that ϕ
ι
V,t
i,j
satisfies the characterizing property (15) of Proposition 2.2 with ϕf = ϕ
V,t
i,j−i =
1⊗jV . Since the alternating algebra is obtained from the tensor algebra as in Proposition 4.1, it follows that
the internal multiplication ιi,j = ι
V,a
i,j := ι
A
i,j of the alternating algebra is explicitly given by
ϕιi,j : ∧
iV ⊗ ∧jV ∨
iiV ⊗i
j
V∨→
(
⊗iV
)
⊗
(
⊗jV ∨
) evi,τ
V
⊗1⊗j−iV∨
→ ⊗j−iV ∨
p
i−j
V ∨→ ∧j−iV ∨.
In order to make this morphism completely explicit, we note that Si × Sj acts on
(
⊗iV
)
⊗
(
⊗jV ∨
)
and we
may identify Sj−i ≃ S{i+1,...,j} ⊂ Sj acting on
(
⊗iV
)
⊗
(
⊗jV ∨
)
. With this identification,
ϕ
ι
V,t
i,j
◦ σ = σ ◦ ϕ
ι
V,t
i,j
for every σ ∈ Sj−i. (32)
Let
P i≤j := P{i+1,...,j},{1,...,j} =
{
p = (p1, ..., pi) ∈ {1, ..., j}
i
: pk 6= pl for every k 6= l
}
,
and, for every p = (p1, ..., pi) ∈ P
i≤j , write δi≤jp ∈ Sj for a fixed permutation such that δ
i≤j
p (pk) = k
for k ∈ {1, ..., i}. Then
{
δi≤jp : p ∈ P
i≤j
}
is a set of coset representatives for S{i+1,...,j}\Sj and, hence,
R :=
{
δδi≤jp : p ∈ P
i≤j , δ ∈ Si
}
is a set of coset representatives for S{i+1,...,j}\Si × Sj . We have, setting
ei≤j := (j−i)!
j!
∑
p∈Pi≤j ε
−1
(
δi≤jp
)
δi≤jp ,
(j − i)!
j!i!
∑
δ∈Si,p∈Pi≤j
ε−1
(
δδi≤jp
)
δδi≤jp = e
ε
Si
· ei≤j , (33)
which acts on
(
⊗iV
)
⊗
(
⊗jV ∨
)
via eiV ⊗ e
i≤j . In particular, when i = 1, we have P1≤j = {1, ..., j} and δ1≤jp
is any fixed permutation such that δ1≤jp (p) = 1; we may take, for example, δ
1≤j
p = (1, ..., p) =: cp in this
case and then ε−1
(
δ1≤jp
)
= (−1)
p−1
. We can now prove the following result.
Lemma 5.1. Setting
ϕ˜ιi,j :=
(
evi,τV ⊗1⊗j−iV ∨
)
◦
(
eiV ⊗ e
i≤j
)
=
(j − i)!
j!
∑
p∈Pi≤j ε
−1
(
δi≤jp
)
·
(
evi,τV ⊗1⊗j−iV
)
◦
(
eiV ⊗ δ
i≤j
p
)
we have that ϕιi,j is the unique morphism making the following diagram commutative:
(
⊗iV
)
⊗
(
⊗jV ∨
) ϕ˜ιi,j //
piV ⊗p
j
V∨

⊗j−iV ∨
p
j
V ∨

∧iV ⊗ ∧jV ∨
ϕιi,j // ∧j−iV ∨.
In particular, when i = 1, setting evτV,p := (ev
τ
V ⊗1⊗j−1V ∨) ◦ cp
8, we may take
ϕ˜ι1,j =
1
j
∑j
p=1 (−1)
p−1 ev0,p .
Proof. Suppose that we have given a subgroup H ⊂ G of a finite group G, that G acts on X , H acts on
Y and that we have given f : X → Y which is H-equivariant. If χ is a character of G and RH\G is a set
of coset representative for H\G, we may consider the elements eχG, e
χ
H and e
χ
RH\G
defined as in (30) with
S = G, H or RH\G and Si replaced by a more general group G. We have that e
χ
G and e
χ
H are idempotents
and we let pχX : X → X
χ and pχY : Y → Y
χ be the associated surjective morphisms and iχX the associated
injective morphism. Then it is a general fact that, setting fRH\G := f ◦ e
χ
RH\G
and fχ := pχY ◦ f ◦ i
χ
X , the
morphism fχ is characterized as the unique morphism such that fχ ◦ pχX = p
χ
Y ◦ fRH\G .
We may apply this general remark with X =
(
⊗iV
)
⊗
(
⊗jV ∨
)
, Y = ⊗j−iV ∨, f = evi,τV ⊗1⊗j−iV ∨ ,
H = S{i+1,...,j} and G = Si × Sj ; since f is H-equivariant by (32) and R is a set of coset representatives
8We have, symbolically,
ev0,p (f ⊗ x1 ⊗ ...⊗ xp ⊗ ...⊗ xj) = 〈f, xp〉x1 ⊗ ...⊗ x̂p ⊗ ...⊗ xj
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for S{i+1,...,j}\Si × Sj , we deduce that f
ε = ϕιi,j is the unique morphism such that f
χ ◦ pχX = p
χ
Y ◦ fRH\G ,
where thanks to (33) and the equality #R = (j−i)!
j!i! ,
fRH\G =
(
evi,τV ⊗1⊗j−iV ∨
)
◦
(
eiV ⊗ e
i≤j
)
.

Beside the properties encoded in Proposition 4.1, the internal multiplication morphisms ι1,j has another
key property. In symbols it says that the normalized family ιj := j · ι1,j is an antiderivation, i.e.
ιj+l (x) (ωj ∧ ωl) = ιj+l (x) (ωj) + (−1)
j
ιj+l (x) (ωl) for x ∈ V , ωj ∈ ∧
jV ∨ and ωl ∈ ∧
lV ∨.
This is the content of the following proposition whose proof, based on Lemma 5.1, we leave to the reader.
Proposition 5.2. The following diagram is commutative, when j, l ≥ 1:
V ⊗ ∧jV ∨ ⊗ ∧lV ∨
(
j·ϕι1,j⊗1∧lV∨ ,(−1)
j l·
(
1∧jV∨⊗ϕι1,l
)
◦(τV,∧jV∨⊗1∧lV∨)
)
//
1V ⊗ϕj,l

∧j−1V ∨ ⊗ ∧lV ∨ ⊕ ∧jV ∨ ⊗ ∧l−1V ∨
ϕj−1,l⊕ϕj,l−1

V ⊗ ∧j+lV ∨
(j+l)ϕι1,j+l // ∧j+l−1V ∨.
Working with the dual algebras one easily sees that, setting
ϕ
ι
V∨,t,∗
i,j
:= eviV ⊗1⊗j−iV :
(
⊗iV ∨
)
⊗
(
⊗jV
)
→ ⊗j−iV ,
the morphism ϕ
ιV
∨,t,∗
i,j
satisfies the property (23) with ϕg = ϕ
V ∨,t
i,j−i = 1⊗jV , which is of course characterizing.
It follows that ι∗i,j = ι
V ∨,a,∗
i,j := ι
A∨,∗
i,j is obtained in the analogous way as ιi,j was obtained and the analogous
of Proposition 5.2 is true.
Exactly as we did with more general ∆-graded algebras, we can now define, when l ≥ i and k ≥ j,
δAi,l := ϕιi,l : ∧
iV ⊗ ∧lV ∨ → ∧l−iV ∨, δA
∨
j,k := ϕι∗
j,k
: ∧jV ∨ ⊗ ∧kV → ∧k−jV ∨ and
δ
i,k
j,l := δ
A∨
j,k ⊗
τ
ǫ δ
A
i,l : ∧
i
jV ⊗ ∧
k
l V → ∧
k−j
l−i V , associated to ι
i,k
j,l := ι
∗
j,k ⊗
τ
ǫ ιi,l : ∧
i
jV → hom
(
∧kl V,∧
k−j
l−i V
)
,
where ∧pqV := ∧
pV ⊗∧qV ∨. Beside the properties encoded in Corollary 4.2, the following property is enjoyed
by the families δ1,p0,q and δ
0,p
1,q : the proof is just an application of Proposition 5.2 and its dual statement for
the second diagram.
Corollary 5.3. If j, l ≥ 1 then the following diagram is commutative:
∧10V ⊗ ∧
i
jV ⊗ ∧
k
l V
(
j·δ1,i0,j⊗1∧k
l
V
,(−1)j l·
(
1
∧i
j
V
⊗δ1,k0,l
)
◦
(
τ
∧10V,∧
i
j
V
⊗1
∧k
l
V
))
//
1∧10V
⊗ϕi,k
j,l

∧ij−1V ⊗ ∧
k
l V ⊕ ∧
i
jV ⊗ ∧
k
l−1V
ϕ
i,k
j−1,l⊕ϕ
i,k
j,l−1

∧10V ⊗ ∧
i+k
j+lV
(j+l)·δ1,i+k0,j+l // ∧i+kj+l−1V
The following diagram is commutative, when i, k ≥ 1:
∧01V ⊗ ∧
i
jV ⊗ ∧
k
l V
(
i·δ0,i1,j⊗1∧k
l
V
,(−1)ik·
(
1
∧i
j
V
⊗δ0,k
1,l
)
◦
(
τ
∧0
1
V,∧i
j
V
⊗1
∧k
l
V
))
//
1∧0
1
V
⊗ϕi,k
j,l

∧i−1j V ⊗ ∧
k
l V ⊕ ∧
i
jV ⊗ ∧
k−1
l V
ϕ
i−1,k
j,l
⊕ϕi,k−1
j,l

∧01V ⊗ ∧
i+k
j+lV
(i+k)·δ0,i+k1,j+l // ∧i+k−1j+l V .
The proof of the following lemma, which is postponed to the subsequent subsection, is based on Corollaries
4.2 and 5.3.
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Lemma 5.4. Let r := rank (V ) be the rank of V , defined as the composition
r : I
CV→ V ⊗ V ∨
evτV→ I.
For every g ≥ i we have the equality(
g
i
)−1(
r + i− g
i
)
· C∧g−iV = δ
i,g
i,g ◦ (C∧iV ⊗ C∧gV ) ,
where, for every k ∈ N≥1,(
T
k
)
:=
1
k!
T (T − 1) ... (T − k + 1) ∈ Q [T ] and
(
T
0
)
= 1.
We define, when g ≥ i,
Di,g := Dιi,g : ∧
iV → ∧g−iV ∨ ⊗ ∧gV ∨∨ and Di,g := Dι∗
i,g
: ∧iV ∨ → ∧g−iV ⊗ ∧gV ∨.
Thanks to Lemma 5.4, the commutative diagrams of Proposition 3.2, Lemma 3.3, Theorem 3.5 and, respec-
tively, Corollary 3.7, translate into the following result.
Theorem 5.5. The following diagrams are commutative, for every g ≥ i ≥ 0.
(1)
∧iV ⊗ ∧iV ∨
( gg−i)
−1
(r−ig−i) ev
i,τ
V,a
''
Di,g⊗Di,g

∧g−iV ∨ ⊗ ∧gV ∨∨ ⊗ ∧g−iV ⊗ ∧gV ∨
evφ,φ13,24 // I.
(2)
∧iV ∨ ⊗ ∧g−iV ∨
1∧iV∨⊗Dg−i,g//
Di,g⊗1∧g−iV∨

∧iV ∨ ⊗ ∧iV ⊗ ∧gV ∨
(−1)i(g−i)·eviV,a ⊗1∧gV∨

∧iV ⊗ ∧g−iV
1∧iV ⊗D
g−i,g
//
Di,g⊗1∧g−iV

∧iV ⊗ ∧iV ∨ ⊗ ∧gV ∨∨
(−1)i(g−i)·evi,τ
V,a
⊗1∧gV∨∨

∧g−iV ⊗ ∧gV ∨ ⊗ ∧g−iV ∨
evτ
13,∧gV∨ // ∧gV ∨, ∧g−iV ∨ ⊗ ∧gV ∨∨ ⊗ ∧g−iV
evφ
13,∧gV∨∨ // ∧gV ∨∨.
(3)
∧iV
(−1)i(g−i)( gg−i)
−1
(r−ig−i)
++
Di,g
// ∧g−iV ∨ ⊗ ∧gV ∨∨
Dg−i,g⊗1∧gV∨∨
// ∧iV ⊗ ∧gV ∨ ⊗ ∧gV ∨∨
1∧iV ⊗ev
g,τ
V∨,a
// ∧iV
and
∧g−iV ∨
(−1)i(g−i)(gi)
−1
(r+i−gi )
++
Dg−i,g
// ∧iV ⊗ ∧gV ∨
Di,g⊗1∧gV∨
// ∧g−iV ∨ ⊗ ∧gV ∨∨ ⊗ ∧gV ∨
1∧g−iV∨⊗ev
g
V∨,a
// ∧g−iV ∨.
(4)
∧iV ⊗ ∧g−iV
ϕi,g−i //
Di,g⊗Dg−i,g

∧gV
( gg−i)
−1
(r−ig−i)·i∧gV

∧iV ∨ ⊗ ∧g−iV ∨
ϕi,g−i //
Di,g⊗Dg−i,g

∧gV ∨
( gg−i)
−1
(r−ig−i)

∧g−iV ∨ ⊗ ∧gV ∨∨ ⊗ ∧iV ∨ ⊗ ∧gV ∨∨
ϕ13→∧
gV∨∨
g−i,i // ∧gV ∨∨, ∧g−iV ⊗ ∧gV ∨ ⊗ ∧iV ⊗ ∧gV ∨
ϕ13→∧
gV∨
g−i,i // ∧gV ∨.
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Proof. The commutative diagrams (1), (2), (3) and (4) are just Proposition 3.2, Lemma 3.3, Theorem
3.5 and, respectively, Corollary 3.7 with (S,X, Y ) =
(
∧iV,∧g−iV,∧gV
)
, ϕS,X = ϕ
V
i,g−i, ϕX,S = ϕ
V
g−i,i,
ϕS∨,X∨ = ϕ
V ∨
i,g−i, ϕX∨,S∨ = ϕ
V ∨
g−i,i, DS,X∨ = D
i,g, DX,S∨ = D
g−i,g , DS∨,X = Di,g, DX∨,S = Dg−i,g. Indeed
we have in this case µS,X = µg−i,g =
(
g
g−i
)−1(r−i
g−i
)
, µX,S = µi,g =
(
g
i
)−1(r+i−g
i
)
, λS,X = λX,S = λS∨,X∨ =
λX∨,S∨ = (−1)
i(g−i) and λ[X],[S] = λ[S],[X] = 1. 
We say that V has alternating rank g ∈ N≥1 if ∧
gV is an invertible object and
(
r−i
g−i
)
and
(
r+i−g
i
)
are
invertible for every 0 ≤ i ≤ g. For example, when End (I) is a field or r ∈ Q, the second condition means
that r is not a root of the polynomials
(
T−i
g−i
)
∈ Q [T ] and
(
T+i−g
i
)
∈ Q [T ] for every 0 ≤ i ≤ g, i.e. that
r 6= i, i+ 1, ..., g − 1 and r 6= g − i, g − i+ 1, ..., g − 1 for every 1 ≤ i ≤ g.
We say that V has strong alternating rank g ∈ N≥1 if ∧
gV is an invertible object and r = g (hence V has
alternating rank g). With these notations Corollary 3.6 specializes to the following result.
Corollary 5.6. If V has weakly geometric rank g ∈ N then, for every 0 ≤ i ≤ g, the morphisms Di,g,
Dg−i,g, D
g−i,g and Di,g are isomorphisms and the multiplication maps ϕ
V
i,g−i, ϕ
V
g−i,i, ϕ
V ∨
i,g−i and ϕ
V ∨
g−i,i are
perfect pairings (meaning that the associate hom valued morphisms are isomorphisms). Furthermore, when
V has geometric rank g, we have
(
r−i
g−i
)
=
(
r+i−g
i
)
= 1 in the commutative diagrams of Theorem 5.5.
We end this section with the following result.
Proposition 5.7. The following diagrams are commutative, when ∧gV is invertible of rank r∧gV (hence
r∧gV ∈ {±1}):
∧iV ⊗ ∧g−iV ⊗ V
τ∧iV⊗∧g−iV,V //
(1∧iV ⊗ϕg−i,1,(1∧g−iV ⊗ϕi,1)◦(τ∧iV,∧g−iV ⊗1V ))

V ⊗ ∧iV ⊗ ∧g−iV
D1,g⊗ϕi,g−i

∧iV ⊗ ∧g−i+1V ⊕ ∧g−iV ⊗ ∧i+1V
Di,g⊗Dg−i+1,g⊕Dg−i,g⊗Di+1,g

∧g−1V ∨ ⊗ ∧gV ∨∨ ⊗ ∧gV
r∧gV g( gg−i)
−1
(r−ig−i)·1∧g−1V∨⊗∧gV∨∨⊗i∧gV

M
(−1)g−ii·ϕ13g−i,i−1⊕(−1)
i(g−i−1)(g−i)·ϕ13i,g−i−1
// ∧g−1V ∨ ⊗ ∧gV ∨∨ ⊗ ∧gV ∨∨
where
M = ∧g−iV ∨ ⊗ ∧gV ∨∨ ⊗ ∧i−1V ∨ ⊗ ∧gV ∨∨ ⊕ ∧iV ∨ ⊗ ∧gV ∨∨ ⊗ ∧g−i−1V ∨ ⊗ ∧gV ∨∨
and
∧iV ∨ ⊗ ∧g−iV ∨ ⊗ V ∨
τ∧iV∨⊗∧g−iV∨,V∨ //
(1∧iV∨⊗ϕg−i,1,(1∧g−iV∨⊗ϕi,1)◦(τ∧iV∨,∧g−iV∨⊗1V∨))

V ∨ ⊗ ∧iV ∨ ⊗ ∧g−iV ∨
D1,g⊗ϕi,g−i

∧iV ∨ ⊗ ∧g−i+1V ∨ ⊕ ∧g−iV ∨ ⊗ ∧i+1V ∨
Di,g⊗Dg−i+1,g⊕Dg−i,g⊗Di+1,g

∧g−1V ⊗ ∧gV ∨ ⊗ ∧gV ∨
r∧gV g( gg−i)
−1
(r−ig−i)·1∧g−1V∨⊗∧gV∨⊗∧gV∨

∧g−iV ⊗ ∧gV ∨ ⊗ ∧i−1V ⊗ ∧gV ∨ ⊕ ∧iV ⊗ ∧gV ∨ ⊗ ∧g−i−1V ⊗ ∧gV ∨
(−1)g−ii·ϕ13g−i,i−1⊕(−1)
i(g−i−1)(g−i)·ϕ13i,g−i−1
// ∧g−1V ⊗ ∧gV ∨ ⊗ ∧gV ∨.
Proof. We first apply Corollary 3.8 with
g = ι1,g : V → hom
(
∧gV ∨,∧g−1V ∨
)
and (S,X, Y ) =
(
∧iV,∧g−iV,∧gV
)
.
Since r∧gV = r
−1
∧gV , the result is that, setting µ :=
(
g
g−i
)−1(r−i
g−i
)
,
r∧gV µ · (1∧g−1V ∨⊗∧gV ∨∨ ⊗ i∧gV ) ◦
(
D1,g ⊗ ϕi,g−i
)
◦ τ∧iV⊗∧g−iV,V
=
(
ϕι1,g ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1V ⊗ ϕ
13
g−i,g
)
◦
(
1V ⊗D
i,g ⊗Dg−i,g
)
◦ τ∧iV⊗∧g−iV,V . (34)
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Here we recall that, by definition,
ϕ13g−i,g :=
(
ϕg−i,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1∧g−iV ∨ ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
.
Hence we find
g ·
(
ϕι1,g ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1V ⊗ ϕ
13
g−i,g
)
= g ·
(
ϕι1,g ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1V ⊗ ϕg−i,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1V⊗∧g−iV ∨ ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
= g ·
(
ϕι1,g ◦
(
1V ⊗ ϕg−i,i
)
⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1V⊗∧g−iV ∨ ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
= a+ b(35)
where
a := (g − i) ·
(
ϕg−i−1,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
ϕι1,g−i ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
,
b := (−1)
g−i
i ·
(
ϕg−i,i−1 ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1∧g−iV ∨ ⊗ ϕι1,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
τV,∧g−iV ∨ ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
and where we have use the equality
g · ϕι1,g ◦
(
1V ⊗ ϕg−i,i
)
= (g − i) · ϕg−i−1,i ◦
(
ϕι1,g−i ⊗ 1∧iV ∨
)
+ (−1)
g−i
i · ϕg−i,i−1 ◦
(
1∧g−iV ∨ ⊗ ϕι1,i
)
◦
(
τV,∧g−iV ∨ ⊗ 1∧iV ∨
)
of Proposition 5.2 at the end. Inserting (35) in (34) yields
r∧gV µg ·
(
D1,g ⊗ ϕi,g−i
)
◦ τ∧iV⊗∧g−iV,V = a ◦
(
1V ⊗D
i,g ⊗Dg−i,g
)
◦ τ∧iV⊗∧g−iV,V
+ b ◦
(
1V ⊗D
i,g ⊗Dg−i,g
)
◦ τ∧iV⊗∧g−iV,V . (36)
We now compute a ◦
(
1V ⊗D
i,g ⊗Dg−i,g
)
◦ τ∧iV⊗∧g−iV,V , using the following formulas:
Di,g ⊗Dg−i,g
=
(
ϕιi,g ⊗ 1∧gV ∨∨ ⊗ ϕιg−i,g ⊗ 1∧gV ∨∨
)
◦ (1∧iV ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨) (by (27) ) (37)(
ϕg−i−1,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1∧g−i−1V ∨ ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
= ϕ13g−i−1,i (by definition) (38)
ϕι1,g−i ◦
(
1V ⊗ ϕιi,g
)
= ϕιi+1,g ◦
(
ϕτi,1 ⊗ 1∧gV ∨
)
= (−1)
i
· ϕιi+1,g ◦
(
ϕ1,i ⊗ 1∧gV ∨
)
(by Prop. 4.1 (2) ) (39)(
ϕιi+1,g ⊗ 1∧gV ∨∨ ⊗ ϕιg−i,g ⊗ 1∧gV ∨∨
)
◦ (1∧i+1V ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨)
= Di+1,g ⊗Dg−i,g (by (27) ). (40)
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We have
a ◦
(
1V ⊗D
i,g ⊗Dg−i,g
)
◦ τ∧iV⊗∧g−iV,V = (g − i) ·
(
ϕg−i−1,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
ϕι1,g−i ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
◦
(
1V ⊗D
i,g ⊗Dg−i,g
)
◦ τ∧iV⊗∧g−iV,V (by (37) )
= (g − i) ·
(
ϕg−i−1,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1∧g−i−1V ∨ ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
◦
(
ϕι1,g−i ⊗ 1∧gV ∨∨⊗∧iV ∨⊗∧gV ∨∨
)
◦
(
1V ⊗ ϕιi,g ⊗ 1∧gV ∨∨ ⊗ ϕιg−i,g ⊗ 1∧gV ∨∨
)
◦ (1V⊗∧iV ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨) ◦ τ∧iV⊗∧g−iV,V (by (38) )
= (g − i) · ϕ13g−i−1,i ◦
(
ϕι1,g−i ⊗ 1∧gV ∨∨⊗∧iV ∨⊗∧gV ∨∨
)
◦
(
1V ⊗ ϕιi,g ⊗ 1∧gV ∨∨ ⊗ ϕιg−i,g ⊗ 1∧gV ∨∨
)
◦ (1V⊗∧iV ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨) ◦ τ∧iV⊗∧g−iV,V (by (39) )
= (−1)
i
(g − i) · ϕ13g−i−1,i ◦
(
ϕιi+1,g ⊗ 1∧gV ∨∨⊗∧iV ∨⊗∧gV ∨∨
)
◦
(
ϕ1,i ⊗ 1∧gV ∨⊗∧gV ∨∨ ⊗ ϕιg−i,g ⊗ 1∧gV ∨∨
)
◦ (1V⊗∧iV ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨) ◦ τ∧iV⊗∧g−iV,V
= (−1)
i
(g − i) · ϕ13g−i−1,i ◦
(
ϕιi+1,g ⊗ 1∧gV ∨∨ ⊗ ϕιg−i,g ⊗ 1∧gV ∨∨
)
◦ (1∧i+1V ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨)
◦
(
ϕ1,i ⊗ 1∧g−iV
)
◦ τ∧iV⊗∧g−iV,V (by (40) )
= (−1)
i
(g − i) · ϕ13g−i−1,i ◦
(
Di+1,g ⊗Dg−i,g
)
◦
(
ϕ1,i ⊗ 1∧g−iV
)
◦ τ∧iV⊗∧g−iV,V (41)
We compute b ◦
(
1V ⊗D
i,g ⊗Dg−i,g
)
◦ τ∧iV⊗∧g−iV,V , using the following formulas:
ϕg−i,i−1 ⊗ 1∧gV ∨∨⊗∧gV ∨∨
= ϕ13g−i,i−1 ◦
(
1∧g−iV ∨ ⊗ τ∧i−1V ∨,∧gV ∨∨ ⊗ 1∧gV ∨∨
)
(by definition) (42)
ϕι1,i ◦
(
1V ⊗ ϕιg−i,g
)
= ϕιg−i+1,g ◦
(
ϕτg−i,1 ⊗ 1∧gV ∨
)
= (−1)
g−i
· ϕιg−i+1,g ◦
(
ϕ1,g−i ⊗ 1∧gV ∨
)
(by Prop. 4.1 (2) ) (43)(
ϕιi,g ⊗ 1∧gV ∨∨ ⊗ ϕιg−i+1,g ⊗ 1∧gV ∨∨
)
◦ (1∧iV ⊗ C∧gV ∨ ⊗ 1∧g−i+1V ⊗ C∧gV ∨)
= Di,g ⊗Dg−i+1,g (by (27) ), (44)
together with the following equality, which is the consequence of a boring computation involving the functo-
riality of the ⊗-operation, that of the τ -constraint and the anti-commutativity constraint in the alternating
algebra:
(
1∧g−iV ∨ ⊗ τ∧i−1V ∨,∧gV ∨∨ ⊗ 1∧gV ∨∨
)
◦
(
1∧g−iV ∨ ⊗ ϕιg−i+1,g ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
ϕιi,g ⊗ ϕ1,g−i ⊗ 1∧gV ∨⊗∧gV ∨∨⊗∧gV ∨∨
)
◦
(
τV,∧iV⊗∧gV ∨ ⊗ τ∧gV ∨∨,∧g−iV⊗∧gV ∨ ⊗ 1∧gV ∨∨
)
◦ (1V⊗∧iV ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨) ◦ τ∧iV⊗∧g−iV,V
= (−1)
g−i
(
ϕιi,g ⊗ 1∧gV ∨∨ ⊗ ϕιg−i+1,g ⊗ 1∧gV ∨∨
)
◦ (1∧iV ⊗ C∧gV ∨ ⊗ 1∧g−i+1V ⊗ C∧gV ∨)
◦
(
1∧iV ∨ ⊗ ϕg−i,1
)
. (45)
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We have
b ◦
(
1V ⊗D
i,g ⊗Dg−i,g
)
◦ τ∧iV⊗∧g−iV,V = (−1)
g−i
i ·
(
ϕg−i,i−1 ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1∧g−iV ∨ ⊗ ϕι1,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
τV,∧g−iV ∨ ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
◦
(
1V ⊗D
i,g ⊗Dg−i,g
)
◦ τ∧iV⊗∧g−iV,V (by (37) )
= (−1)
g−i
i ·
(
ϕg−i,i−1 ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
1∧g−iV ∨ ⊗ ϕι1,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
τV,∧g−iV ∨ ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
◦
(
1V ⊗ ϕιi,g ⊗ 1∧gV ∨∨ ⊗ ϕιg−i,g ⊗ 1∧gV ∨∨
)
◦ (1V⊗∧iV ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨) ◦ τ∧iV⊗∧g−iV,V (by (42) )
= (−1)
g−i
i · ϕ13g−i,i−1 ◦
(
1∧g−iV ∨ ⊗ τ∧i−1V ∨,∧gV ∨∨ ⊗ 1∧gV ∨∨
)
◦
(
1∧g−iV ∨ ⊗ ϕι1,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
τV,∧g−iV ∨ ⊗ τ∧gV ∨∨,∧iV ∨ ⊗ 1∧gV ∨∨
)
◦
(
1V ⊗ ϕιi,g ⊗ 1∧gV ∨∨ ⊗ ϕιg−i,g ⊗ 1∧gV ∨∨
)
◦ (1V⊗∧iV ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨) ◦ τ∧iV⊗∧g−iV,V
= (−1)g−i i · ϕ13g−i,i−1 ◦
(
1∧g−iV ∨ ⊗ τ∧i−1V ∨,∧gV ∨∨ ⊗ 1∧gV ∨∨
)
◦
(
1∧g−iV ∨ ⊗ ϕι1,i ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
ϕιi,g ⊗ 1V ⊗ ϕιg−i,g ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
τV,∧iV⊗∧gV ∨ ⊗ τ∧gV ∨∨,∧g−iV⊗∧gV ∨ ⊗ 1∧gV ∨∨
)
◦ (1V⊗∧iV ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨) ◦ τ∧iV⊗∧g−iV,V (by (43) )
= i · ϕ13g−i,i−1 ◦
(
1∧g−iV ∨ ⊗ τ∧i−1V ∨,∧gV ∨∨ ⊗ 1∧gV ∨∨
)
◦
(
1∧g−iV ∨ ⊗ ϕιg−i+1,g ⊗ 1∧gV ∨∨⊗∧gV ∨∨
)
◦
(
ϕιi,g ⊗ ϕ1,g−i ⊗ 1∧gV ∨⊗∧gV ∨∨⊗∧gV ∨∨
)
◦
(
τV,∧iV⊗∧gV ∨ ⊗ τ∧gV ∨∨,∧g−iV⊗∧gV ∨ ⊗ 1∧gV ∨∨
)
◦ (1V⊗∧iV ⊗ C∧gV ∨ ⊗ 1∧g−iV ⊗ C∧gV ∨) ◦ τ∧iV⊗∧g−iV,V (by (45) )
= (−1)
g−i
i · ϕ13g−i,i−1 ◦
(
ϕιi,g ⊗ 1∧gV ∨∨ ⊗ ϕιg−i+1,g ⊗ 1∧gV ∨∨
)
◦ (1∧iV ⊗ C∧gV ∨ ⊗ 1∧g−i+1V ⊗ C∧gV ∨) ◦
(
1∧iV ∨ ⊗ ϕg−i,1
)
(by (44) )
= (−1)
g−i
i · ϕ13g−i,i−1 ◦
(
Di,g ⊗Dg−i+1,g
)
◦
(
1∧iV ∨ ⊗ ϕg−i,1
)
. (46)
Inserting (41) and (46) in (36) gives
r∧gV µg ·
(
D1,g ⊗ ϕi,g−i
)
◦ τ∧iV⊗∧g−iV,V
= (−1)i (g − i) · ϕ13g−i−1,i ◦
(
Di+1,g ⊗Dg−i,g
)
◦
(
ϕ1,i ⊗ 1∧g−iV
)
◦ τ∧iV⊗∧g−iV,V
+ (−1)
g−i
i · ϕ13g−i,i−1 ◦
(
Di,g ⊗Dg−i+1,g
)
◦
(
1∧iV ∨ ⊗ ϕg−i,1
)
. (47)
Another computation involving the functoriality of the ⊗-operation, that of the τ -constraint and the anti-
commutativity constraint in the alternating algebra reveals that:
(−1)
i
(g − i) · ϕ13g−i−1,i ◦
(
Di+1,g ⊗Dg−i,g
)
◦
(
ϕ1,i ⊗ 1∧g−iV
)
◦ τ∧iV ∨⊗∧g−iV ∨,V ∨
= (−1)i(g−i−1) (g − i) · ϕ13i,g−i−1 ◦
(
Dg−i,g ⊗Di+1,g
)
◦
(
1∧g−iV ⊗ ϕi,1
)
◦
(
τ∧iV,∧g−iV ⊗ 1V
)
. (48)
The commutativity of the first diagram now follows from (47) and (48).
The second commutative diagram is obtained in a similar way, starting with Corollary 3.8 applied with
h = ι∗1,g : V
∨ → hom
(
∧gV,∧g−1V
)
and (S,X, Y ) =
(
∧iV,∧g−iV,∧gV
)
and employing the appropriate dual
statements. 
5.1. Proof of Lemma 5.4. The proof of Lemma 5.4 will be divided in several steps. We will use the
shorthand Cp := C∧pV : I→ ∧
p
pV in the sequel.
Step 1
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We claim the commutativity of the following diagrams for every m ≥ 1:
∧10V ⊗ ∧
1
1V ⊗ ∧
m−1
m−1V
δ
1,1
0,1⊗1∧m−1
m−1
V
// ∧10V ⊗ ∧
m−1
m−1V
ϕ
1,m−1
0,m−1

∧01V ⊗ ∧
1
1V ⊗ ∧
m−1
m−1V
δ
0,1
1,1⊗1∧m−1
m−1
V
// ∧01V ⊗ ∧
m−1
m−1V
ϕ
0,m−1
1,m−1

V
1V ⊗Cm//
1V ⊗C1⊗Cm−1
66
∧10V ⊗ ∧
m
mV
δ
1,m
0,m // ∧mm−1V V
∨
1V∨⊗Cm//
1V∨⊗C1⊗Cm−1
55
∧01V ⊗ ∧
m
mV
δ
0,m
1,m // ∧m−1m V .
(49)
The proof of the commutativity of the second diagram is identical to that of the first one, so we will
concentrate on the first. The case m = 1 is trivial and the general case is done by induction, assuming it
true for m.
We will first need a simple lemma, whose proof is just an application of Lemma 2.8 (3), Lemma 2.8 (4)
and (31).
Lemma 5.8. The following diagram is commutative, for every p ≥ 0,
∧ppV ⊗ ∧
1
1V
ϕ
p,1
p,1

I
Cp+1 //
Cp⊗C1
88
∧p+1p+1V .
We now consider the following diagram, where
f := m · δ1,m0,m ⊗ 1∧11V and g := (−1)
m ·
(
1∧mmV ⊗ δ
1,1
0,1
)
◦
(
τ∧10V,∧mmV ⊗ 1∧11V
)
:
∧10V ⊗ ∧
m
mV ⊗ ∧
1
1V
(B)1∧1
0
V
⊗ϕm,1m,1

(f,g) // ∧mm−1V ⊗ ∧
1
1V ⊕ ∧
m
mV ⊗ ∧
1
0V
ϕ
m,1
m−1,1⊕ϕ
m,1
m,0

V
1V ⊗Cm+1//
1V ⊗Cm⊗C1
66
∧10V ⊗ ∧
m+1
m+1V
(A)
(m+1)·δ1,m+10,m+1 // ∧m+1m V .
The region (A) commutes by Lemma 5.8 and the region (B) is commutative thanks to the first diagram of
Corollary 5.3. We deduce that we have:
(m+ 1) · δ1,m+10,m+1 ◦ (1V ⊗ Cm+1) =
(
1∧m+1m V ⊕ 1∧m+1m V
)
◦ (a, b) = a+ b, (50)
where
a = m · ϕm,1m−1,1 ◦
(
δ
1,m
0,m ⊗ 1∧11V
)
◦ (1V ⊗ Cm ⊗ C1) ,
b = (−1)
m
· ϕm,1m,0 ◦
(
1∧mmV ⊗ δ
1,1
0,1
)
◦
(
τ∧10V,∧mmV ⊗ 1∧11V
)
◦ (1V ⊗ Cm ⊗ C1) .
We will now derive an alternative expression for a by looking at the following diagram:
∧10V ⊗ ∧
m
mV ⊗ ∧
1
1V
(C)
δ
1,m
0,m⊗1∧1
1
V
// ∧mm−1V ⊗ ∧
1
1V
ϕ
m,1
m−1,1
""
V
1V ⊗Cm⊗C1
44
1V ⊗C1⊗Cm−1⊗C1//
1V ⊗C1⊗Cm
))
∧10V ⊗ ∧
1
1V ⊗ ∧
m−1
m−1V ⊗ ∧
1
1V
(⊗)
(A)
δ
1,1
0,1⊗1∧m−1
m−1
V⊗∧1
1
V
//
1∧10V⊗∧
1
1V
⊗ϕm−1,1m−1,1

∧10V ⊗ ∧
m−1
m−1V ⊗ ∧
1
1V
ϕ
1,m−1
0,m−1⊗1∧11V
OO
1∧10V
⊗ϕm−1,1m−1,1

∧m+1m V(D)
∧10V ⊗ ∧
1
1V ⊗ ∧
m
mV
δ
1,1
0,1⊗1∧mmV // ∧10V ⊗ ∧
m
mV
ϕ
1,m
0,m
<<
Here the region (A) is again commutative by Lemma 5.8, the region (C) is commutative by our induction
assumption (49) and the functoriality of ⊗ and (D) commutes by the associativity constraint. We deduce
a = m · ϕ1,m0,m ◦
(
δ
1,1
0,1 ⊗ 1∧mmV
)
◦ (1V ⊗ C1 ⊗ Cm) . (51)
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We now compute b, noticing that τ∧10V,∧mmV ⊗ 1∧11V = τ∧10V⊗∧11V,∧mmV ◦
(
1∧10V ⊗ τ∧mmV,∧11V
)
in the first of
the subsequent equalities, employing the functoriality of τ in the second one and finally appealing to the
commutativity constraint ϕm,1m,0 ◦ τ∧10V,∧mmV = (−1)
m
ϕ
1,m
0,m in third equality:
b = (−1)m · ϕm,1m,0 ◦
(
1∧mmV ⊗ δ
1,1
0,1
)
◦ τ∧10V⊗∧11V,∧mmV ◦
(
1∧10V ⊗ τ∧mmV,∧11V
)
◦ (1V ⊗ Cm ⊗ C1)
= (−1)
m
· ϕm,1m,0 ◦ τ∧10V,∧mmV ◦
(
δ
1,1
0,1 ⊗ 1∧mmV
)
◦ (1V ⊗ C1 ⊗ Cm)
= ϕ1,m0,m ◦
(
δ
1,1
0,1 ⊗ 1∧mmV
)
◦ (1V ⊗ C1 ⊗ Cm) . (52)
Inserting (51) and (52) in (50) we deduce
(m+ 1) · δ1,m+10,m+1 ◦ (1V ⊗ Cm+1) = (m+ 1) · ϕ
1,m
0,m ◦
(
δ
1,1
0,1 ⊗ 1∧mmV
)
◦ (1V ⊗ C1 ⊗ Cm) ,
from which the claim follows.
Step 2
Noticing that δ1,10,1 = (1V ⊗ ev
τ
V ) ◦ (τV,V ⊗ 1V ∨) and δ
0,1
1,1 = evV ⊗1V ∨ , we deduce from Lemma 2.8 (2)
that we have
δ
1,1
0,1 ◦ (1V ⊗ C1) = (1V ⊗ evV ) ◦ (1V ⊗ τV,V ∨) ◦ (τV,V ⊗ 1V ∨) ◦ (1V ⊗ CV )
= (1V ⊗ evV ) ◦ τV,V⊗V ∨ ◦ (1V ⊗ CV ) = (1V ⊗ evV ) ◦ (CV ⊗ 1V ) = 1V ,
δ
0,1
1,1 ◦ (1V ⊗ C1) = (evV ⊗1V ∨) ◦ (1V ⊗ CV ) = 1V ∨ .
Hence it follows from (49) that the following diagrams are commutative:
V
1V ⊗Cm−1 //
1V ⊗Cm

∧10V ⊗ ∧
m−1
m−1V
ϕ
1,m−1
0,m−1

V ∨
1V∨⊗Cm−1 //
1V∨⊗Cm

∧01V ⊗ ∧
m−1
m−1V
ϕ
0,m−1
1,m−1

∧10V ⊗ ∧
m
mV
δ
1,m
0,m // ∧mm−1V , ∧
0
1V ⊗ ∧
m
mV
δ
0,m
1,m // ∧m−1m V .
(53)
Step 3
Next we claim that the following diagram is commutative for every m ≥ 2:
∧11V
(
1∧11V
⊗Cm−1,(1−m)·1∧11V
⊗Cm−2
)
//
1∧11V
⊗Cm

∧11V ⊗ ∧
m−1
m−1V ⊕ ∧
1
1V ⊗ ∧
m−2
m−2V
evτV ⊗1∧m−1
m−1V
⊕ϕ1,m−21,m−2

∧11V ⊗ ∧
m
mV
m·δ1,m1,m // ∧m−1m−1V .
(54)
Consider the following diagram, where
f := δ0,11,0 ⊗ 1∧m−1m−1V
and g := (1−m) ·
(
1∧10V ⊗ δ
0,m−1
1,m−1
)
◦
(
τ∧01V,∧10V ⊗ 1∧m−1m−1V
)
:
∧11V
(⊗)
τV,V∨ //
1V⊗V∨⊗Cm

V ∨ ⊗ V
(B)
1V∨⊗V ⊗Cm−1//
1V∨⊗V ⊗Cm

∧01V ⊗ ∧
1
0V ⊗ ∧
m−1
m−1V
(f,g)
&&
1V∨⊗ϕ
1,m−1
0,m−1

∧10V ⊗ ∧
0
1V ⊗ ∧
m
mV
ϕ
1,0
0,1⊗1∧mmV ,,
τV,V∨⊗1∧mmV// ∧01V ⊗ ∧
1
0V ⊗ ∧
m
mV
1V∨⊗δ
1,m
0,m // ∧01V ⊗ ∧
m
m−1V
(A) m·δ0,m1,m−1

∧m−1m−1V ⊕ ∧
1
0V ⊗ ∧
m−2
m−1V(C)
ϕ
0,m−1
0,m−1⊕ϕ
1,m−2
0,m−1
qq∧11V ⊗ ∧
m
mV
m·δ1,m1,m // ∧m−1m−1V .
The region (A) is commutative by Corollary 4.2 (2) with i = l = 1, j = k = 0 and m = n, the region
(B) = 1V ∨ ⊗ (53) is commutative by the commutativity of the first diagram in (53) and the functoriality of
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⊗ and (C) is commutative by the second diagram of Corollary 5.3 with i = 1, j = 0, k = l = m−1. Noticing
that ϕ1,00,1 = 1V⊗V ∨ , ϕ
0,m−1
0,m−1 = 1∧m−1m−1V
and δ0,11,0 = evV , we deduce the equality
m · δ1,m1,m ◦ (1V⊗V ∨ ⊗ Cm) =
(
1∧m−1m−1V
⊕ 1∧m−1m−1V
)
◦ (a, b) = a+ b, (55)
where
a =
(
evV ⊗1∧m−1m−1V
)
◦ (1V ∨⊗V ⊗ Cm−1) ◦ τV,V ∨ =
(
evτV ⊗1∧m−1m−1V
)
◦
(
1∧11V ⊗ Cm−1
)
,
b = (1−m) · ϕ1,m−20,m−1 ◦
(
1∧10V ⊗ δ
0,m−1
1,m−1
)
◦
(
τ∧01V,∧10V ⊗ 1∧m−1m−1V
)
◦ (1V ∨⊗V ⊗ Cm−1) ◦ τV,V ∨
= (1−m) · ϕ1,m−20,m−1 ◦
(
1∧10V ⊗ δ
0,m−1
1,m−1
)
◦ (1V⊗V ∨ ⊗ Cm−1) .
Next we remark that, by the commutativity of 1V ⊗ (53) (second diagram of (53) with m replaced by
m − 1),
(
1V ⊗ δ
0,m−1
1,m−1
)
◦ (1V⊗V ∨ ⊗ Cm−1) =
(
1V ⊗ ϕ
0,m−2
1,m−2
)
◦ (1V⊗V ∨ ⊗ Cm−2) and that, by definition of
the multiplication in the mixed algebra, ϕ1,m−20,m−1 ◦
(
1V ⊗ ϕ
0,m−2
1,m−2
)
= ϕ1,m−21,m−2, so that
b = (1−m) · ϕ1,m−21,m−2 ◦ (1V⊗V ∨ ⊗ Cm−2) . (56)
Inserting (56) in (55) we find the claimed commutativity.
Step 4
We now claim that
I (r−m+1)·Cm−1

C1⊗Cm

∧11V ⊗ ∧
m
mV
m·δ1,m1,m// ∧m−1m−1V .
(57)
is commutative for m ≥ 1, where r := rank (V ). According to (54) we have, for m ≥ 2,
m · δ1,m1,m ◦ (C1 ⊗ Cm) = m · δ
1,m
1,m ◦
(
1∧11V ⊗ Cm
)
◦ C1 =
=
(
1∧m−1m−1V
⊕ 1∧m−1m−1V
)
◦ (a ◦ C1, b ◦ C1)
where a = evτV ⊗Cm−1 and b = (1−m) · ϕ
1,m−2
1,m−2 ◦
(
1∧11V ⊗ Cm−2
)
. We have
a ◦ C1 = (ev
τ
V ⊗Cm−1) ◦ C1 = Cm−1 ◦ ev
τ
V ◦C1 = r · Cm−1,
because r = evτV ◦CV . On the other hand, by Lemma 5.8,
b ◦ C1 = (1−m) · ϕ
1,m−2
1,m−2 ◦ (C1 ⊗ Cm−2) = (1−m) · ϕ
1,m−2
1,m−2 ◦ (Cm−2 ⊗ C1)
= (1−m) · Cm−1.
The claimed commutativity of (57) follows for m ≥ 2. When m = 1 we have, by definition, δ1,11,1 =
(evV ⊗ ev
τ
V ) ◦ (τV,V ∨⊗V ⊗ 1V ∨), so that
δ
1,1
1,1 ◦ (C1 ⊗ C1) = (evV ⊗ ev
τ
V ) ◦ (τV,V ∨⊗V ⊗ 1V ∨) ◦ (CV ⊗ CV )
= evτV ◦ (evV ⊗1V⊗V ∨) ◦ (τV,V ∨⊗V ⊗ 1V ∨) ◦ (CV ⊗ 1V⊗V ∨) ◦ CV
= evτV ◦ ((evV ⊗1V ) ◦ τV,V ∨⊗V ◦ (CV ⊗ 1V ))⊗ 1V ∨ ◦ CV
= evτV ◦CV = r,
because (evV ⊗1V ) ◦ τV,V ∨⊗V ◦ (CV ⊗ 1V ) = (1V ⊗ evV ) ◦ (CV ⊗ 1V ) = 1V by Lemma 2.8 (2).
Step 5
34
We can now prove that, for 0 ≤ k ≤ m, we have
I (r+k−mk )·Cm−k

Ck⊗Cm

∧kkV ⊗ ∧
m
mV
(mk )·δ
k,m
k,m// ∧m−km−kV .
(58)
When k = 0 the claim is reduced to a triviality: we have Ck ⊗ Cm = Cm,
(
r+k−m
k
)
Cm−k = Cm and(
m
k
)
· δk,mk,m = 1∧mmV . In particular we may assume 1 ≤ k ≤ m. For k = 1 this is precisely (57), so that we may
assume that the commutativity is known for 1 ≤ k ≤ m and that we would like to prove it for 2 ≤ k+1 ≤ m.
Consider the following diagram
∧11V
Ck⊗1∧1
1
V
⊗Cm

1∧1
1
V
⊗Ck⊗Cm
%%
(r+k−mk )·1∧11V
⊗Cm−k
))
I
C1
22
Ck⊗C1⊗Cm//
Ck+1⊗Cm
''
∧kkV ⊗ ∧
1
1V ⊗ ∧
m
mV
(τ)(⊗)
(A)
(B)ϕk,1
k,1⊗1∧mmV

τ
∧k
k
V,∧1
1
V
⊗1∧mmV
// ∧11V ⊗ ∧
k
kV ⊗ ∧
m
mV
(C)
(mk )·1∧1
1
V
⊗δk,m
k,m
// ∧11V ⊗ ∧
m−k
m−kV
δ
1,m−k
1,m−k
ss
∧k+1k+1V ⊗ ∧
m
mV
(mk )·δ
k+1,m
k+1,m // ∧m−k−1m−k−1V .
The region (A) is commutative by Lemma 5.8:(
ϕ
k,1
k,1 ⊗ 1∧mmV
)
◦ (Ck ⊗ C1 ⊗ Cm) =
(
ϕ
k,1
k,1 ◦ (Ck ⊗ C1)
)
⊗ Cm = Ck+1 ⊗ Cm.
The region (B) is commutative by Corollary 4.2 (2). Finally, the region (C) = 1∧11V ⊗ (58) is commutative
by induction. We deduce(
m
k
)
· δk+1,mk+1,m ◦ (Ck+1 ⊗ Cm) =
(
r + k −m
k
)
· δ1,m−k1,m−k ◦ (C1 ⊗ Cm−k) . (59)
We now note that we have k + 1 ≤ m if and only if m− k ≥ 1, so that (57) with m replaced by m− k gives
the equality
(m− k) · δ1,m−k1,m−k ◦ (C1 ⊗ Cm−k) = (r −m+ k + 1) · Cm−k−1. (60)
Noticing that
(
m
k+1
)
= m−k
k+1
(
m
k
)
we deduce, inserting (60) in (59), that we have(
m
k + 1
)
· δk+1,mk+1,m ◦ (Ck+1 ⊗ Cm) =
1
k + 1
(
r + k −m
k
)
(r −m+ k + 1) · Cm−k−1.
The claim follows because
(
r+k+1−m
k+1
)
= 1
k+1
(
r+k−m
k
)
(r −m+ k + 1).
6. A Poincare´ duality isomorphism for the symmetric algebras
In this section we suppose that C is rigid, Q-linear and pseudo-abelian. We consider an object V ∈ C and
we apply the results on ∆-graded algebras with A =
(
∨·V, ϕV,si,j
)
and A∨ =
(
∨·V ∨, ϕV
∨,s
i,j
)
. We will use
the shorter notation ipV := i
p
V,s, p
p
V := p
p
V,s, e
p
V := e
p
V,s, ϕi,j = ϕ
V
i,j := ϕ
V,s
i,j and ϕ
V ∨
i,j := ϕ
V ∨,s
i,j . The same
argument employed in the alternating case shows that the internal multiplication morphisms are given, for
every j ≥ i, by the composite
ϕιi,j : ∨
iV ⊗ ∨jV ∨
iiV ⊗i
j
V ∨→
(
⊗iV
)
⊗
(
⊗jV
) evi,τ
V
⊗1⊗j−iV∨
→ ⊗j−iV ∨
p
j−i
V∨→ ∨j−iV ∨.
These morphisms can then be lifted to the tensor algebras as in Lemma 5.1, the only difference being that
the character ε has to be replaced by the trivial character. The effect of this change is that the resulting
normalized family ιj := j · ι1,j is now a derivation, rather than being an anti-derivation, i.e. it satisfies the
symbolic theoretic formula
ιj+l (x) (ωj ∨ ωl) = ιj+l (x) (ωj) ∧ ωl + ωj ∧ ιj+l (x) (ωl) for x ∈ V , ωj ∈ ∨
jV ∨ and ωl ∈ ∨
lV ∨,
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which has a formal diagram theoretic formulation analogue to Proposition 5.2. Then the analogue of Corol-
lary 5.3, that we leave to the reader to precisely formulate, is just a formal consequence and the proof of
Lemma 5.4, suitable modified employing the analogue of this corollary, lead to the following result.
Lemma 6.1. Let r := rank (V ) be the rank of V , defined as the composite
r : I
CV→ V ⊗ V ∨
evτV→ I.
For every g ≥ i we have the equality(
g
i
)−1(
r + g − 1
i
)
· C∨g−iV = δ
i,g
i,g ◦ (C∨iV ⊗ C∨gV ) ,
where, for every k ∈ N≥1,(
T
k
)
:=
1
k!
T (T − 1) ... (T − k + 1) ∈ Q [T ] and
(
T
0
)
= 1.
As in the alternating case we may define, for every g ≥ i, the Poincare´ morphisms
Di,g := Dιi,g : ∨
iV → ∨g−iV ∨ ⊗ ∨gV ∨∨ and Di,g := Dι∗
i,g
: ∨iV ∨ → ∨g−iV ⊗ ∨gV ∨.
The following result is obtained from Lemma 6.1 in the same way as Theorem 5.5 has been obtained from
Lemma 5.4 with .
Theorem 6.2. The following diagrams are commutative, for every g ≥ i ≥ 0.
(1)
∨iV ⊗ ∨iV ∨
( gg−i)
−1
(r+g−1g−i ) ev
i,τ
V,s
''
Di,g⊗Di,g

∨g−iV ∨ ⊗ ∨gV ∨∨ ⊗ ∨g−iV ⊗ ∨gV ∨
evφ,φ13,24 // I.
(2)
∨iV ∨ ⊗ ∨g−iV ∨
1∨iV∨⊗Dg−i,g//
Di,g⊗1∨g−iV∨

∨iV ∨ ⊗ ∨iV ⊗ ∨gV ∨
eviV,s ⊗1∨gV∨

∨iV ⊗ ∨g−iV
1∨iV ⊗D
g−i,g
//
Di,g⊗1∨g−iV

∨iV ⊗ ∨iV ∨ ⊗ ∨gV ∨∨
evi,τ
V,s
⊗1∨gV∨∨

∨g−iV ⊗ ∨gV ∨ ⊗ ∨g−iV ∨
evτ
13,∨gV∨ // ∨gV ∨, ∨g−iV ∨ ⊗ ∨gV ∨∨ ⊗ ∨g−iV
evφ
13,∨gV∨∨ // ∨gV ∨∨.
(3)
∨iV
( gg−i)
−1(r+g−1g−i )
++
Di,g
// ∨g−iV ∨ ⊗ ∨gV ∨∨
Dg−i,g⊗1∨gV∨∨
// ∨iV ⊗ ∨gV ∨ ⊗ ∨gV ∨∨
1∨iV ⊗ev
g,τ
V∨,s
// ∨iV
and
∨g−iV ∨
(gi)
−1(r+g−1i )
++
Dg−i,g
// ∨iV ⊗ ∨gV ∨
Di,g⊗1∨gV∨
// ∨g−iV ∨ ⊗ ∨gV ∨∨ ⊗ ∨gV ∨
1∨g−iV∨⊗ev
g
V∨,s
// ∨g−iV ∨.
(4)
∨iV ⊗ ∨g−iV
ϕi,g−i //
Di,g⊗Dg−i,g

∨gV
( gg−i)
−1
(r+g−1g−i )·i∨gV

∨iV ∨ ⊗ ∨g−iV ∨
ϕi,g−i //
Di,g⊗Dg−i,g

∨gV ∨
( gg−i)
−1
(r+g−1g−i )

∨g−iV ∨ ⊗ ∨gV ∨∨ ⊗ ∨iV ∨ ⊗ ∨gV ∨∨
ϕ13→∨
gV∨∨
g−i,i // ∨gV ∨∨, ∨g−iV ⊗ ∨gV ∨ ⊗ ∨iV ⊗ ∨gV ∨
ϕ13→∨
gV∨
g−i,i // ∨gV ∨.
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We say that V has symmetric rank g ∈ N≥1 if ∨
gV is an invertible object and
(
r+g−1
g−i
)
and
(
r+g−1
i
)
are
invertible for every 0 ≤ i ≤ g. For example, when End (I) is a field or r ∈ Q, the second condition means
that r is not a root of the polynomials
(
T+g−1
g−i
)
∈ Q [T ] and
(
T+g−1
i
)
∈ Q [T ] for every 0 ≤ i ≤ g, i.e. that
r 6= 1− g, 2− g, ...,−i and r 6= 1− g, 2− g, ..., i− g for every 1 ≤ i ≤ g.
We say that V has strong symmetric rank g ∈ N≥1 if ∨
gV is an invertible object and r = −g (hence V
has symmetric rank g). With these notations Corollary 3.6 specializes to the following result.
Corollary 6.3. If V has symmetric rank g ∈ N then, for every 0 ≤ i ≤ g, the morphisms Di,g, Dg−i,g,
Dg−i,g and Di,g are isomorphisms and the multiplication maps ϕ
V
i,g−i, ϕ
V
g−i,i, ϕ
V ∨
i,g−i and ϕ
V ∨
g−i,i are perfect
pairings (meaning that the associate hom valued morphisms are isomorphisms). Furthermore, when V has
strong symmetric rank g, we have
(
r+g−1
g−i
)
= (−1)g−i and
(
r+g−1
i
)
= (−1)i in the commutative diagrams of
Theorem 6.2.
We end this section with the analogue of Proposition 5.7 in this setting. This a technical result that will
be crucial for the computation of [MS]. The proof is just a copy of that of Proposition 5.7.
Proposition 6.4. The following diagrams are commutative when ∨gV is invertible of rank r∨gV (hence
r∨gV ∈ {±1}):
∨iV ⊗ ∨g−iV ⊗ V
τ∨iV⊗∨g−iV,V //
(1∨iV ⊗ϕg−i,1,(1∨g−iV ⊗ϕi,1)◦(τ∨iV,∨g−iV ⊗1V ))

V ⊗ ∨iV ⊗ ∨g−iV
D1,g⊗ϕi,g−i

∨iV ⊗ ∨g−i+1V ⊕ ∨g−iV ⊗ ∨i+1V
Di,g⊗Dg−i+1,g⊕Dg−i,g⊗Di+1,g

∨g−1V ∨ ⊗ ∨gV ∨∨ ⊗ ∨gV
r∨gV g( gg−i)
−1(r+g−1g−i )·1∨g−1V∨⊗∨gV∨∨⊗i∨gV

M
i·ϕ13g−i,i−1⊕(g−i)·ϕ
13
i,g−i−1
// ∨g−1V ∨ ⊗ ∨gV ∨∨ ⊗ ∨gV ∨∨
where
M = ∨g−iV ∨ ⊗ ∨gV ∨∨ ⊗ ∨i−1V ∨ ⊗ ∨gV ∨∨ ⊕ ∨iV ∨ ⊗ ∨gV ∨∨ ⊗ ∨g−i−1V ∨ ⊗ ∨gV ∨∨
and
∨iV ∨ ⊗ ∨g−iV ∨ ⊗ V ∨
τ∨iV∨⊗∨g−iV∨,V∨ //
(1∨iV∨⊗ϕg−i,1,(1∨g−iV∨⊗ϕi,1)◦(τ∨iV∨,∨g−iV∨⊗1V∨))

V ∨ ⊗ ∨iV ∨ ⊗ ∨g−iV ∨
D1,g⊗ϕi,g−i

∨iV ∨ ⊗ ∨g−i+1V ∨ ⊕ ∨g−iV ∨ ⊗ ∨i+1V ∨
Di,g⊗Dg−i+1,g⊕Dg−i,g⊗Di+1,g

∨g−1V ⊗ ∨gV ∨ ⊗ ∨gV ∨
r∨gV g( gg−i)
−1
(r+g−1g−i )·1∨g−1V∨⊗∨gV∨⊗∨gV∨

∨g−iV ⊗ ∨gV ∨ ⊗ ∨i−1V ⊗ ∨gV ∨ ⊕ ∨iV ⊗ ∨gV ∨ ⊗ ∨g−i−1V ⊗ ∨gV ∨
i·ϕ13g−i,i−1⊕(g−i)·ϕ
13
i,g−i−1
// ∨g−1V ⊗ ∨gV ∨ ⊗ ∨gV ∨.
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