This paper presents algorithms for prediction, tracking, and retrodiction for targets whose motion is constrained by external conditions (e.g., shipping lanes, roads). The targets are moving along a path, defined by way-points and segments. Measurements are obtained by sensors at low revisit rates (e.g., spaceborne). Existing tracking algorithms assume that the targets follow the same motion model between successive measurements, but in a low revisit rate scenario targets may change the motion model between successive measurements. The proposed prediction algorithm addresses this issue by considering possible motion model whenever targets move to a different segment. Further, when a target approaches a junction, it has the possibility to travel into one of the multiple segments connected to that junction. To predict the probable locations, multiple hypotheses for segments are introduced and a probability is calculated for each segment hypothesis. When measurements become available, segment hypothesis probability is updated based on a combined mode likelihood and a sequential probability ratio test is carried out to reject the hypotheses. Retrodiction for path constrained targets is also considered, because in some scenarios it is desirable to find out the target's exact location at some previous time (e.g., at the time of an oil leakage). A retrodiction algorithm is also developed for path constrained targets so as to facilitate motion forensic analysis. Simulation results are presented to validate the proposed algorithm.
INTRODUCTION
The targets are moving along a constrained path with varying terrain conditions. The terrain conditions can affect the movement of targets in direction, velocity and maneuvering. The path is defined by way-points and segments [2] . Further a path can branch, merge or cross. Because of the varying terrain and path constraints, there are multiple motion modes a target can evolve. It is evident that a multiple model approach is required to handle all possible motion modes and path constraints. Fixed structure Interacting Multiple Model (IMM) estimator [6] consists of models to handle all possible motion modes and path constraints can be a solution to this problem. But due to the "competition" among the models [10] , fixed structure IMM results in a degraded estimates. This issue is overcome by Variable Structure Interacting Multiple Model (VS-IMM) filter, which adaptively modifies the filter modules based on terrain topography. It is a modified version of IMM where models in a mode set can vary based on constraints. Since the mode set is adjusted based on the path map information available, VS-IMM estimator out performs typical IMM estimator [2] and the effectiveness of VS-IMM for path constrained targets has been shown in [2] and [5] . In [9] , Variable Structure Multiple Model (VS-MM) estimator, another version of multiple model approach, which does not use interaction like VS-IMM, is used to track ground targets effectively. By avoiding interaction between the multiple models, VS-MM avoids the bad estimations given by VS-IMM at junctions [9] . measurement intervals may take upto 12 hours to update a measurement related to a target. The high measurement interval time between successive measurements will cause potentially degraded performance during prediction in already existing algorithms [2] , [5] . Updating the mode set upon a receival of a measurement is the process carried out in the above algorithms. But in a scenario where measurements are obtained by sensors at low revisit rates, mode set may need to be updated during the measurement interval due to a change in the segment in which the target is moving. The proposed algorithm addresses this issue in prediction by considering the time that the target changes the segment instead of waiting for the measurement to be received.
Since the targets are constrained to path, prediction should be along the path with the available prior information (e.g., path map, target class, destination). Existing algorithms, except [5] , do not consider path map information in prediction stage, which results in predicted target state in an off-path position. In [5] , projection mechanism is used to constrain the target state to be on path. In this paper, a different approach is used to keep the predicted state along the path rather than the estimate. Further when a target moves towards a junction, the uncertainty increases as it is not known on which path the target may travel. In [2] , uncertainty at junctions is handled by temporarily augmenting the mode set to accommodate all possible modes, which represent the target motion along the possible segments. In this approach, the segment followed by the target is not considered. In this paper junctions are handled by multiple hypotheses for segments [5] . Segment hypotheses keep all the possible path sequences a target can travel and upon receival of measurements, a sequential probability ratio test is carried out to select the best hypothesis and reject all other hypotheses.
Smoothing or retrodiction is the estimation of the state at a time within the data time interval [1] . With a certain time delay and some additional computational load, estimate at a given time can be improved significantly. Retrodiction can be used for performance evaluation for real time filters and motion forensic analysis where certain time delay is permitted. Various methods have been proposed for retrodiction in literature. Fixed interval smoothing, delaying certain amount of time to get a better estimate, for Markovian switching systems is developed in [11] . Two multiple model filters, where one of the filters propagates in the forward-time direction and the other one propagates in the backward-time direction is used in the above smoothing algorithm. In [3] , a fixed interval smoothing to IMM-MHT applications is given based on standard Rauch−Tung−Striebel (RTS) smoothing [13] . Fixed lag smoothing uses the past and present data to compute the state estimate certain time step behind the present time. In [12] , two different approaches for one step fixed lag smoothing algorithms are given where the methods differ by the sampling period upon which the state of the system is conditioned. Since path information determines the smoothness of the track, no algorithms have been specifically developed for path constrained problems. In this paper, a retrodiction algorithm is proposed for variable structure IMM based on [3] and then it is extended to path constrained targets.
The remainder of the paper is structured as follows. Derivation for path constrained estimator is given in Section 2 and retrodiction algorithm derivation for path constrained targets is given in Section 3. Simulation results are given in Section 4 and Concluding remarks are given in Section 5.
ESTIMATOR FOR PATH CONSTRAINED TARGETS

Target motion and measurement model
The target evolution state x(k), which was defined in [1] , can be written as
where F (k, k − 1) is the state transition matrix, Γ(k, k − 1) is the vector gain and υ(k − 1) is the white Gaussian process noise sequence with covariance given by Q(k, k − 1). Target originated measurement can be written as
where H(k) is the observation matrix. The white Gaussian measurement noise sequence w(k) is independent of υ(k) and its covariance is Σ(k).
Algorithm
Let S k−1 be the segment in effect,
, ...) be the mode set of the IMM estimator in the time interval (k − 2, k − 1]. Further S k is the segment in effect during the time interval (k−1, k] and the mode set of the IMM estimator is A(k), which may or may not include the models from A(k−1). Measurements are obtained by sensors with low revisit rates. In this scenario, target may change from one to another segment within successively received measurements. From Figure 1 , it can be seen that during the time interval (k − 1, k], target is in two different segments. Proposed algorithm considers this issue and predicts the target state more precisely. Let (k − τ ) be the time at which the target changes the segment where 0 < τ < 1. The steps of the tracking algorithm are:
Step 1 -Calculation of the mixing probabilities The probability that mode M i was in effect at (
The above mixing probabilities can be written as
where the normalizing constants are given by
Step 2 -IMM Mixing Mixed initial condition for the filter matched to M i (k − τ ) is computed aŝ
The corresponding covariance is given by
Step 3 -Mode Matched Filtering The estimatex 0i (k − 1|k − 1) and covariance P 0i (k − 1|k − 1) are used as input to filter matched to M i to derive predicted statex i (k − τ |k − 1) and covariance
.
This givesx
The predicted statex i (k − τ |k − 1) is fed to the filter matched to M j to compute the predicted statê x i j (k|k − 1) and covariance P i j (k|k − 1).
Since there is a change in the direction of velocity at time (k−τ ) due to segment change, it has to be considered during the above derivation as well. A rotation matrix is used for this purpose. For e.g., in a two dimensional tracking scenario with target state x(k) defined by the 4-dimensional vector
where θ is the angle between the two segments in counter clockwise direction as shown in Figure 1 .
Applying Gaussian distribution computation rules to (11) and incorporating the rotation matrix (R) gives the following equations forx i j (k|k − 1) andP i j (k|k − 1)
When measurements become available, updated statex i j (k|k) and covariance P i j (k|k) are computed in a standard IMM method and the likelihood function corresponding to the above filtering processes are calculated by
Step 4 -Mode probability updating The probability of model (M i , M j ) being in effect during the time interval (k, k − 1] given measurement data up to k can be calculated as
where
Step 5 -State estimate and covariance combination The final state estimate and covariance arê
Step 3, all other steps are same as in standard IMM filter with time-varying mode sets.
Validation test for mode set adaption
At each scan k, it is required to find out the possible segments and corresponding models to be added to the mode set for a target. A validation region test [2] , testing which segments the predicted state can fall into, has to be carried out for this purpose. Since there are more than one mode in the mode set A(k − 1), there are more than one predicted state estimate and covariance, i.e., no common predicted state estimate or covariance. To solve this, predicted state estimate and predicted covariance correspond to the largest determinant among the modules in A(k − 1) is selected [4] .
While carrying out the above test, another test is carried out for junctions. When a junction falls within the validation region, segment hypotheses (Section 2.5) are generated for each segment that falls within the validation region. A mode set is kept for each segment hypothesis and models corresponding to the segment is added the respective mode set. But the problem with the above validation region is that there are instances where none of the junction falls within the validation region although the target is predicted to pass a junction. To overcome this problem, when none of the junction falls within the validation region, a test is carried out to check whether the predicted state falls outside the present segment or not. If it is still in the present segment, mode set will be kept as it is. But if it is not in the present segment, a new segment hypothesis is created for each segment connected with the present segment and updated with corresponding models.
Velocity prediction during segment changes
Different segments may have different maximum velocities allowed based on terrain conditions. For example, maximum speed allowed in an urban area and rural area is not the same. Incorporating this maximum velocity constrain as a prior information in the prediction process can lead to a better estimate. Let target in a segment be S k−1 where maximum velocity is M V k−1 in time (k − 1) and the target is predicted to be in different segment S k with maximum velocity M V k in time k. If the resultant velocity of the target is V (k − 1|k − 1) in time (k − 1), the velocity in time k is predicted to V (k|k − 1) =
where the assumption is target velocity change is proportional to the maximum velocity ratio. Here,
Instead of this assumption, any other ratio that depends on the scenario can be integrated into proposed prediction/tracking algorithm as follows. Let the ratio be r, then (12) is modified as follows
Since the proposed algorithm explicitly considers the segment change at time (k − τ ), the velocity prediction is incorporated into the proposed algorithm in step 3 of Section 2.2. It can be noted here that it is not possible to include the above velocity ratio information in the existing algorithms [2] , [5] .
Hypothesis generation based on segments
A concept of hypotheses for segments [5] is used to handle the possible path a target can move in a junction. Let assume a target moves in a segment S k−1 at time (k − 1) and predicted state falls in more than one segment at time k, then for each segment a new segment hypothesis is generated. Now, the process of updating mode set and tracking are carried out for each segment hypothesis separately using an path constrained estimator. Consider a scenario where during the time interval (k − 3, k − 2] target moves in segment S 1 and during the time interval (k − 2, k − 1] target has the possibility of moving in either segment S 2 or S 3 . Figure 2 shows segment hypothesis tree for the above scenario, where during time interval (k − 2, k − 1] one segment hypothesis is available and during the next time interval two segment hypotheses are available. − 1) , ..., h j (k − 1)) respectively. The segment hypothesis probability is given by
Denote the hypotheses available during the time interval (k
where c is the normalization factor and Ψ(k − 1) is segment hypothesis transition probability. The probability of Δ h (k) is shown in [8] as follows:
where M are the models belonging to the segments in segment hypothesis h and μ M (k|k − 1) is the predicted mode probability.
Figure 2: Segment hypothesis tree
Since more than one hypotheses are available at a time, there should be a mechanism to select the best hypothesis at a given time. A sequential probability ratio test as in [5] is carried out for this purpose until rejecting all but one hypothesis.
RETRODICTION FOR PATH CONSTRAINED TARGETS
A retrodiction algorithm for path constrained targets is developed here. This is a backward iteration scheme to calculate the states of the targets at a previous time given all measurement information. The iteration process is initialized by the present target state and follows the standard RTS fixed interval smoothing [13] . In [3] , fixed interval retrodiction to Multiple Hypothesis Tracking (MHT) applications employing IMM is given. The proposed algorithm here is an extended work of [3] with variable structure IMM for path constrained targets. While carrying out the tracking process, the mode set is updated at each segment change rather than at measurement receive time. This is considered in the following derivation during mode matched smoothing step. During a segment change in the prediction process, velocity is changed and predicted according to the segment constraint (Section 2.4). The velocity prediction is handled with the help of a rotation matrix (20) in prediction. Derived retrodiction algorithm considers the above modifications in retrodiction process, which results in better retrodicted states during the segment changes.
Let A(t) and A(t + 1) are the mode set at time t and (t + 1) respectively. Mode in effect during the time interval (t − 1, t] as M u , (t, t + δ] as M u and (t + δ, t + 1] as M v as shown in Figure 3 , where M u , M v ∈ A(t + 1). We are interested inx(t|k), where t < k. The steps for the retrodiction algorithm are Figure 3 : Mode changes at time t + δ due to segment change
Step 1 -Backward transition probability
Step 2 -Backward mixing probability
Step 3 -Mode Matched Smoothing/ Retrodiction ( RTS Method)
where retrodiction gain A is given by
Further the termsx uv (t + 1|t) and P uv (t + 1|t) can be derived aŝ
Here all terms exceptx u v (t + 1|k) and P u v (t + 1|k) can meet be calculated and stored during the prediction process to be used for retrodiction.
Step 4 -Mixinĝ
Step 5 -Smoothed mode Probability
where f is a normalizing constant and
Step 6 -Smoothed Estimatê
SIMULATION
The path map network used to demonstrate the simulation is shown in Figure 4 (a). There are five segments and six way-points with two junctions. For simulation purposes it is assumed that probability of a target moving to segment S 2 from S 1 is 0.2 and probability of a target moving to segment S 3 from S 1 is 0.8. Similarly probability for S 3 to S 4 is 0.2 and S 3 to S 5 is 0.8. With this segment transition probabilities target trajectories are generated for 100 Monto carlo runs. Target's dynamic variation is given for segment sequence (S 1 , S 3 , S 5 ) in Figure 4 (b) where target reaches the intersection points at approximately 510s and 1650s. The fixed mode IMM estimator, which is used for comparing simulation results with proposed algorithm, consists of two second order white noise acceleration models with equal process noise levels in both the X and Y directions. For these filters, σ x = σ y were 0.05 and 0.5 m/s 2 , which corresponds to constant velocity and maneuver modes, respectively. Proposed path constrained filter used two models for the path constrained motion. Constrained constant velocity model defined by σ a = 0.05 m/s 2 and σ o = 0.002 m/s 2 , and a manoeuvre model defined by σ a = 0.5 m/s 2 and σ o = 0.002 m/s 2 . Sensor revisit interval is 60 seconds with error covariance of 400m 2 in both X and Y position. A single target with zero process noise is considered with the detection probability equals to unity and false alarm probability equals to zero. The sojourn time [1] for the above models are 100s. The benefits of using the proposed algorithm are quantified using the results from 100 Monte Carlo runs.
There are three segment hypotheses possible for this scenario. The segment sequences of these segment hypotheses are (S 1 , S 2 ), (S 1 , S 3 , S 4 ) and (S 1 , S 3 , S 5 ). But when the measurements become available, hypotheses will be pruned based on the sequential probability ratio test. The simulation results given here are based on the best hypothesis selected from each Monte Carlo run. Figure 5 (a) shows the Root Mean Square Error (RMSE) in position for tracking. Proposed algorithm is compared against fixed mode IMM, variable structure IMM and measurements. Variable structure IMM used the same motion models as proposed path constrained estimator. Proposed path constrained algorithm performs better than the other algorithms due to the better prediction mechanism, where additional prior information of path map and imposed constraints are used. Segment hypothesis approach with prior information of maximum velocity for a segment, results in better performance in position RMSE ( Figure 5(a) ) for path constrained algorithm over VS-IMM near the junctions. Further it can be seen that fixed mode IMM performs slightly better than the measurements for the above scenario with given fixed mode models. But when the process noise of the fixed mode IMM models are increased the performance of fixed mode IMM degrades as expected. Figure 5(b) shows the Root Mean Square Error (RMSE) in velocity for tracking. The improvement in velocity rmse is due to the velocity rotation, maximum velocity ratio and segment hypothesis approach, which are considered during the prediction. For example, when a target moves from S 1 to S 3 , direction of the velocity changes by 30 degrees and velocity is increased by 1.5 times. These changes are captured by the algorithm in the introduced rotation matrix but not in the standard IMM structure or VS-IMM, which results in more visible difference between algorithms. The better performance of the path constrained algorithm and VS-IMM over fixed mode IMM during the other time intervals is due to the directional process noise models used in VS-IMM and proposed algorithm. Figure 6 (a) and 6(b) shows root mean square error (RMSE) in position and velocity respectively for retrodiction compared with fixed interval IMM retrodiction algorithm [3] . It is clearly seen that the IMM retrodiction algorithm shows a degraded performance in the junction compared to the proposed retrodiction algorithm. It is due to the predicted state (28) and retrodiction gain (27) in path constrained retrodiction algorithm are calculated considering the segment change and motion model change in the junctions where IMM retrodiction algorithm does not. As a result, a spike is observed during the intersection points. It has to be noted that the predicted state (28) and retrodiction gain (27) can be calculated and stored during the prediction stage to reduce the computational load during retrodiction process though it increases the memory load. During the other time intervals, due to the advantage of directional process noise concept better performance of proposed retrodiction algorithm is observed over the fixed interval IMM retrodiction algorithm, which used the estimates from fixed mode IMM. Table 1 shows the average performance metrics in summary for the above simulations carried out. 
CONCLUSION
In this paper, a new tracking and retrodiction algorithm for path constrained targets is proposed. As a target moves along a constrained path with different segment constraints, measurements are updated by sensor with low revisit rate. But target changes its motion due to segment constraints in between successive measurements. This results in a poor performance of existing algorithms due to not incorporating the path map information. The proposed tracking algorithm uses a prediction technique considering the segment change and the time taken to reach a junction. During prediction near the junctions, possible velocity change also considered for each segment to give a better estimate. A retrodiction algorithm considering the path map also developed in this paper based on [3] and [7] . The retrodiction algorithm developed here supports the segment change and associated motion model changes in a junction.
The results shows that the proposed algorithm in tracking and retrodiction performs better compared to the other algorithms in literature. The better performance of tracking algorithm is due to the prediction algorithm 
