Abstract-Solving linear equations is ubiquitous in many engineering problems, and iterative method is an efficient way to solve this question. In this paper, we propose a general iteration method for solving linear equations. Our general iteration method doesn't contain denominators in its iterative formula, and this relaxes the limits that traditional iteration methods require the coefficient a ii to be non-zero. Moreover, as there is no division operation, this method is more efficient. We implement this method on the Hadoop platform, and compare it with the Jacobi iteration, the Guass-Seidel iteration and the SOR iteration. Experiments show that our proposed general iteration method is not only more efficient, but also has a good scalability.
INTRODUCTION
Linear equations play an important role in describing many significant engineering problems. Iterative method is a valid and rapid method for solving such linear equations. During those days before computer is invented, many artificial method are introduced to solve them. Those methods only solve these linear equations in theory. However, while facing practical engineering problems, these methods can't be used very well, and they cannot be implemented by computer programs. Iterative method is the best way to use computer to solve these problems. Besides linear equations, a lot of matrix computation can be solved by computer programs, such as solving Nonlinear Evolution Equations [1] , Matrix Factorization [2] , Inverse Eigenvalue Problem for Matrix [3] , and game matrix modeling [4] .
While iteratively solving the linear equations, traditional iterative methods, such as Jacobi iteration [5] , Guass-Seidel iteration [6] , and SOR iteration [7] , all contain division operation in their iterative formulae. However, division in computer requires the coefficient a ii to be non-zero, and consumes more computation resources than addition, subtraction and multiplication operations.
MapReduce [8] is a simple computation model for processing huge amounts of data in massively parallel fashion, using a large number of commodity machines. By automatically handling the lower level issues, such as job distribution, data storage and flow, and fault tolerance, it provides a simple computational abstraction. Many matrix problems, such as PageRank [9] [10] [11] [12] , HITS [13] [14] [15] , and SALSA [16] , can be efficiently solved by MapReduce-like systems. Among all the MapReduce-like systems, its open source implementation Hadoop is the most popular one, and it has been the product standard in many companies.
In this paper, we promote a general iterative method for solving linear equations. Our general iterative method does not contain division operation, and it can be easily implemented by the MapReduce programming model. We implement the general iterative method on the Hadoop platform [17] . Theoretical analysis and experiments show that our iterative method is not only more efficient than existing methods, but also has a good scalability.
A. Problem description
Given a coefficient matrix A = (a ij ), which contains n rows and n columns, a linear equations can be described as
where b is a column vector contained n items, and x is the solution vector also contained n items. Herein and throughout the paper, we consume that the items of A, x, and b are all real numbers. For solving these linear equations, the problem is that given A and b, find a solution x, which make these equations equal from left to right.
In addition, formula (1) can also be described as formula (2) and (3).
where ⋅ i a is the ith row of A, b i is the ith item of b, and (, )
is the inner product symbol.
where ij a is the ith row and the jth column of A, x j is the jth item of x, and b i is the same with formula (2).
II. RELATED WORK
In this section, we review some iterative methods for solving linear equations.
A. Jacobi iteration
From formula (3), we can have that
is the ith row of A, b i is the ith item of b, and (, ) is the inner product symbol.
If we use iterative method to solve the linear equations, then we can use the kth solution to iteratively figure out the k+1th solution. The Jacobi iterative formula is as follows:
In the beginning, we initiate x with x
, where x i (0) can be any real number. In the k+1th iteration, we use x (k) to calculate the x (k+1) . In theory, if we have
, then the iteration is terminated, and the solution for the linear equations is x (k) . As a matter of fact, all items in x are real numbers, and if we want
, then the iteration will never be terminated. We introduce an m-dimensional constant column vector ε. In the iteration process, if |x
|< ε, then the iteration will be terminated.
B. Guass-Seidel iteration
In order to accelerate the convergence of the Jacobi iteration, we use x 1
, , and use
. Then we have the following Guass-Seidel iteration formula:
C. SOR iteration
The Guass-Seidel iteration formula is an improvement of the Jacobi iteration formula. However,
. To address this problem, we can introduce a constant ω, and x i (k+1) comes from x i (k) by a factor of ω. From this point of view, formula (6) can also be changed into the following SOR iteration formula:
There is a common disadvantage in Jacobi iteration, Guass-Seidel iteration and SOR iteration. The coefficients a ii are the denominators, and this requires that they can't be zero, and at the same time, the division operations in computer will take much more time.
D. Programming Model on MapReduce
In MapReduce programming model, computations are done in three phases, Map, Shuffle and Reduce. The Map phase reads a collection of values or key/value pairs from an input source, and by invoking a user defined Mapper function on each input element independently and in parallel, emits zero or more key/value pairs associated with that input element. The Shuffle phase groups together all the Mapperemitted key/value pairs sharing the same key, and outputs each distinct group to the next phase. The Reduce phase invokes a user-defined Reducer function on each distinct group, independently and in parallel, and emits zero or more values to associate with the group's key. The emitted key/value pairs can then be written on the disk or be the input of a Map phase in a following iteration.
The basic MapReduce abstraction can sometimes be highly restrictive, as it requires any computation to be translated into the rigid framework of that contains only one Map and one Reduce operation. As the computations get logically more complicated, this becomes increasingly more challenging. Therefore, many models and system implementations have been proposed to extend the basic MapReduce framework [18-21]. These extensions provide higher level languages for the programmers (such as PigLatin or SCOPE), which include higher level primitives such as joins.
III. GENERAL ITERATION METHOD
In this paper, we propose a general iteration method for solving linear equations. Our method is not only simply implemented by computer programs, but also contains no denominators. The general iteration formula is as follows:
where E is the identity matrix of n rows and n columns, and e ij equal to 1 if i equals to j, and 0 otherwise.
To illustrate formula (8) in detail, we can also rewrite this formula with all their items, and that is
A. Proof of convergence
In this subsection, we will give a detailed proof of the convergence of the general iteration formula.
From formula (8) 
Consume that λ is the eigenvalue of B, and ξ is its corresponding eigenvector, then ξ λ ξ
. Hence, we have
B. Algorithm description on Hadoop
In this subsection, we will describe how we implement the general iterative method on the Hadoop platform. Our algorithm contains a main program, a Map function and a Reduce function, and the details are as follows. 
A. Experimental Setup
In this paper, we implement the general iteration method in Java on top of the Hadoop platform. Our experiments are executed on a cluster of 20 nodes, where each node is a commodity machine with a 2.16GHz Intel Core 2 Duo CPU and 1GB of RAM, running CentOS v6.0. In order to demonstrate the robustness of our algorithm and to show its performance, we present experiments with simulated datasets.
B. Dataset generation
In order to validate the efficiency of our algorithm, we do some simulated experiments on some artificial datasets. The idea of generation of datasets is as follows:
(1) for matrix A, we generate a n×n matrix, where each item is a random number between 0 and 1; (2) for vector b, we generate a n-dimensional column vector, where each item is also a random number between 0 and 1.
C. Experimental results
In our experiments, we use JI to indicate the Jacobi iteration, GSI to indicate the Guass-Seidel iteration, SORI to indicate the SOR iteration, and our general iteration is abbreviated as GI. We compare our proposed GI with JI, GSI and SORI. Figures 1, 2 and 3 illustrate the execution time of n=100, n=500, and n=1000 respectively. From these figures we can see that our general iteration method is more efficient than the Jacobi iteration, the Guass-Seidel iteration and the SOR iteration.
Moreover, in order to test the scalability of our method, we change the size of problem, and observe if the execution time grows much more quickly than the problem size. If this happens, our method will be limited to small size of problems, and other our method can be applied to larger size of problems. Figure 4 gives the curve of execution time. From that figure we can see that with our method the execution time grows nearly linearly with respect to the size of problems, and thus we can conclude that our general iteration method is scalable to larger size of problems. In this paper, we propose a general iteration method for solving linear equations. Our general iteration method doesn't contain denominators in its iterative formula, and this relaxes the limits that traditional iteration methods require the coefficient a ii to be non-zero. Moreover, as there is no division operation, this method is more efficient. We implement this method on the Hadoop platform, and compare it with the Jacobi iteration, the Guass-Seidel iteration and the SOR iteration. Experiments show that our proposed general iteration method is not only more efficient, but also can be used in larger size of linear equations.
