Air speed and flight attitude angles are fundamental parameters for manual of automatic control of flying bodies. Conventional measurement methods rely on probes (e.g. Pitot tubes or vanes) having a one-to-one correspondence with the physical quantities of interest and requiring specific placements. Here, a novel measurement approach is proposed, relying on indirect measurement and on a plurality of pressure readings made by thin capacitive sensors directly placed on the aircraft skin. A redundant number of probes relaxes the accuracy requirements posed on the individual units and helps achieving fault detection or fault tolerance. A strategy for efficiently processing/combining sensor data is herein presented together with an error propagation analysis, and experimental data.
Introduction
Modern aircrafts require a vast amount of data coming from on board sensors, either to provide information to the pilot, to implement Fly-by-Wire (FBW) systems, or to achieve automatic flight control as in unmanned air vehicles (UAVs). Specifically, air data is fundamental to infer many high-level flight parameters, including the free-stream air speed and the attitude of flight.
In this regard, it is worth considering that conventional measurement techniques tend to rely on a few specialized, highly accurate elements, in the form of Pitot tubes, electromechanical devices such as vanes, or multifunction units such as selfaligning slot-type sensors [1] , etc. In other terms, in conventional systems emphasis is on the transducers, which should make the most direct measurements of the quantities of interest and make them ready available at a good precision. While undoubtedly successful, conventional techniques have a few drawbacks: (1) different probe types may be needed for reading different physical quantities, leading to device proliferation (at times hidden by the use of multi-functional probes [1] ); (2) highly accurate probes are generally required, leading to high costs (possibly critical for certain classes of fliers); (3) probe installation may * Corresponding author. Tel.: +39 0543 786927; fax: +39 0543 786926.
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be intrusive, or constrained to very specific locations, or probes may be too bulky for small vehicles; (4) probe placement may be critical with regard to perturbation and wake effects (at times, to the point of requiring booms to bring probes outside the aircraft profile); (5) the use of a small number of sensing devices may make faults extremely critical.
These issues are well recognized and a few attempts have been made to their solution. For instance, multi-hole/multifunctional probes have been introduced to infer a plurality of flight parameters at once [1, 2] ; techniques have been introduced to get free-stream parameters from measurement made on the air vehicle skin [3] ; replicated systems have been introduced to enhance availability [4] .
In this paper, a radically different approach is considered and experimented, where the above issues are avoided a-priori by moving the emphasis from the transducers to the signal processing [5] . This is generally sensible, as the processing power made available to designers is rapidly increasing in magnitude and decreasing in cost. Rather than using a few specialized probes, many low cost transducers of the same type and providing homogeneous raw data are employed, showing that efficient signal processing can anyway assure the possibility of inferring a plurality of high-level parameters at an adequate accuracy. The sensors are designed favoring low cost and low intrusivity over other merit factors. Thanks to their large number, the system can be made tolerant of faults. Eventually, sensor placement con- Fig. 1 . Analogy between a fluid-dynamic sensing systems used in Nature and the proposed approach: (A) proposed instrumentation to be applied on the aerodynamic surfaces of an aircraft; (B) lateral line of neuromasts (nanoscale fluidic sensors) used by some fishes and amphibians to infer swimming attitude and other information. straints are relaxed, since the existence of regions of the flight envelope where some sensors are perturbed can be treated as a transient failure of a minority of units.
For transducing, the proposal relies on conformable strips hosting capacitive pressure sensitive units, directly placed on the aircraft aerodynamic surfaces as shown in Fig. 1(A) . In many senses, this approach can be considered more "natural" than conventional ones. In fact, Nature often uses large arrays of simple sensing elements in conjunction with sophisticated signal processing. Particularly, fishes and aquatic amphibians know about their attitude in water as a part of the signal processing practiced by the lateral system which involves a plurality of elementary pressure and shear sensors (neuromasts) aligned on their body, as shown in Fig. 1 (B) [6] . 1 Analogy with the proposed system is remarkable.
In this paper, the analysis is limited to probes located on airfoil sections but the generalization to three-dimensional bodies (and thus to side-slip detection) is possible. It is worth mentioning that attempts at exploiting distributed sensors surveying local pressures have already proven successful to the inference of high-level aeronautic data [7] .
The design of the sensor system described in this paper follows many parallel tracks, reflected by the paper organization as follows:
• Section 2 summarizes the development of a suitable sensing technology, following the approach presented in [8] which focuses on the application of Printed Circuit Board (PCB) technologies to the implementation of pressure sensors.
• Section 3 describes the mathematical methods used in the system and illustrates the development of suitable algorithms and data structures, expanding the approach preliminarily presented in the conference paper [9] . Specifically, an error propagation model leading from uncertainties on pressure readings to final uncertainties on flight parameters is here fully developed and techniques for fault detection and fault tolerance are introduced. • Section 4 describes validation methods. These include simulation and wind tunnel experiments. For convenience, the latter can employ conventional instrumentation (as reported in the conference paper [10] ). However, here we also present the results of the first wind tunnel tests based on real sensor prototypes.
Sensing technologies
As it will get clear in Section 3, the proposed measurement system requires sensors capable of delivering partial views of the pressure gradients applied by the airflow over the aircraft surfaces. It is assumed that such views are provided in the form of vectors each of which represents a spatial discretization of the pressure gradient at some location. Fig. 2 helps to illustrate this assumption by showing an airfoil section where five sample "regions of interest" (R 1 to R 5 ) are marked. For each region R j , specific spots x j,0 to x j,n exist, contributing to the spatial discretization. With this, the sensor in charge of region R j is expected to return a vector 2 P j = (P j,1 , . . . , P j,n−1 )
T where entry P j,i represents the pressure difference between the spots x j,i and x j,0 . The vectors P j can then be concatenated into a single vector of readings R. Note that R does not represent a pressure gradient itself, as the pressure differences between the various locations R j need not to be known.
From the above, it should be clear that the requirements over the sensor sub-system are particularly mild. First of all, sensors can be differential as one is interested in pressure gradients and not in absolute distributions. This can greatly simplify the sensor design, neglecting absolute pressures which can significantly vary with altitude and meteorological conditions. Secondly, the sensors in charge of the many regions can be independent of each other as no pressure difference needs to be evaluated between them.
Evidently, many technologies can be used for satisfying the above requirements. For instance, one could drill orifice arrays in the regions of interests and pneumatically link them to conventional multi-point pressure scanners [3, 11] . Alternatively, one could think of sensors based on silicon micro-electromechanical systems (MEMS) and/or hybrid technologies [12] . In practice, however, one should make the sensor system as cheap, robust and easy to install as possible. To this aim, sensor strips based on PCB technologies are being prototyped and tested, as reported in [8] , and as shown in Fig. 3 . These are three-layer structures where the mid-layer is shaped to make the device hollow and organized in chambers. The chambers can communicate with each other and with a pressure inlet, so that the same reference pressure can be propagated within them. Their top is flexible, so that it can operate as a membrane, deforming according to the pressure difference between the inside and the outside. The chamber floor and ceiling are metal plated, so that such deformation can be read as capacitance variations. The structure can be made conformable to mildly curved surfaces, less than 1 mm thick (minimizing flow perturbations) and in length between 10 cm and over 50 cm, depending on manufacturing facilities. Furthermore, good mechanical robustness can be achieved. The fact that each strip hosts many units is noteworthy, as it lowers manufacturing costs and eases installation, favoring the deployment of very redundant setups. Furthermore, it enables a strip to directly represent a "regions of interest" so that from the vector C j of its capacitance readings one can immediately get the corresponding vector P j , once the characteristics of the elementary transducers is determined/assigned [8, 13] . The resolution is expected to be about 5-10 Pa over a range spanning over 1 kPa (7-8 bit of effective resolution), which is sufficient for air speed and angle of attack detection, as shown in the following sections. Note that the sensor reading can be performed by analog interface circuits carrying out capacity measurement and A/D conversion. The collection of data thus needs only electric means and can require as little as a couple of wires shared among all sensors if serial communication is adopted. The interested reader is invited to check [8] and [14] which offer an in-depth view of the sensing strips and interfacing.
Theory of operation
From the above, it should be clear that m strip sensors with n sensitive spots each (n − 1 pressure differences per sensor) represent m regions of interest and deliver a compound readout vector
The vector R thus holds l = m(n − 1) elements where n can typically be any integer between two and a few tens. 3 The signal processing aspects involve the definition of algorithms to properly consume this data and return high-level flight parameters including the free-stream air speed (V ∞ ) and the angle of attack (α). In general terms, one can think of a vec-
T of quantities of interest with the provision of extending it to include the side-slip angle β too. 4 The algorithms should exploit the functional tie that must exist between Φ and R, and which can be captured in most general terms as
where E is a vector of environmental parameters that might affect the tie (e.g. air density). In the following, dependence on E will be implicitly assumed without marking it, to keep the notation simpler. Note that knowledge about F can be obtained by various means, e.g. exploiting analytical methods (by fluid-dynamic modeling), by simulation or measurements (sampling the space of definition of Φ at significant points and applying interpolation) or by mixture of these techniques. Assuming that F is known, one should ideally use its inverse to compute Φ once a reading vector R is delivered by the sensor system. The determination of F is thus crucial and can be regarded as a calibration phase. For the moment, assume that F is known and C 1 in Φ. With this, the first issue to clear is to assess that F is invertible.
In intuitive terms the inversion problem consists in taking the various components of F, as in Fig. 4 (A), and in finding the intersection point of their isoclines corresponding to the components of the sensor readout vector R = (R 1 , . . . , R l ) T as in Fig. 4(B) . From the example, it is evident that the invertibility of F cannot be generally assured. For instance, if in Fig. 4 (B) one had considered only two isoclines (ignoring the output of a sensing unit), there would have been two intersection points and inversion ambiguity. For some specific sensor placements proving invertibility might be possible, but deriving invertibility conditions for arbitrary sensor placements and numbers would most likely be cumbersome. Fortunately, this is practically not needed as one can rely on the probability of F being not invertible to decrease extremely rapidly when the number of sensing units l is increased. In fact the diversity among the components of F makes it extremely hard not to be one-to-one when l is large. Hence, one can simply consider invertibility not be an issue as long as the proposed measurement system uses a sufficiently large number of sensing units, as it is actually meant to do.
Once invertibility is assessed, one needs to consider how to exploit this property. In fact, naive inversion approaches cannot be practiced due to uncertainties affecting the readout of R.
Unavoidable measurement errors have the consequence that one cannot operate on R directly. Only "perturbed instances" S of R are available, built as
where the vector ε = (ε 1,1 , . . . , ε m,n−1 )
T summarizes the reading errors. Keeping reference to the example in Fig. 4 , their effect is to make it virtually impossible to have a single point where all the isoclines of the F components intersect.
This fact can be seen from another perspective by considering that F maps points from R q (where q is the dimensionality of Φ, e.g. (2)) to a subset D of R l which is an l-dimensional manifold. 5 As an example, Fig. 5(A) shows a possible image set of an interval (V ∞ , α) T through F when l = 3.
In this light, one sees that reading errors make it unlikely for S to fall on the image set D of F, so that even knowing F −1 : D → R q one could not employ it to compute Φ.
In conclusion, one is left with a classical estimation problem [15] . A very practical approach to its solution is maximum likelihood estimation (MLE). The approach requires knowing the probability density function (PDF) of S once Φ is assumed to be deterministically set at a given value. Such PDF ρ( S; Φ) is termed a likelihood function whenever it is viewed as a function of the unknown Φ with S fixed. MLE is hence practiced by maximizing ρ( S; Φ) in Φ when S is given. In the specific estimation problem being tackled, the first step is to make reasonable hypothesis about the statistical distribution of ε, since this enters the definition of ρ( S; Φ). It seems reasonable to assume ε to be independent from Φ (at least in a first order approximation). Furthermore, presuming that the various sensing units are identical and correctly built not to influence each other, it seems also reasonable to assume that the many ε i,j are independent identical distributed (IID) random variables, so that the first order statistics of ε can easily be factorized. Additionally, assuming that ε i,j are non-systematic, it seems reasonable to assume ε i,j ∼ N(0, σ ε ), i.e. that errors distribute normally with zero mean and a certain variance σ 2 ε . With all this:
where S i and F i are the components of S and F, respectively. Note that the sum in (4) is just the squared euclidean distance ||F ( Φ) − S||. Hence, the maximization of (4) can be conveniently restated as
The minimization can be performed numerically [16] , for instance by gradient descent or Newton methods. However, if F is modeled by an interval-wise polynomial function, exact solutions may also be achievable. The MLE expression (5) lends to a further interpretation of the estimation mechanism. Since F −1 is not sufficient by itself for the inversion problem in presence of reading errors one needs a generalization G : R l → R q of F −1 in order to be able to deal with them. Since the proposed MLE framework -with the assumed error model -reduces to least square estimation by (5), the optimal solution is clearly represented by defining G as the combination of F −l with an orthogonal projection operator T taking S onto D as shown in Fig. 5(B) . In other terms F −1 gets applied to the point of D closest to the reading S. While this interpretation is not convenient for the practical implementation of a computation algorithm, it can be useful for the prediction of estimation uncertainties, as shown in the following Section 3.3.
System extension to fault detection and to fault tolerant operation
After the optimization (5), the quantity object of minimization can be employed as a merit factor to qualify the estimation procedure. Under the assumption that the components of ε are IID and distributed according to N(0, σ ε ), for each given Φ, the quantity ||F ( Φ) − S|| can be expected to be a random variable with a Chi-like distribution. Let us indicate by σ (l) CS (x) the probability density function of the normalized Chi-square distribution with l degrees of freedom and define a quantity d max so that
where θ is a quantity close to 1 (e.g. 99%). With this, the probability that a measure vector S leads to a ||F ( Φ) − S|| > d max should be less than 1 − θ (e.g. less than 1%). This consideration opens the way to a convenient fault detection mechanism for the proposed air data system. Whenever the quantity minimized in (5) exceeds a threshold (d max or presumably a larger quantity to have some clearance), one knows that S is degraded by anomalously large errors. The latter might be caused by sensor faults, data transmission errors, or transient errors due to flow perturbations or wake effects. 6 In mission-critical systems the ability to derive a reliability index from measured data can be a fundamental feature. Note that this comes as a direct benefit of the exploitation of a redundant sensor set where incoherence among the sensor readings can trigger alerts. If the sensor redundancy is large enough, the fault detection mechanism can be easily extended to achieve fault tolerance. In fact, when ||F ( Φ) − S|| is too large, one can progressively exclude some sensor readings from the estimation phase, until the minimization residue goes back to normality. At this point, the faulty part of the system is isolated.
System calibration
Having discussed the usage of function F for the estimation of Φ, it is worth considering the determination of F itself. Obviously, F depends on the particular shape of the aerodynamic surfaces on which the sensors are placed and on their particular locations. Note that the possibility of obtaining a closed-form F from physical models is generally hindered by the complications of fluid-dynamics. For instance, in [3] it was possible to rely on analytical models only thanks to the usage of particularly simple aerodynamic shapes. In this paper, F is approximated by using results from simulation and experimental data. Particularly, F is expressed by a F -( Φ, E, K) where F -represents a fixed functional structure and K is a vector of calibration parameters. In other terms a compact model is sought for the physical phenomena. The choice of the structure F -is extremely important as it strongly affects the possibility of accurately expressing F with a minimal number of parameters and to calibrate it by a minimal set of experimental data. Furthermore, the form of F -influences the possibility of efficiently computing the minimization (5). As already mentioned, the latter can normally be performed by numerical methods such as gradient descent of Newton algorithms, but for particular expressions of F -(e.g. interval-wise polynomial) exact solutions might also be achievable. The latter may result particularly advantageous thanks to the possibility of pre-determining computation times, which favors the set up of real-time systems.
In this paper a preliminary approach has been pursued in order to get a proof of principle of the proposed techniques. This involves the definition of a limited region of Φ points admissible in a realistic flight envelope (e.g. α ∈ [−8 • ,8 • ] and V ∞ ∈ [20,45] m/s). In this region, significant sample points are identified by uniformly stepping V ∞ and α. At these points, pressure data is obtained either by simulation or by wind tunnel experiments. This data is then used to obtain an optimal K by fitting techniques, when F -is set to have an intervalwise polynomial form (3rd order). Fluid-dynamic considerations can then be used to introduce dependencies on environmental parameters such as temperature, barometric pressure, etc. Clearly, this approximation method is almost uninformed of the underlying fluid-dynamic phenomena, and as such open to many optimizations. In the future, more sophisticated approximation techniques should be introduced to reduce the sets of experimental data needed for calibration. With the current approach, sample algorithm implementations have shown that a commodity computer is capable of delivering a solution to the estimation problem in about 0.1 s when the readout space is 10-dimensional (l = 10). Such result is obtained by applying an unspecialized minimization algorithm in an interpreted software environment, so significant computation time reductions should be at hand.
Estimation of accuracy bounds
In order to proficiently exploit the techniques described in the previous section, one should be able to forecast how the sensors reading errors propagate onto the final Φ values. It is intuitive that, due to the inherent non-linearity of the computations, errors must propagate differently in different areas of the flight envelope.
A common index used in estimation theory is the Cramer-Rao lower bound (CRLB) [15] . Although it is a bound and not an exact variance evaluation, its usage can offer significant insight. Particularly, it alerts to the physical impossibility of finding unbiased estimators whose variance is less than its amount.
In general terms the CRLB states that:
where θ is the vector of the parameters to estimate,θ i is an estimated parameter and I is the Fisher information matrix defined as
where x is the vector of observations on which the estimation is based. The specialization of the CRLB to the estimation problem described above has a particularly compact form thanks to the hypotheses made on measurement errors: considering that the covariance matrix of the observations is diagonal with entries σ 2 ε , that θ is Φ and that x is S, one has:
where X =
(J[F]) T J[F] and J[F] is the Jacobian matrix of F. From this, when
where σ V ∞ and σ α are the standard deviations to expect on V ∞ and α, respectively. It is also worth considering that in the particular application, the CRLB can be attained in an approximate sense. In other terms it can be used to forecast the effective accuracy that can be obtained from the proposed air data system, given the sensors characteristics (and thus σ ε ), number and location. Once accuracy specifications are provided for the whole system this can be precious to chose the sensors to adopt and to optimize their placement. The possibility to use (10) as an excellent approximation of the effective performance of the MLE for the proposed application derives from F being locally not too far from linear (almost quadratic in V ∞ and smooth in α).
In geometrical terms, this can be seen by considering the framework of Fig. 5(B) , where the estimation of Φ is obtained as 
With this formula, one can compute the covariance matrix for Φ, assuming a diagonal covariance matrix σ 2 ε 1 l for S (where 1 l is the l × l identity matrix). The covariance expression is
i.e. it is equivalent to (10) when equalities are substituted for the inequalities in (10) and one is only interested in the variance (diagonal) terms of (11) . Once the sensor accuracy is known and expressed as a standard deviation, formulas like (10) and (11) enable plots such as those of Fig. 6 to be drawn. Here, the pressure sensor accuracy is related to the global accuracy that can be obtained in the measurement of Φ, once the sensor placement is assigned. Obviously, the global accuracy that can be obtained depends on the specific point of the flight envelope where one operates. Notably, the accuracy is better at low angles of attack and at high speeds. This seems to be a major regularity, independent of the specific sensor placement being adopted.
As a final remark, note that the possibility of estimating the accuracy of the approach by a closed form expressions such as (10) and (11) can be fundamental in the practical design of an air data system. Particularly, expressions such as (10) and (11) enable the coding of optimization procedures where the placement of the sensors over the aerodynamic surfaces of an aircraft is incrementally adjusted until the best possible accuracy in the estimation of Φ is obtained.
Experimental results
The methodologies described in the previous section have been validated by three independent means, involving both numerical simulation and experiments practiced in a wind tunnel. The usage of three different validation tracks can be very advantageous since different experiment types permit different level of control of environmental information and are characterized by different pieces of return information. For instance, wind tunnel experiments offer realistic operating conditions, while simulation-based techniques allow strict control of second order aerodynamic effect and exclude that equipment set up problems can compromise the interpretation of data. Furthermore, experimental tracks that do not require the strip pressure sensors to be physically available make it possible to start experiments before prototypes sensors are available, enabling the concurrent development of the software and hardware parts of the proposed measurement system.
Simulation tests
By simulation one gets "ideal" input data to which numbers obtained by wind tunnel experiments can then be confronted for interpretation. Furthermore, simulation allows one to check the hypothesis that the CRLB can be used to forecast flight parameters uncertainties, without interference from second order aerodynamic phenomena. Finally, simulation provides data useful to drive and optimize the sensor design.
The simulation tests herein reported consisted in the extensive application of Monte Carlo methods to accumulate sufficient information to derive the statistics of estimation errors. Simulation tests were practiced with the aid of the fluid-dynamic code Xfoil [17, 18] , linked to a Computer Algebra System by some ad hoc glue software. Particularly, the simulations procedure comprises the following steps:
1. A simulation setup is assigned, including an airfoil description, a sensor characterization and information about sensor placement over the airfoil. 2. Xfoil is first run to create calibration data and to generate an approximating function F -( Φ, E, K) as described in Section 3. 3. A cycle begins, including:
• the generation of a random nominal Φ;
• the usage of Xfoil to compute an ideal sensor reading vector R for such Φ; • the random perturbation of R to simulate measurement errors and to obtain a vector S; • the estimation of a vector Φ from S;
• the recording of Φ and the difference between the real Φ and the estimated Φ ; 4. The cycle is repeated many times (>20,000). 5. At the end of the cycle standard deviations are computed for the estimation errors.
The above procedure confirmed the correctness of using the CRLB to forecast estimation uncertainties. Data obtained by simulation was coherent with analytically derived data such as that in Fig. 6 .
Tests with conventional instrumentation
Tests with conventional instrumentation consist in creating a realistic wind tunnel setup. The tests employ an airfoil model. However, in this experimental track the airfoil is not yet equipped with capacitive strip sensors. Conversely, orifice arrays are drilled on its surfaces and linked to a conventional multi-point pressure scanner. The orifice arrays are then used to emulate the readings of the capacitive strip sensors.
The advantages of this "intermediate" experimental approach are two-fold. First of all, one can check the flight parameter inference algorithm relaying on well-acceded and documented instrumentation. Secondly, one can build data to be used as a benchmark for the further experiments using the real capacitive sensors. In this way, potential issues limited to the capacitive strip sensors can be easily isolated.
The experiments herein reported employed a NACA0015 (310 mm chord) airfoil model equipped with two symmetrically placed arrays of orifices emulating the readings of two 16-units PCB strips, as shown in Fig. 7 . The right side of the figure also reports the position of the individual orifices from the airfoil leading edge.
The experiment consisted in a training phase and in a validation phase. In the training phase, data was collected either from simulation or from wind tunnel instrumentation sampling the (α, V ∞ ) region of interest at regular points (1 • and 5 m/s steps). Training data was used to extract two calibration sets K s and K e for F -( Φ, E, K), referring to simulation data and experimental data, respectively. Then, in the validation phase, the profile was placed in the wind tunnel at unknown angle and air speed. A reading S was made from the pressure probes and used to infer α and V ∞ as described in Section 3. Measurement of α and V ∞ , were also taken by the wind tunnel scales and compared. It is important to remark that calibration and validation were always practiced on different data sets. Fig. 8 helps better perceiving the discrepancy between measurements made by estimation and by the wind tunnel scales, for the case where the calibration vector K e is used. The case with K s is substantially similar, with only slightly larger errors. The x-axis reports α, the y-axis reports V ∞ , and the z-axis (vertical) reports the magnitude of the measurement errors.
Note the generally good agreement, with errors smaller than 1 • (∼6% of range) and 1 m/s (∼2.5% of max tested speed). Also note that although the amount of data is insufficient for statistical considerations, the plots appear to show slightly larger discrepancies at higher speeds. This suggests that aerodynamic effects ignored by simulation may play a significant role. This is interesting, particularly when confronted with data based on error propagation analysis, such as that presented in Section 3.3 and Fig. 6 , where errors were larger at lower speeds when the errors introduced by the sensors had larger relative importance. 7 
Tests with strip sensors
The last experimental track consists in tests based on real strip sensors prototypes in a wind tunnel setup. Hence, all the components of the proposed measurement system are finally included. In this tests, the experimental setup is similar to the above, but a PCB strip sensor is glued on the skin of the model airfoil to be placed in the wind tunnel.
As above, the tests exploited a NACA 0015 airfoil (310 mm chord). A single prototype PCB sensor was actually employed, being glued on the upper airfoil surface as illustrated in Fig. 9 . The right side of the figure also report the exact placement of the sensitive spots.
The experiment followed the same guidelines of the previous section, with a notable exception: function F -( Φ, E, K) was taken to model a link between (V ∞ , α) and the sensor capacitance readings, not between (V ∞ , α) and pressure readings. 8 In other terms F -was asked to incorporate the non-linear characteristics of the sensor, as pictured in Fig. 10 . This could happen most naturally thanks to the extensive parametrization of F -.
In operation the capacitance value for the sensing elements at rest were approximately 3.4 pF (slightly varying among the many sensitive spots). Capacitance readings were made at V ∞ , 8 See also footnote 3. Fig. 10 . Non-linear pressure to capacitance relationship of the prototype strip sensor used for the experiments. Table 1 shows the ability of the calibrated system to correctly infer V ∞ , and α at various speeds and angles of attack, resulting consistent with the theory presented so far. Errors are clearly larger than those presented in the previous section.This last track of experiments provided valuable results. Namely:
• Substantial coherence of the experimental data with data provided by theory and by other experimental tracks proved the generally correct operation of the capacitive sensors and the possibility of effectively using on-skin capacitive sensing for the measurement of high-level flight parameters.
• The possibility of seamlessly incorporating the non-linearities of the sensor model in the estimation procedure was shown.
• The possibility of reliably inferring high-level flight parameters even with the monitoring of a single airfoil surface was proved.
The larger estimation errors, obtained in this experimental track with regard to the previous one can be ascribed to some concurrent causes. First of all, it is worth noticing that the monitoring of a single airfoil surface reduces the diversity among the various sensor reading. From the CRLB-based error propagation analysis it is known that this negatively affects the final accuracy. Secondly, in this experiment the length of the readout vector l was 5, while in the previous track of experiments l was 30. From the CRLB-based error propagation analysis it could also be foreseen that a reduction in the input redundancy could negatively affect accuracy. Finally, the experiments revealed a second order phenomena in the sensors themselves. This is a long-term dynamical phenomena known as creep [8] that derives from the sensor materials, construction and sizing. In the future, results shall be improved also by contrasting this phenomena or accounting for it in the models.
Conclusions and future work
A novel measurement approach for air data has been presented, enabling the determination of free-stream air speed and flight attitude angles from measurement taken by a redundant set of identical pressure sensors directly applied on the skin of the aircraft. In the proposed methodology the aircraft itself is a part of the measurement system.
The theory of operation has been developed with the aid of estimation theory and accuracy bounds have been determined for the proposed approach. Experiments have been practiced in a wind tunnel to confirm the correctness of the theory.While the results obtained so far are satisfactory, research is still in progress, specifically dealing with the following goals:
1. Enhancement of the experimental equipment, to get a better perception of the achievable accuracy. 2. Enhancement of the experimental equipment, allowing airfoils to be equipped with many sensors at the same time, to test fault detection/fault tolerance schemes. 3. Extension of the methodology to side-slip detection.
4. Algorithm refinement and porting to an embeddable computing system. 5. Coding of procedures to help finding optimal sensor placement.
