Abstract: An innovative iterative search method called the synthetic phaseshifting (SPS) algorithm is proposed. This search algorithm is used for maximum-likelihood (ML) estimation of a wavefront that is described by a finite set of Zernike Fringe polynomials. In this paper, we estimate the coefficient, or parameter, values of the wavefront using a single interferogram obtained from a point-diffraction interferometer (PDI). In order to find the estimates, we first calculate the squared-difference between the measured and simulated interferograms. Under certain assumptions, this squared-difference image can be treated as an interferogram showing the phase difference between the true wavefront deviation and simulated wavefront deviation. The wavefront deviation is the difference between the reference and the test wavefronts. We calculate the phase difference using a traditional phase-shifting technique without physical phase-shifters. We present a detailed forward model for the PDI interferogram, including the effect of the finite size of a detector pixel. The algorithm was validated with computational studies and its performance and constraints are discussed. A prototype PDI was built and the algorithm was also experimentally validated. A large wavefront deviation was successfully estimated without using null optics or physical phase-shifters. The experimental result shows that the proposed algorithm has great potential to provide an accurate tool for non-null testing.
Introduction
In optical metrology, interferometry is widely used in order to infer physical quantities of interest from an interferogram. Depending on the task, the physical quantities can be aberration coefficients, refractive-index gradient distribution, surface deformation, or alignment errors. The task of our work is to estimate the coefficient values of a test wavefront, expanded in a finite set of Zernike Fringe [ZF] polynomials [1] , from a single interferogram.
The continuous irradiance pattern in an interferogram is given by the well-known expression, difference between the test and reference beams. The irradiance pattern is often detected by a digital detector which integrates the irradiance over each pixel in an array. It is usually assumed that the detector simply samples the interferogram at a discrete set of points. However, when measuring a strong asphericity or a large aberration of a test optic, the spatial fringe period is often significantly smaller than the area of one pixel. The integration over a pixel then blurs out the fine structure in the interferogram instead of merely sampling it. Both the blurring by the pixel and the sampling reduce the ability to perform the task for which the interferogram was intended. To avoid this issue, most interferometry is used in a null configuration [2] . Null optics can compensate for a large aberration of a test optic such that the absolute value of the wavefront difference between any two adjacent pixels is less than half a wave, which is the well-known Nyquist condition [3] . The main disadvantage of using null optics is that a particular null optic has to be designed for the specific test optic, which increases the cost of the system and the production time. In order to overcome these limitations, Sub-Nyquist interferometry (SNI) was developed [3] [4] [5] . As a phase-shifting approach, SNI achieves a high dynamic range by recovering the phase information from the subsampled interferogram (by a sparse sensor) assuming the wavefront or surface slope is continuous. Unlike SNI, we extract the phase information from a single interferogram obtained from a contiguous detector with a finite pixel size. For this approach, we estimate the ZF coefficients of the test wavefront, described by a finite set of ZF polynomials, via maximum-likelihood (ML) estimation. The advantages of the statistical approach in imaging are well understood [6] . ML estimation in wavefront sensing has been rigorously discussed by Barrett et al. [7] and ML estimation of parameterized wavefronts from multifocal data has been developed using simulated annealing, a global optimization algorithm [8] . Despite its advantages, the limitation of search algorithms for ML estimation in a high-dimensional parameter space, such as ZF coefficient space, is the computational time. A fast conjugate-gradient method can be applied if the likelihood is monotonic even in high-dimensional parameter space. However, if the likelihood surface has many local minima and strong coupling between parameters, time-consuming global optimization is often the only choice [8, 9] . To overcome this challenge, the innovative iterative search algorithm, called the synthetic phase-shifting (SPS) algorithm is developed. The SPS algorithm is far less computationally expensive than global search algorithms such as simulated annealing.
The SPS algorithm iteratively finds the coefficient values that minimize the squared difference between a single measured interferogram and an accurate computer-simulated interferogram. This approach becomes ML estimation if the random errors between the measured and simulated interferograms follow an independent and identically distributed normal distribution [6, 7] . Based on an accurate forward model, a simulated interferogram is generated with a test wavefront, expanded by the nominal coefficient values, and a known reference wavefront. We then calculate the squared-difference image between the measured and simulated interferograms. We show that, under certain constraints, this squareddifference image can be recognized as an interferogram which shows the phase difference between the true wavefront deviation and simulated wavefront deviation. The wavefront deviation is the difference between the reference and the test wavefronts. We apply a traditional phase-shifting method to extract the phase difference. By adding the result of the unwrapped phase, the coefficient values of the test wavefront are updated. These updated coefficient values are used as the nominal coefficient values for the next iteration. Note that the algorithm utilizes traditional phase-shifting techniques, but it does not require any physical phase-shifters. To our knowledge, ML estimation of parameterized wavefront using the SPS algorithm is the first static interferometric technique applied to data which do not satisfy the Nyquist condition.
In this paper, we established the theory of the SPS algorithm, validated it with computer simulations, and discussed its advantages and limitations. We have built a proof-of-concept prototype point-diffraction interferometer (PDI). An experimentally measured interferogram from the PDI was used to verify the practical applicability of the algorithm. The results show that the proposed algorithm has great potential for non-null testing and can achieve high measurement accuracy without using physical phase-shifters.
Theory

Maximum-likelihood estimation
In this study, a single interferogram is the raw CCD output from the PDI. The principle of the PDI is simple [10, 11] . Illumination light passes through a test lens and focuses onto a PDI plate, a neutral density filter with a clear pinhole in the center. When the focused beam transmits through the PDI plate, a reference beam is generated by the light diffraction from the pinhole. Simultaneously, the test beam is attenuated by the PDI plate and interferes with the reference beam (Fig. 1 ). This interference pattern forms an interferogram, g, in which the phase information of the test lens at the detector plane is encoded. The vector, g, is the 1 M × vector of random data from the CCD, and the total number of CCD pixels in the circular aperture is M. Our goal is to extract the test wavefront information from g using ML estimation of the test wavefront, expanded in a finite set of ZF polynomials. The CCD is assumed to be a discrete array of individual detector elements with no electronic coupling from one element to another, and each element is identical. We assume that the PDI noise follows Gaussian statistics, so the data vector, , g follows a probability density function (PDF) denoted by
Under certain assumptions, discussed here and in greater detail in Appendix 7.2, we find 2 cos 2 ( ) ,
where the difference of the wavefront deviations is denoted by
The true wavefront deviation is ( ) some spurious fringes may also be visible due to the aliasing by the monitor display sampling.)
A graphical demonstration of the SPS algorithm is shown in Fig. 2 π From a single measured interferogram, we subtract each phase-shifted simulation result to get the four phase-shifted squared-difference images. After obtaining the wrapped phase map of ( ), diff m φ r Goldstein's branch-cut phase-unwrapping algorithm [12] is applied. In this study, the residual modeling error for the reference wavefront, 
The true test wavefront at the detector is
Note that the algorithm utilizes the traditional phase-shifting technique, but entirely in the computer; it does not require any physical phase-shifters.
The iterative process of the synthetic phase-shifting algorithm
Since the SPS algorithm is a search method for the nonlinear least squares regression, we propose an iterative process in order to increase the accuracy of the estimation. Because of the first assumption in Subsection 2.2, we assume that the resulting sampled unwrapped-phase map is continuous and is well approximated by 37 ZF polynomials. At each iteration, j, the ZF coefficients of the unwrapped-phase, , ) Δ process is optional for noise suppression, but it may improve the convergence rate to the true values. Future work is required to optimize the post-filtering algorithm. Fig. 4 . The flow chart of the iterative synthetic phase-shifting algorithm. The box-averaging filtering process is optional for noise suppression, but it may improve the convergence rate.
Numerical studies
The SPS algorithm was verified with a series of computer simulation studies, and its application and performance was demonstrated. Since a monochromatic full-frame CCD (Kodak KAF-09000) was used for the prototype PDI, the fill factor of the CCD in the forward model was assumed to be 100% with a pixel size of 12 m 12 m. μ μ × In order to represent the contiguous detector adequately, the simulation sub-pixelized the detector grid so that the resulting simulated interferogram did not suffer from aliasing. This super-sampled simulation was then down-sampled by averaging the sub-pixel values of each sub-pixelized block. The final sampling size of the simulated interferogram was equal to the detector size, 1024 1024 × pixels. As shown in Appendix 7.1, the forward model is a mixture of the measured test beam amplitude and an analytical function with 37 ZF coefficients. Due to the super-sampling requirement for the simulation, the test beam amplitude data were interpolated and a large matrix had to be calculated at each iteration. Therefore, the simulation was implemented using a parallel algorithm in the graphics processing unit (GPU) programming language, CUDA (Computer Unified Device Architecture). Particularly, we utilized the texture memory of the GPU to minimize the execution time for the test beam interpolation. A CUDA Cubic B-Spline Interpolation library implemented cubic interpolation using the texture memory [13] . The calculation time of the simulation (32768 × 32768 pixels) in double precision took 3.5 seconds using an NVIDIA Tesla C2075 card with 6 GB of on-board memory. The SPS algorithm was written in a combination of MATLAB ® , C and CUDA, and a quad-core Intel Xeon 2.13 GHz processor was used. The model did not account for the effect of the micro lenses of the CCD.
To emulate the real experimental data, we first generated the simulated interferogram using the forward model and added zero-mean Gaussian noise with the measured noise variance of the CCD. After generating the data, we disregarded our knowledge of the true ZF coefficients, and estimated them by ML estimation using the SPS algorithm. The system construction parameters for the reference beam are , , x y = r is the center position of the reference beam ( Fig. 1 and Appendix 7.1). They were assumed to be known exactly in the numerical studies and the same experimentally measured test-beam amplitude was used in each of the simulations. The piston-corrected root-mean-square deviation (RMSD) between the measured and the simulated test wavefronts was chosen as a figure of merit for the numerical studies. It is denoted as
where m is the index of the CCD pixel and M is the total number of pixels within a circular aperture. In this study, the SPS algorithm was applied to interferograms whose spatial frequencies were lower and higher than the Nyquist condition.
An interferogram with a spatial frequency lower than the Nyquist condition
The first simulated noisy interferogram [ Fig. 5(a) ] was generated using the system construction parameter values (Table 1 ) and the true ZF coefficient values of the test wavefront ( Table 2 ). The distance from the PDI plate to the CCD, , PDI d was chosen such that the interferogram would satisfy the Nyquist condition. We then disregarded our knowledge of the true coefficient values, and estimated them by ML estimation using the iterative SPS algorithm. The initial values, 1 , θ and the final estimated results are shown in Table 2 . Table 2 and (b) is the estimation result after 10 iterations of the SPS algorithm. Even though the spatial frequencies of the interferograms satisfy the Nyquist condition, some spurious fringes appear due to the aliasing by the monitor display sampling.
The piston-corrected RMSD converged to ~0.008 waves after 10 iterations of the SPS algorithm. The final estimated result is shown in Fig. 5(b) .
An interferogram with a spatial frequency higher than the Nyquist condition
For the second numerical study, the noisy data were simulated using the system construction values in Table 3 and true parameter values in Table 4 . All 37 true ZF coefficient values were chosen randomly from the initial values within a 10 waves ± range. The local spatial frequency of the interferogram was higher than the Nyquist condition. After generating the noisy interferogram [ Fig. 6(a) ], we disregarded our knowledge of true ZF coefficient values and estimated them with the SPS algorithm. After 50 iterations, the estimated result [ Fig.  6(b) ] is compared to the noisy interferogram. A quantitative comparison between the true parameter values and their estimates is shown in Table 4 and the absolute differences between two are shown in Fig. 7 . Figure 8 shows a single profile of the true test wavefront and its estimated wavefront. The piston-corrected RMSD of the second simulated experimental data converged to ~0.009 waves after 50 iterations. 
The convergence study
We performed two convergence studies in order to assess the robustness of the proposed algorithm. First, we simulated sensors with larger pixels to properly test the robustness of the SPS algorithm against a large wavefront deviation between two neighboring pixels. In other words, a different degree of pre-sampling low-pass filtering was introduced by increasing the size of a pixel by an integer multiple n. The output of a larger pixel was the average value of the corresponding n n × pixels of the finely-sampled detector ( 12 m 12 m μ μ × pixels). We used the noisy interferogram which satisfies the Nyquist condition (Subsection 3.1) as the outputs from the detector with the smallest pixel dimensions. Using the same true ZF coefficients in Table 2 , we generated four different data sets depending on the different pixel sizes (Table 5 and Fig. 9 ). The corresponding piston-corrected RMSD of the test wavefront with different pixel sizes are shown in Table 5 . It is important to note that the digitization error of a circular aperture contributes to the main piston-corrected RMSD errors for the larger pixel sizes. Fig. 9 . The simulated noisy interferograms using the true values in Table 2 with a pixel size of μ μ × All 37 initial coefficient values of the test wavefront were randomly generated from the true values within 1, ± 5, ± 10, ± 20, ± and 25 waves ± ranges. When the initial values were closer to the true values, the estimates converged to a threshold value with fewer iterations (Fig. 10) . The threshold value (the piston-corrected RMSD) to terminate the iteration process for this study was 0.005 waves. Further optimization, such as post-filtering process, could improve the performance.
Experimental study
General design and layout
A proof-of-concept prototype PDI has been designed and built. The main configuration of our PDI was similar to a conventional PDI in a non-null configuration except that physical phaseshifters were not included (Fig. 11 ). An aspheric lens (Edmund optics 49104) with an entrance pupil diameter of 18 mm was tested for this study. According to Zemax, the exit pupil diameter and working f-number at the paraxial image location were xp D = 20.01 mm and f/# W = 2.537, respectively. According to the manufacturer, the aspheric lens has ~1.25 waves RMS surface accuracy. The lens is designed to achieve a minimum aberration when the flat side of lens is facing the detector plane. However, in order to introduce a large aberration, the lens was flipped such that the flat side was facing the light source (Fig. 1) . The exit pupil aberration of the lens in the flipped configuration was obtained using Zemax (Table  6) . The noisy data, g, consisted of the raw detector outputs from a CCD (Apogee Alta U9000) that measured the interference between the reference beam and the attenuated test beam at the detector plane. By translating the PDI plate in x, y and z directions, decenter and defocus were introduced in order to increase the fringe contrast. For the forward model, the amplitude function of the test beam was obtained experimentally via translation of the PDI plate such that the test beam does not pass through the pinhole but is attenuated by the PDI plate (Appendix 7.1). The scalar amplitude of the reference beam, , 
Point-diffraction interferometer plate
Different PDI schemes and PDI plate designs have previously been proposed, and much effort has been made to include phase-shifting techniques into PDI systems [14] [15] [16] [17] [18] . Instead of undertaking complicated fabrication processes, we used a simple PDI plate. It consists of a chromium layer deposited on a fused silica plate with a 0.5 m PDI R μ = radius pinhole milled through the chromium layer by a focused ion-beam (FIB). The irradiance transmittance of the PDI plate was measured as ~0.0001%. Images of the pinhole, taken with a scanning electron microscope, are shown in Fig. 12 . Fig. 12 . The focused ion-beam etched pinhole on a chromium layer deposited on a fused silica plate. Images were taken with a scanning electron microscope.
Application of the synthetic phase-shifting algorithm
We applied the SPS algorithm to a measured interferogram acquired using the prototype PDI.
The design values at the detector plane were obtained from the Zemax model of the PDI in the on-axis configuration (Table 7) . Without knowledge of the true values, the design values offered the best possible knowledge of the true values of the test lens. The measured system construction parameters (Table 8) were used for the reference beam. Unlike the numerical study, the true values were unknown for the physical data. Therefore, we set the termination criteria as the piston-corrected root-mean-square (RMS) of the ( ), 
where m is the index of the CCD pixel, M is the total number of pixels within a circular aperture and diff c is the piston term of ( ).
diff m φ r After 13 iterations, the piston-corrected RMS was ~0.006 waves, and the initial estimates of the test wavefront were obtained, including the alignment errors of the PDI system. Figure 13 shows the comparison between the measured and the estimated interferograms. The single line profiles through the measured and the estimated data in the x and y directions are compared in Fig. 14. Pearson's correlation coefficient between the measured data and the estimated data was ~0.95, indicating a high degree of correlation. In order to obtain the final estimates of , θ we estimated alignment errors and subtracted them from the resulting ML estimates of the SPS algorithm. Using Zemax, alignment errors were obtained from a sensitivity analysis of the tilt angle of the optical elements and the spacing between the elements. The range of the tilt angle was ± 0.5 ° and the range of the spacing between the elements was ± 0.5 mm. The ranges were within the alignment uncertainties of the prototype PDI. The final estimates, after subtracting the alignment errors, are compared with the design values in Table 7 . The RMS difference error between the final estimated wavefront and the design wavefront was ~0.9 waves.
To compare this RMS difference error with the lens specification, we estimated root-sumsquare (RSS) wavefront error ( RSS σ ) of the test lens. The surface accuracy of the test lens ( test σ ) was given as ~1.25 waves RMS from the lens specification (Subsection 4.1). From this RMS surface accuracy, the RSS value from the two uncorrelated surface errors was calculated by
where n = 1.58 was the index of refraction of the test lens. We obtained a RSS wavefront aberration of ~1.0 waves, which was comparable with the RMS difference error. An independent measurement of the test lens, using a null-testing setup, can be performed in future to validate our results.
Discussion
A question always arises about the sign ambiguity of Eq.
(1) when a single-frame interferogram analysis method is proposed. For ML estimation of parameterized wavefronts, the sign ambiguity problem can be addressed in the following way: a ZF coefficient vector, , ′ θ always exists such that 1 1 ( ) Two limitations need to be addressed for this approach. First, we introduce a truncation error by truncating an infinite set of ZF polynomials to a finite set [6] . Therefore, it is impossible to fully determine a test wavefront even in the absence of noise. However, the number of parameters can be increased at a cost of increased computational time. The other error source is the accuracy of prior knowledge of the reference wavefront. We can reduce the error if the PDI system is carefully calibrated. For the calibration, another ML estimation can be also carried out for estimation of the system construction parameters [19] . If the exit pupil aberration of a test optic is the desired object wavefront, a reverse-ray tracing step can be added after estimating the wavefront at the detector plane.
Conclusion
In summary, using ML estimation with the novel SPS algorithm, a test wavefront, described by a finite set of ZF polynomials, was successfully estimated from a single interferogram from the PDI. The theory of the SPS algorithm and the forward model for the PDI have been established. The algorithm was verified with numerical and experimental studies using the PDI. The studies showed that the algorithm can recover the phase with a higher spatial frequency than the Nyquist frequency. The SPS algorithm can be used in a non-null configuration and does not require any physical phase shifters.
To conclude, the approach developed in this paper can provide an accurate tool for nonnull testing with a high dynamic range in terms of measurable (i.e. estimable) test wavefront deviation from the reference wavefront. This high dynamic range enables its non-null testing capability for various optics including highly aspheric lenses and free-form optics and eliminates the complexity to build customized null configurations such as null-lens or computer generated holograms.
