Single-factor lifting and factorization of polynomials over local fields  by Guàrdia, Jordi et al.
Journal of Symbolic Computation 47 (2012) 1318–1346
Contents lists available at SciVerse ScienceDirect
Journal of Symbolic Computation
journal homepage: www.elsevier.com/locate/jsc
Single-factor lifting and factorization of polynomials over
local fields
Jordi Guàrdia a,1, Enric Nart b, Sebastian Pauli c
a Departament de Matemàtica Aplicada IV, Escola Politècnica Superior d’Enginyera de Vilanova i la Geltrú, Universitat Politècnica de
Catalunya, Av. Víctor Balaguer s/n. E-08800 Vilanova i la Geltrú, Catalonia, Spain
b Departament de Matemàtiques, Universitat Autònoma de Barcelona, Edifici C, E-08193 Bellaterra, Barcelona, Catalonia, Spain
c Department of Mathematics and Statistics, University of North Carolina at Greensboro, Greensboro, NC 27402, USA
a r t i c l e i n f o
Article history:
Received 18 April 2011
Accepted 22 February 2012
Available online 21 March 2012
Keywords:
Local field
Montes algorithm
Montes approximation
Newton polygon
Okutsu approximation
Polynomial factorization
a b s t r a c t
Let f (x) be a separable polynomial over a local field. The Montes
algorithm computes certain approximations to the different
irreducible factors of f (x), with strong arithmetic properties. In
this paper, we develop an algorithm to improve any one of
these approximations, till a prescribed precision is attained. The
most natural application of this ‘‘single-factor lifting’’ routine
is to combine it with the Montes algorithm to provide a fast
polynomial factorization algorithm. Moreover, the single-factor
lifting algorithm may be applied as well to accelerate the
computational resolution of several global arithmetic problems
in which the improvement of an approximation to a single local
irreducible factor of a polynomial is required.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Polynomial factorization over local fields is an important problem with many applications in
computational number theory and algebraic geometry. The problem of factoring polynomials over
local fields is closely related to several other computational procedures, namely the computation
of integral bases and the decomposition of ideals. Indeed, the factorization algorithms (Ford et al.,
2002; Pauli, 2001) implemented in PARI/GP (2008) and Cannon et al. (2010) are based on the Round
Four algorithm (Ford, 1987) which was originally conceived as an integral bases algorithm. A similar
algorithm was developed by Cantor and Gordon (2000).
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All algorithms mentioned above suffer from precision loss in the computation of characteristic
polynomials and greatest common divisors, which are used in the core part of the algorithm as well
as in the lifting of the factorization. In the complexity analysis of these algorithms the case of an
irreducible polynomial is considered to be the worst case, as a situation from which a factorization
can be derived must occur after fewer iterations of the algorithm. This also avoids the difficulty
of predicting the precision loss from the greatest common divisor computation needed to obtain a
factorization to a given precision from a factorization of a characteristic polynomial.
In theMontes algorithm (Guàrdia et al., 2012, 2011), originally conceived as an ideal decomposition
algorithm (Montes, 1999), these precision problems do not exist. It computes what we call Montes
approximations (cf. Section 4) to the irreducible factors of a separable polynomial over a local field,
along with other data needed for the computation of integral bases and ideal factorization, extremely
efficiently. These approximations can be lifted to an arbitrary precision with further iterations of the
Montes algorithm (Guàrdia et al., 2010a, Section 4.3), but the convergence of this method is linear and
it is slow in practice.
We present in this paper a single-factor lifting algorithm, that lifts a Montes approximation to an
irreducible factor of the input polynomial to any given precision, with quadratic convergence, and
we analyse its complexity. A special case of our algorithm can be used to lift a separable factor of
a polynomial over the residue class field, to any precision. This algorithm has the same theoretical
complexity as the quadratic Hensel lifting algorithm (Zassenhaus, 1969).
The combination of the Montes algorithm and the single-factor lifting algorithm leads to a fast
factorization algorithm for polynomials over local fields. For a fixed prime number p, this algorithm
finds an approximation, with a prescribed precision ν ∈ N, to all the irreducible factors of a degree n
separable polynomial, f (x) ∈ Zp[x], in O

n2+ϵvp(disc(f ))2+ϵ + n2ν1+ϵ

operations with integers less
than p, where disc(f ) is the discriminant of f (x) and vp is the ordinary p-adic valuation.
Also, the single-factor lifting algorithm leads to a significant acceleration of the +Ideals package
(Guàrdia et al., 2010c). This package contains several routines to deal with fractional ideals in number
fields, and it is based on the OM representations of the prime ideals (Guàrdia et al., 2010b). Several of
these routines useMontes approximations that need to be improved up to a certain precision, and the
single-factor lifting brings these routines to an optimal performance.
The outline of the paper is as follows. In Section 2 we give an overview of the Montes algorithm
and the interpretation of its output in terms of Okutsu invariants of the irreducible factors of the
input polynomial f (x). Among them, the Okutsu depth of each irreducible factor has a strong influence
on the computational complexity of f (x). In Section 3 we introduce a new Okutsu invariant: the
width of an irreducible polynomial over a local field. This invariant completes the family of invariants
that determine the computational complexity of such an irreducible polynomial: degree, height,
index, depth and width. In an Appendix we present families of test polynomials with a controlled
variation of all these invariants.We hope that these polynomialsmay be useful to test other arithmetic
algorithms and detect their strongness andweaknesswith respect to the variation of each one of these
invariants.
In Section 4 we discuss how to measure the quality of a Montes approximation, and what
arithmetic properties of the irreducible factor we are approximating can be read from a sufficiently
good approximation. In Section 5 we show that a Montes approximation can be lifted to an
approximationwith arbitrary precision,with quadratic convergence. In Section 6we give an algorithm
for this lifting procedure and discuss its complexity. With the results from Ford and Veres (2010) or
Pauli (2010) this yields an estimate for the complexity of finding all irreducible factors of a polynomial
over Zp to a given precision. Finally, in Section 7, we present some running times of the factorization
algorithm on the families of test polynomials introduced in the Appendix.
Notation. Throughout the paperwe fix a local fieldK , that is, a complete fieldwith respect to a discrete
valuation v. We let O be its ring of integers, m the maximal ideal of O, π ∈ m a generator of m,
F = O/m the residue class field of K , which is supposed to be perfect, and : O[x] −→ F[x] the
natural reduction map. We write v : K alg → Q ∪ {∞} for the canonical extension of v to an algebraic
closure K alg of K , normalized such that v(π) = 1, and denote by K sep ⊆ K alg the separable closure of
K in K alg.
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Given a field F and two polynomials ϕ(y), ψ(y) ∈ F [y], we denote by s = ordψ ϕ the largest
exponent s with ψ(y)s | ϕ(y). Also, we write ϕ(y) ∼ ψ(y) to indicate that there exists a constant
c ∈ F ∗ such that ϕ(y) = c ψ(y).
2. Complete types and Okutsu invariants
In this section we give an overview of the Montes algorithm (Guàrdia et al., 2012, 2011) and the
interpretation of its output in terms of Okutsu invariants (Guàrdia et al., 2010a). Although most of
the results about the Montes algorithm are formulated for separable polynomials over the ring of
integers of a p-adic field, they can be easily generalized to separable monic polynomials with integral
coefficients over local fields with perfect residue field. In this paper we work in the general setting. A
variant of the Montes algorithm formulated for polynomials over locally compact local fields is given
in Pauli (2010).
Let f (x) ∈ O[x] be a monic separable polynomial. An application of the Montes algorithm
determines a family of f -complete and optimal types, that are in one-to-one correspondence to the
irreducible factors of f (x).
Let t be the f -complete and optimal type that corresponds to an irreducible factor F(x) of f (x) ∈
O[x]. Let θ ∈ K sep be a root of F(x) and denote L = K(θ). The type t has an order, which is a non-
negative integer. If t has order 0, then it corresponds to an irreducible factor (say) ψ(x) of f (x) over
F[x], that divides f (x) with exponent one; in this case L is the unramified extension of K of degree
degψ . If t has order r ≥ 1, then t is structured into r levels. At each level 1 ≤ i ≤ r , the type
stores a monic separable irreducible polynomial φi(x) ∈ O[x] and several invariants, that are linked
to combinatorial and arithmetic properties of Newton polygons of higher order of f (x) and capture
many properties of the extension L/K . The polynomials φ1, . . . , φr are a sequence of approximations
to F(x)with
v(φ1(θ)) < · · · < v(φr(θ)).
In general we measure the quality of an approximation φ(x) to F(x) by the valuation v(φ(θ)).
The most important invariants of the type t for each level 1 ≤ i ≤ r are:
φi(x) ∈ O[x] a monic irreducible separable polynomial
mi = degφi(x)
λi = −hi/ei where hi, ei are positive coprime integers
Vi = ei−1fi−1(ei−1Vi−1 + hi−1) ∈ Z≥0
ψi(y) ∈ Fi[y] a monic irreducible polynomial
fi = degψi(y)
Fi+1 = Fi[y]/(ψi(y))
zi the class of y in Fi+1, so that ψi(zi) = 0.
In the initial step of theMontes algorithm the type stores some invariants of level zero, like themonic
irreducible factor ψ0(y) of F(y) in F[y], which is obtained from a factorization of f (y). We set
e0 = 1, h0 = V0 = 0, f0 = degψ0, F0 = F, F1 = F0[y]/(ψ0(y)),
and denote by z0 ∈ F1 the class of y in F1. These initial invariants are computed for all types, including
those of order 0.
By construction, the polynomials φi(x) have degree mi = (f0f1 · · · fi−1)(e1 · · · ei−1), so that m1 |
· · · | mr . Note that the fields Fi form a tower of finite extensions of the residue field:
F = F0 ⊆ F1 ⊆ · · · ⊆ Fr+1,
with Fi+1 = Fi[zi] = F0[z0, . . . , zi], and [Fi+1 : F0] = f0f1 · · · fi.
In each iteration the invariants of a certain level are determined from the data for the previous
levels and f (x). Besides the ‘‘physical’’ invariants, there are other operators determined by the
invariants of each level 1 ≤ i ≤ r of the type t, which are necessary to compute the invariants of
the next level:
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vi : K(x)→ Z ∪ {∞} a discrete valuation of the field K(x)
Ni : K [x] → 2R2 a Newton polygon operator
Ri : O[x] → Fi[y] a residual polynomial operator.
The discrete valuation v1 is the extension of v to K(x) determined by
v1 : K [x] −→ Z ∪ {∞}, v1(b0 + · · · + brxr) := min{v(bj) | 0 ≤ j ≤ r}.
There is also a 0-th residual polynomial operator, defined by
R0 : O[x] −→ F0[y], g(x) → g(y)/πv1(g).
The Newton polygon operator Ni is determined by the pair (φi, vi). For any non-zero polynomial
g(x) ∈ K [x], with φi-adic development
g(x) =

s≥0
as(x)φi(x)s, deg as < mi,
the polygon Ni(g) is the lower convex hull of the set of points of the plane with coordinates
(s, vi(as(x)φi(x)s)). The negative rational number λi is the slope of one side of the Newton polygon
Ni(f ) and the polynomial ψi(y) is a monic irreducible factor of the residual polynomial Ri(f )(y) in
Fi[y].
The triple (φi, vi, λi)determines the discrete valuation vi+1 as follows: for anynon-zero polynomial
g(x) ∈ K [x], take a line of slope λi far below Ni(g) and let it shift upwards till it touches the polygon
for the first time; if H is the ordinate of the point of intersection of this line with the vertical axis, then
vi+1(g) = eiH . The invariants Vi ∈ Z≥0 store the value Vi = vi(φi).
Definition 2.1. Let t be a type of order r ≥ 0 as above, and let g(x) ∈ O[x] be a non-zero polynomial.
(1) We say that t is optimal ifm1 < · · · < mr , or equivalently, eifi > 1, for all 1 ≤ i < r .
(2) We say that t is strongly optimal if eifi > 1, for all 1 ≤ i ≤ r .
(3) We define ordt(g) := ordψr (Rr(g)).
(4) We say that t is g-complete if ordt(g) = 1.
(5) We say that g(x) is a representative of t if it is monic of degreemr+1 := mrer fr , and Rr(g) ∼ ψr . In
this case, g(x) is irreducible over O (Guàrdia et al., 2012, Section 2.3).
Once an f -complete and optimal type t is computed, the main loop of the Montes algorithm is
applied oncemore to construct a representativeφr+1(x) of t. This polynomial has degreemr+1 = deg F
and it is a Montes approximation to F (cf. Section 4). Although we keep thinking that t has order r ,
actually it supports an (r + 1)-level with the invariants:
φr+1(x), mr+1 = degφr+1 = deg F , λr+1 = −hr+1, er+1 = 1,
Vr+1 = er fr(erVr + hr) = vr+1(φr+1), the discrete valuation vr+1 and the field Fr+1, which is a
computational representation of the residue field of L.
The crucial property of t is f -completeness. By the theorem of the product (Guàrdia et al., 2012,
Theorem 2.26), the function ordt behaves well with respect to multiplication:
ordt(gh) = ordt(g)+ ordt(h),
for any pair of polynomials g(x), h(x) ∈ O[x]. Thus, the property ordt(f ) = 1 singles out an irreducible
factor F(x) of f (x) in O[x], uniquely determined by ordt(F) = 1 and ordt(G) = 0, for any other
irreducible factor G(x) of f (x). Note that the type t is F-complete too.
Given anon-zero polynomial g(x) ∈ O[x], we are usually interested only in the principal part N−i (g)
of the Newton polygon Ni(g); that is, the polygon N−i (g) consisting of the sides of negative slope of
Ni(g). The length of aNewton polygon is by definition the abscissa of the right end point of the polygon.
In the following proposition we recall some more technical facts from Guàrdia et al. (2012) about the
invariants introduced above.
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Proposition 2.2. Let g(x) ∈ O[x] be a non-zero polynomial.
1. Ni(F) is one-sided of slope λi, for all 1 ≤ i ≤ r+1, and Ri(F)(y) ∼ ψi(y)ai , for some positive exponent
ai, for all 0 ≤ i ≤ r.
2. Ni(φi+1) is one-sided of slope λi, for all 1 ≤ i ≤ r, and Ri(φi+1)(y) ∼ ψi(y), for all 0 ≤ i ≤ r.
3. ordψi Ri(g) coincides with the length of N
−
i+1(g), for all 0 ≤ i ≤ r.
4. v(g(θ)) ≥ vi(g)/(e1 · · · ei−1), for all 1 ≤ i ≤ r + 1. If deg g < mi, then equality holds.
5. v(φi(θ)) = (Vi + |λi|)/(e1 · · · ei−1), for all 1 ≤ i ≤ r + 1.
Proposition 2.2 (5) is a particular case of the Theorem of the polygon (Guàrdia et al., 2012, Theorem
3.1).
There is a natural notion of truncation of a type at a certain level. The type Trunci(t) is the type of
order i obtained by forgetting all levels of order greater than i. Note that φi+1(x) is a representative of
Trunci(t), by Proposition 2.2 (2).
The Okutsu depth of the irreducible polynomial F(x) is the non-negative integer (Guàrdia et al.,
2010a, Theorem 4.2):
depth(F) = R :=

r, ifmr < deg F , or r = 0,
r − 1, ifmr = deg F , and r > 0.
Since, deg F/mr = mr+1/mr = er fr , the Okutsu depth of F is equal to r if and only if er fr > 1; that
is, if and only if the type t is strongly optimal. Since m1 < · · · < mR+1 = deg F , we have clearly
R = O(log(deg F)).
The family [φ1, . . . , φR] is an Okutsu frame of F(x) (Guàrdia et al., 2010a, Theorem 3.9). This means
that for any monic polynomial g(x) ∈ O[x] of degree less than deg F , we have, for all 0 ≤ i ≤ R:
v(g(θ))
deg g
≤ v(φi(θ))
mi
<
v(φi+1(θ))
mi+1
, ifmi ≤ deg g < mi+1, (1)
with the convention thatm0 = 1, φ0(x) = 1.
The numerical invariants hi, ei, fi, mi, v(φi(θ)), for 1 ≤ i ≤ R, and the discrete valuations
v1, . . . , vR+1 are canonical invariants of F(x) (Guàrdia et al., 2010a, Corollaries 3.6+3.7). They are
examples of Okutsu invariants of F(x); that is, invariants that can be computed from any Okutsu frame
of F(x) (Guàrdia et al., 2010a, Section 2). These invariants carry on a lot of information about the
arithmetic properties of the extension L/K . For instance,
e(L/K) = e1 · · · eR = e1 · · · er , f (L/K) = f0f1 · · · fR = f0f1 · · · fr ,
and the field FR+1 = Fr+1 is a computational representation of the residue field of L.
3. Width of an irreducible polynomial over a local field
Let F(x) ∈ O[x] be a monic irreducible separable polynomial. Let θ ∈ K sep be a fixed root of F(x),
and L = K(θ) the finite separable extension of K determined by θ .
In this section we introduce a new Okutsu invariant of F(x), its width. The depth and width of
F(x) have a strong influence on the computational complexity of the field L, represented as the field
extension of K generated by a root of F(x). The relevance of these invariants in a complexity analysis
is analogous to that of other parameters more commonly used to measure the complexity of F , like
the degree, the height (maximal size of the coefficients) and the v-value of the discriminant of F .
Let [φ1, . . . , φR] be an Okutsu frame of F(x). By Guàrdia et al. (2010a, Theorem 3.5), there exists
an F-complete strongly optimal type tF of order R, having φ1, . . . , φR as its φ-polynomials. Many of
the data supported by tF are canonical (Okutsu) invariants of F , but the type tF itself is not an intrinsic
invariant of F .
Lemma 3.1. Let tF be an F-complete strongly optimal type of order R, and let φ1, . . . , φR be its family of
φ-polynomials. Let φR+1 be a representative of tF , and take φ0(x) := 1, m0 := 1. For any 1 ≤ i ≤ R+ 1
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and any monic polynomial g(x) ∈ O[x] of degree mi, the following conditions are equivalent:
(a) Ri−1(g) ∼ ψi−1.
(b) v(g(θ))/mi > v(φi−1(θ))/mi−1.
(c) v(g(θ)) > Vi/(e1 · · · ei−1).
Proof. Condition (a) says that g(x) is a representative of the truncated type Trunci−1(tF ). The fact that
a representative of a type satisfies (b) was proven in Guàrdia et al. (2010a, Lemma 3.4).
Let us write e := e1 · · · ei−1 for simplicity. Conditions (b) and (c) are equivalent because
Vi
e
= ei−1fi−1(ei−1Vi−1 + hi−1)
e
= ei−1fi−1 Vi−1 + |λi−1|e1 · · · ei−2 =
mi
mi−1
v(φi−1(θ)),
the last equality by the Theorem of the polygon (Proposition 2.2 (5)).
Suppose now that (c) is satisfied. By (1), the polynomial a := g − φi satisfies:
v(a(θ)) ≥ min{v(g(θ)), v(φi(θ))} = v(g(θ)) > Vi/e.
Since g and φi are both monic of degree mi, the polynomial a(x) has degree less than mi. By
Proposition 2.2 (4), vi(a)/e = v(a(θ)) > Vi/e; thus, vi(a) > Vi and vi(g) = Vi. By Guàrdia et al.
(2012, Proposition 2.8,(1)), Ri−1(g) = Ri−1(φi), and this implies Ri−1(g) ∼ ψi−1, by Proposition 2.2
(2). 
Definition 3.2. For each 1 ≤ i ≤ R + 1, let Gi ⊆ O[x] be the set of all monic polynomials of
degreemi satisfying any of the conditions of Lemma 3.1. As mentioned along the proof of the lemma,
the polynomials in Gi are the representatives of the truncated type Trunci−1(tF ); thus, they are all
irreducible over O. In particular, GR+1 is the set of representatives of tF .
Actually, mi is the minimal degree of a polynomial satisfying condition (a) (Guàrdia et al., 2012,
Section 2.3). For i ≤ R, (1) shows that the value v(φi(θ)) is maximal among all polynomials in Gi:
v(φi(θ)) ≥ v(g(θ)), ∀g ∈ Gi, 1 ≤ i ≤ R.
Since the rational numbers v(φ1(θ)), . . . v(φR(θ)) are Okutsu invariants of F(x), the sets of
polynomials G1, . . . ,GR+1, and their sets of values
Vi := {v(g(θ)) | g ∈ Gi} ⊆ Q ∪ {∞}, 1 ≤ i ≤ R+ 1,
are intrinsic invariants of F(x) too. The sets V1, . . . ,VR are finite, because they are bounded (by (1))
and v is a discrete valuation. However, VR+1 is an infinite set that contains ∞, because F clearly
belongs to GR+1.
Definition 3.3. The width of F(x) is the vector of non-negative integers:
width(F) := (#V1, . . . ,#VR).
Our next aim is to show that width(F) is an Okutsu invariant of F and to compute it in terms of the
Okutsu frame [φ1, . . . , φR].
Proposition 3.4. With the above notation, for each 1 ≤ i ≤ R we have:
#Vi = ⌈|λi|⌉ = ⌈hi/ei⌉.
Proof. Let us denote e := e1 · · · ei−1 for simplicity.
Any g(x) ∈ Gi is a representative of the type Trunci−1(t), and we saw along the proof of Lemma 3.1
that vi(g) = Vi is constant. The Theorem of the polygon (Guàrdia et al., 2012, Theorem 3.1), applied
to both polynomials, shows that
v(g(θ)) = (vi(g)+ |λ|)/e = (Vi + |λ|)/e,
v(φi(θ)) = (Vi + |λi|)/e. (2)
where λ is the slope of the one-sided Newton polygon of i-th order Ng,vi(F), computed with respect
to g(x) and vi.
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By Guàrdia et al. (2011, Theorem 3.1), the property eifi > 1 implies that φi ∈ Gi is an optimal
representative of Trunci−1(tF ); more precisely, this theorem shows that
|λ| ≤ |λi|, and |λ| < |λi| =⇒ λ ∈ Z. (3)
Hence, (2) and (3) prove that #Vi ≤ ⌈|λi|⌉.
In order to prove the opposite inequality, let us show that for any given integer 0 < d < |λi|,
there is a monic polynomial g ∈ O[x] of degree mi such that v(g(θ)) = (Vi + d)/e. Note that
such a polynomial belongs to Gi because it satisfies (c) of Lemma 3.1. The idea is to spoil the optimal
polynomial φi ∈ Gi, by adding an adequate term: g(x) = φi(x)+ a(x), leading to the desired value of
v(g(θ)). It is sufficient to take a(x) ∈ O[x] satisfying
deg a < mi, vi(a) = Vi + d. (4)
In fact, by Proposition 2.2 (4), v(a(θ)) = vi(a)/e = (Vi+ d)/e < v(φi(θ)), so that g(x) = φi(x)+ a(x)
is monic of degreemi and has value: v(g(θ)) = v(a(θ)).
The existence of a(x) ∈ O[x] satisfying (4) is guaranteed by Guàrdia et al. (2012, Proposition 2.10),
as long as Vi+d ≥ ei−1fi−1vi(φi−1). By Guàrdia et al. (2012, Theorem 2.11), we have ei−1fi−1vi(φi−1) =
Vi, so that the desired inequality is obvious. 
The depth of F is linked to the degree: R = O(log(deg F)), but it is a finer invariant. It is easy
to construct irreducible polynomials having the same (large) degree, analogous height and the same
v-value of the discriminant, but prescribed different depths, from R = 1 to R = ⌊log2(deg F)⌋. A
sensible-to-depth algorithm solving some arithmetic task concerning these polynomials will bemuch
faster for the polynomials with small depth.
In the same vein, thewidth of F is linked to v(disc(F)), but it is a finer invariant. More precisely, the
width is directly linked to the index ind(F), which is defined as the length ofOL/O[θ ] as anO-module,
and it satisfies: v(disc(F)) = v(disc(L)) + 2 ind(F) . The following formula for the index shows the
connection between index and width.
Proposition 3.5.
ind(F) = deg F
2

1≤i≤R
1
e1 · · · ei−1

|λi|

deg F
mi
− 1

− ei − 1
ei

.
Proof. Wekeep the above notation for tF and [φ1, . . . , φR]. The Newton polygonsNi(F), for 1 ≤ i ≤ R,
are all one-sided of slope λi. The length of the projections of Ni(F) to the horizontal and vertical axis
are E := deg F/mi and H := |λi|E, respectively. By the Theorem of the index (Guàrdia et al., 2012,
Theorem 4.18), ind(F) = ind1(F) + · · · + indR(F), where indi(F) is f0 · · · fi−1 times the index of the
side Ni(F); that is Guàrdia et al. (2012, Definition 4.12):
indi(F) = f0 · · · fi−12

|λi|E2 − |λi|E − E + Eei

.
Since E = (eifi) · · · (eRfR), clearly f0 · · · fi−1E = deg F/(e1 · · · ei−1), and indi(F) coincides with the i-th
term of the sum in the statement of the proposition. 
By using the techniques of Guàrdia et al. (2012, Section 2.3), it is easy to construct irreducible
polynomials of fixed depth R, and prescribed values of all invariants e1, . . . , eR, f0, . . . , fR, h1, . . . , hR.
Since the degree depends only on the ei and fi invariants, whereas the slopes λi depend on ei and hi,
we may construct polynomials with the same degree, depth and index, but different width. Again,
sensible-to-width algorithms solving arithmetic tasks concerning these polynomials will be much
faster for the polynomials with small width.
Unfortunately, it is difficult to take into account these invariants in theoretical analysis of
complexity. For instance, we have not been able to do this in the analysis of the single-factor lifting
algorithm in Section 6. Thus, we thought it might be interesting to test numerically the sensibility of
the algorithm to as many complexity parameters as possible, including the depth and width of the
irreducible factors of the input polynomial. To this end, in an appendix we present families of test
polynomials that, besides the classical parameters, present a controlled variation of the number of
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irreducible factors and the depth and width of each factor. In Section 7, we present running times
of the factorization of some of these test polynomials, obtained by applying the Montes algorithm
followed by the single-factor lifting algorithm for each of the irreducible factors. The numerical data
suggest that this factorization algorithm is sensible to both invariants, depth and width.
4. Montes approximations
We go back to the situation of Section 2. We take an f -complete optimal type t of order r ,
that singles out a (never computed) monic irreducible factor F(x) ∈ O[x] of the monic separable
polynomial f (x) ∈ O[x]. Let θ ∈ K sep be a fixed root of F(x), L = K(θ) the finite separable extension
of K determined by θ , andOL the ring of integers of L. Let R be the Okutsu depth of F , and consider the
family of canonical sets, G1, . . . ,GR+1, introduced in Definition 3.2.
In this section we deal with approximations to F . We discuss how to measure the quality of the
approximations and the arithmetic properties of L/K that can be derived from any sufficiently good
approximation.
Definition 4.1. The polynomials in the setGR+1 are calledOkutsu approximations to F(x). Guàrdia et al.
(2010a, Section 4).
The representatives of the type t are calledMontes approximations to F(x).
The concept of Okutsu approximation to F(x) is intrinsic (depends only on F(x)), and ‘‘being an
Okutsu approximation to’’ is an equivalence relation on the set of irreducible polynomials in O[x]
(Guàrdia et al., 2010a, Lemma 4.3).
However, aMontes approximation is an object attached to F(x) as a factor of f (x). Hence, it depends
on f (x) and it has no sense to interpret it as a binary relation between irreducible polynomials.
Remark 4.2. Suppose a factorization algorithm is designed in such a way that approximations φ to
a certain irreducible factor F of f (x) are constructed, and the iteration steps consist of finding, for
a given φ, a better approximation Φ satisfying v(φ(θ)) < v(Φ(θ)). Then, by their very definition,
the depth and width of F measure the obstruction that the algorithm encounters to reach an Okutsu
approximation (for the first time). More precisely, the sum of the components of the width are an
upper bound for the number of iterations. Also, the fact that the width is graduated by the depth
makes sense because it is highly probable that the iterations at a higher depth will have a higher cost.
Lemma 4.3. A Montes approximation is always an Okutsu approximation. The converse holds if and only
if R = r.
Proof. If R = r , then the type t is strongly optimal and the two concepts coincide. In fact, t is always
F-complete (ordt(F) = 1), and Lemma 3.1 shows that GR+1 is the set of representatives of t.
Suppose R = r − 1, and let φr+1 be a Montes approximation to F . The degree of φr+1 is mr+1 =
mr = mR+1 = deg F . By the Theorem of the polygon,
v(φr+1(θ)) >
Vr+1
e1 · · · er =
er fr(erVr + hr)
e1 · · · er >
Vr
e1 · · · er−1 ,
because hr > 0. Therefore, φr+1 satisfies condition (c) of Lemma 3.1 for i = R+ 1 = r , and it belongs
to GR+1. On the other hand, the polynomial φr = φR+1 is an Okutsu approximation to F(x), but it is not
a representative of t. In fact, the Newton polygon Nr(φr) is the single point (1, Vr); thus, the residual
polynomial Rr(φr) is a constant, and ψr - Rr(φr). 
If the polynomial f (x) has different irreducible factors that are Okutsu approximations to each
other; these irreducible factors have the same Okutsu frames (Guàrdia et al., 2010a, Lemma 4.3)
and the same strongly optimal types attached to them (Guàrdia et al., 2010a, Theorems 3.5+3.9).
Therefore, in order to distinguish them it is necessary to considerMontes approximations. Supposewe
reach an Okutsu approximation φR+1 to F , which is also an Okutsu approximation to other irreducible
factors of f (x); then, wemust compute aMontes approximationφR+2 = φr+1 to F , that singles out this
irreducible factor. This property suggests that aMontes approximation is the right object to start with
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Fig. 1. Newton polygon Nφ,w(f ) where f (x) = a0(x) + a1(x)φ + · · · is the φ-adic expansion of f (x) and φ(x) is a Montes
approximation to F(x).
for a single-factor lifting algorithm, aiming to improve a given approximation to F till a prescribed
precision is attained.
Measuring the quality of approximations For simplicity we set from now on:
e := e(L/K) = e1 · · · er , w := vr+1, V := w(φr+1) = Vr+1.
The following result is an immediate consequence of Guàrdia et al. (2012, Theorems 2.11+3.1).
Lemma 4.4. LetΦ be a Montes approximation to F . By Proposition 2.2(3), the principal polygon N−Φ,w(f )
has length one, so that the slope−hΦ of its unique side is a negative integer (see Fig. 1).We havew(Φ) = V
and v(Φ(θ)) = (V + hΦ) /e.
As mentioned above, v(Φ(θ)) is a measure of the quality of the approximation; hence, the integer
hΦ is the relevant invariant tomeasure the precision ofΦ(x) as an approximation to F(x). Actually, hΦ
is the ideal invariant to look at, because it is also explicitly linked to an estimation of v1(F(x)−Φ(x)),
which is the traditional value to measure the precision of an approximation.
Lemma 4.5 (Guàrdia et al. (2010a, Lemma 4.5)). Let Φ(x) ∈ O[x] be a Montes approximation to F(x)
and let−hΦ be the slope of the principal polygon N−Φ,w(f ). Then
F(x) ≡ Φ(x) (mod m⌈ν⌉),
where ν = ν0 + (hΦ/e) and ν0 is the (constant) rational number
ν0 := h1e1 +
h2
e1e2
+ · · · + hr
e1 · · · er . (5)
Thus, when we replace Φ by successive (better) approximations to F(x), the improvement of the
precision is determined by the growth of the parameter hΦ .
Common arithmetic properties of Montes approximations LetΦ(x) be a Montes approximation to
F . Fix β ∈ K sep, a root of Φ , and consider N = K(β), ON the ring of integers of N and mN its maximal
ideal.
Since F andΦ are representatives of t, we have:
deg F = degΦ, w(F) = w(Φ) = V , ordt(F) = ordt(Φ) = 1.
By Guàrdia et al. (2010a, Lemma 4.3) the Okutsu frame [φ1, . . . , φR] of F(x) is also an Okutsu frame
ofΦ(x). Therefore the two polynomials F(x) andΦ(x) have the same Okutsu invariants. In particular,
the extensions N/K and L/K have the same ramification index and residual degree:
e(L/K) = e(N/K), f (L/K) = f (N/K).
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Actually, as shown in Okutsu (1982), L/K and N/K have isomorphic maximal tamely ramified
subextensions (Guàrdia et al., 2010a, Corollary 2.9). Also, Proposition 3.5 shows that ind(F) = ind(Φ).
The field Fr+1 is a common computational representation of the residue fields of L/K and N/K .
More precisely, certain rational functions γi(x) ∈ K(x), that depend only on the type t (Guàrdia et al.,
2012, Section 2.4), determine an explicit isomorphism,
γ : Fr+1 −→ ON/mN , z0 → β, z1 → γ1(β), . . . , zr → γr(β). (6)
Thus, we get a completely analogous isomorphism γ : Fr+1 −→ OL/mL, just by replacing β by θ .
The exponent of F(x) is by definition the least non-negative integer exp(F) such that
π exp(F)OL ⊆ O[θ ].
An explicit formula for exp(F) can be given in terms of the Okutsu invariants.
Theorem 4.6 (Guàrdia et al. (2010b, Theorem 5.2)). The exponent of F(x) is exp(F) = ⌊µF⌋, where
µF := Ve − ν0 =
R
i=1
(eifi · · · eRfR − 1) hie1 · · · ei ,
and ν0 is the constant from Eq. (5).
Therefore, the polynomials F and Φ have the same exponent too. Moreover, all results of Guàrdia
et al. (2012, 2011, 2010a) that relate arithmetic properties of the extension L/K with the invariants
stored by the type t, can be equally applied to link twith arithmetic properties of the extension N/K .
For instance, we shall frequently use the following remarks, that follow from Proposition 2.2 (4) and
Guàrdia et al. (2012, Lemma 2.17 (1)).
Lemma 4.7. Let Φ(x) ∈ O[x] be a Montes approximation to F , and take β ∈ K sep a root of Φ . Let
P(x) ∈ K [x] be an arbitrary polynomial.
1. If deg P < deg F , then v(P(β)) = w(P)/e = v(P(θ)).
2. If P(x) =0≤s as(x)Φ(x)s is the canonicalΦ-adic development of P, thenw(P) = min0≤s{w(asΦs)}.
In the lifting algorithm we will need to construct a polynomial Ψ (x) ∈ K [x] such that degΨ <
deg F andw(Ψ ) has a given value. To this end we can use (Pauli, 2010, Algorithm 14).
Lemma 4.8. Letm = deg F , u ∈ Z, and R the Okutsu depth of F . There is an algorithm that finds exponents
jπ ∈ Z and j1, . . . , jR ∈ N such that
Ψ (x) = π jπφ1(x)j1 · · · · · φR(x)jR
has degree less than m andw(Ψ ) = u, in O((logm)3) operations of integers less than m.
For the commodity of the reader we reproduce the algorithm. First, we express u = Ne + t ,
0 ≤ t < e. Then, the routine shown below computes j1, . . . , jR and an integer M . Finally one takes
jπ = N +M .
Universal polynomial routine
jR ← h−1R t mod eR
M ← (t − jRhR)/eR
For i = R to 2 by−1 do
ji−1 ← h−1i−1(M − jiVi) mod ei−1
M ← (M − jiVi − ji−1hi−1)/ei−1.
Along the process of improving the Montes approximations to F , the required value of w(Ψ )
remains constant. By Lemma4.7, the value v(Ψ (β)) = w(Ψ ) remains constant too: it does not depend
on the pair (Φ, β). Hence,Ψ is a kind of universal polynomial that is computed only once as an initial
datum, and used in all iterations.
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5. Improving a Montes approximation
We keep all notation of Section 4, and we denote from now onm := deg F = [L : K ].
The aim of this section is to find a quadratic convergence iteration method to improve the Montes
approximations to F(x). More precisely, given a Montes approximation φ(x), we shall construct
another Montes approximation Φ(x) such that hΦ ≥ 2hφ , where hΦ and hφ are the slopes of the
Newton polygons N−Φ,w(f ) and N
−
φ,w(f ), respectively.
The general idea of the lifting method is inspired in the classical Newton iteration method. Instead
of Taylor development of f (x), we consider its φ-adic development:
f (x) =

0≤s
as(x)φ(x)s, deg ai < m.
The principal Newton polygon N−φ,w(f ) has length one, as illustrated in Fig. 1. Lemma 4.7(2) shows
thatw(f ) = min0≤s{w(asφs)} = w(a1φ). Hence, for all s ≥ 2, Lemma 4.7(1) shows that:
v(a1(θ)φ(θ)) = w(a1)e + v(φ(θ)) ≤
w(asφs−1)
e
+ v(φ(θ)) < v(as(θ)φ(θ)s), (7)
the last inequality because w(φ)/e = V/e < v(φ(θ)) by the Theorem of the polygon. If we evaluate
the φ-adic development at θ we obtain
φ(θ)+ a0(θ)
a1(θ)
= −

2≤s as(θ)φ(θ)s
a1(θ)
.
With (7) we get
v

φ(θ)+ a0(θ)
a1(θ)

= v


2≤s
as(θ)φ(θ)s
a1(θ)
 > v (φ(θ)) .
As φ(x) is irreducible we can use the extended Euclidean algorithm to obtain a−11 (x) ∈ K [x] with
a1(x)a−11 (x) ≡ 1 mod φ(x). For Φ(x) := φ(x) + A(x) where A(x) ≡ a0(x)a−11 (x) mod φ(x), with
deg A < degφ, we get
V + hΦ
e
= v(Φ(θ)) = v(φ(θ)+ A(θ)) > v(φ(θ)) = V + hφ
e
.
Thus hΦ > hφ andΦ(x) is a better approximation to the irreducible factor F(x) of f (x).
We shall show that, as in the classical method, the measure of the approximation is doubled in
each iteration: hΦ ≥ 2hφ; thus, we are led to a quadratic convergence algorithm. A crucial point for
efficiency is to avoid the inversion of a1(θ) in L. To this end, we demonstrate that classical Newton
lifting yields a more efficient way for finding an approximation to the polynomial a−11 (x) and that in
each iteration only one Newton lifting step is needed.
5.1. The main theorem: doubling the slope
Let φ(x) ∈ O[x] be a given Montes approximation to the irreducible factor F(x) of f (x). We choose
a root α ∈ K sep of φ(x) and consider the fieldM = K(α) with ring of integers OM and maximal ideal
mM .
The next theorem gives a criterion to ensure that the slope hφ is (at least) doubled if we take a
Montes approximation of the form Φ(x) = φ(x) − A(x), for an adequate polynomial A(x) of degree
less thanm.
Theorem 5.1. Let φ be a Montes approximation to F , and let h be a positive integer, 0 < h ≤ hφ . For any
polynomial A(x) ∈ O[x] of degree less than m = deg F , the following conditions are equivalent:
1. v (a0(α)+ a1(α)A(α)) ≥ (w(f )+ 2h)/e,
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2. The polynomialΦ(x) := φ(x)− A(x), is a Montes approximation to F(x), and N−Φ,w(f ) is one-sided of
slope−hΦ , with hΦ ≥ 2h,
3. v (a0(θ)+ a1(θ)A(θ)) ≥ (w(f )+ 2h)/e.
Proof. By the shape of N−φ,w(f ), we know thatw(a0) ≥ w(f )+ h,w(a1) = w(f )−w(φ) = w(f )− V .
Since deg a0, deg a1 < m, Lemma 4.7 shows that:
v(a0(θ)) = v(a0(α)) = w(a0)/e ≥ (w(f )+ h)/e,
v(a1(θ)) = v(a1(α)) = w(a1)/e = (w(f )− V )/e. (8)
LetΦ(x) := φ(x)− A(x). From the φ-adic development of f (x)we get theΦ-expansion
f (x) =

0≤s
asφs =

0≤s
as(Φ + A)s =

0≤s
bsΦs,
where
b0 = a0 + a1A+ · · · + asAs + · · · ,
b1 = a1 + 2a2A+ · · · + sasAs−1 + · · · ,
...
bk = ak + (k+ 1)ak+1A+ · · · +
 s
k

asAs−k + · · · .
We shall see along the proof of the theorem that each of the conditions (1), (2), and (3) implies that
w(A) ≥ V + h,
which in turn impliesw(Φ) = V . For all s ≥ k ≥ 0 we obtain the lower bound
w
 s
k

asAs−kΦk

≥ w(asφs)+ (s− k)h ≥ w(f )+ (s− k)h,
from which we deduce:
w(a2A2 + · · · + asAs + · · · ) ≥ w(f )+ 2h, (s ≥ 2, k = 0)
w

(2a2A+ · · · + sasAs−1 + · · ·

Φ ≥ w(f )+ h, (s > k = 1)
w(b1Φ) = w(a1Φ) = w(a1φ) = w(f ),
w(bkΦk) ≥ w(f ), ∀ k > 1, (s ≥ k > 1).
(9)
We consider the canonicalΦ-adic developments:
a0 + a1A = d0 + d1Φ,
a2A2 + · · · + asAs + · · · = u0 + u1Φ + · · · + utΦ t + · · · ,
(2a2A+ · · · + sasAs−1 + · · · )Φ = g1Φ + g2Φ2 + · · · + gtΦ t + · · · .
The bounds (9) and Lemma 4.7 (2) show that:
w(f )+ h ≤ w (a0 + a1A) = min{w(d0), w (d1Φ)},
w(f )+ 2h ≤ w a2A2 + · · · + asAs + · · ·  = min
0≤t {w

utΦ t
},
w(f )+ h ≤ w (2a2A+ · · · + sasAs−1 + · · · )Φ = min
1≤t {w

gtΦ t
}.
Hence,
w(d1) ≥ w(f )+ h− V ,
w(u0) ≥ w(f )+ 2h, w(u1) ≥ w(f )+ 2h− V ,
w(g1) ≥ w(f )+ h− V .
(10)
We now prove that condition (1) implies condition (2). From
v(a0(α)) ≥ (w(f )+ h)/e, v (a0(α)+ a1(α)A(α)) ≥ (w(f )+ 2h)/e,
1330 J. Guàrdia et al. / Journal of Symbolic Computation 47 (2012) 1318–1346
we deduce v (a1(α)A(α)) ≥ (w(f )+ h)/e. By (8), we get
v (A(α)) ≥ (w(f )+ h)/e− (w(f )− V )/e = (V + h)/e.
Since deg A < m, Lemma 4.7 shows that w(A) ≥ V + h, so that all bounds (9), (10) hold. Also,
v (A(θ)) ≥ (V + h)/e. By the theorem of the polygon, v(φ(θ)) > V/e. Hence, v (Φ(θ)) > V/e,
andΦ is a Montes approximation to F , by Lemma 3.1.
In particular, the shape of the Newton polygon N−Φ,w(f ) is analogous to the shape of N
−
φ,w(f ) (see
Fig. 1). Thus, condition (2) holds if and only if w(c0) ≥ w(f ) + 2h, where c0 is the 0-th coefficient
of the Φ-adic development of f (x). Now, the coefficient c0 is the 0-th coefficient of the Φ-adic
development of b0. We can express this coefficient as: c0 = d0 + u0. By (10), it is sufficient to check
thatw(d0) ≥ w(f )+ 2h.
From (10) we also have: v (d1(α)) ≥ (w(f )+ h− V )/e. Since v (Φ(α)) = v (A(α)) ≥ (V + h)/e,
we get, v (d1(α)Φ(α)) ≥ (w(f ) + 2h)/e. Therefore, v(d0(α)) ≥ (w(f ) + 2h)/e. By Lemma 4.7, this
impliesw(d0) ≥ w(f )+ 2h, and condition (2) holds.
Suppose now that condition (2) holds. By Lemma 4.4,w(Φ) = V and:
v (Φ(θ)) = (V + hΦ)/e ≥ (V + 2h)/e,
v (φ(θ)) = (V + hφ)/e ≥ (V + h)/e.
Hence, v (A(θ)) ≥ (V + h)/e, and since deg A < m, we have w(A) ≥ V + h, by Lemma 4.7. Thus, all
bounds (9), (10) hold. Let c0 = d0+ u0 be, as above, the 0-th coefficient of theΦ-adic development of
f (x). By hypothesis,w(c0) ≥ w(f )+2h, and by (10),w(u0) ≥ w(f )+2h; hence,w(d0) ≥ w(f )+2h, so
that v(d0(θ)) ≥ (w(f )+2h)/e. On the other hand, by (10) we have also v(d1(θ)) ≥ (w(f )+h−V )/e,
so that
v (d1(θ)Φ(θ)) ≥ (w(f )+ h− V )/e+ (V + 2h)/e = (w(f )+ 3h)/e.
Hence, v (a0(θ)+ a1(θ)A(θ)) = v (d0(θ)+ d1(θ)Φ(θ)) ≥ (w(f )+ 2h)/e, and condition (3) holds.
Finally, if we exchange the roles ofα and θ (i.e. exchange the roles ofφ and F ), the above arguments
also show that condition (3) implies condition (1). 
Along the proof of the theorem we got some precise information about the coefficient c1 of the
canonicalΦ-development of f (x).
Corollary 5.2. The coefficient c1 ∈ O[x] of the canonical Φ-adic development of f (x) satisfies: w(c1 −
a1) ≥ w(a1)+ h.
Proof. Clearly, c1 = d1+u1+ a1+ g1, and by (10), the three elements d1, u1, g1 havew-value greater
than or equal tow(f )+ h− V = w(a1)+ h. 
Furthermore a0(x)a−11 (x) has integral coefficients:
Corollary 5.3. The quotient a0(α)/a1(α) belongs to the order O[α] ⊆ OM .
Proof. The choice A(x) = φ(x)− F(x) obviously satisfies Theorem 5.1 (2). In fact, forΦ = F we have
c0 = 0 and hΦ = ∞. Hence,
v (a0(α)+ a1(α)A(α)) ≥ (w(f )+ 2h)/e.
Take ρ := (a0(α)/a1(α))+ A(α). By (8), v(ρ) ≥ (V + 2h)/e. Theorem 4.6 shows that v(ρ) > exp(φ),
so that ρ belongs to O[α], and a0(α)/a1(α) belongs to O[α] too. 
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5.2. Newton inversion modulo a power of the maximal ideal
As a consequence of Theorem 5.1, every iteration of the single-factor lifting algorithm should
efficiently compute a polynomial A(x) ∈ O[x], such that deg A < m and
v (a0(α)+ a1(α)A(α)) ≥ (w(f )+ 2h)/e,
where α is a root of φ(x). By Corollary 5.3, this polynomial A(x) always exists; for instance, we may
consider the polynomial A(x) such that A(α) = −a0(α)/a1(α). However, the computation of this
polynomial requires inverting a1(α) in the field M = K(α), and for polynomials of large degree, or
having large coefficients, the application of an extended GCD algorithm usually leads to an explosion
of coefficients.
Instead, we shall compute an approximation to−a0(α)/a1(α)modulo a sufficiently high power of
mM , by applying classical Newton lifting.
By Lemma 4.8 we can construct a polynomial Ψ (x) ∈ K [x] of degree less than m with w(Ψ ) =
−w(a1) = −w(f )+ V . If we set
A0(x) := a0(x)Ψ (x) mod φ(x), A1(x) = a1(x)Ψ (x) mod φ(x),
then v(A1(α)) = 0 and
v(A0(α)) ≥ w(f )+ he +
−w(f )+ V
e
= V + h
e
.
For any polynomial A(x) ∈ O[x], the following conditions are clearly equivalent:
(1) v (a0(α)+ a1(α)A(α)) ≥ (w(f )+ 2h)/e,
(2) v (A0(α)+ A1(α)A(α)) ≥ (w(f )+ 2h)/e+ v(Ψ (α)) = (V + 2h)/e,
(3) A(α) ≡ −A0(α)/A1(α) (mod (mM)V+2h).
Because v(A0(α)) ≥ (V + h)/e, it is sufficient to find an element A−11 (α) ∈ M with A−11 (α)A1(α) ≡ 1
mod (mM)h and then take A(x) ∈ K [x] to be the unique polynomial of degree less than m satisfying
A(α) = −A0(α)A−11 (α). By Theorem 4.6, we get
v(A(α)) = v(A0(α)A−11 (α)) = v(A0(α)) ≥ (V + h)/e > exp(F) = exp(φ),
so that A(x) ∈ O[x].
We compute the approximation A−11 (α) to A1(α)−1 by the classical Newton iteration:
xk+1 = xk(2− A1(α)xk),
startingwith a lift x0 ∈ OM of the inverse ofA1(α) in the residue fieldOM/mM . Note that if char(K) = 2,
the iteration amounts to xk+1 = A1(α)(xk)2.
This method has quadratic convergence. If A1(α)xk = 1+ z with z ∈ (mM)s, then:
A1(α)xk+1 = A1(α)xk(2− A1(α)xk) = (1+ z)(1− z) = 1− z2,
and z2 ∈ (mM)2s. Hence xk ≡ A1(α)−1 mod (mM)2k , which implies that the computation of A(x)
requires only log2(h) iterations. Each iteration has a cost of two multiplications (and one addition) in
the fieldM .
5.2.1. Computation of the initial lift
The efficient computation of an initial lift x0 ∈ OM of the inverse of A1(α) inOM/mM is a non-trivial
matter. Let us explain how to obtain x0 without inverting elements in M . Recall the isomorphism
γ : Fr+1 −→ OM/mM described in (6). In Guàrdia et al. (2010b, Section 4.2) we described how to
compute a section of the reduction mapping:
OM −→ OM/mM γ
−1−→ Fr+1.
For the ease of the reader, we reproduce this description.
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Suppose A1(x) = g(x)/π δ , for some g(x) ∈ O[x]. Since deg g < m, the type t does not divide g:
ordt(g) = 0.Hence, byGuàrdia et al. (2012, Proposition 3.5) (see alsoGuàrdia et al. (2010b, Proposition
2.1)), the computation of the residual polynomial of g(x) of r-th order yields an identity:
g(α)
Φr(α)sπr(α)u
= γ (Rr(g)(zr)) ∈ (OM/mM)∗ , (11)
where the exponents s, u can be read in N−r (g), and Φr(x), πr(x) ∈ K(x) are rational fractions
constructed in Guàrdia et al. (2012, Section 2.4), that can be expressed as a products of powers of
π, φ1, . . . , φr with integer exponents:
Φr(x) = π j0φ1(x)j1 · · ·φr(x)jr , πr(x) = π j′0φ1(x)j′1 · · ·φr(x)j′r , jk, j′k ∈ Z.
These exponents jk, j′k are computed and stored by the Montes algorithm. By (11),
ξ := γ−1(A1(α)) = γ−1

g(α)π−δ

= Rr(g)(zr)γ−1

Φr(α)sπr(α)uπ−δ

= Rr(g)(zr)zt11 · · · ztrr ∈ F∗r+1,
for some easily computable exponents t1, . . . , tr (Guàrdia et al., 2010b, Lemma 1.4). Let µ := ⌈V/e⌉.
The same lemma may be applied to find integers t ′1, . . . , t ′r such that
ξ ′ := γ−1

πr+1(α)eµπ−µ

= zt ′11 · · · zt
′
r
r ∈ F∗r+1.
Let ϕ(y) ∈ Fr [y] be the unique polynomial of degree less than fr , such that ϕ(zr) = zℓr eµ/err (ξξ ′)−1,
and let ν := ordy ϕ(y). The integer ℓr satisfies ℓrhr ≡ 1 mod er , and it is also stored by the type t.
The constructive method described in Guàrdia et al. (2012, Proposition 2.10) allows one to compute a
polynomial h(x) ∈ O[x] satisfying the following properties:
deg h(x) < m, w(h) = eµ, yνRr(h)(y) = ϕ(y).
Then, if we take x0 = h(α)π−µ, we get x0 = γ (ξ)−1 = A1(α)−1, as desired (Guàrdia et al., 2010b,
Section 4.2).
5.3. The main loop
We are ready to describe in detail the iteration steps. We start with some preliminary
computations. Suppose φ is the input Montes approximation to F , α ∈ K sep is a root of φ, and
M = K(α). We compute the first two coefficients a0(x), a1(x) of the φ-adic development of f (x),
their w-value w(a0), w(a1), and the slope of the (r + 1)-th order Newton polygon of f (x): hφ =
w(a0) − w(a1) − V . Next, we apply the algorithm described in Lemma 4.8 to compute the universal
polynomial Ψ (x) ∈ K [x] of degree less than m, such that w(Ψ ) = −w(a1). We compute then the
polynomials
A0(x) := a0(x)Ψ (x) mod φ(x), A1(x) := a1(x)Ψ (x) mod φ(x).
We apply the lifting routine that we just described in the last subsection, to obtain a polynomial
P(x) ∈ K [x], of degree less thanm, such that P(α)A1(α) ≡ 1 (mod (mM)hφ ).
Actually, these preliminary computations may be considered the first iteration step. In fact, the
next Montes approximation is determined already by:
Φ := φ − A, for A(x) := −A0(x)P(x) mod φ.
After the first step, we enter into a general loop. Let Φ be the i-th Montes approximation to F
computed so far, so that hΦ ≥ 2hφ , where φ is the (i− 1)-th Montes approximation. Let A := φ −Φ ,
β ∈ K sep a root ofΦ , N = K(β), α ∈ K sep a root of φ, andM = K(α).
1. Compute the first two terms c0(x), c1(x), of theΦ-adic development of f (x).
2. C0(x) := c0(x)Ψ (x) mod Φ(x), C1(x) := c1(x)Ψ (x) mod Φ(x).
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By Corollary 5.2 we have w(c1) = w(a1); thus, w(C1) = 0, or equivalently v(C1(β)) = 0, by
Lemma 4.7. We need now a polynomial Q (x) ∈ K [x] such that
Q (β)C1(β) ≡ 1 (mod (mN)hΦ ).
Let P(x) ∈ K [x] be the analogous polynomial satisfying P(α)A1(α) ≡ 1 (mod (mM)hφ ), whichwas used
in the previous iteration. To compute Q (x)we apply a (single!) step of the classical Newton iteration,
with C1 replacing A1:
3. Q (x) := P(x)(2− C1(x)P(x)) mod Φ(x).
Proposition 5.5 below shows that P(β) is also an approximation to C1(β)−1 modulo (mN)hφ . Thus,
Q (β) is indeed an approximation to C1(β)−1 with double precision, as required. Finally, we get the
next Montes approximation as usual:
4.Φ ′ := Φ − C, for C(x) := −C0(x)Q (x) mod Φ .
The proof of Proposition 5.5 is based on the following lemma.
Lemma 5.4. With the above notation, let g(x) ∈ K [x] be a polynomial satisfying w(g) ≥ 0 and
v(g(α)) ≥ h/e. Then, v(g(β)) ≥ h/e.
Proof. Let g(x) =0≤s qs(x)φ(x)s be the φ-adic development of g(x). By Lemma 4.7 (2), w(qsφs) ≥
w(g) ≥ 0, for all s ≥ 0. Sincew(A) ≥ V + h, we getw(qsAs) ≥ sh, for all s ≥ 0.
Since g(β) =0≤s qs(β)A(β)s, Lemma 4.7 (1) shows that
v(qs(β)A(β)s) ≥ sh/e, ∀ s > 0, v(q0(β)) = v(q0(α)) = v(g(α)) ≥ h/e.
This implies v(g(β)) ≥ h/e. 
Proposition 5.5. With the above notation, let P(x) ∈ K [x] be a polynomial of degree less than m such
that P(α)A1(α) ≡ 1 (mod (mM)h). Then, P(β)C1(β) ≡ 1 (mod (mN)h).
Proof. Since deg P < degφ we have w(P) = v(P(α)) = 0 by Lemma 4.7. Also, w(A1) = 0 and
w(PA1 − 1) ≥ 0.
If we apply Lemma5.4 to the polynomial g = PA1−1,we get v(P(β)A1(β)−1) ≥ h/e. In particular,
v(P(β)) = 0.
On the other hand, w(c1 − a1) ≥ w(a1) + h, by Corollary 5.2. Lemma 4.7, shows that v(c1(β) −
a1(β)) ≥ v(a1(β))+ (h/e), so that
v(C1(β)− A1(β)) = v(c1(β)− a1(β))+ v(Ψ (β)) ≥ h/e.
Now, the identity P(β)C1(β)−1 = P(β)(C1(β)−A1(β))+P(β)A1(β)−1, shows that v(P(β)C1(β)−
1) ≥ h/e. 
6. The algorithm
Let f (x) ∈ O[x] be a monic and separable polynomial, and t an f -complete optimal type of order
r , that corresponds to a monic irreducible factor F(x) ∈ O[x] of f (x). Let Φ(x) ∈ O[x] be a Montes
approximation to F(x). By Lemma 4.5,
F(x) ≡ Φ(x) (mod m⌈ν⌉), ν = ν0 + (hΦ/e),
where ν0 is given in (5) and e = e1 . . . er = e(L/K). So, if ν is the precision to which we want to find
F , it is sufficient to find a Montes approximationΦ with hΦ ≥ e(ν − ν0).
We summarize in an algorithm themethods developed in the previous section to achieve this end.
Recall that an initial Montes approximation φ(x) is always provided by the Montes algorithm as an
(r+1)-th φ-polynomial: φ := φr+1. As before, we setw := vr+1. The function ‘‘quotrem’’ returns the
quotient and remainder of its parameters.
1334 J. Guàrdia et al. / Journal of Symbolic Computation 47 (2012) 1318–1346
Algorithm 6.1 (Single-Factor Lifting).
Input: f ∈ O[x] monic separable, t an f -complete optimal type corresponding to some monic
irreducible factor F(x) ∈ O[x] of f (x), φ ∈ O[x] a representative of t, ν ∈ N a desired
precision.
Output: An irreducible polynomialΦ ∈ O[x] such thatΦ ≡ F mod mν
(1) a, a0 ← quotrem(f , φ), a1 ← a mod φ
(2) hφ ← w(a0)− w(a1φ)
(3) Find Ψ ∈ K [x]with degΨ < degφ andw(Ψ ) = −w(a1) (cf. Lemma 4.8)
(4) A0 ← Ψ a0 mod φ, A1 ← Ψ a1 mod φ
(5) Find A−11 ∈ K [x]withw

(A−11 A1 mod φ)− 1

> 0 (cf. Section 5.2.1)
(6) s ← 1
(7) while s < hφ: (Newton inversion)
(a) A−11 ← A−11 (2− A1A−11 ) mod φ
(b) s ← 2s
(8) A ← A0A−11 mod φ,Φ ← φ + A, C−11 ← A−11
(9) h ← 2hφ
(10) while h < e(ν − ν0): (The main loop)
(a) c, c0 ← quotrem(f ,Φ), c1 ← c mod Φ
(b)C0 ← Ψ c0 mod Φ , C1 ← Ψ c1 mod Φ
(c) C−11 ← C−11 (2− C1C−11 ) mod Φ
(d)C ← C0C−11 mod Φ
(e)Φ ← Φ + C
(f) h ← 2h
(11) returnΦ
Note that the output is always an irreducible polynomial in O[x], regardless of the quality of the
prescribed precision ν. Of course, if ν is too small, the output polynomial will not be necessarily
irreducible modulo mν .
Algorithm 6.1 can be simplified by removing the Newton inversion loop. Then the main loop is
entered with h = 1 ≤ hφ and the initial approximation A−11 for C−11 computed in step (5). This avoids
the computation ofw(a0) in step (2) but comeswith the additional cost of computingmore remainders
c0 and c1. We get:
Algorithm 6.2 (Short Single-Factor Lifting).
Input: f ∈ O[x] monic separable, t an f -complete optimal type corresponding to some monic
irreducible factor F(x) ∈ O[x] of f (x), φ ∈ O[x] a representative of t, ν ∈ N a desired
precision.
Output: An irreducible polynomialΦ ∈ O[x] such thatΦ ≡ F mod mν
(1) a, a0 ← quotrem(f , φ), a1 ← a mod φ
(2) Find Ψ ∈ K [x]with degΨ < degφ andw(Ψ ) = −w(a1) (cf. Lemma 4.8)
(3) A0 ← Ψ a0 mod φ, A1 ← Ψ a1 mod φ
(4) Find C−11 ∈ K [x]withw

(C−11 A1 mod φ)− 1

> 0 (cf. Section 5.2.1)
(5) φ ← φ + A0C−11 mod φ
(6) h ← 2
(7) while h < e(ν − ν0): (The main loop)
(a) c, c0 ← quotrem(f , φ), c1 ← c mod φ
(b)C0 ← Ψ c0 mod φ, C1 ← Ψ c1 mod φ
(c) C−11 ← C−11 (2− C1C−11 ) mod φ
(d)C ← C0C−11 mod φ
(e)φ ← φ + C
(f) h ← 2h
(8) return φ
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If the precision ν is large, the running time of Algorithms 6.1 and 6.2 is dominated by themain loop.
As themain loops only differ in the initial value of h, it follows that the same complexity estimate holds
for both algorithms. Therefore we restrict our analysis to the simplified Algorithm 6.2.
6.1. Precision
The precision necessary to perform the computations in each step of the algorithm is relevant
for the complexity analysis and for an efficient implementation. It is most efficient to conduct each
computation with a fixed precision, say µ; that is, we truncate the π-adic expansion of all elements
in O after the µ-th π-adic digit. This precision is increased in each iteration of the loop.
We analyse the precision needed in the main loop by going through the steps in reverse order. By
Theorem 5.1 and Corollary 5.3, the polynomial C(x) computed in step (7d) has coefficients in O; by
Lemma 4.4, it is expected to satisfy:
v(φ(θ)+ C(θ)) ≥ (2hφ + V )/e.
Thus, in (7e), we need to know the coefficients of C(x) ∈ O[x] to a π-adic precision of (2hφ + V )/e
digits.
We denote by exp(F) the exponent of the polynomial F (see Theorem 4.6). As for all polynomials
B(x) ∈ K [x] that occur in the algorithm the element B(θ) is integral, they can be represented in
the form B(x) = b(x)/πd where b(x) ∈ O[x] and 0 ≤ d ≤ exp(F). So the loss of precision in
each multiplication in steps (7b), (7c), and (7d) is at most exp(F) π-adic digits. Thus the needed
precision for C(x) can be guaranteed if c0(x) and c1(x) are computed with a π-adic precision of
(2hφ + V )/e
+4 exp(F)digits. To this purpose, it is sufficient to conduct the divisionwith remainder
with this precision.
Lemma 6.3. If all polynomials in the main loop in Algorithm 6.2 are represented in the form b(x)/πd
where b(x) ∈ O[x] and 0 ≤ d ≤ exp(F), a π-adic precision of  2h+Ve  + 4 exp(F) for the numerator is
sufficient in each iteration of the main loop.
6.2. Complexity of single-factor lifting
In the following we give a complexity estimate for the steps in the algorithm, assuming that the
residue field F is finite. Let n = deg f ,m = deg F = degφ, and R = depth(F).
(1) The divisions with remainder can be conducted in O((n−m)m) operations in O.
(2) By Guàrdia et al. (2012, Lemma 4.21), the computation of w(a1) = v(a1(θ)) is essentially
equivalent to the computation of the (φ1, . . . , φr)-multiadic expansion of a1. By Pauli (2010,
Lemma 18) it takesm2 operations in O to computew(a1).
The polynomial Ψ with w(Ψ ) = −w(a1) is constructed as Ψ (x) = π jπφj11 . . . φjRR , for
exponents jπ , j1, . . . , jR that can be found in O((logm)3) integer operations of integers less than
m by Lemma 4.8. The power product needed for computing Ψ (x) can be evaluated in O(m2)
operations in O.
(3) Two polynomials of degree up tom can be multiplied in O(m2) operations in O, the reduction by
the polynomial φ also takes O(m2) operations in O.
(4) By Pauli (2010, section 9) a polynomial representation of the initial value of C−11 can be found in
O(m2(logm)2) operations in O.
(5) See (3).
(6) An integer can be assigned in O(1) operations.
(7) There are log2(e(ν − ν0)) iterations of the main loop. In each iteration there are two divisions
with remainder that take O((n−m)m) operations inO. Furthermore, each iteration requires five
multiplications and two additions; these operations, including the reduction by the polynomial
φ(x), takeO(m2) operations inO. So in total each iteration of the loop consists ofO(nm) operations
in O.
If we so do not take the necessary π-adic precision into account we obtain:
Lemma 6.4. Let K be a local fieldwith finite residue field,O its valuation ring and f (x) ∈ O[x] amonic sep-
arable polynomial of degree n. Algorithm 6.2 can lift aMontes approximationφ(x) ∈ O[x] to an irreducible
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factor F(x) ∈ O[x] of degree m of f (x), to a precision of ν π-adic digits, in O nm[(logm)2 + log(eν)]
operations in O, where e is the ramification index of K [x]/(F(x)) over K .
In the special case K = Qp we include the cost of the operations in Zp in our complexity
estimate. In our estimates we assume that two p-adic numbers of precision ν can be multiplied in
O(ν log ν log log ν) = O(ν1+ϵ) operations of integers less than p (Schönhage and Strassen, 1971).
Because it is our goal to give a complexity estimate for polynomial factorization in general and the
cost of steps (1), (2), (3), and (4) is included in the complexity estimate of the Montes algorithm we
only consider the main loop in the next lemma.
Lemma 6.5. Let f (x) ∈ Zp[x] be amonic separable polynomial of degree n. Algorithm 6.2 can lift aMontes
approximation φ(x) ∈ Zp[x] to an irreducible factor F(x) of degree m of f (x), to a p-adic precision of ν
digits, in O

nm[ν1+ϵ + v(disc(F))1+ϵ] operations of integers less than p in the main loop.
Proof. Let L = Qp[x]/(F(x)), and let e be the ramification index of L/Qp. By Lemma 6.3 the precision
needed in the j-th iteration (1 ≤ j < log2(eν)) of the main loop is
2j + V
e

+ 4 exp(F) ≤

2j + 5V
e

,
the last inequality by Theorem 4.6. Let s = ⌈log2(eν)⌉. For a sufficiently small ϵ > 0, we have
0≤j<s
2jδ =

O(2sδ), for δ = 1+ ϵ,
O(s), for δ = ϵ.
Now, the number of operations of integers less than p in the main loop is approximately
e−(1+ϵ)

1≤j<s
(2j + 5V )1+ϵ ≤ e−(1+ϵ)

1≤j<s

2j(1+ϵ) + 2jϵ5V + 2j(5V )ϵ + (5V )1+ϵ
= e−(1+ϵ)O 2(1+ϵ)s + sV + 2sV ϵ + sV 1+ϵ
= O ν1+ϵ + e−ϵs(V/e)+ ν(V/e)ϵ + s(V/e)1+ϵ
= O ν1+ϵ + s(V/e)1+ϵ ,
the last equality because e−ϵs(V/e) is dominated by s(V/e)1+ϵ and ν(V/e)ϵ is dominated by either
ν1+ϵ or s(V/e)1+ϵ . By Theorem 4.6,
V/e ≈ exp(F)+ ν0 ≤ 2 exp(F) ≤ 2 ind(F) ≤ v(disc(F)).
On the other hand, log e ≤ log v(disc(L)) ≤ log v(disc(F)), so that (log e)v(disc(F))1+ϵ =
O(v(disc(F))1+ϵ). Therefore, the term s(V/e)1+ϵ = O(log(eν)v(disc(F))1+ϵ) is dominated either by
ν1+ϵ (if ν ≥ v(disc(F))) or by v(disc(F))1+ϵ) (if ν < v(disc(F))). This ends the proof of the lemma. 
6.3. Complexity of polynomial factorization over Zp[x]
The complexity estimates for the Montes algorithm (Ford and Veres, 2010; Pauli, 2010) are based
on Pauli (2001, Proposition 4.1), which asserts that if nv(φ(θ)) > 2v(disc(f )) for all roots θ of f (x)
and if the degree of φ(x) is less than or equal to the degree of any irreducible factor of f (x), then
f (x) is irreducible. Because the improvement of the approximation φ(x) to an irreducible factor of
f (x) measured by v(φ(θ)) is at least 2/n in each step, the Montes algorithm determines whether a
polynomial is irreducible in at most v(disc(f )) steps. A detailed analysis of the algorithm yields:
Theorem 6.6 (Pauli (2010, Theorem 1)). Let p be a fixed prime. We can establish whether a polynomial
f (x) ∈ Zp[x] of degree n is irreducible in at most O(n2+ϵv(disc(f ))2+ϵ) operations of integers less than p.
If f (x) is reducible, the Montes algorithm finds a φi(x) such that N−i (f ) = N−φi,vi(f )) consists of
more than one segment in less than v(disc(f )) iterations. Each of these segments corresponds to a
factor g(x) of f (x) and the Montes algorithm branches to find improved approximations to each of
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these factors based on φi(x). Now, by Pauli (2001, Proposition 4.1), the irreducibility of g(x) can be
determined or the algorithm comes across a Newton polygon whose principal part consists of more
than one segment in less than v(discg) steps. Thus, since v(disc(gh)) ≥ v(disc(g)) + v(disc(h)) for
all polynomials g(x) and h(x), v(disc(f )) is also an estimate for the number of steps needed to find
Montes approximations to all irreducible factors of f (x). We get:
Corollary 6.7. Let p be a fixed prime. Montes approximations to all irreducible factors of f (x) ∈ Zp[x] of
degree n can be found in at most O(n2+ϵv(disc(f ))2+ϵ) operations of integers less than p.
Letm1, . . . ,mk denote the degrees of the irreducible factors F1, . . . , Fk of f (x). As
k
i=1 mi = n the
Montes approximations of all factors can be lifted to a precision of ν p-adic digits in
k
i=1
O

nmi[ν1+ϵ + v(disc(Fi))1+ϵ]
 = O n2[ν1+ϵ + v(disc(f ))1+ϵ]
operations of integers less than p. Thus, we find the following general estimation for the complexity
of the factorization algorithm that combines the Montes algorithm with the single-factor lifting
algorithm.
Theorem 6.8. Let p be a fixed prime, f (x) ∈ Zp[x] a polynomial of degree n, and ν ∈ N a prescribed
precision. One can find approximations Φ(x) ∈ Zp[x] to all irreducible factors F(x) of f (x), with F(x) ≡
Φ(x) mod pν , in at most O(n2+ϵv(discf )2+ϵ + n2ν1+ϵ) operations of integers less than p.
6.4. Direct single-factor lifting
Let f (x) ∈ O[x] and assume we know a monic factor φ(x) ∈ F[x] of f (x) ∈ F such that φ2 - f .
By Hensel lemma, there is a unique irreducible factor F(x) ∈ O[x] of f (x) whose reduction modulo
m is φ(x). In this case, any monic lift φ(x) ∈ O[x] of φ(x) is already a Montes approximation to
F(x), with respect to the type of order zero determined by φ(x). We can use the single-factor lifting
algorithm directly without any prior iterations of the Montes algorithm. If we specialize Algorithm
6.2 accordingly we obtain:
Algorithm 6.9 (Direct Single-Factor Lifting).
Input: f ∈ O[x], φ ∈ F[x] irreducible such that φ | f but φ2 - f , ν ∈ N
Output: An irreducible polynomialΦ ∈ O[x] dividing f modulo π ν , such thatΦ = φ
(1) a, a0 ← quotrem(f , φ), a1 ← a mod φ
(2) Find a−11 ∈ O[x] such that a1a−11 ≡ 1 mod φ
(3) A ← a0a−11 mod φ,Φ ← φ + A
(4) for 1 ≤ i < ⌈log2(ν)⌉:
(a) a, a0 ← quotrem(f ,Φ), a1 ← a mod Φ
(b)a−11 ← a−11 (2− a1a−11 ) mod Φ
(c) A ← a0a−11 mod Φ ,Φ ← Φ + A
(e) returnΦ
The computation of the initial value of a−11 in step (3) is trivial now; it amounts to compute a
section of the ring homomorphism O[x] −→ O[x]/(π, φ). The π-adic precision required in each
iteration of the loop is 2i+1 digits. It is easy to see that the complexity of Algorithm 6.9 is the same as
the complexity of the quadratic Hensel Lift algorithm (Zassenhaus, 1969).
7. Experimental results
The combination of algorithm 6.1 with the Montes algorithm yields a new p-adic polynomial
factorization algorithm. We have implemented this algorithm in Magma to check its practical
efficiency; the implementation can be obtained from http://themontesproject.blogspot.com. Our
routine, called SFLFactor, takes a separable monic polynomial f ∈ Z[x], a prime number p and
a certain precision ν and returns p-adically irreducible polynomials φ1, . . . , φm ∈ Z[x] such that
f ≡ φ1 . . . φm (mod pν).
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Fig. 2. Running times (in milliseconds) of SFLFactor (red), Magma (green) and PARI (blue). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
Besides its good theoretical complexity, the routine has a high efficiency in practice. We have
applied it to the test polynomials given in the Appendix, and compared the results with those of the
standard p-adic factorization routines of Magma and PARI. We present here some of these results. All
tests have been done in a Linux server, with two Intel Quad Core processors, running at 3.0 GHz, with
32 GB of RAMmemory. Times are expressed in milliseconds.
Running time vs depth
The graphic in Fig. 2 shows the running times of our factorization routine applied to the
polynomials Ep,j(x) for p ≤ 1000, compared to those of Magma and PARI’s functions. Magma cannot
go beyond j = 4 in less than an hour, while PARI reaches only j = 5; our package takes at most
2 seconds to factor any of these polynomials. The running time of SFLFactor on the polynomials
Ep,8(x) is better observed in Fig. 3.
Running time vs width
The graphic in Fig. 4 compares the behaviour of SFLFactor, Magma and PARIwith respect to the
width, using the test polynomials Bp,k(x) for k ≤ 1000. Since the width tends to be a very pessimistic
bound, we have also tested the performance of SFLFactor, with the test polynomials A2,50,50001,r(x),
for 1 ≤ r ≤ 1000. These polynomials have all the same (large) width, but each one requires r + 1
iterations of themain loop of theMontes algorithm, to detect its p-adic irreducibility. Thus, for r large,
they constitute very ill-conditioned examples for our algorithm. The running-times are shown in Fig. 5.
Running time vs number of factors
We can observe in Figs. 6 and 7 the behaviour of SFLFactorwith respect to the number of factors
of the polynomial to be factored. The first graphic shows the running times of our routine applied
to the polynomials D101,p,2,3(x) for the primes p ∈ {1069, 1087, 1091, 1051, 1117, 1097, 919, 1009},
which cover all the possible splitting types of the 101-th cyclotomic polynomial.
In Fig. 7 we can compare the performance of our algorithm applied to the polynomials
A101,mn,211,0(x) and Am101,n,211(x). The different height of the polynomials is a plausible explanation for
the significative difference in the running times.
Appendix. Families of test polynomials
Along the design of a new algorithm, it is useful to dispose of a bank of benchmarks to test its
efficiency. Different authors (Cohen, 2000; Ford et al., 2002) have provided such benchmarks for
different problems in computational algebraic number theory. These lists of polynomials have been
of great use, but the new algorithms and the fast evolution of hardware have left it out of date. We
propose an update consisting of several parametric families of polynomials, which should cover all the
computational difficulties one may encounter in problems concerning prime ideals in number fields
(prime ideal factorization, p-adic factorization, computation of p-integral bases, etc.).
J. Guàrdia et al. / Journal of Symbolic Computation 47 (2012) 1318–1346 1339
2000
1500
1000
Time (ms)
200 400 600 800 1000
p
Fig. 3. Running times of SFLFactor applied to the polynomials Ep,8(x) for p < 1000.
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Fig. 4.Running times ofSFLFactor (red),Magma (green) andPARI (blue) applied to the polynomials Bp,k(x).(For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 5. Running times of SFLFactor for A2,50,5001,r (x).
Classically, it has been considered that the invariants of an irreducible polynomial f (x) ∈ Z[x] that
determine its computational complexity are the degree, the height (maximal size of the coefficients)
and, when we focus on a prime number p, the p-index. The p-index of f (x) is the p-adic valuation of
the index (ZK : Z[θ ]), where θ ∈ Q is a root of f (x), K = Q(θ) and ZK is the ring of integers of K . The
p-index is closely related to the p-adic valuation of the discriminant disc(f ).
As mentioned in Section 3, for a finer analysis of the complexity two more invariants must
be taken into account: the depth and width of the different p-adic irreducible factors of f (x).
Therefore, our families of test polynomials are described in terms of different integer parameters
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Fig. 6. Running times of our package for D101,p,2,3(x), p ∈ {1069, 1087, 1091, 1051, 1117, 1097, 919, 1009}.
Fig. 7. Running times of our package for A101,mn,211,0(x) and Am101,n,211(x).
Table 1
Families of test polynomials.
Ap,n,k,r (x) = (x+ 1+ p+ · · · + pr )n + pk;
Amp,n,k(x) = (xn + 2pk)((x+ 2)n + 2pk) . . . ((x+ 2m− 2)n + 2pk)+ 2pmnk;
Bp,k(x) = (x2 − 2x+ 4)3 + pk;
Cp,k(x) =

(x6 + 4p x3 + 3p2x2 + 4p2)2 + p63 + pk
Dℓ,p,n,k(x) = (xℓ−1 + xℓ−2 + · · · + x+ 1)n + pk
Ep,1(x) = x2 + p
Ep,2(x) = Ep,1(x)2 + (p− 1)p3x
Ep,3(x) = Ep,2(x)3 + p11
Ep,4(x) = Ep,3(x)3 + p29xEp,2(x)
Ep,5(x) = Ep,4(x)2 + (p− 1)p42xEp,1(x)Ep,3(x)2
Ep,6(x) = Ep,5(x)2 + p88xEp,3(x)Ep,4(x)
Ep,7(x) = Ep,6(x)3 + p295Ep,2(x)Ep,4(x)Ep,5(x)
Ep,8(x) = Ep,7(x)2 + (p− 1)p632xEp,1(x)Ep,2(x)2Ep,3(x)2Ep,6(x)
which affect its degree, height, index, number of p-adic irreducible factors, and their depth and
width. The computational complexity of the aforementioned problems can be adjusted to the reader’s
convenience by a proper choice of the parameters, by combining different issues or focusing on a
concrete one.
The test polynomials are gathered in Table 1. The parameters appearing in the table may be
required to satisfy particular conditions in each family.
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The main characteristics of these polynomials are summarized in Table 2. The notation used in the
headers of the table is:
depthp(f ) :=maximum depth of the p-adic irreducible factors of f .
widthp(f ) :=sum of the components of the widths of all the local factors of f .
indp(f ) := p-adic valuation of the index of f .
∆p(K) := p-adic valuation of the discriminant of the number field K defined by f .
pZK = factorization of the prime p in the ring of integers of K . A term pef means a prime ideal with
ramification index e and residual degree f (no exponent or subindex are written if they are 1).
Further explanations about each family are given in the subsequent subsections.
It is worth mentioning that the polynomials in our list can be combined to build new examples
of test polynomials, whose characteristics will combine those of the factors. The philosophy is: take
f , g from the table and form the polynomial h = fg + pa, with a ∈ N high enough. Indeed, this is the
technique used to build the polynomials Amp,n,k(x) and Dℓ,p,n,k(x). This procedure allows everyone to
build its own test polynomial with local invariants at her convenience.
A final remark concerning the use of our test polynomials: they are not only intended to compare
the performance of different algorithms. They are also useful to analyse the influence of the different
parameters in your favourite algorithm. Besides the obvious tests between polynomials in the same
family, more subtle comparisons can be done to study the performance of your algorithm. The
following table proposes some of them:
f g Useful to check dependency on
Ep,4(x) Cp,28(x) Number of factors
Cp,k(x) Ap,36,k,0(x) Depth
Dℓ,p,n,k(x) Ap,n(ℓ−1),k(x) Width
Ap,n,k,0(x) Ap,n,k,k−1(x) Precision
Notation. From now on, whenever we deal with a prime number p, we denote by vp the p-adic
valuation of Zp normalized by vp(p) = 1.
Family 1: p-adically irreducible polynomials of depth 1 and large index
Let p be a prime number. Take two coprime integers n, k ∈ N, and r ∈ {0, 1, . . . , ⌊k/n⌋}. Define:
Ap,n,k,r(x) = (x+ 1+ p+ p2 + · · · + pr)n + pk
Our test polynomial is obtained from Ap,n,k := xn + pk by a linear change of the variable: x →
x+ 1+ p+ · · · + pr . Hence, these two polynomials have the same discriminant:
disc(Ap,n,k,r) = disc(Ap,n,k) = (−1)n(n−1)/2nnp(n−1)k.
Proposition A.1. Let Kp,n,k,r be the number field defined by a root of Ap,n,k,r(x).
(a) indp(Ap,n,k,r) = (k− 1)(n− 1)/2.
(b) vp(disc(Kp,n,k,r)) = nvp(n)+ n− 1.
(c) pZKp,n,k,r = pn, where p is a prime ideal of residual degree 1.
(d) The p-adically irreducible polynomial Ap,n,k,r(x) has depth 1 and width (⌈k/n⌉).
Proof. Take φ(x) = x + 1 + p + · · · + pr . The Newton polygon of first order Nφ,vp(Ap,n,k,r) is one-
sided, with end points (0, k), (n, 0), and slope −k/n. Thus, the prime p is totally ramified in Kp,n,k,r .
Proposition 3.5 gives immediately the value of the index of Ap,n,k,r :
indp(Ap,n,k,r) = (k− 1)(n− 1)/2.
Hence, vp(disc(Kp,n,k,r)) = vp(disc(Ap,n,k,r))− 2 indp(Ap,n,k,r) = nvp(n)+ n− 1. 
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For k ≤ n, these polynomialsmay have large degree and index, but they have small width (equal to
1). For k ≫ n they have large width too. In the latter case, the parameter r may have an influence on
the speed of an algorithm to save the obstruction of the highwidth. For instance, theMontes algorithm
performs r + 1 iterations of its main loop before reaching the polynomial φ considered in the proof
of Proposition A1, as an optimal lift to Z[x] of the irreducible factor x+ 1 of Ap,n,k,r(x)modulo p.
Family 2: Arbitrary number of depth 1 p-adic factors and large index
Let p > 3 be a prime number. Take n, k coprime positive integers such that k > nvp(n), andm any
integer such that 1 < m < p/2. Define:
Amp,n,k(x) = (xn + 2pk)((x+ 2)n + 2pk) . . . ((x+ 2m− 2)n + 2pk)+ 2pmnk
This polynomial is irreducible over Q, since it is 2-Eisenstein.
Lemma A.2. The p-valuation of the discriminant of Amp,n,k(x) is:
vp(disc(Amp,n,k)) = m(nvp(n)+ k(n− 1)).
Proof. The discriminant of A(x) := xn + 2pk is (−1)n(n−1)/2nn2n−1p(n−1)k. Take F(x) = A(x)A(x +
2) . . . A(x+ 2m− 2); since all these factors of F(x) are coprime modulo p:
vp(disc(F)) = mvp(disc(A)) = m(nvp(n)+ k(n− 1)).
From Amp,n,k = F + 2pmnk, we get vp(disc(Amp,n,k)) = vp(disc(F)), because mnk > vp(disc(F)), by our
assumption on k. 
Proposition A.3. Let Kmp,n,k be the number field defined by a root of A
m
p,n,k(x)
(a) indp(Amp,n,k) = m(k− 1)(n− 1)/2.
(b) vp(disc(Kmp,n,k)) = m(nvp(n)+ n− 1).
(c) pZKmp,n,k = pn1 · · · pnm, all prime ideals with residual degree 1.
(d) The m p-adic factors of Amp,n,k(x) have depth 1 and width (⌈k/n⌉).
Proof. Let A(x) = xn + 2pk, and φ(x) = x. Clearly Amp,n,k(x) = a(x)φ(x)n + b(x), where a(x) =
A(x+ 2) · · · A(x+ 2m− 2) and b(x) = 2pka(x)+ 2pmnk. Since a(x) is not divisible by xmodulo p, this
φ-development of Amp,n,k is admissible (Guàrdia et al., 2012, Def. 1.11), and it can be used to compute
the principal Newton polygon of the first order N−φ,vp(A
m
p,n,k) (Guàrdia et al., 2012, Lemma 1.12). Since
vp(a(x)) = 0 and vp(b(x)) = k, this polygon is one-sided of slope−k/n. Hence, Amp,n,k(x) has a p-adic
irreducible factor of degree n, depth 1, index (k− 1)(n− 1)/2 and width (⌈k/n⌉), which is congruent
to a power of x modulo p, and determines a totally ramified extension of Qp. The same argument,
applied to φj(x) = x + 2j, for 1 ≤ j < m, determines all other irreducible factors of Amp,n,k(x). Since
these factors are pairwise coprime modulo p, the index of Amp,n,k(x) is m times the index of each local
factor. This proves all statements of the proposition. 
Family 3: Low degree, two p-adic factors of depth 1, and large width and index
For p ≡ 1 (mod 3) a prime number and k ∈ N, k ≢ 0 (mod 3), define the polynomial
Bp,k(x) = (x2 − 2x+ 4)3 + pk
This polynomial is irreducible overQ. In fact, it has two irreducible cubic factors over Zp (by the proof
of the proposition below) and it is the cube of a quadratic irreducible factormodulo 3. The discriminant
of Bp,k(x) is
disc(Bp,k) = −2636p4k

pk + 27 .
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Proposition A.4. Let Kp,k be the number field defined by a root of the polynomial Bp,k(x).
(a) indp(Bp,k) = 2(k− 1).
(b) vp(disc(Kp,k)) = 4.
(c) pZKp,k = p3p′3, where p, p′ are prime ideals of residual degree 1.
(d) The two p-adic factors of Bp,k(x) have depth 1 and width (⌈k/3⌉).
Proof. Let x2 − 2x + 4 = φ1(x)φ2(x) be the factorization of x2 − 2x + 4 in Zp[x], into the product
of two monic linear factors. Since these factors are coprime modulo p, the expression Bp,k(x) =
(φ1(x))3(φ2(x))3 + pk is simultaneously an admissible φi-expansion of Bp,k, for i = 1, 2 (Guàrdia
et al., 2012, Def. 1.11), and we can use this development to compute the Newton polygons of the first
orderN−φi,vp(Bp,k), for i = 1, 2 (Guàrdia et al., 2012, Lemma 1.12). Both polygons are one-sided of slope−k/3 and end points (0, k), (3, 0). This proves (c) and (d).
On the other hand, Proposition 3.5 shows that indp(φ1) = indp(φ2) = k − 1. Since φ1 and φ2 are
coprime modulo p, this proves (a) and (b). 
Family 4: Six p-adic factors of depth 3, fixed medium degree, and large index
Let p ≡ 5 (mod 12) be a prime number. Take an integer k > 18 and define:
Cp,k(x) :=

(x6 + 4p x3 + 3p2x2 + 4p2)2 + p63 + pk.
Proposition A.5. Suppose that Cp,k is irreducible overQ, and let Kp,k be the number field generated by one
of its roots.
(a) indp(Cp,k) = 12k+ 78;
(b) vp(disc(Kp)) = 24;
(c) pZKp = p31 · · · p36, all prime ideals pj with residual degree 2.
(d) The six p-adic factors of Cp(x) have depth 3 and width (1, 1, k− 17).
Proof. The proof consists of an application of the Montes algorithm by hand. We leave the details to
the reader. The algorithm outputs six Cp,k-complete strongly optimal types of order 3. Three of them
have the following fundamental invariants (φi, λi, ψi) at each level i:
(y; (x,−1/3, y+ 2); (φ2,−1, y2 + 3); (φ3 + ip3, 17− k, y− ω)),
where φ2(x) = x3 + 2p, φ3(x) = x6 + 4px3 + 3p2x2 + 4p2, i ∈ Z satisfies i2 ≡ −1 (mod pk−17) and
ω ∈ F∗p2 runs on the three cubic roots of−i(−2)6−k ∈ F∗p . The other three complete types are obtained
by replacing i by−i.
The Theorem of the index (Guàrdia et al., 2012, Theorem 4.18) shows that indp(Cp,k) = 12k+ 78.
The computation of vp(disc(Kp,k)) is trivial, since p is tamely ramified. 
Family 5: Large degree, multiple p-adic factors of depth 1 and large index and width
Let ℓ, p be two different prime numbers and n, k ∈ N two coprime integers. Consider the
polynomial:
Dℓ,p,n,k(x) := Φℓ(x)n + pk,
whereΦℓ(x) = 1+ x+ · · · + xℓ−1 is the ℓ-th cyclotomic polynomial.
Lemma A.6. The p-valuation of the discriminant of Dℓ,p,n,k is:
vp(disc(Dℓ,p,n,k)) = (ℓ− 1)(nvp(n)+ k(n− 1)).
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Proof. Let α1, . . . , αℓ−1 be the roots of Φℓ(x), and β1, . . . , βℓ−2 the roots of Φ ′ℓ(x). Write d =
degDℓ,p,n,k = n(l− 1).
disc(Dℓ,p,n,k) = (−1)d(d−1)/2 Res(Φℓ(x)n + pk, nΦℓ(x)n−1Φ ′ℓ(x))
= (−1)d(d−1)/2nd(l− 1)d

αi
(Φℓ(αi)
n + pk)n−1

βi
(Φℓ(βi)
n + pk)
= (−1)d(d−1)/2ndpk(ℓ−1)(n−1)(l− 1)d

βi
(Φℓ(βi)
n + pk).
The term (l − 1)dβi(Φℓ(βi)n + pk) is congruent, up to a sign, to disc(Φℓ)n modulo p; thus, it is not
divisible by p and the conclusion of the lemma follows. 
Proposition A.7. Assume that the polynomial Dℓ,p,n,k(x) is irreducible over Q and let Kℓ,p,n,k be the
number field generated by one of its roots. Denote by f the order of p in the multiplicative group F∗ℓ , and
set g = (ℓ− 1)/f .
(a) vp(ind(Dℓ,p,n,k)) = (ℓ− 1)(n− 1)(k− 1)/2.
(b) vp(disc(Kℓ,p,n,k)) = (ℓ− 1)(nvp(n)+ n− 1).
(c) pZKℓ,p,n,k = pn1 · · · png , all prime ideals pj with residual degree f .
(d) The g p-adic factors of Dℓ,p,n,k(x) have depth 1 and width (⌈k/n⌉).
Proof. The cyclotomic polynomial Φℓ splits in Zp[x] into the product Φℓ = φ1 · · ·φg , of g
irreducible factors of degree f . Since these factors are coprime modulo p, the expression Dℓ,p,n,k =
(φ1)
n · · · (φg)n+pk is simultaneously an admissible φi-expansion ofDℓ,p,n,k, for all 1 ≤ i ≤ g (Guàrdia
et al., 2012, Def. 1.11), and we can use this development to compute the g Newton polygons of the
first order N−φi,vp(Dℓ,p,n,k) (Guàrdia et al., 2012, Lemma 1.12). All these polygons are one-sided of slope−k/n and end points (0, k), (n, 0). This proves (c) and (d).
On the other hand, Proposition 3.5 shows that indp(φi) = f (n − 1)(k − 1)/2, for all i. Since
φ1, . . . , φg are coprime modulo p, we have indp(Dℓ,p,n,k) = g indp(φ1) = gf (n − 1)(k − 1)/2. This
proves (a) and (b). 
With a proper election of the primes ℓ, p we can achieve arbitrarily large values of f and g , with
the only restriction fg = ℓ− 1.
Family 6: p-adically irreducible polynomials of fixed large degree and depth
For any prime number p > 3, consider the following polynomials:
Ep,1(x) = x2 + p
Ep,2(x) = Ep,1(x)2 + (p− 1)p3x
Ep,3(x) = Ep,2(x)3 + p11
Ep,4(x) = Ep,3(x)3 + p29xEp,2(x)
Ep,5(x) = Ep,4(x)2 + (p− 1)p42xEp,1(x)Ep,3(x)2
Ep,6(x) = Ep,5(x)2 + p88xEp,3(x)Ep,4(x)
Ep,7(x) = Ep,6(x)3 + p295Ep,2(x)Ep,4(x)Ep,5(x)
Ep,8(x) = Ep,7(x)2 + (p− 1)p632xEp,1(x)Ep,2(x)2Ep,3(x)2Ep,6(x)
These polynomials have been built recursively through a constructive application of the Montes
algorithm. They are all irreducible over Zp and determine totally ramified extensions ofQp. The depth
of Ep,i is i, and an Okutsu frame is given by [φ1 = x, φ2 = Ep,1, . . . , φi = Ep,i−1]. The Newton polygons
Ni(Ep,j), for j ≥ i, are one-sided of slope λi, where:
λ1 = −12 , λ2 = −
3
2
, λ3 = λ4 = −23 , λ5 = λ6 = −
1
2
, λ7 = −13 , λ8 = −
1
2
.
The values of indp(Ep,i) are given in Table 2; they have been derived from Proposition 3.5.
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Families of test equations for function fields
LetF be a perfect field, and p an indeterminate. One checks easily that all polynomials of Table 1 are
irreducible over F [p], except eventually for Amp,n,k(x). Hence, they may be used to test arithmetically
oriented algorithms for function fields.
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