T beginning of the century. The rapid technological developments of succeeding years have permitted precise measurement of the properties of individual muscle fibers and the functional groups that constitute the motor unit. A motor unit consists of 2 to 1000 fibers innervated by one motor nerve axon and hence the fibers discharge synchronously at rates typically between 2 and 30 Hz. A variety of techniques have been used to measure the motor unit potential (MUP), such as macro electromyography (EMG) introduced by Stalberg [ l ] in 1980. The macro EMG method uses a special needle electrode with a 15mm long by 0.8mm diameter cannula, with a 25pm diameter side port electrode 7.5mm from the tip.
The side port electrode records the activity of one or more single muscle fibers from an individual motor unit recruited by gentle voluntary contraction of the muscle. The single fiber action potentials (SFAP) are used to trigger a signal averager into which the cannula signal is fed (Fig. 1) . In general, about 200 discharges of the unit are averaged over an 80 ms sweep time to obtain a macro motor unit potential (MMUP). At least 20 potentials are measured from a single muscle to obtain a reasonable estimate of the parameters of an average motor unit potential.
The MMUP data is analyzed by means of the peak-to-peak amplitude and the integral of the central 50 milliseconds of the signal. An additional parameter to estimate the duration of the potential has been introduced [ 2 ] , which is the 90 percent power duration. This is the width of the region of the potential that contains 90% of the power. Normal ranges for the amplitude and area by age decade have been obtained by Stalberg and Fawcett [3] . Following extensive simulation studies [4] , the amplitude and area were found to be highly correlated and proportional to the "size" (number of fibers) of the motor unit. The duration parameter remains to be studied adequately but initial indications are that this relates to the range of muscle fiber diameters and the geometric width of the end-plate zone of the motor unit.
Of the large number of neuromuscular disorders that have been identified, three have been selected for this study as their consistency of clinical appearance is good. These are motor neuron disease (MND), Becker muscular dystrophy (BMD), and spinal muscular atrophy (SMA). MND and SMA are both associated with neurogenic processes, either rapidly progressive and affecting an older population, as in MND; or more chronic and affecting a younger population, as in SMA. In both disorders, loss of motor neurons occurs followed by reinnervation of the muscle fibers by surviving neurons such that the size of the motor unit increases with a concomitant increase in the macro MUP amplitude. In contrast, BMD is a myopathic process where the total number of motor units remains constant, but the size of each unit falls due to loss of individual fibers. In this case the amplitude of the macro MUP is rather low.
To date, standard statistical procedures have been used to classify the results of a macro EMG study [3] , limited to the classification between normal and abnormal cases. Cluster analysis has been applied in the classification of normal, MND, BMD and SMA subjects [5, 6] have demonstrated the capacity of ANN models. The purpose of this study was to investigate further the use of a variety of network topologies and to examine methods of structuring the input data to classify macro EMG data. An integrated model for computer aided electromyography and automatic diagnosis is suggested in Fig. 1 . A number of ANN algorithms and models have been published in the literature, both for continuous and binary data. The back propagation training algorithm [7] for a continuous input has been applied on a three layer ANN model ( Fig. 1 ). Models with two hidden layers have been documented to be able to draw the boundaries of arbitrarily complex decision regions [8] . Ed. note:What Lippman calls a "3-layer" net is one with two hidden layers. What is used here is a net with one hidden layer, if you believe Table 1 ). The shape features extracted from each MMUP were: amplitude (the difference between the minimum positive peak and the maximum negative peak); area (the sum of the rectified signal integrated over the 50 ms analyzed epoch); average power (the sum of squares of each sample over the 50 ms epoch, divided by the number of samples); and duration (the segment of the macro MUP which contains 90 percent of the power).
The above analysis has been carried out on 820 MMUPs recorded from 4 1 subjects ( Table 2 ) who were classified on the basis of a clinical opinion and the appearance of a muscle biopsy. For illustrating the complexity and high degree of overlapping among the groups, three of the parameters, mean amplitude, mean of the average power, and mean duration for each patient have been plotted as shown in Fig. 3 Table 3 . Table 3 .
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area and power, and short duration, whereas BMD patients should be characterized by MMUPs with small amplitude, area and power, and a not well defined duration range. Macro MUP findings for the SMA group are highly intermixed with the other groups, as a result of the heterogeneous nature of this disease.
ANN Models and Results
We have previously described our method of analysing data in two different ways, based on how the input of the ANN in each case was chosen, in an 8-input vector and an 80-input vector [SI. In the case of the 8-input vector, the descriptive statistics, i.e., the mean value and the standard deviation of the parameters (amplitude, area, average power and duration) of all MMUPs collected from each subject formed the input set, as shown in Table 3 .
In the 80-input vector models the values of the individual parameters for each MMUP formed the input as shown in Table 4 . Training and evaluation of the nets was conducted in accordance with two different protocols; in the first protocol, 20 subjects were randomly selected to form the training set and 21 formed the evaluation set. In the second protocol, 31 subjects formed the training set and 10 the evaluation, also at random (Table 3 and 4) . In our previous study, logarithmic transformation of the parameters amplitude, area, and average power was adopted because of the wide range of the observed values [SI. In the present study, log transformations of these parameters was only performed in certain models, but the actual values of all parameters were used in most models. Surprisingly, a better diagnostic yield was obtained using the actual values in spite of their large variability.
In each of the four groups, subjects were further subdivided into subgroups. A total of sixteen subgroups were formed for models 4 and 17, as shown in Table 3 Table 3 (1 for normal, 2 for MND, 2 for BMD and 3 for SMA). This subdivision was considered to be more representative because of the significant variability of electrophysiological characteristics in neuromuscular diseases. The order of placement of the parameters to form the input vector was of no significance in the 8-input models, as MMUP parameters were represented by their descriptive statistics. In contrast, in the 80-input models, the input vector was constructed by the values of the individual parameters for each MMUP. Thus, structuring the input vector proved a more difficult task. Two approaches were adopted: in models 1,2, 3, S and 8 of Table 4 , the input vector was constructed by collecting Some of the problems and limitations encountered with the back propagation algorithm are related to the lack of tools for determining an optimum architecture, gain and momentum. In addition, these parameters depend on the nature, distribution and complexity of the input data. The momentum value chosen for all models under study was 0.9. The gain had a highest value of 0.01 and a lowest value of 0.001. Learning curves for all the models investigated are shown in Figs. 4 , 5 and 6 for the 8-input model, and in Fig. 7 for the 80-input. The total sum of squares (TSS) has been plotted against epochs; TSS is the sum of the squared difference between desired and actual output for each subject, summed over all subjects in one epoch. TSS is a measure of convergence; thus, learning of the training set is achieved when TSS approaches zero. For making sure that the ANN did not learn the subjects in any particular order, the sequence of presenting the subjects at the input was randomly selected at every epoch.
Discussion
The effect of certain factors on the diagnostic yield and ways of improving the reliability of ANN systems were addressed in this study. Such factors included structuring of the input data, architecture of the ANN, gain, number of outputs, and size of training and evaluation sets. Because of the number of these factors and of all possible combinations, examining all possibilities would have been a very time consuming and computationally heavy exercise. In this study, we heuristically se1ected.a total of 26 models.
In the case of the 8-input models, useful information that would have helped the algorithm to converge was lost, because the data was limited to descriptive statistics. This may explain why the 8-input models required more epochs than the 80-input models to converge. The comparatively larger number of weights in the 80-input ANNs increases the degrees of freedom of the ANN, thus allowing them to learn the subjects as individual cases, rather than members of groups. However, there was a performance decrement, as illustrated by the finding of an overall slightly higher diagnostic yield of 60 per- Table 4 . cent for the 8-input models compared to 55 percent for the 80-input models. To examine how the relative sizes of the training and evaluation sets affect the diagnostic yield, the division of the available data into training and evaluation sets was carried out in two different ways (20/21 and 31/10). The diagnostic yield was improved with the larger training set, resulting in 5 1 percent diagnostic yield for all 20/21 models and 63 percent for all 3 1/10 models. However, in addition to the increase in the training set size, other factors varied at the same time, such as architecture, gain, and number of outputs. Nonetheless, the effect of training set size does suggest that generalization is occuring within the net but much larger data sets are required to confirm this.
Log transformation of data is common when human interpretation of complex data is carried out through plotting, tabulating etc. The results obtained indicate that ANNs do not require such a transformation. The following example demonstrates the wide range of the MMUP parameters for a patient in the SMA group which could have justified a log transformation: the minimum and maximum amplitude, average power, duration and area ranges were 28:1363, 8:12316, 5.6:16.4, 222:4265, respectively. ANN models were shown, however, to be capable of handling real data with such ranges successfully without the need of log transformation.
The division of the four groups into subgroups, or output nodes, was con- sidered to be more representative for data of normal subjects and patients because of the inherent physiological variability. Additional output nodes may be assigned depending on the dynamic process, such as the severity of the disease. It could be argued that the SMA group of patients may "confuse" the training of the ANN models due to the heterogeneous pattern of this disease. This was the case when cluster analysis was applied to the same MMUP data [ 2 ] . In the present study, the exclusion of SMA patients in model 11 (Table 3) did not result in a higher diagnostic yield. Therefore, ANN models were capable in handling all four groups successfully. Appropriate placement of the MMUP parameter values in an ascending order improved the diagnostic yield of the 80-input ANN models. Table 4 shows that 
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~ IEEE ENGINEERING IN MEDICINE AND BIOLOGY models 4,6, and 7, where the input vector was structured in an ascending order, gave an overall higher diagnostic yield as compared to models 1, 2, 3, and 8 (Table 4) where the MMUP parameter values formed the input vector in the order of acquisition. Arranging the MMUP parameter values in ascending order may help the system to identify similarities within patients of the same group. Gain values above 0.01 resulted in oscillations of the TSS error, which did not help in reaching a steady low TSS. Very low gains below 0.001, even though they result in a smooth drop of TSS were found unacceptable since they required an extremely high number of epochs to lower TSS to a near zero value. Optimum learning was achieved by adopting a variable gain technique, which means starting with high gain and, as training was progressing, lowering the gain accordingly.
One of the drawbacks of the learning procedure is that the error-surface may contain local minima so that gradient descent may be unable to find a global minimum as previously shown [7] . By running several tasks, the ANN models may stagnate in poor local minima that are significantly worse than the global minimum. In order to escape from such a situation, three strategies may be envisaged in the following order: (1) introduce a disturbance to the net while the task is running by increasing the gain by a factor of 10 for a few epochs and then dropping it down to its original value; (2) abandon the run and start with a new architecture with more nodes, thus creating extra dimensions in weight space; and (3) repeat the run with a different gain and momentum.
Macro EMG was shown in previous studies to have limited diagnostic yield in differentiating between various conditions, and has been mainly used to differentiate normal from abnormal MMUPs. The finding of a significant diagnostic yield with the use of ANN in this study underlines the potentials of the application in clinical neurophysiology. Further studies are needed to explore this direction using other EMG techniques in neuromuscular diseases.
