Sufficient conditions for exact support recovery of a sparse signal from noisy measurements with orthogonal matching pursuit (OMP) have been extensively studied in the literature. In this paper, we first show that if the restricted isometry constant (RIC) δ k+1 (A) of the sensing matrix A satisfies δK+1(A) <
I. INTRODUCTION
I N compressed sensing, we can usually observe the following linear model [7] , [8] , [9] and [10] :
where x ∈ R n is an unknown signal, y ∈ R m is an observation vector, A ∈ R m×n (with m << n) is a known sensing matrix and v ∈ R m is a noise vector. There are several types of noise, for example, l 2 bounded noises (i.e., v 2 ≤ ǫ for some constant ǫ, [1] , [2] , [3] ), l ∞ bounded noise (i.e., Av ∞ ≤ ǫ for some constant ǫ [4] ), and Gaussian noise (i.e., v i ∼ N (0, σ 2 ) [5] , [6] ). In this paper, we only consider the first two types of noises since the results can be easily extended to the last type.
One of the central goals of CS is to recover x in (1) based on A and y. Under some conditions on A and x, x can be stably or exactly recovered, see, e.g., [11] , [12] , [13] .
Orthogonal matching pursuit (OMP) [14] is a commonly used algorithm for recovering the signal x. A vector x is called k−sparse if |supp(x)| ≤ k, where supp(x) = {i : x i = 0} is the support of x, and |supp(x)| is the cardinality of supp(x). For any set S ⊂ {1, 2, . . . , n}, let A S denote the submatrix of A that only contains the columns indexed by S, and x S denote the subvector of x that only contains the entries indexed by S. Then the OMP algorithm can be described in Algorithm 1 [14] .
A commonly used framework for analyzing CS is the restricted isometry property (RIP) [7] . For any m × n matrix A and any integer k, 1 ≤ k ≤ n, the k−restricted isometry constant (RIC) δ k is defined as the smallest constant such that
for all k−sparse vectors x. Many RIC-based conditions have been proposed to guarantee the exact recovery of the K−sparse signal x in (1) for the noise free case. It have respectively been shown in [15] and [16] conjectured in [21] that there exist a matrix A with δ K+1 (A) ≤ 1 √ K and a K−sparse x such that OMP fails to recover x in K iterations. Examples provided in [17] and [18] show that there exist a matrix with δ K+1 = 1 √ K and a K−sparse x such that OMP may fail to recover x in K iterations. Later, the example in [22] shows that for any given positive integer K ≥ 2 and for any given t satisfies 1 √ K+1
≤ t < 1, there always exist a K−sparse x and a matrix A satisfies the RIP of order K + 1 with δ K+1 = t such that the OMP algorithm may fail to recover x in K iterations. In other words, the sufficient condition for recovering x cannot be weaker than
[20] is a sharp condition guaranteeing the exact recovery of the K−sparse signal x.
For the noise case, we are interested in recovering the support of x, since the signal can be easily estimated by the ordinary least squares regression on the support of x provided that the support is recovered [4] . Under some conditions on the sensing matrix A and the minimum magnitude of the nonzero elements of the K−sparse signal x, supp(x) can be exactly recovered by the OMP algorithm under the l 2 and l ∞ bounded noises. It was shown in [23] that under a condition on the minimum magnitude of the nonzero elements of
is a sufficient condition for the exact recovery of supp(x). This sufficient condition has been improved to be
in [24] . And the best existing condition in terms of
[19]. In this paper, we investigate the conditions on RIC and the minimum magnitude of the nonzero elements of the K−sparse signal x for recovering the support supp(x) by OMP under the l 2 and l ∞ bounded noises. Specifically, we first show that ifA and v in (1) respectively satisfy the RIP of order K + 1 with δ K+1 (A) <
and v 2 ≤ ǫ, then the OMP algorithm with the stopping criterion r k ≤ ǫ can exactly recover supp(x) provided that
And then we show that if A and v in (1) respectively satisfy the RIP of order K + 1 with δ K+1 (A) < 1 √ K+1 and A T v ∞ ≤ ǫ, then the OMP algorithm with the stopping criterion
can exactly recover supp(x) provided that
By the aforementioned analysis, these two conditions are sharp in terms of δ K+1 (A). We also show that our conditions on min i∈supp(x) |x i | are also weaker than existing results. Moreover, we propose some necessary constraints on min i∈supp(x) |x i | for exactly recovering supp(x) under the above two types of noises. The rest of the paper is organized as follows. In section II, we present some sufficient conditions and some necessary conditions for the exact support recovery of the K−sparse signal x by OMP under the l 2 and l ∞ bounded noises. In section IV, we prove our main results. Finally, we summarize this paper in section III.
Notation. Let R be the real field. Boldface lowercase letters denote column vectors, and boldface uppercase letters denote matrices, e.g., x ∈ R n and A ∈ R m×n . For a vector x, x i:j denotes the subvector of x formed by entries i, i + 1, . . . , j. Let e k denote the k-th column of the identity matrix I and 0 denote a zero matrix or a zero column vector. Let Ω = supp(x), then |Ω| ≤ K for any K−sparse signal x. Let set S ⊂ Ω, and Ω \ S = {k|k ∈ Ω, k ∈ S}.
Let Ω c and S c be the complement of Ω and S, i.e., Ω c = {1, 2, . . . , n} \ Ω, and S c = {1, 2, . . . , n} \ S. Let A S be the submatrix of A that only contains the columns indexed by S, and x S be the subvector of x that only contains the entries indexed by S, and A T S be the transpose of
(note that if the number of elements belong to S is not larger than K and δ K+1 (A) < 1, then (A T S A S ) is invertible) and P ⊥ S = I − P S denote the projector and orthogonal complement projector on the column space of A S , respectively.
II. MAIN RESULTS
In this section, we will show that if A satisfies the RIP of order K + 1 with δ K+1 (A) <
, then under some conditions on the minimum magnitude of the nonzero elements of the K−sparse signal x (i.e., min i∈Ω |x i |), supp(x) can be exactly recovered by OMP under the l 2 and l ∞ bounded noises. These two sufficient conditions are sharp in terms of δ K+1 (A). Moreover, we will present some necessary conditions on min i∈Ω |x i | for exactly recovering supp(x).
Before introducing our main results, we need to present the following important lemma which was inspired by the proofs of Lemmas II.1 and II.2 in [20] .
Lemma 1: Suppose that A satisfies the RIP of order K + 1 with
Let x ∈ R n be a K−sparse vector and S be a subset of Ω = supp(x) with |S| < K. Then,
The proof of Lemma 1 is given in Section IV-A.
A. Sufficient conditions for exact support recovery
In this subsection, we give some sufficient conditions for exactly recovering supp(x) by OMP under the l 2 and l ∞ bounded noises. The following theorem gives a sufficient condition under the l 2 bounded noise.
Theorem 1: Suppose that A and v in (1) respectively satisfy the RIP of order K + 1 with δ K+1 (A) satisfies (3) and v 2 ≤ ǫ. Then the OMP algorithm with the stopping criterion r k ≤ ǫ can exactly recover the support Ω of the K-sparse signal x provided that min
The proof of Theorem 1 is given in Section IV-B. From Theorem 1, if ǫ = 0, then v 2 = 0 and (5) holds. By the proof of Theorem 1, supp(x) can be exactly recovered in |supp(x)| iterations if δ K+1 (A) satisfies (3). So, we have the following result which is equivalent to Theorem III.1 in [20] .
Corollary 1: Suppose that A and v in (1) respectively satisfy the RIP of order K + 1 with δ K+1 (A) satisfies (3) and v 2 = 0. Then the OMP algorithm can exactly recover the K-sparse signal x in K iterations.
Remark 1: The example in [22] shows that for any given positive integer K ≥ 2 and for any
≤ t < 1, there always exist a K−sparse x and a matrix A satisfies the RIP of order K + 1 with δ K+1 = t such that the OMP algorithm may fail to recover x. Thus, the sufficient condition, given in Theorem 1, for guaranteeing the exact recovery of supp(x) is sharp in terms of δ K+1 (A).
In the following, we give a remark to compare our condition with existing ones.
Remark 2:
In [4] , [24] and [19] , A was assumed to be column normalized, i.e., A i 2 = 1 for i = 1, 2, . . . , n. Note that Theorem 1 obviously holds if A is column normalized. In the following, we show that the sufficient condition, given by Theorem 1, for the exact support recovery of the K-sparse signal x by OMP under the l 2 bounded noise is weaker than those in [23] , [24] and [19] in terms of both δ K+1 (A) and the requirement on min i∈Ω |x i |. For simplicity, we only compare our condition with the best one, i.e., the one in [19] .
It was showed in [19] that if A in (1) is column normalized and satisfies the RIP of order K + 1 with δ K+1 satisfies
and v in (1) satisfies v 2 ≤ ǫ. Then the OMP algorithm with the stopping criterion r k ≤ ǫ can exactly recover the support Ω of the K-sparse signal x if
By Theorem 1, to show our condition is weaker, we only need to show:
and
for δ K+1 (A) satisfies (3). In particular, if δ K+1 (A) = 0, then the strict inequality in (7) holds. To show (6) , it suffices to show
which is equivalent to show
Since K ≥ 1, the aforementioned equation holds, so (6) holds.
In the following, we assume δ K+1 (A) = 0 satisfies (3) and we show the strict inequality in (7) holds. Since
Thus, it suffices to show
Obviously, (8) holds if
By some simple calculations, one can easily show that the aforementioned inequality holds. Thus, the strict inequality in (7) holds if δ K+1 (A) = 0 satisfies (3). We have the following result for the exact support recovery of x by OMP under the l ∞ bounded noise. Theorem 2: Suppose that A and v in (1) respectively satisfy the RIP of order K + 1 with δ K+1 (A) satisfies (3) and A T v ∞ ≤ ǫ. Then the OMP algorithm with the stopping criterion
can exactly recover the support Ω of the K-sparse signal x provided that
The proof of Theorem 2 is given in Section IV-C. If the sensing matrix A is column normalized, then we have the following result where the requirement on min i∈Ω |x i | is weaker.
Theorem 3:
Suppose that A in (1) is column normalized and satisfies the RIP of order K + 1 with δ K+1 (A) satisfies (3), and v in (1) satisfies A T v ∞ ≤ ǫ. Then the OMP algorithm with the stopping criterion
can exactly recover the support Ω of the K-sparse signal x if
The proof of Theorem 3 is given in Section IV-D.
In the following, we give an important remark on the stopping condition. Remark 3: Note that in [24] , [19] and [23] 
is used as the stopping criterion. Here, we want to emphasize that if we want to exactly recover supp(x), (9) in Theorem 2 and (11) in Theorem 3 cannot be changed to (13) , otherwise, OMP may return indexes which do not belong to supp(x) no matter how large is min i∈Ω |x i |. In the following, we give an example to illustrate this. For simplicity, we only give an example with the sensing matrix A being column normalized. Example 1: For any 0 < δ < 1 and any a > 1+δ 1−δ , let
Then x is 1−sparse and it is easy to verify that A is column normalized and satisfies the RIP of order 2 with δ 2 = δ since the singular values of A T A are 1 ± δ. We also have
Obviously, supp(x) = {1}. In the following, we show that the set {1, 2} will be returned if (13) is used as the stopping criterion no matter how large is a as long as a > 1+δ 1−δ . By (1), we have
Therefore,
Obviously, we have A T r 1 ∞ = 1 + δ 2 > ǫ, so Algorithm 1 will not stop since (13) does not hold. Eventually, {1, 2} will be returned.
For any 2 ≤ m ≤ n, let ǫ = 1 and
where A and x are defined in (14) . Then, one can easily show that OMP will return indexes which do not belong to the support of the signal x if (13) is used as the stopping criterion. From the analysis in the introduction part, the sufficient conditions gave in Theorem 2 and 3 are sharp in terms of δ K+1 (A). It would be interesting to compare the constraints on min i∈Ω |x i |, but (13) was used as the stopping condition in these papers, so we cannot do the comparisons.
B. Necessary conditions for exact support recovery
We have shown that the sufficient conditions for the exactly recovery of the support of x are sharp in terms of δ K+1 (A). In this subsection, we investigate the necessary condition on the minimum magnitude of the nonzero elements of the K−sparse signal x for exactly recovering the support of x.
We first propose a necessary condition for exact support recovery under the l 2 bounded noise. Theorem 4: For any given 0 ≤ t < 1 √ K+1
. Suppose that A and v in (1) respectively satisfy the RIP with δ K+1 (A) = t and v 2 ≤ ǫ. If OMP can exactly recover the support of the K-sparse signal x, then
The proof of Theorem 4 is given in Section IV-E. Note that a necessary condition on the signal to noise ratio for exactly support recovery has been given in [27] . But δ K+1 (A) in [27] is 0, while in this paper, δ K+1 (A) can be any t which satisfies 0 ≤ t <
. Thus, our condition is more general. Moreover, the proofs are totally different.
The following result gives a necessary condition for exact support recovery under the l ∞ bounded noise.
. Suppose that A and v in (1) respectively satisfy the RIP with δ K+1 (A) = t and A T v ∞ ≤ ǫ. If the OMP algorithm can exactly recover the support of the K-sparse signal x, then
The proof of Theorem 5 is given in Section IV-F.
III. CONCLUSION
In this paper, we studied the conditions for exact support recovery of a sparse signal from noisy measurements by OMP. We have shown that if the restricted isometry constant (RIC) δ k+1 (A) of the sensing matrix A satisfies
, then under some conditions on the minimum magnitude of the nonzero elements of the K−sparse signal x, the support of the signal can be exactly recovered under the l 2 and l ∞ bounded noises. These conditions are sharp in terms of δ K+1 (A) for both types of noise and the conditions on the minimum magnitude of the nonzero elements of x are also much weaker than existing ones. We also proposed two necessary conditions on the minimum magnitude of the nonzero elements of x for exact support recovery of x under the l 2 and l ∞ bounded noises.
IV. PROOFS
In this section, we prove our main results which were established in Section II. But before giving the proofs, we need to introduce the following three lemmas which were respectively proposed in [7] , [25] and [26] .
Lemma 2: If A satisfies the RIP of orders k 1 and k 2 with k 1 < k 2 , then
Lemma 3: Let A satisfy the RIP of order k and S be a set with |S| ≤ k, then
for any x ∈ R m . Lemma 4: Let S 1 , S 2 be two disjoint sets and A satisfy the RIP of order |S 1 ∪ S 2 |, then
for any x ∈ R |S2| .
A. Proof of Lemma 1
Proof. Obviously, to show (4), it suffices to show for each
Since x ∈ R n is K−sparse and S is a subset of Ω = supp(x) with |S| < K, x Ω\S 1 = 0. Thus, we have
where (a) followed from |supp(x Ω\S )| = |Ω| − |S| and Cauchy-Schwarz inequality. (b) is because for each l ∈ Ω \ S
Thus,
Let
then by some simple calculations, we obtain 2α 1 − α 2 = − |Ω| − |S|,
To simplify notation, for any given j ∈ Ω c , we define
Then,
and u + w
where (a) followed (23) and (24); and (b) followed (19) . Therefore, for each j ∈ Ω c , we have
Thus, by the aforementioned equations, we have
where the last equality follows from the first equality in (22) . It is not hard to check that
where (a) followed from Lemma 4 and (23), (b) followed from (25) and (26), and (c) followed from the second equality in (22) . By (24) , (27) and (28), we have
Thus, combining with (20), we obtain (17) holds.
In the following, we prove (18) holds. Let
Use the same technique, we can obtain the following equations which are similar to (27) and (28), respectively,
From (24), (29) and (30), we obtain
Thus, combining with (20), we obtain (18) holds.
B. Proof of Theorem 1
Proof. We first show that the OMP algorithm selects correct indexes in all the iterations. Then, we prove that it performs exactly |Ω| iterations.
We prove the first step by induction. Suppose that the OMP algorithm selects correct indexes in the first k − 1 iterations, i.e., S k−1 ⊆ Ω. Then, we need to show that the OMP algorithm selects the correct index in the k−th iteration, i.e., by Algorithm 1, show that s k ∈ Ω. Note that 1 ≤ k ≤ |Ω| and the proof for the first selection is contained in the case that k = 1, and the induction assumption S k−1 ⊆ Ω holds in this case since S 0 = ∅.
By line 2 of Algorithm 1, to show s k ∈ Ω, it suffices to show
By line 4 of Algorithm 1, we havex
Thus, by line 5 of Algorithm 1 and (32), we have
where (a), (b), (c) and (d) followed from the definition of P
, the fact that Ω = supp(x), the induction assumption
Thus, by (33), we obtain
Therefore, by (34) and (35), to show (31), it suffices to show
By the induction assumption S k−1 ⊆ Ω, we have
In the following, we give a lower bound on the left hand side of (36)
where (a) is because k ≥ 1 and x is K−sparse (i.e., |Ω| ≤ K); (b) followed from Lemma 2; and (c) followed from (3) and (38).
We give an upper bound on the right hand side of (36). Obviously, there exist i 0 ∈ Ω \ S k−1 and j 0 ∈ Ω c such that
Therefore
where (a) is because A
v is a 2 × 1 vector, (b) followed from Lemma 3 and (c) is because
From (39) and (42), (36) (or equivalently (31)) is guaranteed by
Thus, by (3), if (5) holds, then the OMP algorithm selects the correct index in each iteration.
In the following, we show that the OMP algorithm performs exactly |Ω| iterations, which is equivalent to show that r k 2 > ǫ for 1 ≤ k < |Ω| and r |Ω| 2 ≤ ǫ. Since the OMP algorithm selects correct index in each iteration under the condition (5), by (33), for 1 ≤ k < |Ω|, we have
where (a) is from (43); (b) is from Lemma 4; and (c) followed from Lemma 2 and (38). Therefore, if
then r k 2 > ǫ for each 1 ≤ k < Ω. By some simple calculations, we can show that:
In fact, we have
Thus, (46) holds. Therefore, by (45) and (46), if (5) holds, then r k 2 > ǫ for each 1 ≤ k < Ω, i.e., the OMP algorithm cannot terminate before the |Ω|−th iteration.
Similarly, by (33),
where (a) is because S |Ω| = |Ω| and (b) followed from (43). So, by the stopping condition, the OMP algorithm terminates after performing the |Ω|−th iteration. Therefore, the OMP algorithm performs |Ω| iterations. This completes the proof.
C. Proof of Theorem 2
Proof. Similar to the proof of Theorem 1, we need to prove that the OMP algorithm selects correct indexes in all the iterations and it performs exactly |Ω| iterations.
We first prove the first part. By the proof of Theorem 1, we only need to prove (36) holds. As the noise vector satisfies different constraints, we need to give a new upper bound on the right hand side of (36). To do this, we first use the method used in the proof of Theorem 5 in [4] to give an upper bound on P S k−1 v 2 and then use (40) and (41) to given an upper bound on A
Let λ denote the largest singular value of (A A S k−1 . Since A satisfies the RIP of order K +1 with δ K+1 , the smallest singular value of A
where (a) followed from the definition of P S k−1 , (b) and (d) respectively followed from the assumption that λ is the largest singular value of (A (40) and (41), we have
v is a 2 × 1 vector; (b) and (c) followed from Lemma 3 and (49), respectively. Therefore, by (39) and (50), if (10) holds, then (36) holds, i.e., OMP selects correct indexes in all the iterations if (10) holds.
In the following, we prove the OMP algorithm cannot terminate before the |Ω|−th iteration. By (33), we have
where the second equality followed from the fact that A
By the inequalities in (44), we have
where the last inequality followed from (49) and Lemma 3. Therefore, for each 1 ≤ k < |Ω|, by (10) and (51)- (53), we have
So, by the stopping condition (9), the OMP algorithm cannot terminate before the |Ω|−th iteration. Finally, we prove that OMP terminates after performing the |Ω|−th iteration. By (48), we have
where the inequality is obtained by using the same technique as in (53). So, by the stopping condition (9), the OMP algorithm terminates after performing the |Ω|−th iteration.
D. Proof of Theorem 3
Proof. Similar to the proof of Theorem 2, we need to prove that the OMP algorithm selects correct indexes in all the iterations and it performs exactly |Ω| iterations.
We first prove the first part. By the proof of Theorem 2, we only need to prove (36) holds. Obviously, (39) holds. By (3) and (50), we have
By (39) and (54), (36) is guaranteed by (12), i.e., the OMP algorithm selects correct indexes in all the iterations. In the following, we prove the second part. Similar to (53), we have
where the last inequality followed from (49).
Therefore, for each 1 ≤ k < |Ω|, by (12) , (51), (52) and (55), we have
So, by the stopping condition (11), the OMP algorithm cannot terminate before the |Ω|−th iteration. Finally, we prove that OMP terminates after performing the |Ω|−th iteration. By (48), we have
where the inequality is obtained by using the same technique as in (55). So, by the stopping condition (11), the OMP algorithm terminates after performing the |Ω|−th iteration.
E. Proof of Theorem 4
Proof. Obviously, to show the theorem, it suffices to show that, for any given 0 ≤ t <
, there exists a linear model of the form (1), where v satisfies v 2 ≤ ǫ, A satisfies the RIP with δ K+1 (A) = t, and x is K-sparse and satisfies
with
such that the OMP algorithm may fail to recover the support of x.
In the following, we construct a linear model satisfies the aforementioned requirements. It is not hard to see that there exist ξ i ∈ R K , 1 ≤ i ≤ K − 1 such that
is an orthogonal matrix. Let
where
Then, it is not hard to prove that U is also an orthogonal matrix. And by some simple calculations, we have
Let D ∈ R (K+1)×(K+1) be a diagonal matrix with
