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Abstract
The spatial structure of transmitters in wireless networks plays a key role in evaluating the mutual
interference and hence the performance. Although the Poisson point process (PPP) has been widely used
to model the spatial configuration of wireless networks, it is not suitable for networks with repulsion.
The Ginibre point process (GPP) is one of the main examples of determinantal point processes that can
be used to model random phenomena where repulsion is observed. Considering the accuracy, tractability
and practicability tradeoffs, we introduce and promote the β-GPP, an intermediate class between the
PPP and the GPP, as a model for wireless networks when the nodes exhibit repulsion. To show that the
model leads to analytically tractable results in several cases of interest, we derive the mean and variance
of the interference using two different approaches: the Palm measure approach and the reduced second
moment approach, and then provide approximations of the interference distribution by three known
probability density functions. Besides, to show that the model is relevant for cellular systems, we derive
the coverage probability of the typical user and also find that the fitted β-GPP can closely model the
deployment of actual base stations in terms of the coverage probability and other statistics.
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2I. INTRODUCTION
A. Motivation
The spatial distribution of transmitters is critical in determining the power of the received
signals and the mutual interference, and hence the performance, of a wireless network. As a con-
sequence, stochastic geometry models for wireless networks have recently received widespread
attention since they capture the irregularity and variability of the node configurations found in
real networks and provide theoretical insights (see, e.g., [1–4]). However, most works that use
such stochastic geometry models for wireless networks assume, due to its tractability, that nodes
are distributed according to the Poisson point process (PPP), which means the wireless nodes are
located independently of each other. However, in many actual wireless networks, node locations
are spatially correlated, i.e., there exists repulsion (or attraction) between nodes, which means
that the node locations of a real deployment usually appear to form a more regular (or more
clustered) point pattern than the PPP. In this paper, we focus on networks that are more regular
than the PPP. In order to model such networks more accurately, hard-core or soft-core processes
that account for the repulsion between nodes are required.
It is well recognized that point processes like the Mate´rn hard-core process (MHCP), the
Strauss process and the perturbed lattice are more realistic point process models than the PPP
and the hexagonal grid models since they can capture the spatial characteristics of the actual
network deployments better [4]. More importantly, through fitting, these point processes may have
nearly the same characteristics as the real deployment of network nodes [5]. However, the main
problem with these point processes is their limited analytical tractability, which makes it difficult
to analyze the properties of these repulsive point processes, thus limiting their applications in
wireless networks.
In this paper, we propose the Ginibre point process (GPP) as a model for wireless networks
whose nodes exhibit repulsion. The GPP belongs to the class of determinantal point processes
(DPPs) [6] and thus is a soft-core model. It is less regular than the lattice but more regular than
the PPP. Specifically, we focus on a more general point process denoted as β-GPP, 0 < β ≤ 1,
which is a thinned and re-scaled GPP. It is the point process obtained by retaining, independently
and with probability β, each point of the GPP and then applying the homothety of ratio
√
β
to the remaining points in order to maintain the original intensity of the GPP. Note that the
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31-GPP is the GPP and that the β-GPP converges weakly to the PPP of the same intensity as
β → 0 [7]. In other words, the family of β-GPPs generalizes the GPP and also includes the
PPP as a limiting case. Intuitively, we can always find a β of the β-GPP to model those real
network deployments with repulsion accurately as long as they are not more regular than the
GPP. In view of this, we fit the β-GPPs to the base station (BS) locations in real cellular networks
obtained from a public database. Another attractive feature of the GPP is that it has some critical
properties (in particular, the form of its moment densities and its Palm distribution) that other
soft-core processes do not share, which enables us to obtain expressions or bounds of important
performance metrics in wireless networks.
B. Contributions
The main objective of this paper is to introduce and promote the GPP as a model for wireless
networks where nodes exhibit repulsion. The GPP not only captures the geometric characteristics
of real networks but also is fairly tractable analytically, in contrast to other repulsive point process
models.
Specifically, we first derive some classical statistics, such as the K function, the L function and
the J function, the distribution of each point’s modulus and the Palm measure for the β-GPPs.
And then, to show that the model leads to tractable results in several cases of interest, we analyze
the mean and variance of the interference using two different approaches: one is with the aid of
the Palm measure and the other is to use the reduced second moment measure. We also provide
comparisons of the mean interference between the β-GPPs and other common point processes.
Further, based on the mean and variance of the interference, we provide approximations of the
interference distribution using three known probability density functions, the gamma distribution,
the inverse Gaussian distribution, and the inverse gamma distribution.
As an application to cellular systems, we derive a computable representation for the coverage
probability in cellular networks—the probability that the signal-to-interference-plus-noise ratio
(SINR) for a mobile user achieves a target threshold. To show that the model is indeed relevant
for cellular systems, we fit the β-GPPs to the BS locations in real cellular networks obtained
from a public database. The fitting results demonstrate that the fitted β-GPP has nearly the same
coverage properties as the given point set and thus, in terms of coverage probability, it can
closely model the deployment of actual BSs. We also find that the fitted value of β is close to 1
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4for urban regions and relatively small (between 0.2 and 0.4) for rural regions, which means the
nodes in actual cellular networks are less regular than the GPP and thus can always be modeled
by a β-GPP through tuning the parameter β. Therefore, the β-GPP is a very useful and accurate
point process model for most repulsive wireless networks, especially for cellular networks.
C. Related Work
Stochastic geometry models have been successfully applied to model and analyze wireless
networks in the last two decades since they not only capture the topological randomness in
the network geometry but also lead to tractable analytical results [1]. The PPP is by far the
most popular point process used in the literature because of its tractability. Models based on
the PPP have been used for a variety of networks, including cellular networks, mobile ad hoc
networks, cognitive radio networks, and wireless sensor networks, and the performance of PPP-
based networks is well characterized and well understood (see, e.g., [1–3, 8] and references
therein). Although the PPP model provides many useful theoretical results, the independence
of the node locations makes the PPP a dubious model for actual network deployments where
the wireless nodes appear spatially negatively correlated, i.e., where the nodes exhibit repulsion.
Hence, point processes that consider the spatial correlations, such as the MHCP and the Strauss
process, have been explored recently since they can better capture the spatial distribution of the
network nodes in real deployments [4, 5, 9]. However, their limited tractability impedes further
applications in wireless networks and leaves many challenges to be addressed.
The GPP, one of the main examples of determinantal point processes on the complex plane,
has recently been proposed as a model for cellular networks in the technical report [10].
Although there is a vast body of research on GPPs used to model random phenomena with
repulsion, no refereed article has used the GPP as a model for wireless networks. Only two
(non-refereed) works focus on this model: [10] proposes a stochastic geometry model of cellular
networks according to the GPP and derives the coverage probability and its asymptotics as the
SINR threshold becomes large but does not consider the more general case of the β-GPP; [7]
investigates the asymptotic behavior of the tail of the interference using different fading random
variables in wireless networks, where nodes are distributed according to the β-GPP. Different
from them, we mainly focus on the mean and variance of the interference in β-Ginibre wireless
networks, the coverage, and the fitting to real data. Since the family of β-GPPs constitutes an
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5intermediate class between the PPP (fully random) and the GPP (relatively regular), it is intuitive
that we can use the β-GPP to model a large class of actual wireless networks by tuning the
parameter β.
D. Mathematical Preliminaries
Here we give a brief overview of some terminology, definitions and properties for the Ginibre
point process. Readers are referred to [6, 10–12] for further details. We use the following notation.
Let C denote the complex plane. For a complex number z = z1 + jz2 (where z1, z2 ∈ R and
j =
√−1), we denote by z¯ = z1 − jz2 the complex conjugate and by |z| =
√
z21 + z
2
2 the
modulus. Consider a Borel set S ⊆ Rd. For any function K : S × S → C, let [K](x1, . . . , xn)
be the n × n matrix with (i, j)’th entry K(xi, xj). For a square complex matrix A, let detA
denote its determinant.
Definition 1. (Determinantal point processes). Suppose that a simple locally finite spatial point
process Φ on S ⊆ Rd has product density functions
̺(n)(x1, . . . , xn) = det[K](x1, . . . , xn), (x1, . . . , xn) ∈ Sn, n = 1, 2, . . . , (1)
and for any Borel function h: Sn → [0,∞),
E
6=∑
x1,...,xn∈Φ
h(x1, . . . , xn) =
∫
S
· · ·
∫
S
̺(n)(x1, . . . , xn)h(x1, . . . , xn)dx1 · · · dxn, (2)
Then Φ is called a determinantal point process (DPP) with kernel K, and we write Φ ∼
DPPS(K).
This definition implies that ̺(n)(x1, ..., xn) = 0 when xi = xj for i 6= j, which reflects the
repulsiveness of a DPP. ̺ ≡ ̺(1) is the intensity function and g(x, y) = ̺(2)(x, y)/[̺(x)̺(y)] is
the pair correlation function, where we set g(x, y) = 0 if ̺(x) or ̺(y) is zero.
Definition 2. (The standard Ginibre point process). Φ is said to be the Ginibre point process
(GPP) when the kernel K is given by
K(x, y) = exy¯, x, y ∈ C, (3)
with respect to the Gaussian measure ν(dz) = π−1e−|z|2m(dz), where m denotes the Lebesgue
measure on C. Alternatively,
K(x, y) = π−1e−(|x|
2+|y|2)/2exy¯, x, y ∈ C, (4)
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6with respect to the Lebesgue measure ν(dz) = m(dz) [10].
Remarks:
1) By the definition of the GPP and from (2), we see that E[Φ(S)] = ∫
S
̺(x)dx = π−1|S|,
S ⊂ C; that is, the first-order density of the GPP is π−1.
2) Since the GPP is motion-invariant, the second moment density depends only on the distance
of its arguments, i.e., ̺(2)(x, y) = ̺(2)(r), where r = |x− y|, ∀x, y ∈ C. We have
̺(2)(x, y)=det
π−1e−(|x|2+|x|2)/2exx¯ π−1e−(|x|2+|y|2)/2exy¯
π−1e−c(|x|
2+|y|2)/2ex¯y π−1e−(|y|
2+|y|2)/2eyy¯
=π−2(1− e−r2) = ̺(2)(r). (5)
3) The pair correlation function [4, Def. 6.6] is
g(x, y) ,
̺(2)(x, y)
̺(x)̺(y)
=
π−2(1− e−r2)
π−2
= 1− e−r2 . (6)
Since g(r) < 1 ∀r, the GPP is repulsive at all distances.
Definition 3. (The thinned and re-scaled Ginibre point process). The thinned and re-scaled
Ginibre point process (β-GPP), 0 < β ≤ 1, is a point process obtained by retaining, indepen-
dently and with probability β, each point of the GPP and then applying the homothety of ratio
√
β to the remaining points in order to maintain the original intensity of the GPP.
Note that the 1-GPP is the GPP and that the β-GPP converges weakly to the PPP of intensity
1/π as β → 0. The parameter β can be used to “interpolate” smoothly from the GPP to the PPP.
And the β-GPPs are still determinantal processes and satisfy the usual conditions of existence
and uniqueness (see, e.g., [12]).
Definition 4. (The scaled β-Ginibre point process). The scaled β-Ginibre point process is
a scaled version of the β-GPP on the complex plane with intensity λ = c/π, where c > 0 is
the scaling parameter used to control the intensity. The kernel of the scaled β-GPP is given
by Kβ,c(x, y) = βe
c
β
xy¯
with respect to the reference measure νβ,c(dz) = cβpie−
c
β
|z|2m(dz), or,
equivalently, Kβ,c(x, y) = (c/π)e−
c
2β
(|x|2+|y|2)e
c
β
xy¯
with respect to the Lebesgue measure [12].
E. Organization
The rest of the paper is organized as follows: Section II introduces some basic but important
properties of the β-GPPs. Section III analyzes the mean and variance of the interference and make
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7approximations of the interference distribution. Section IV derives the coverage probability of
the typical user in β-Ginibre wireless networks. Section V presents fitting results of the β-GPPs
to actual network deployments, and Section VI offers the concluding remarks.
II. PROPERTIES OF THE β-GINIBRE POINT PROCESSES
A. Basic properties
In this section, we consider a scaled β-GPP, denoted by Φc. Since the GPP is motion-invariant,
the second moment density ̺(2)β,c(x, y) = ̺
(2)
β,c(u), where u = |x − y|, ∀x, y ∈ C, and the third
moment density ̺(3)β,c(x, y, z) = ̺
(3)
β,c(o, w1, w2), where w1 = y − x, w2 = z − x, ∀x, y, z ∈ C.
Based on Definition 4 and (1), we have
̺
(2)
β,c(u)=
c2
π2
(1− e− cβu2), (7)
̺
(3)
β,c(o, w1, w2) =
c3
π3
(
1−e− cβ |w1|2−e− cβ |w2|2−e− cβ |w1−w2|2(1− e− cβw1w¯2−e− cβw2w¯1)). (8)
It is known that the moduli (on the complex plane) of the points of the GPP have the same
distribution as independent gamma random variables [13]. For the β-GPP, from Theorem 4.7.1
in [14], we have the following result:
Proposition 1. Let Φc = {Xi}i∈N be a scaled β-GPP. For k ∈ N, let Qk be a random variable
with probability density function
fQk(q) =
qk−1e−
c
β
q
(β/c)kΓ(k)
, (9)
i.e., Qk ∼ gamma(k, β/c), with Qi independent of Qj if i 6= j. Then the set {|Xi|2}i∈N has the
same distribution as the set Ξ obtained by retaining from {Qk}k∈N each Qk with probability β
independently of everything else.
From Theorem 1 and Remark 24 in [12], we know that there exists a version of the GPP Φc
such that the Palm measure of Φc is the law of the process obtained by removing from Φc a
Gaussian-distributed point and then adding the origin. Thus, we have the following proposition.
Proposition 2. (The Palm measure of the scaled β-Ginibre point process). For a scaled
β-GPP Φc, the Palm measure of Φc is the law of the process obtained by adding the origin and
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8deleting the point X if it belongs (which occurs with probability β) to the process Φc, where
|X|2 = Q1.
From Propositions 1 and 2, we observe that the Palm distribution of the squared moduli Qk
is closely related to the non-Palm version, the only difference being that Q1 is removed if it is
included in Ξ.
B. K and L functions for the β-Ginibre point processes
1) K function: The K function is defined as K(r) , 1
λ
K(b(o, r)) [15], where K is the reduced
second moment measure of the point process, given by [4]
K(B) = 1
λ
∫
B
̺(2)(u)du, (10)
and b(o, r) is the ball of radius r centered at the origin o, so K ′(r)dr = 2pi
λ
K(rdr). Therefore,
K(r) =
2π
λ2
∫ r
0
c2
π2
(1− e− cβu2)udu = πr2 − βπ
c
(1− e− cβ r2). (11)
It is easily verified that K(r)→ πr2 as β → 0, which is the K function of the PPPs.
Although the points of a GPP exhibit repulsion, there is no hard restriction about the distance
between any two points; therefore the GPP is a soft-core process. In contrast, for a hard-core
process, points are strictly forbidden to be closer than a certain minimum distance. In order
to compare the properties of hard-core and the GPP, we also present the K functions for the
Mate´rn hard-core processes (MHCP) of type I and type II. The K function for the MHCP of
type I with minimum distance δ has been given by [9]
KI(r) = 2π
λ2p
λ2I
∫ r
0
ukI(u)du, (12)
where
kI(u) =
0, u < δexp(−λpVδ(u)), u ≥ δ (13)
is the probability that two points at distance u are both retained, λp is the intensity of the
stationary parent PPP, and λI = λp exp(−λpπδ2). Vδ(u) is the area of the union of two disks of
radius δ whose centers are separated by u, given by
Vδ(u)=2πδ
2−2δ2 arccos
( u
2δ
)
+u
√
δ2−u
2
4
, 0 ≤ u ≤ 2δ. (14)
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9For u > 2δ, Vδ(u) = 2πδ2. When r > 2δ and λI = λ,
lim
r→∞
KGPP(r)−KI(r) = 4πδ2 − 1
λp exp(−πλpδ2) − 2π
λ2p
λ2
∫ 2δ
δ
kI(u)udu. (15)
Since λ
2
p
λ2
kI(u) is monotonically increasing in λp for all δ ≤ u < 2δ, λ
2
p
λ2
kI(u) ≥ 1. Thus,
lim
r→∞
KGPP(r)−KI(r) ≤ πλpδ
2 − exp(πλpδ2)
λp
< 0. (16)
The K function for the MHCP of type II can be expressed as [9]
KII(r) = 2π
λ2p
λ2II
∫ r
0
kII(u)udu, (17)
where
kII(u)=

0 if u<δ
2Vδ(u)(1−e
−λppiδ
2
)−2piδ2(1−e−λpVδ(u))
λ2ppiδ
2Vδ(u)(Vδ(u)−piδ2)
if δ≤u≤2δ
λ2II
λ2p
if u>2δ,
(18)
with the intensity λII = 1−exp(−λppiδ
2)
piδ2
. When r > 2δ and λII = λ, we still have
λ2p
λ2
kII(u) ≥ 1 as
λp → 0. Therefore,
lim
r→∞
KGPP(r)−KII(r)≤−πδ2 exp(−πλpδ
2)
1− exp(−πλpδ2)<0. (19)
From (16) and (19), it can be concluded that the MHCP is always less regular than the GPP
with the same intensity as r →∞. Figure 1 illustrates the K function of the scaled 1-GPP with
c = 0.2, in comparison with the PPP, where K(r) = πr2, and the MHCP with type I and II for
δ = 5/4. It can be seen that as soon as r ' δ, the GPP is a more regular point process than the
other two point processes.
2) L function: The L function is defined as L(r) ,
√
K(r)
pi
, which is sometimes preferred to the
K function since L(r) = r for the uniform PPP. For the β-GPP, L(r) =
√
r2 − β
c
(
1− e− cβ r2
)
.
In order to highlight the soft-core properties of the β-GPP more clearly, we use the modified
L function, which is defined as L˜ , 1
r
√
K(r)
pi
− 1. For the PPP, L˜ ≡ 0, while for the β-GPP,
L˜(r) =
√
1− β
cr2
(
1− e− cβ r2
)
− 1. Also, L˜(r)→ −1, ∀β > 0, as r → 0. Figure 2 illustrates the
L˜ function of the β-GPP for different β. It can be seen that the L˜ function of the β-GPP lies
between the one of the GPP and that of the PPP, as expected.
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Fig. 1. The K function of the scaled 1-GPP with c =
0.2, in comparison with the Poisson point process (PPP),
where K(r) = pir2, and the MHCP with type I and II for
δ = 5/4.
Fig. 2. The L˜ function of the β-GPP.
C. Important distances for the β-Ginibre point process
1) Contact distribution function or empty space function: The contact distance at any location
u of a point process Φ is ‖u − Φ‖ [4, Def. 2.37]. If Φc is a scaled β-GPP, then the contact
distribution function or empty space function F is the cdf of ‖u− Φc‖:
F (r) , P(‖u− Φc‖ ≤ r)
(a)
= 1− P(‖o− Φc‖ > r)
(b)
= 1−
∞∏
k=1
(βP(Qk ≥ r2) + 1− β)
= 1−
∞∏
k=1
(
1− βγ˜
(
k,
c
β
r2
))
, (20)
where (a) follows since the GPP is motion-invariant and thus F (r) does not depend on u, (b) is
based on Proposition 1, and γ˜(a, x) =
∫ x
0
e−uua−1du
Γ(a)
is the normalized lower incomplete gamma
function1.
2) Nearest-neighbor distance and distribution function: The nearest-neighbor distance is the
distance from a point x ∈ Φ to its nearest neighbor, which is given by ‖x − Φ \ {x}‖ [4,
1This is the gammainc function in Matlab.
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Def. 2.39]. And the corresponding distribution Gx(r) = P(‖x − Φ \ {x}‖ ≤ r) is the nearest-
neighbor distance distribution function. If Φc is a scaled β-GPP, due to the stationarity of the
GPP, we may condition the point process to have a point at the origin, i.e., o ∈ Φc. According
to Propositions 1 and 2, we have
G(r) = 1−
∞∏
k=2
(βP(Qk ≥ r2) + 1− β)
= 1−
∞∏
k=2
(
β
(
1− γ˜
(
k,
c
β
r2
))
+ 1− β
)
= 1−
∞∏
k=2
(
1− βγ˜
(
k,
c
β
r2
))
, (21)
where the distribution of Qk is given in (9).
3) The J function: The J function is a useful measure of how close a process is to a
PPP, which is defined as the ratio of the complementary nearest-neighbor distance and contact
distributions [16]. For the β-GPP, the J function is
J(r) ,
1−G(r)
1− F (r)
=
1
1− β + βe− cβ r2
. (22)
It is easily verified that J(r)→ 1 as β → 0, which is the J function of the PPP. Figure 3 gives
the J function of three β-GPPs. It can be seen that since the β-GPP is a soft-core point process
where nodes exhibit expulsion, the J function of the β-GPP is always larger than 1. Also, the
increasing regularity as β → 1 is apparent from the increase in the J function.
III. ANALYSIS OF THE MEAN AND VARIANCE OF THE INTERFERENCE
In this section, we provide two approaches to derive the mean and variance of the interference
for the wireless networks whose nodes are distributed as a scaled β-GPP Φc = {X1, X2, ...} ⊂ C
with intensity λ = c/π; one is with the aid of the Palm measure of Φc, and the other with the
reduced second moment measure of Φc. We also provide approximations of the interference
distribution using three known probability density functions (PDFs), the gamma distribution, the
inverse Gaussian distribution, and the inverse gamma distribution.
Assuming all nodes in Φc are interfering transmitters, the interference at the origin is defined
as I ,
∑
x∈Φc
hxℓ(x), where hx is the power fading coefficient associated with node x and
January 16, 2014 DRAFT
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Fig. 3. The J function of three β-GPPs for c = 1.
ℓ(x) is the path loss function. It is assumed that hx follows the exponential distribution and
E(hx) = 1 for all x ∈ Φc. By Campbell’s theorem [4], the mean interference E(I) is the same
for all stationary point processes of the same intensity. Rather than measuring interference at
an arbitrary location, we focus on the interference at the location of a node x ∈ Φc but without
considering that node’s contribution to the interference. The statistics of the resulting interference
correspond to those of the typical point at o when conditioning on o ∈ Φc. Consequently, the mean
interference is E!o(I), where E!o is the expectation with respect to the reduced Palm distribution.
A. Approach I - The Palm Measure
From Proposition 1, we know that the set {|Xi|2}i∈N has the same distribution as the set
obtained by retaining each Qk with probability β independently of everything else. Therefore,
the interference from the ith node is Q−α/2i Ti, where {Ti} is a family of independent indicators
with ETi = β, Ti ∈ {0, 1}. Besides, from Proposition 2, we know that the Palm distribution is
obtained by removing
√
Q1 if Q1 is included in Ξ. The following theorem gives the mean and
the variance of the interference in β-Ginibre wireless networks based on the Palm measure of
Φc.
Theorem 1. In a β-Ginibre wireless network with the bounded power-law path-loss ℓ(r) =
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(max{r0, r})−α, the mean interference is
E
!
o(I) = cr
2−α
0
α
α− 2 + βr
−α
0 (e
− c
β
r20 − 1)− cα2 β1−α2 Γ
(
1− α
2
,
c
β
r20
)
, α > 2, (23)
and E!o(I)→ a+ bc as c→∞, for a = −βr−α0 , b = αα−2r2−α0 . The variance of the interference
V !o(I) , E
!
o(I
2)− (E!o(I))2 is given by
V !o(I) = 2
cαr2−2α0
α− 1 − 2βr
−2α
0 (1− e−
c
β
r20)− 2cαβ1−αΓ
(
1− α, c
β
r20
)
− β2
∞∑
k=2
(
r−α0 γ˜
(
k,
c
β
r20
)
+
( c
β
)α
2 Γ(k − α2 , cβ r20)
Γ(k)
)2
, α > 1. (24)
The proof is provided in Appendix A. It can be shown that the variance is finite for any r0 > 0
if α > 1. This is intuitive, since in that case, the variance is finite also for the PPP [4, Sec. 5.1].
For two special cases, we have the following corollaries:
Corollary 1. For ℓ(r) = r−α, the mean interference is
E
!
o(I) = −c
α
2 β1−
α
2 Γ
(
1− α
2
)
, 2 < α < 4, β > 0, (25)
and E!o(I) = Θ(cα/2), as c→∞.
The variance of the interference is upper bounded as
V !o(I) ≤ −cαβ1−α
(
2Γ(1− α) + β
∞∑
k=2
k−α
)
, 1 < α < 2. (26)
Proof: When ℓ(r) = r−α, the mean interference is given by
E
!
o(I) =
∞∑
k=2
E
(
Q
−α/2
k Tk
)
= β
∞∑
k=2
∫ ∞
0
q−α/2
(c/β)k
Γ(k)
qk−1e−
c
β
qdq
= c
∫ ∞
0
q−
α
2 (1− e− cβ q)dq
(a)
= c
α
2 β1−
α
2 Γ(1− α
2
), 2 < α < 4, (27)
where (a) follows from
∫∞
0
xν−1[1− exp(−µxp)]dx = − 1
|p|
µ−
ν
pΓ(ν
p
), (for ℜe(µ) > 0 and −p <
ℜe(ν) < 0 for p > 0, 0 < ℜe(ν) < −p for p < 0) [17, Eq. 3.478(2)].
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The variance of the interference can be derived as
V !o (I)=
∞∑
k=2
βE(h2k)E(Q
−α
k )− β2E2
(
Q
−α/2
k hk
)
=2c
∫ ∞
0
q−α(1− e− cβ q)dq − β2
∞∑
k=2
E
2
(
Q
−α/2
k
)
(b)
≤2c
∫ ∞
0
q−α(1− e− cβ q)dq − β2
∞∑
k=2
(E(Qk))
−α
=−2cαβ1−αΓ(1− α)− cαβ2−α
∞∑
k=2
k−α, 1 < α < 2, (28)
where (b) follows from Jensen’s inequality.
Remarks. From (28), the first term is finite only when 1 < α < 2, and the second term is an
infinite series summation with the k-th element ak = 1kα , k > 1, which is finite when α > 1
according to the finiteness of the p-series [17, Eq. 0.233]. Thus, the variance of the interference
is finite for 1 < α < 2, while the mean interference is finite for a different interval of α, i.e.,
2 < α < 4.
Corollary 2. When α = 4, the mean interference is
E
!
o(I) = 2cr
−2
0 + βr
−4
0 (e
− c
β
r20 − 1)− c
2
β
Ei
(
− c
β
r20
)
− c
r20
e−
c
β
r20 , (29)
and the variance of the interference is
V !o(I) = 2βr
−2
0
(
e−
c
β
r20ξ +
4c
3β
r−40 − r−60
)
− c
4
3β3
Ei
(
− c
β
r20
)
− β2η, (30)
where ξ = r−60 − c3β r−40 + 16( cβ )2r−20 − 16( cβ )3 and η =
∞∑
k=2
(
γ˜(k, c
β
r20)
r40
+ ( c
β
)2
Γ(k−2, c
β
r20)
Γ(k)
)2
.
The proof mainly follows from
∫∞
u
e−px
xn+1
dx = (−1)n+1 pnEi(−pu)
n!
+ e
−pu
un
n−1∑
k=0
(−1)kpkuk
n(n−1)···(n−k)
, (for
p > 0) [17, Eq. 3.351(4)], and Ei(x) = − ∫∞
−x
t−1e−tdt, x < 0, denotes the exponential integral
function.
Since the path-loss model employed is ℓ(r) = (max{r0, r})−α, the interferences from nodes
closer than r0 are the same, irrespective of their actual distance. For nodes at distances r > r0, the
interference with larger α will attenuate faster, and that is why the mean interference decreases
as α increases, see Figure 4, which shows how the mean interference of β-Ginibre wireless
network changes with β for different cases of α, r0 and c.
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Fig. 4. The mean interference in β-Ginibre wireless networks for Case (1): r0 = 1, c = 1; Case (2): r0 = 0, c = 1;
and Case (3): r0 = 0, c = 0.2.
When r0 = 0, the path-loss model ℓ(r) = r−α results in strong interference when the interfering
nodes are very close to the receiver, i.e. r ≪ 1, and the corresponding interference will increase
as the path-loss exponent α becomes larger. Conversely, when the interfering nodes are located
far from the receiver, the corresponding interference will decrease as the path-loss exponent α
increases. From Cases (2) and (3), we can see that there are two competing effects, one is the
thinning parameter β and the other is the intensity c. Increasing the former one will result in the
decrease of the mean interference while increasing the latter one will cause the mean interference
to increase instead.
Specifically, as β tends to zero, the β-GPP tends to the PPP and interfering nodes are more
likely to appear in the vicinity of the receiver, thus dominating the interference power. Therefore,
a larger α leads to a larger mean interference when β is small. As β increases, the repulsiveness
between the nodes will reduce the impact of the path-loss model and the interference from the
far nodes decreases as α increases. It can be observed from Case (3) of Figure 4 that the curve
with α = 3.5 has the largest mean interference when β is quite small and the smallest mean
interference when β > 0.8, compared with the other two curves. Meanwhile, it decreases the
fastest among the three curves. However, from Case (2), we can see that the curve with α = 3.5
is always higher than that with α = 3, which seems to contradict our statement above. The
reason is that the inter-distance between nodes is not large enough to reduce the impact of the
path-loss due to the relatively high intensity 1/π of the GPP.
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Fig. 5. The variance of the interference in β-Ginibre
wireless networks for α = 3, 4, c = 1 and r0 = 1.
Fig. 6. The mean interference in Ginibre wireless
networks with β = 1 for different α and r0 and
a comparison with the MHCP and the PPP. All
processes have the same intensity c/pi.
Figure 5 illustrates how the variance of the interference changes in β-Ginibre wireless networks
with β for α = 3, 4, c = 1 and r0 = 1. It can be observed that the variance of the interference
decreases as β increases, which is consistent with the fact that networks with larger β are more
regular.
B. Approach II - The Reduced Second Moment Measure
The aforementioned approach only applies to the GPP due to its tractable Palm measure. A
more general approach to derive the mean interference is to use the reduced second moment
measure, which applies to many spatial point processes. In order to further demonstrate the
tractability of the GPP, we provide an alternative proof of Theorem 1 using the reduced second
moment measure of Φc. Since the GPP is motion-invariant, a polar representation is convenient,
and the mean interference can be expressed as [9]
E
!
o(I) = 2π
∫ ∞
0
ℓ(r)K(rdr) = λ
∫ ∞
0
ℓ(r)K ′(r)dr. (31)
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By specializing to the class of power path-loss law ℓ(r) = (max{r0, r})−α, we obtain
E
!
o(I)=λ
∫ ∞
0
ℓ(r)K ′(r)dr
= cr2−α0
α
α− 2 + βr
−α
0 (e
− c
β
r20 − 1)− cα2 β1−α2 Γ
(
1− α
2
,
c
β
r20
)
, α > 2, (32)
which is identical to the result in Theorem 1. Next, we compare the mean interference to the
one of the PPP and the MHCP.
1) Comparison with the Poisson point process: For the PPP, K(r) = πr2, λ = c/π, and the
mean interference is
E
!
o(I) = E(I) =
c
π
∫ ∞
0
(max{r0, r})−α2πrdr. (33)
When r0 → 0, E!o(I)→∞.
When r0 > 0,
E
!
o(I)=
c
π
∫ r0
0
r−α0 2πrdr+
c
π
∫ ∞
r0
r−α2πrdr=
αr2−α0
α− 2 c. (34)
Thus, for the PPP, E!o(I) = Θ(c), as (of course) for the β-GPP when β → 0. And the difference
between the mean interferences of the 1-GPP and the PPP can be expressed as
△E!o(I) =
c
π
∫ ∞
0
(max{r0, r})−α2πrdr − c
π
∫ ∞
0
(max{r0, r})−α2πr(1− e−cr2)dr
= r−α0 (1− e−cr
2
0) + c
α
2
∫ ∞
cr20
r−
α
2 e−rdr. (35)
Letting f(c) = △E!o(I), the first derivative of f(c) can be obtained as
f ′(c) =
α
2
c
α
2
−1
∫ ∞
cr20
r−
α
2 e−rdr. (36)
Therefore, f(c) is an increasing function since f ′(c) > 0, and when c → ∞, the maximum of
△E!o(I) is obtained as r−α0 , i.e., r−α0 is the largest gap between the interferences of the 1-GPP
and the PPP.
2) Comparison with the Mate´rn hard-core process: For the MHCP of type I, the mean
interference is
E
!
o(I) = 2πλp exp(λpπδ
2)
∫ ∞
δ
ℓ(r)kI(r)rdr, (37)
while for the MHCP of type II, the mean interference is
E
!
o(I) =
2π
λII
∫ ∞
δ
ℓ(r)λ2pkII(r)rdr. (38)
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When λp →∞, λII → 1piδ2 , the mean interference is finite [9].
Figure 6 illustrates the mean interference in Ginibre wireless networks with β = 1 for different
α and r0, in comparison with the MHCP of type I and II (δ = 1) and the PPP. It can be seen
that except for the PPP, the mean interferences of the point processes are not proportional to c,
which means the mean interferences of soft-core and hard-core processes are not proportional
to their intensities. From (31), whether the mean interference is proportional to c depends on
whether the reduced second measure (i.e., the expected number of the interfering sources within
distance r of the origin) is proportional to c. For the GPP and the MHCP, their reduced second
measures are not proportional to the intensity; while for the PPP, where K(b(o, r)) = cr2, its
mean interference is proportional to c, as shown in the figure.
In the following, we provide an alternative derivation of the variance of the interference for
the β-GPPs. We have V !o (I) = E!o(I2)− (E!o(I))2, where
E
!
o(I
2) = E!o
(∑
x∈Φ
ℓ(x)hx
∑
y∈Φ
ℓ(y)hy
)
= E!o
(∑
x∈Φ
ℓ(x)2h2x
)
+ E!o
(
6=∑
x,y∈Φ
ℓ(x)ℓ(y)hxhy
)
(a)
= E(h2x)
∫
R2
ℓ2(x)K(dx) + 1
λ
∫
R2
∫
R2
ℓ(x)ℓ(y)̺
(3)
β,c(o, x, y)dxdy, (39)
and (a) follows from the Lemma 5.2 in [18]. For the first term,
E(h2x)
∫
R2
ℓ2(x)K(dx) = 2λ
∫ ∞
0
ℓ2(r)K ′(r)dr
=2r−2α0
(
αcr20
α− 1 + βe
− c
β
r20 − β
)
− 2 c
α
βα−1
Γ
(
1− α, c
β
r20
)
. (40)
For the second term,
1
λ
∫
R2
∫
R2
ℓ(x)ℓ(y)̺
(3)
β,c(o, x, y)dxdy =
2π
c
∫ 2pi
0
g(θ)(2π − θ)dθ, (41)
where
g(θ) , g(θ1, θ2)=
∫ ∞
0
∫ ∞
0
(max{r0, r1})−α(max{r0, r2})−α̺(3)β,c(o, r1ejθ1 , r2ejθ2)r1r2dr1dr2,
(42)
since g(θ1, θ2) is merely related to θ1 − θ2 from (42), thus we let θ = θ1 − θ2. By substituting
(32) and (39) into V !o(I), we can obtain the variance of the interference, which is identical to
the one in Theorem 1.
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Fig. 7. Empirical PDF of the interference and the corresponding fits.
C. Approximation of the Interference Distribution
Based on the mean and variance of the interference in Theorem 1, we choose known probability
density functions (PDFs) to approximate the PDF of the interference for c = 1, β = 1 and r0 = 1.
The three candidate densities are the gamma distribution, the inverse Gaussian distribution, and
the inverse gamma distribution, given as follows [18, Chap. 5],
(1) Gamma distribution:
f(x) = xk−1 exp(−x/a)/(akΓ(k)) with mean ka and variance ka2;
(2) Inverse Gaussian distribution:
f(x) =
(
κ
2pix3
)1/2
exp
(
−κ(x−ν)2
2ν2x
)
with mean ν and variance ν3/κ;
(3) Inverse gamma distribution:
f(x) = νax−a−1 exp(−ν/x)/Γ(a) with mean ν/(a− 1) and variance ν2/((a− 1)2(a− 2)).
From the mean and variance derived for the β-Ginibre wireless networks, we can determine
the parameters of the three distributions. In Figure 7, we have plotted the PDFs of the interference
using Monte-Carlo simulation when the underlying node distribution is β-GPP and the fading
is Rayleigh with the bounded path-loss exponent α = 3, 4. We can observe that the empirical
PDF around the origin is 0 in both cases, so fitting a PDF whose first derivative at the origin
is 0 may give a good fit to the interference distribution for small interference situations. The
derivatives of both the inverse Gaussian distribution and the inverse gamma distribution at the
origin are 0 for α = 3, 4 cases. For the gamma distribution, its first derivative at the origin is
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0 when α = 3 but tends to ∞ when α = 4. Therefore, the gamma distribution is less suitable
since it is not flat enough at 0 in the case of α = 4.
According to [18], the interference distribution of any motion-invariant point process has
exponential decay on the origin and an exponential tail due to the Rayleigh fading. However,
the gamma distribution has a k−1th order of decay at the origin and an exponential tail, which
leads to a bad fit for α = 3. Since the inverse Gaussian distribution has an exponential decay
at the origin and a slightly super-exponential tail, it gives a good fit in both cases, especially
for α = 4. The inverse gamma distribution has an exponential decay at the origin and a a+1th
order decay at the tail. When α = 3, the inverse gamma distribution has a 7.7th order decay
at the tail, which approximates the exponential tail well in the range [1, 7] due to the relatively
large order, thus it provides the best fit; while for α = 4, the inverse gamma distribution has a
4.67th order decay of its tail which has a big deviation from the exponential tail, thus providing
a bad fit.
IV. COVERAGE PROBABILITY
In this section, we derive the coverage probability of the typical user in β-Ginibre wireless
cellular networks where each user is associated with the closest base station. Due to the motion-
invariance of the GPPs, we can take the origin as the location of the typical user. The power
fading coefficient associated with node Xi is denoted by hi, which is an exponential random
variable with mean 1 (Rayleigh fading), and hi, i ∈ N, are mutually independent and also
independent of the scaled β-GPP Φc. The path-loss function is given by ℓ(r) = r−α, for α > 2.
In the setting described above, the received signal-to-interference-plus-noise ratio (SINR) of the
typical user is
SINR =
hoℓ(|XBo |)
σ2 +
∑
i∈N\Bo
hiℓ(|Xi|)
(a)
=
hoℓ(|XBo |)
σ2 +
∑
k∈N\Bo
hkQ
−α/2
k Tk
, (43)
where (a) follows from Proposition 1, Bo denotes the index of the base station associated with
the typical user, and σ2 denotes the thermal noise at the origin. The following theorem provides
the coverage probability P(SINR > θ) of the typical user (or, equivalently, the covered area
fraction at SINR threshold θ).
January 16, 2014 DRAFT
21
Theorem 2. For an SINR threshold θ, the coverage probability of the typical user in the β-
Ginibre wireless network is given by
p(θ, α, β) = β
∫ ∞
0
e−se−µθσ
2(βs
c
)α/2M(θ, s, α, β)S(θ, s, α, β)ds, (44)
where
M(θ, s, α, β) =
∞∏
k=1
∫ ∞
s
vk−1e−v
(k − 1)!
(
β
1+θ(s/v)α/2
+1−β
)
dv, (45)
S(θ, s, α, β) =
∞∑
i=1
si−1
(∫ ∞
s
vi−1e−v
(
β
1+θ(s/v)α/2
+1−β
)
dv
)−1
. (46)
The proof is provided in Appendix B. For β = 1, we retrieve the result in [10].
V. FITTING THE β-GPP TO ACTUAL NETWORK DEPLOYMENTS
Modeling the spatial structure of cellular networks is one of the most important applications of
the β-GPPs. In this section, we fit the β-GPP to the locations of the BSs in real cellular networks,
shown in Figure 8 and 9, obtained from the Ofcom2 by carefully adjusting the parameter β which
controls the repulsion between the points. Table I gives the details of the two point sets. The
density of each data set is estimated through calculating the total number of points divided by
the area of each region. The intensity of the β-GPP is then set to the density of the given point
sets. Based on the estimated density, we fit the β-GPP to the actual BS deployments with three
different metrics, the L function, the J function and the coverage probability. The first two
are classical statistics in stochastic geometry, while the last one is a key performance metric
of cellular networks. Our objective of fitting is to minimize the vertical average squared error
between the metrics obtained from the experimental data and those of the β-GPP. The vertical
average squared error is given by
E(a, b) =
∫ b
a
(
Me(t)−Mβ(t)
)2
dt, (47)
where a, b ∈ R, Me(t) is the curve of the experimental data and Mβ(t) is the curve corresponding
to the β-GPP.
2Ofcom - the independent regulator and competition authority for the UK communications industries, where the data are open
to the public. Website: http://sitefinder.ofcom.org.uk/search
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Fig. 8. The locations of BSs in the urban region. Fig. 9. The locations of BSs in the rural region.
TABLE I. Details of the two fitted Region
Operator Area (m×m) Number of BSs Estimated Density
Urban Region Vodafone 2500 × 1800 142 3.156e−5m−2
Rural Region Vodafone 75000 × 65000 149 3.056e−8m−2
A. Fitting Result for J Function
In this part we present the fitting results for both urban and rural regions using the J function as
the metric, shown in Figure 10. For comparison, we also include the J function of the triangular
lattice. To obtain the empirical J function, we have to find the empirical F and G functions
first. In the simulation of the F function, we focus on the central part [1
2
length × 1
2
width] of
the fitting region to mitigate the boundary effect, and the F function is computed based on 105
uniformly chosen locations at random. The G function is obtained by calculating the distance
from each point in the fitting region to its nearest neighbor. From the figure, we can observe
that both the urban and the rural regions are far less regular than the classical lattice model.
Specifically, the empirical J function of the rural region tends to that of the PPP and the one of
the urban region matches well with that of the β-GPP with β = 0.86. Thus, the β-GPP is more
suitable and accurate for modeling these deployments.
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Fig. 10. The J function and the corresponding fits.
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Fig. 11. The coverage probability for two regions with different α.
B. Fitting Result for Coverage Probability
In this part we give the fitting results for both rural and urban regions with different path
loss exponent α using the coverage probability as the metric, shown in Figure 11. In the finite
region, the empirical coverage probability Pc(θ) can be estimated by determining the covered area
fraction for SINR > θ. In the following simulations, Pc(θ) is obtained by evaluating 105 values of
the SINR based on the 105 randomly chosen locations. In order to mitigate the boundary effect,
we only use the central [1
2
length× 1
2
width] rectangle of the fitting region. It should be noted that
for smaller α, most of the interference comes from far-away interferers but in the empirical data,
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TABLE II. Fitting results for the coverage probability
α=4 α=3.5 α=3 α=2.5
Urban β 0.925 0.900 0.975 0.925
Rural β 0.225 0.200 0.225 0.375
they are not present since the fitting region is finite. Therefore, we add an analytical interference
term that represents the mean interference obtained from interferers outside the fitting region.
To obtain the curve for the β-GPP, we focus on the coverage probability of the user located at
the origin. Instead of using the result in Theorem 2, we exploit the exceptional simplicity of the
distribution of the squared moduli (distances) of the points and simulate them using the gamma
distribution method (see Proposition 1). We also evaluate 105 values of the SINR based on the
105 realizations of the squared moduli of the points in β-GPP. Table II gives the fitting results
of β for different α in urban and rural regions, which reveals that the urban deployments are
fairly regular (β is close to 1) but not more regular than the 1-GPP while the rural ones are
quite irregular. As the figure shows, the curve of the fitted β-GPP and the curve of the point set
match extremely well. Therefore, we can conclude that the scaled β-GPP is capable of modeling
actual cellular networks by tuning the parameter β.
VI. CONCLUSIONS
In this paper, we proposed a wireless network model according to the thinned and re-scaled
GPP, which is a repulsive point process. Based on this model, we derived the mean and variance
of interference and analyzed their finiteness using two different approaches: one is based on
the Palm measure of the β-GPP and the other is based on the reduced second moment density
obtained from the kernel of the β-GPP. For a bounded path-loss law, both the mean and variance
of interference are finite when α > 2, while for an unbounded path-loss law, the mean interference
and the variance are finite on different intervals of α. Using the analytically obtained mean and
variance, we also provided approximations of the interference distribution using three known
PDFs, i.e., the gamma distribution, the inverse Gaussian distribution and the inverse gamma
distribution. Through comparison with the Monte-Carlo simulations, we observed that, among
the three PDFs, the inverse gamma distribution performs the best fit for α = 3 and the inverse
Gaussian distribution provides the best fit for α = 4.
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Besides, we derived a computable integral representation for the coverage probability of the
typical mobile user. To demonstrate the accuracy and practicability of the β-GPP model for
wireless networks, we fitted the point process model to publicly available base station data by
carefully adjusting the parameter β, which controls the degree of repulsion between the points.
Through fitting by minimizing the vertical average squared error, we found that the fitted β-GPP
has nearly the same coverage probability as the given point set, and thus, in terms of coverage
probability, is an accurate model for real deployments of the base stations. Through the fitting
result of β, we found that the urban deployments are fairly regular but not more regular than
the 1-GPP, while the rural ones are quite irregular, i.e., they have smaller β than the urban
ones, which demonstrates that the β-GPP is capable of modeling all the actual cellular networks
through tuning the parameter β.
Compared to the PPP, the β-GPP better captures the spatial distribution of the nodes in a
real network deployment; compared to the MHCP or the Strauss process, the β-GPP provides
more theoretical insights. Therefore, our work highlights the key role of the β-GPP for wireless
networks with repulsion since it balances the accuracy, tractability and practicability tradeoffs
quite well.
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APPENDIX A
PROOF OF THEOREM 1
For the mean interference, we have
E
!
o(I)=
∞∑
k=2
E
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When c→∞, βr−α0 (e−
c
β
r20 − 1)→ −βr−α0 and
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r20
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α
2 e−tdt = 0. (49)
Thus, E!o(I) → a + bc as c → ∞, where a = −βr−α0 , b = αα−2r2−α0 , i.e., the mean interference
approaches an affine function as c→∞.
For the variance of the interference, we have
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APPENDIX B
PROOF OF THEOREM 2
P(SINR > θ) =
∞∑
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where 1A denotes the indicator for set A.
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