ON THE DIRICHLET PROBLEM FOR CERTAIN HIGHER ORDER PARABOLIC EQUATIONS R. K. JUBERG
The Dirichlet problem for the particular equation
(D ξ = dfdξ) on the space-time cylinder (0 < x < 1) (g) (0 < t < T) is treated in this paper. However the procedure is directly applicable to the equation D 2 x n u + ( -l) n D t u = 0 without technical difficulty and, hence, to any equation simply reducible to this type. It can be applied as well to problems other than the Dirichlet problem. Recently P. G. Kirmser [2] made use of it in solving other interesting problems posed for the equation D^u + D t u = 0. There is also an 'uniqueness theorem' contained in his paper.
Using the methods of potential theory, as in Gevrey [1] and Tykhonov [6] for the heat equation and Zeragiya [7] for general second order equations, the problem is reduced to solving a system of integral equations. The integral equations and the integration of them are of interest in themselves.
The procedure affords information on the behavior of the solution along x = 0 and x = 1. In addition, the solution obtained allows an analysis of its behavior as (x, t) approaches (0, 0) or (0,1) as in the case of the heat equation.
1. Statement of the problem* The problem we pose is to find a function u(x, t) such that (i) D x u + D t u = 0 , 0< α < 1 , 0<ί<T;
where, α, b, c, and d are arbitrary functions from classes that we shall presently define. Certain integral operators arise which make it natural to make the following definitions: DEFINITION 1. Let Si denote the class of functions defined on (0, Γ] such that to each function, f(t), there corresponds a pair of positive numbers (ε, λ) so that (1.2) I / | t s supί gAW-Zfr)!). < + oo where <x = min (ί, τ), ε + 1/4 <, λ < 1.
DEFINITION 2. Let £* denote the class of all functions, #(£), defined on (0, Γ] and satisfying the conditions:
(i) g uniformly (ε + 1/4) -Holder continuous on any closed subinterval of (0, T], i.e., to each t o e (O, T] there corresponds a constant c(ί 0 ), depending only on ί 0 , such that
for all ί 1( ί 2 e[ί 0 , Γ];
where σ, X and ε are as in Definition 1. We shall establish existence of solutions to (1.1) for a,beS 2 and c,de Si.
2 Derivation of the integral equations* By the standard Fourier transform techniques we find the fundamental solution: In the sequel we will frequently use the following basic estimates of the fundamental solution and of derivatives of same due to 0. Ladyzhenskaya [3] (see also P. C. Rosenbloom [5]):
where Dζ = (d/dxy, c x depends on v, and c 2 is an absolute constant.
Proof.
Integrating with respect to σ from 0 to t -ε gives 
Thus,
[

Jo
However, since k{-y y t) = k(y, t),
and
(2.4)
In deriving the integral equations we will need the following limit relations.
Jo
Proof. Part (a). We shall prove (2.5) for feS^ The proofs for the remaining cases are essentially the same.
We write
Jo Jo
From (2.2) and the hypothesis on /
Hence, by the dominated convergence theorem:
which by (2.3) equals
t)dy -li and by (2.4) this equals
Part (b). We shall give the proof of (2.7). As above write
For given £e(0, T], the first two terms are continuous in x, for all x, and the interchange of limit and integration in the latter is justified as above, using the Holder continuity of g. From these remarks, the proof follows. Q.E.D. We seek a solution to our problem in the following form:
where a, β eS 2 and 7, δ e S t . The fact that u(x, t) satisfies the equation for 0 < x < 1 follows from (2.2), which justifies interchanging the order of differentiation and integration, and (2.1). From Lemma 2, we shall obtain a system of integral equations for the unknown functions α, β, 7, and δ.
From (2.5) and (2.6) we obtain, upon taking the limit of (2.9) first as x I 0, and then as x | 1, the equations
Jo Jo
The limits obtained from the various terms other than those where Lemma 2 is applied are by continuity which follows from (2.2). Since
we can write (2.10) as
From (2.1)
Using (2.7) and (2.8) we obtain upon taking the limit of this relation as x { 0 and then as x } 1, the equations
. Adding and subtracting (2.10)' and (2.11) gives
Similarly, adding and subtracting (2.12) and (2.13) gives
c(t) ± d(t) = [a(t) ± β(t)]k(0, t) + [ {[a(t) ± β(t)] -[a(σ) ± β(σ)]}D σ k(0, t -σ)dσ
we obtain the following pairs of equations 
\ , t -σ)dσ + g(t)-k(O, t) + Γ \g(t) -g(σ)]-D σ k(0, t -σ)dσ
Jo (2.15) -Pg(σ) D σ k(h t -σ)dσ = C(t)
Jo
[f(σ) Dlk(0, t -σ)dσ -P f{σ)>D%k(l, t -σ)dσ -l
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-[ g(σ)'Dlk(l, t -σ)dσ = D(t) .
4=/(t).Γ(ί-<7)-
say.
Regarding 7 2 , write it as
Using the mean-value theorem
Since t -σ, τ -σ > δ/2 for J 21 ,
Set τ -a = (t -σ)s. Then 1-8
T ~~σ 1 -s and (1 -sY Hence τ ds .
the latter integral existing for ε < 3/4 since
This completes the proof. Q.E.D. We proceed as in the theory of Riemann-Liouville integrals. Define F(μ) = y which exists and is analytic for Sΐeμ > -1/4 -ε by Theorem 1. Now restrict μ so that 9ΐeμ > 0. Then
Interchanging the order of integration in the second term and setting
τ -G -(t -σ) s in the inner integral gives
--Γ /(σ) (t -^-
Γ{μ) Jo
Adding and subtracting f(t) in the integrand of this latter integral gives
This latter term has a zero at μ = -1/4 since the integral defines a function analytic for ϋiψ > -1/4 -ε and (Γ(μ + 1/4))-1 is an entire function with a zero at μ = -1/4.
From the identity theorem from 'function theory'
for Wμ > -1/4-ε. Therefore we find that
(ii) All that remains to be shown is that (i) T ± T 2 -I 2 , where I 2 is the identity transformation on S 2 .
(ii) T 2 g e S τ .
Proof. Part (i) is proven exactly as part (i) of Theorem 2 and part (ii) follows directly from the definitions of S 2 and T 2 .
Q.E.D. Consider the following system of equations made up from the terms with singular kernels in (2.14).
where / e S λ and g e S 2 . Now
[ r ê Using Theorems 2 and 3, we can solve this system of equations by formally applying ϊ\ and T 2 . Applying (l/y'sDΓj to the second equation and adding to the first gives
Since T*T X = I lf we find that Similarly, we find that
Thus the solution of (3.3)' is given by (3.6)
where M is an operator on the product S x (g) S 2 we can write (3.3)' as 
Jo
In terms of the above defined operators and T u and Γ 2 , we can write the general system (2.14) as:
λφ + Sφ + -ί= (3.9) or as, 
F(μ) =
W\, t -τ)dτ .
This defines an analytic function for 3ΐeμ > -1/4. Now restrict μ so that ϊRψ > 0. Then , t -
Interchanging the order of integration in the second term gives
