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ABSTRACT
The recently discovered object Triangulum II appears to be an ultra faint dwarf
spheroidal galaxy which may be one of the most dark matter dominated objects yet
known. In this work we try to estimate the potential of this object for studies of the in-
direct detection of self-annihilating dark matter by obtaining its astrophysical J-factor.
We perform a basic estimate of the velocity gradient to look for signs of the halo being
tidally disrupted but show that the observed value is statistically compatible with zero
velocity gradient. We solve the spherical Jeans equation using Markov Chain Monte
Carlo (MCMC) engine GreAT and the Jeans analysis part of the CLUMPY package.
We find the results point towards a very large J-factor, appearing to make Triangulum
II one of the best targets in the search for dark matter. However we stress that the
very small number of line of sight velocities currently available for this object make
follow up studies essential.
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1 INTRODUCTION
N-body simulations of structure formation in ΛCDM uni-
verses suggest that galaxies such as our Milky Way should
be surrounded by a number of dwarf galaxies with masses
going down to below 106M (Moore et al. 1999). Initially
it was thought that the simulations were not a good mir-
ror to nature, where many of these smaller haloes appeared
to be missing (Klypin et al. 1999). However, over the past
decade, improved N-body simulations which include bary-
onic physics have shown that stellar feedback can empty
such objects of baryons, making them more difficult to spot
(Read et al. 2016). At the same time, many dimmer dwarf
galaxies have been discovered around our Galaxy by large
surveys such as SDSS (Abazajian et al. 2009).
Indeed over the past year or so, many new candidate
dwarf galaxies have been found in the vicinity of the Milky
Way by the Panoramic Survey Telescope and Rapid Re-
sponse System (Pan-STARRS) (Kaiser et al. 2002) and the
Dark Energy Survey (DES) (Abbott et al. 2005). In total,
more than 20 new Milky Way satellites have been discovered
(Laevens et al. 2015; Bechtol et al. 2015; Kim & Jerjen 2015;
Drlica-Wagner et al. 2015).
The discovery of these objects has created a lot of ex-
citetment in the astro-particle community because of their
potential to help shed light on the nature of dark matter
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(Hooper & Linden 2015). In particular, in thermal relic dark
matter theories such as WIMPs, where the abundance of
dark matter is set by its self annihilation going out of equi-
librium in the early Universe, we expect to be able to detect
the products of dark matter annihilating with itself in galac-
tic halos today (Bergstro¨m et al. 1998). Dwarf Spheroidal
galaxies, with their very high dark matter to baryon ra-
tio, provide an excellent place to look since the signals of
such annihilations would be less likely to be contaminated
by more conventional backgrounds of baryonic origin (for
example compact objects which can also emit gamma rays).
Searches for such signals in dwarf spheroidal galaxies with
the Fermi gamma ray telescope are already maturing (Ack-
ermann et al. 2015) and the best targets for study will have
to be chosen for the upcoming Cherenkov Telescope Array,
which operates at higher energies (Actis et al. 2011) and,
unlike Fermi, requires a pointing strategy.
One of these objects, Triangulum II, has recently been
found by the Pan-STARRS Survey Laevens et al. (2015)
who, using only photometric data, were unable to ascertain
whether the object was an ultra-faint dwarf galaxy or a glob-
ular cluster. Follow up spectroscopic observations made by
Martin et al. (2016) and Kirby et al. (2015) disfavoured the
Globular Cluster hypothesis and Triangulum II appears to
be a dwarf galaxy located 36 kpc away from the galactic
center. In total, only 13 member stars have been studied in
detail by one group (Martin et al. 2016) and six stars by
another (Kirby et al. 2015), so any conclusions which are
drawn at this stage about its dynamics will be preliminary.
c© 2016 The Authors
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2 Genina & Fairbairn
However, both groups observe an apparent low metallicity
and a high velocity dispersion suggesting a large mass to
light ratio for this object, both factors being consistent with
the interpretation that this is a dwarf galaxy. Triangulum
II seems to exhibit complex kinematics, as the velocity dis-
persion appears to significantly increase from the central 10
pc outwards, which may suggest that the system is tidally
disrupted. Signs of tidal disruption have previously been
observed in Milky Way satellites (Belokurov et al. 2006)
(Niederste-Ostholt et al. 2009). Despite this, the lack of vis-
ible ellipticity or non-Gaussianity in velocities appears to
oppose the tidal disruption scenario (Kirby et al. 2015).
In what follows, we will assume that these stars are
reliable tracers of an underlying dark matter halo and cal-
culate the J-factor - the relevant quantity which gives the
integrated density squared of dark matter along the line of
sight and over a solid angle ∆Ω, and consequently indicates
the potential of a given dark matter halo to be a good target
to search for the self-annihilation of dark matter.
First, in Section 2, we will remind the reader of the
nature of the object, the distribution of stars and the velocity
dispersions in different regions.
We will then search for a systematic variation in velocity
across the object, which may be a signal of tidal disruption
that would weaken the relevance of our J-factor calculation.
In Section 3 we will outline the method we will be us-
ing for Jeans analysis of Triangulum II, necessary in further
calculation of the J-factor, and test it on a simulated data
set along with alternative methods to compare the perfor-
mance of the software we are using to simpler techniques. In
Section 4 we will directly apply this method to Triangulum
II to see how well or how badly we are able to constrain
the parameters of its dark matter halo. Our results are then
presented in Section 5.
As we were preparing the final version of this work, an-
other paper appeared on the arXiv which set out to model
the same galaxy (Hayashi et al. 2016). The results of our
analysis predict a J-factor which is very similar to their re-
sults. We note that those authors also attempt to include
the possible effects of triaxiality on the overall J-factor. It
is known that this can change the conclusions by a factor
of a few (Bonnivard et al. 2015a), however this would not
prevent this object from being very interesting for particle
physics phenomenology.
2 TRIANGULUM II
As mentioned in the introduction, Triangulum II appears
to be a metal poor dwarf galaxy with a large mass to light
ratio. Only 13 member stars have been studied in detail by
one group (Martin et al. 2016) and six stars by a second
group (Kirby et al. 2015). By mapping out the positions of
the stars, we were able to determine that five of the stars
overlap between the two sets and there are only 14 stars in
total available for analysis. The overlap can be seen on the
left hand side of Figure 1. For these five overlapping stars
the right ascension and declination measurements from both
sets of data were identical to 0.001 degrees, which, together
with the overall pattern of the stars on the sky, suggests
that these are indeed the same stars. The right hand side of
Figure 1 shows the measured velocities and corresponding
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Figure 1. Left: Right Ascension and Declination of the stars
measured by Martin et al. (2016) (blue circles) and Kirby et al.
(2015) (black stars). The red lines intersect at the location of
Triangulum II centroid. Overlap in five of the stars from the two
sets can be seen. Right: Velocity and velocity error measurements
for the five overlapping stars by Martin et al. (2016) and Kirby
et al. (2015). All but one of the measurements are consistent
within error bars.
Table 1. Some properties of Tri II, a from Laevens et al. (2015)
Heliocentric distance a 30±2 kpc
r1/2 a 34+9−8 pc〈vr〉 −384.3±6.5 km s−1
Global Kinematics
σvr 8.6±0.2 km s−1
Inner Kinematics
σvr 4.8±0.8 km s−1
Outer Kinematics
σvr 13.0±4.3 km s−1
Table 2. Tri II member stars. R - projected distances, vr - helio-
centric velocities, δvr - velocity errors. The fifth column indicates
whether numbers are from Kirby et al. (2015) (K) or Martin
et al. (2016) (M), (K&M) show weighted averages from the two
sets.
ID R(pc) vr (km s−1) δvr (km s−1) Data set
1 1.9 -381.4 1.3 K&M
2 5.0 -380.7 2.4 K&M
3 8.5 -382.1 2.1 K&M
4 10.2 -384.9 3.2 K
5 10.3 -383.1 4.9 M
6 10.7 -389.0 2.3 K&M
7 11.2 -373.8 1.4 K&M
8 19.4 -387.0 3.8 M
9 21.2 -401.4 6.6 M
10 30.3 -362.8 5.6 M
11 31.4 -397.1 7.8 M
12 32.7 -404.7 5.1 M
13 36.8 -387.1 7.7 M
14 80.4 -375.8 3.1 M
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errors for the identical stars in the two sets of data. All
measurements but one (the star at 8.5 pc from the centroid)
agree with each other within error bars. The disagreement
in that particular star could indicate a calibration error in
either instrument, however for the remainder of this work
we obtain the weighted means for this star and the other
overlapping stars from both sets of data. The positions in
parsecs of each star were determined from right ascension
and declination measurements of Martin et al. (2016) and
Kirby et al. (2015), using the small angle approximation.
Table 1 shows how the velocity dispersion varies as we look
at stars closer and further from the centre of the galaxy.
We use an exponential profile to model the surface
brightness of Triangulum II.
Σ(R) = Σ0 exp(− Rrc ) (1)
where rc is the scale radius Evans et al. (2009). We used
the probability density function for the half-light radius pre-
sented in Figure 3, left, of Laevens et al. (2015) to obtain
a value for the scale radius of rc = r1/2/1.68 = 21+6−5 pc, with
r1/2 - the half-light radius and 1.68 being a typical conversion
factor between the half-light radius of a galaxy and the char-
acteristic radius of an exponential profile. The normalisation
Σ0 is obtained in a similar fashion from the histogram of the
magnitude in Figure 3, right, of Laevens et al. (2015), which
we approximate as a Gaussian probability density (µ,σ) =
(-1.8, 0.5). We convert the measured magnitude in the visual
band MV = 1.8±0.5 (Laevens et al. 2015) to luminosity via
the relation (Schneider 2014):
LV
L,V
= 100.4(M,V−MV) (2)
where LV is the luminosity and MV - magnitude in the
V-band. We use M,V = 4.83 (Binney & Merrifield 1998)
and obtain log(LV/L,V ) = 2.65±0.20, identical to that found
by Kirby et al. (2015). Then, for an exponential profile, we
compute the normalisation as: (Evans et al. 2009)
Σ0 =
Ltot
2pir2c
(3)
resulting in a value of Σ0 = 1.62+0.15−0.08×105 L kpc−2, assuming
a distance of 30±2 kpc. The central values are the values that
we use in the analysis.
Table 2 lists the stars that we use for our analysis, their
distance from the centre of the object and the line of sight
velocities obtained from spectroscopy with their respective
errors. It can be seen that Triangulum II is moving very
quickly towards the Milky Way, which may also suggest that
one should check to see if it is in the process of being tidally
disrupted.
It has long been known that streams of stars, which
result from star clusters being tidally disrupted as they move
through the potential of the Milky Way, can appear to look
like dwarf spheroidal galaxies if they are oriented parallel
to the line of sight (Klessen & Kroupa 1998). With so few
stars it is quite difficult to test as to whether this dwarf is a
self-gravitating, static (or very nearly static) solution of the
Jeans equation or whether it is in the process of being tidally
disrupted. One simple test, which would indicate whether
such a process might be under way, is to look at the velocity
gradient across the halo to see if one side is moving with
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Figure 2. Velocity gradient across the halo for different orien-
tations. The width of the band reprsents the errors from linear
regression fitting while the central line is the best fit value of the
gradient. The maximum value is 335.7±91.2 km s−1 kpc−1.
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Figure 3. Histogram of Velocity gradients for 10,000 realisations
of the same distribution of stars with random line of sight veloci-
ties drawn from the observed velocity distribution of the halo. The
found value of 335.7±91.2km s−1 kpc−1 is therefore not statistically
significantly different from no gradient at all and lies within 68%
CL of the median velocity gradient (188.6km s−1 kpc−1) generated
by velocity dispersion alone.
a sigficantly different velocity to the other. In particular, if
the velocity gradient times the size of the halo is larger than
the velocity dispersion of the halo, this could be a strong
indication that the halo is breaking up (Pryor 1996).
In order to investigate this, we rotate the stars around
the line of sight through the centre of the stellar distribution
and for each orientation we note the line of sight velocities
from left to right and carry out a linear least squares fit
to data, searching for the orientation which maximises the
velocity gradient across the halo. Figure 2 shows that indeed
there does appear to be a larger gradient for one particular
orientation.
Naively, the magnitude of the velocity gradient at that
orientation (335.7±91.2 km s−1 kpc−1) should also be a cause
for concern (although the error on this is very large). The
largest distance of the 14 stars from the centre of the halo
is 80.4 pc and for a diameter of 160.8 pc one would expect
a velocity difference across the halo due to such a gradient
of around 54 km s−1 which is much larger than the velocity
dispersion of 13.0 km s−1.
MNRAS 000, 1–7 (2016)
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However, for such a small number of stars, we need to
be very careful as we would expect large fluctuations in the
average line of sight velocity in a particular region of ths
star field. To find out the statistical significance of this ve-
locity gradient we therefore perform the following test:- We
take the x,y position of the stars and the errors on their ve-
locities, but we generate fake random values for the line of
sight velocities, based upon the velocity dispersion measured
for the inner group and the outer groups of stars as shown
in Table 1. For each realisation, we then perform the same
test we did with the real data and rotate it, obtaining the
orientation with the maximum velocity gradient. We then
add the maximum velocity gradient for each realisation to a
histogram, which is shown in Figure 3.
The results of this analysis show that the value of 335.7±
91.2 km s−1 kpc−1 is within the 68% confidence interval - so is
a very typical value, completely consistent with the random
velocity gradient one would obtain from a distribution with
no true velocity gradient at all, when sampled by so few
stars.
The fact that such a large velocity gradient, much larger
than the velocity dispersion of the halo, is still statistically
insignificant really demonstrates the paucity of data avail-
able for this object. While we have no evidence that tidal
disruption is taking place as such, we also have distinct evi-
dence that more data is required before we can say anything
with too much confidence.
Nevertheless, we will proceed to calculate the J-factor
for this object.
3 CROSS-CHECK OF CLUMPY AGAINST
OTHER METHODS
In this section, we will describe the tools and procedures
that we use to fit the gravitational potential in which the
stars are moving and the steps we took to test these tools
by cross-checking them with simpler methods on mock data.
For our main result, we use the MCMC analysis toolkit
GreAT, included in the CLUMPY package, to solve the
spherical Jeans equation (Putze & Derome 2014; Bonnivard
et al. 2016). The likelihood function in CLUMPY for per-
forming the Jeans analysis is set to be a product of like-
lihoods for individual stars. We assume a spherically sym-
metric system of collisionless particles, acted upon by the
gravitational potential of dark matter:
1
ν
d
dr
(νσ2r )+2
βani(r)σ2r
r
= −GM(r)
r2
(4)
where ν(r) is the 3D light profile, σr is the radial compo-
nent of velocity anisotropy and βani = 1− (σθσr )2 with σθ - the
tangential velocity dispersion.
As a verification of our approach and of the CLUMPY
code, we compare the resuts of the code to those obtained us-
ing the projected virial theorem. In Kent (1990), it is shown
that the classical virial theorem may be projected in 2D∫ ∞
0
Σ〈v2z 〉RdR =
2
3
∫ ∞
0
ν
dΦ
dr
r3dr (5)
where 〈v2z 〉 is the second line-of-sight velocity moment, Σ is
surface brightness and ν is the 3D light profile. For valid so-
lutions, the weighted integral over the velocity dispersion on
the left hand side will be equal to the weighted integral over
the derivative of the gravitational potential on the right. We
followed the procedure outlined in Richardson & Fairbairn
(2014) to implement the projected virial theorem.
Strictly speaking, both the solution of the Jeans equa-
tion via CLUMPY and the projected virial theorem should
yield a similar result, but since they are coded seperately
they are a useful way to check for problems with the code
or our implementation of that code.
We also implemented the method of Wolf et al. (2010),
who approximate the mass contained within half-light ra-
dius of dispersion-supported galaxies, derived from the Jeans
equation. It is suggested that at the radius approximately
equal to the 3D deprojected half-light radius the obtained
mass is insensitive to dispersion anisotropy βani = 1− ( σtσr )2,
which is extremely advantageous since only one component
of the velocity dispersion can be measured and assumptions
normally have to be made about βani. The following relation
is derived :
M 1
2
= 3G−1〈σ2p〉r1/2 ' 4G−1〈σ2p〉Re (6)
where G is the gravitational constant and Re is the 2D pro-
jected half-light radius. The relation holds if the line-of-sight
velocity dispersion σp is approximately flat at the half light
radius.
The luminosity weighted line-of-sight velocity dispersion is
defined as (Evans et al. 2009):
〈σ2p〉 =
∫ ∞
0 σ
2
p(R)Σ(R)RdR∫ ∞
0 Σ(R)RdR
(7)
All three methods were tested on fake data from the Gaia
Challenge suite of simulations (Wolf, Martinez, Bullock,
Kaplinghat, Geha, Munoz, Simon & Avedo gai; Walker &
Pen˜arrubia 2011) to ensure that not only were the three ap-
proaches consistent with each other, but that they were also
consistent with the known underlying gravitational potential
- in this case that potential resulting from an NFW density
profile
ρ(r) =
ρs
r
rs
(
1+ rrs
)2 (8)
with the scale density ρs = 6.4×107 M kpc−3 and the scale
radius rs = 1.0 kpc - and a Constant stellar anisotropy pro-
file. We split 100 stars of the mock data into 10 bins of (∼
8-10) stars. The velocity of each star was assigned a ran-
dom error drawn from the error distribution of Martin et al.
(2016) data. For each bin, we find the estimates of the veloc-
ity dispersion and the corresponding errors using maximum
likelihood statistics, the procedure for which is outlined in
Walker et al. (2006). We then use the Projected Virial The-
orem and the method of Wolf et al. to find values of ρs and
rs and compare to the actual value, this is plotted on the
left hand side of Figure 4 which shows the two methods are
consistent with each other within the error bars.
We obtained velocity and position data for a 100 simu-
lated stars, which we input into CLUMPY. We set our priors
to [5 , 13] for log[ρs] and [-1.4 : 1] for log[rs] (starting at the
half-light radius of 250 pc) and run the MCMC. The result
of this procedure can be seen on the right hand side of Fig-
ure 4 and shows that all three methods are consistent with
each other and the true point. In this way we were able to
MNRAS 000, 1–7 (2016)
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Figure 4. Constraints on ρs and rs of the simulated galaxy from
the Gaia challenge data suite. On the left the best fit parameters
from the projected virial theorem are shown as a blue dots and
the parameters from the mass at half light radius method are the
purple dots. The ”real” point with known parameters is shown as
a red dot. On the right we estimate the same parameters using
CLUMPY. The Log-likelihood is normalised with respect to the
point with best likelihood.
verify that the CLUMPY code yields results that are consis-
tent with other analyses and is able to reproduce the correct
underlying parameters when applied to mock data sets.
4 JEANS ANALYSIS FOR TRIANGULUM II
In this section we describe the assumptions that we made
while using CLUMPY to fit the underlying density profile
of Triangulum II.
Throughout the Jeans analysis on Triangulum II we as-
sume a generalised Navarro-Frenk-White profile for the dis-
tribution of dark matter, (sometimes known as a Zhao (Zhao
1996) or αβγ profile)
ρ(r) =
ρs(
r
rs
)γ [
1+
(
r
rs
)α] β−γα (9)
where ρs is the characteristic density parameter, rs is the
scale radius, γ gives the logarithmic density gradient at small
radii and β at large radii. The third power α controls the rate
at which the density profile interpolates between its inner
and outer values.
As a fast moving satellite of the Milky Way on a quite
radial velocity path, Triangulum II is likely to have under-
gone eccentric orbits. Pen˜arrubia et al. (2009), using N-
body simulations, show that a satellite orbiting the Milky
Way would lose a fraction of its mass after every pericen-
tric passage, and the smaller is the pericenter of the orbit
the stronger are the tidal effects. It is shown that the outer
mass profile of a tidally stripped halo is well approximated
by an outer slope of ∝ r−4. The orbit of Triangulum II is
currently unknown. Although the lack of visible ellipticity
or non-Gaussianity in velocities as well as the velocity gra-
dient test carried out in Section 2 all appear to oppose the
tidal disruption scenario (Kirby et al. 2015), the possibil-
ity of tidal stripping of dark matter in the outer parts of the
galaxy is not excluded. Whilst the velocity dispersion profile
out to the furthest star may be representative of Triangulum
II kinematics, the assumption that the dark matter halo in
Table 3. Triangulum II MCMC priors for the Dark Matter profile
and Constant stellar anisotropy profile
log10 ρs [5, 13]
log10 rs [-1.4, 1]
α [0.12, 1]
β [3, 7]
γ [0, 1.5]
βani0 [-9, 1]
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Figure 5. Mass as a function or radius for Triangulum II from
the MCMC Jeans analysis outlined in the text. The reader should
note that the outermost star in the analysis is only 80.4pc from
the centre of the halo, so the masses on the right of the diagram
are simply extrapolations, see text.
the regions outside the furthest known member star would
match that of an isolated halo, far from a large galaxy like
the Milky Way, is largely unmotivated.
We have therefore considered halos of the form β = 4
while the other parameters α and γ were let free, as well as
allowing all three parameters to vary. We found the choice
of β = 4 did not make a huge difference on J-factor estimates
since the integral of the J-factor is more sensitive to the
profile at lower radii. We therefore allowed α, β and γ to
vary in the final fit.
For the stellar density ν(r) we adopt the functional form
which fits with the projected density profile fitted to the
data in Equation 1. We adopt a Constant stellar anisotropy
profile βani(r) = βani0, where we keep the constant βani0 a free
parameter.
The unbinned velocity data in Table 2 has been used
as input and the priors for MCMC are shown in Table 3, as
suggested for dwarf spheroidals in Bonnivard et al. (2015b).
Note that the minimum value of rs has been set to be above
the half-light radius of the system, thus implying that the
halo must be at least as large as the volume enclosed within
that half-light radius. It is discussed in Bonnivard et al.
(2015b) that too low values of rs lead to high density at the
center of the halo, resulting in J-factors that are too high.
Calculation of J-factors is discussed in the next section.
We performed the MCMC analysis using 10 chains with
10000 points per chain.
The results of the Jeans analysis are plotted in Figure
5. In this diagram, we integrated the best fitting density
profiles out to 1 kpc and show what the mass of the halo
MNRAS 000, 1–7 (2016)
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would be at all radii up to that distance. A halo such as
Triangulum II, which is relatively close to the Milky Way
and is also moving quickly, is likely to have suffered sig-
nificant tidal stripping from its outer regions, so the mass
estimates at large radii may well be an overestimate. It is
important to remember that the largest radius star included
in the Jeans analysis is at 80.4 pc and that any mass esti-
mate beyond that is simply an extrapolation of the density
profile at low radii. Nevertheless our analysis suggests that
the enclosed mass at the radius of the outermost star is
greater than 106M. More precisely, the obtained half light
mass is 2.15+1.42−0.98 × 106 M for the 68% confidence interval
and 2.15+4.56−1.34 ×106 M for the 95% interval.
5 COMPUTING THE J-FACTOR AND
COMPARISON TO MILKY WAY
SATELLITES.
One of the many reasons why this halo may be of inter-
est is because of its potential to help in the search for self-
annihilating dark matter. The flux of annihilating dark mat-
ter with a density distribution ρ(r) is described by:
dF(nˆ,E)
dΩdE
=
〈σv〉
8piM2χ
dNγ(E)
dE
∫ ∞
l=0
dl
[
ρ(lnˆ)
]2 (10)
where the integral is performed over the line of sight. The
integral is the J-factor or Astrophysical factor per solid an-
gle Ω (Geringer-Sameth et al. 2015) which is essentially an
integral of the density squared of dark matter within a cone
along the line of sight with a particular opening angle - the
relevant quantity for a substance annihilating with itself.
The Particle Physics factor is dependent on the model of
dark matter i.e its annihilation cross-section 〈σv〉 and the
mass of dark matter Mχ. A given particle physics model
can be tested by obtaining these quantities from theory and
combining them with the astrophysical J-factor, which is the
subject of this study.
One can obtain the total J-factor by integrating
dJ(θ)/dΩ over an angle θmax:
J(θmax) =
∫ θmax
0
dJ(θ′)
dΩ
2pisin(θ′)dθ′ (11)
where θmax = sin−1(rmax/D) with D - the distance to the
galaxy and rmax - distance to furthest member star from
the center of the galaxy (Geringer-Sameth et al. 2015). We
take this furthest star to be Star 14 in Table II and obtain
θmax = 0.15◦. We calculate the J-factors for the dark mat-
ter profiles produced by CLUMPY for angles up to θmax,
using the values of ρs, rs produced from the CLUMPY
MCMC. Figure 6 shows the median, 68% and 95% CL for
each. Keeping α and γ free allows for both cuspy and cored
profiles and so a wider spread in the J-factors. Note this
result is compatible with another parallel analysis of the
same object which appeared in the literature as we were
writing up our results (Hayashi et al. 2016). We obtain
log10(J/GeV
2cm−5) of 20.77+0.60−0.41 at 68% CL and 20.77
+1.22
−1.03
at 95% CL at the angle of the furthest star in our sample.
The value at 68% CL is within the error given by Hayashi
et al. (2016), log10 (J/GeV
2 cm−5) = 20.25+1.28−1.56 and Hu¨tten
et al. (2016) 20.9+1.4−1.2. The values in Hayashi et al. (2016)
are quoted at 0.5 degrees, however in that work the authors
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Figure 6. The J-factor for Triangulum II as a function of angle
based upon the MCMC Jeans analysis decribed in the text. We
assume a density profile with α, β and γ free parameters. We
only integrate out to the angle corresponding to the outermost
star, 80.4 pc. The line of sight integral also only includes the
central 80.4 pc of the halo. The two bands represent the 68% and
95% intervals and the central line is the median.
still restrict the J-factor to the angle of the furthest star if
that angle is below 0.5 degrees while Hu¨tten et al. (2016)
also use CLUMPY and their value is actually quoted at 0.5
degrees. The J-factor we obtain at 0.5 degrees is 21.03+0.83−0.57
GeV2 cm−5 at 68% CL, based on an extrapolation of the pro-
files out to larger radii. We note that N-body simulations of
dwarfs close to the centre of galaxies exhibit steepening of
the outer profile due to tidal stripping (Pen˜arrubia et al.
2009).
This result suggests that the J-factor associated with
Triangulum II is potentially more than 1020GeV2cm−5 which
makes it one of the largest J-factors of any of the classical
or ultrafaint dwarfs (Bonnivard et al. 2015c; Hayashi et al.
2016). A recent analysis of 21 dwarf spheroidals (Bonnivard
et al. 2015c) predicted that the three brightest J factors
would be log10(J0.5/GeV
2cm−5) = 20.00+0.7−0.5 for Ursa Major
II, 19.7+0.8−0.7 for Coma and 19.6
+1.2
−0.6 for Willman I. The J-factor
is potentially greater than that of the recently discovered
Reticulum-II dwarf galaxy which has log10(J0.5/GeV
2cm−5)
= 19.6+1.0−0.7 (Bonnivard et al. 2015d).
Of course, as we have repeatedly stressed, this analysis
is based upon only a very small number of stars, and it is
vitally important that a larger sample of stars are identi-
fied and their line of sight velocities measured to determine
whether the apparently inflated velocity dispersion in the
outer parts of the galaxy is the result of the effects of a
largely dominant dark matter content, as it currently ap-
pears to be with so few stars. Looking for evidence of stellar
streams could shed light onto whether this object has been
tidally disrupted and its current orbit, or whether it is a sta-
ble dwarf galaxy. These further studies are essential before
our presented J-factor estimates, complementary to those of
Hayashi et al. (2016) and Hu¨tten et al. (2016), can be used to
inform observational strategies for upcoming searches such
as those to be carried out by CTA.
6 CONCLUSION AND DISCUSSION
In this work we have looked at the dwarf galaxy Triangulum
II which has recently been discovered in the Pan-STARRS
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survey. There is very little data available for the stellar kine-
matics inside this dwarf and we have looked at 14 stars.
We first searched for signs of the dwarf galaxy being
tidally disrupted by comparing the product of its diameter
with the spatial velocity gradient to the overall velocity dis-
persion. We showed using Monte Carlo realisations of fake
data that, while the velocity gradient is quite large compared
to the velocity dispersion, for such a small number of stars
the relatively large value of the gradient is still statistically
insignificant.
We then proceeded to fit the underlying gravitational
potential using a Jeans analysis to try to model the dark
matter halo. Having done that we obtained the J-factor, the
relevant quantity for looking at the indirect detection of self-
annihilating dark matter. We found values for the J-factor
between 1020 and 1022 GeV2 cm−5, which if they turned out
to be reliable estimates, would make Triangulum II one of
the best targets for searches for dark matter self annihilation
in the sky.
This result is based upon very few stars and we very
much hope that more line of sight velocities will be obtained
for this object. Tests could then be done on the velocity
gradient with much smaller error bars, which could possi-
bly show signs that the velocity dispersion of the object is
due to tidal disruption rather than gravitational potential.
Alternatively, more stars could add to the hypothesis that
the velocity dispersion is due to a dense dark matter core.
If this is the case, Triangulum II may turn out to be a very
important object for astro-particle physics.
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