A new discrete-time reverse-correlation scheme for the study of visual neurons is proposed. The visual stimulus is generated by drawing with uniform probability, at each refresh time, an image from a finite set S of orthonormal images. We show that if the neuron can be modeled as a spatiotemporal linear filter followed by a static nonlinearity, the cross-correlation between the input image sequence and the cell's spike train output gives the projection of the receptive field onto the subspace spanned by S. The technique has been applied to the analysis of simple cells in the primary visual cortex of cats and macaque monkeys. Experimental results are presented where S spans a subspace of spatially low-pass signals. Advantages of the proposed scheme over standard whitenoise techniques include improved signal to noise ratios, increased spatial resolution, and the possibility to restrict the study to particular subspaces of interest. © 1997 Elsevier Science Ltd
INTRODUCTION
Some classes of neurons in the auditory and visual system can be modeled as a cascade of a linear filter, a static nonlinearity, and a spike generating mechanism, as illustrated in Fig. I(A) (Weiss, 1966; Enroth-Cugell & Robson, 1966; de Boer & Kuyper, 1968; DeValois et al., 1978; Movshon et al., 1978; Andrews & Pollen, 1979; Segal & Outerbridge, 1982; Tolhurst & Dean, 1990) . If the spike generating mechanism is assumed to be an inhomogeneous Poisson process, the model can be further simplified by having a continuous output variable represent the instantaneous rate of the Poisson process. This kind of model, shown in Fig. I(B) , is called a linearnonlinear (LN) cascade system (Marmarelis & Marmarelis, 1978; Hunter & Korenberg, 1986; Korenberg & Hunter, 1990) .
One possible way to identify a single-input singleoutput LN system consists of using a Gaussian whitenoise (GWN) input and cross-correlating the output with the input signal. The result of this computation is proportional to the impulse response of the front-end *Center for Neural Science, New York University, 4 Washington Place, New York, NY 10003, U.S.A. tHewlett-Packard Laboratories, Palo Alto, CA 94304, U.S.A. :~To whom all correspondence should be addressed Email: dario@cns.nyu.edu] . §When the output of the system y(t) is a spike train with arrival times {tl, t2,..., tn} the empirical cross-correlation function is determined by R~y(r) = 1/Ty~r=lx (tk --r) , where x(t) is the input to the system. This can be interpreted as the expected value of the input r sec before a spike occurred. The calculation is also referred to as the reverse-correlation between the input and the output spike train (de Boer & Kuyper, 1968; Eggermont et al., 1983) .
linear filter (Bussgang, 1952; Price, 1958; Lee & Schetzen, 1965; Papoulis, 1984; Hunter & Korenberg, 1986; Eggermont et al., 1983) . § The input to the visual system is a function of both time and space. The neural responses depend on the recent past of spatio-temporal luminance values in their receptive fields. The GWN method can be generalized to this case by covering the receptive field of the cell with an M xM square grid [as shown in Fig. I(C) ] and modulating the luminance value at each "pixel" by independent GWN processes. The input to the system is a vector x(t) of dimension M 2. The impulse response of the front-end linear filter of the LN cascade is now a function of both space and time, and can be identified by crosscorrelating the scalar output y(t) and the vector-valued input x(t).
In theory, there is nothing wrong with this approach. In practice, however, one is faced with the following dilemma. A large value for M (corresponding to a small pixel size) is desirable to achieve high spatial resolution. As M is increased, the spatio-temporal spectrum of the input becomes more uniformly distributed over the Fourier plane. This causes a decrease in the stimulus power that falls within the spatio-temporal integration area of the cell under study. If we assume a fiat noise spectral power distribution, the signal-to-noise ratio will diminish as well. Thus, cells are expected to respond poorly to fine-grain spatio-temporal white-noise and long experiments are required to collect sufficient data for an acceptable reconstruction of the receptive field. Previous studies have been limited, therefore, to relatively coarse coverings of the receptive field (about 16 x 16 pixels) Reid & Shapley, 1992 
,% (c) Xl(t ) [ X3(t) x4(t ) x(t) xs(t)x;li~-... et al., 1993) . The basic idea of our method is to use a priori knowledge about the spatial frequency tuning of the cell to generate a stimulus sequence whose spatial power distribution is shaped to match that of the neuron. In other words, we attempt to place the input signal power in those regions of the Fourier plane where the cell is most sensitive. This is achieved by restricting the stimulus ensemble to particular low-dimensional signal subspaces. Similar ideas have been proposed in the time domain, such as the expansion of the first order kernel of a singleinput single-output system into a small set of Laguerre orthogonal polynomials (Wiener, 1958; Alshebeili et al., 1992; Marmarelis, 1993) . These functions are a "natural" basis set to use because a small number of Laguerre polynomials are often enough to capture the shape of the impulse response in biological systems. In the temporal frequency domain, one can similarly reduce the dimension of the input space by using a stimulus signal that is the sum of a small number of sinusoids (Victor, 1979; Victor & Knight, 1979; Victor & Shapley, 1980) .
In the space domain, researchers have implicitly been using related methods for a long time. For example, if it is known that the receptive field has radial symmetry, such as in retinal ganglion cells, it is useful to divide the visual space into a small number of concentric annuli, or perhaps just a central disk and a surrounding annulus, and take the luminance as a function of time in those areas as inputs to the system (Marmarelis & McCann, 1973; Marmarelis & Naka, 1974; Marrnarelis & Marmarelis, 1978) . In this way, the difference of the outer diameter of consecutive annuli and the total number of inputs to the system can be small. This means that high spatial resolution and a small input space can both be achieved if one carefully chooses the stimulus, using additional knowledge about the system.
Other examples in the space domain include methods developed to study simple cells in the primary visual cortex of cats and monkeys, which frequently show separable spatial receptive fields. One can take advantage of this knowledge to limit the study to a single dimension in space by using a one-dimensional white noise stimulus, such as random bars, oriented along the preferred direction of spatial integration (Citron & Emerson, 1983) . Spatial frequency domain methods have also been suggested: Brodie et al. (1978) employed sinewave gratings of a fixed spatial frequency modulated in time by a sum of a small number of sinusoids to study the response of the Limulus retina.
In this work we propose a general framework that allows the experimenter to incorporate a priori knowledge about the spatial properties of a cell and to restrict the study of the system to particular dimensions (or spaces) of interest. This effectively reduces the dimension of the input space and yields higher signal to noise ratios. In the next section we present the main theoretical results. Next, computer simulations are presented to evaluate the performance of the algorithm for a number of different static nonlinearities and to compare the new scheme to the standard GWN technique. Finally, we report experimental data obtained using a subspace of band-limited signals.
THE METHOD
The theoretical results below yield a method to recover, under certain assumptions, the projection of the linear front-end filter in a LN model onto an arbitrary vector subspace.
The formulation is discrete both in time and space. Let us assume we have a system composed of a linear spatiotemporal filter followed by a static (memoryless) nonlinearity, as illustrated in Fig. 1(C) . We cover the receptive field with a grid of M × M pixels. The input of the system is represented by a sequence of vectors x(n) of dimension m 2, where n .... , -2, -1, 0, 1, 2 .... denotes discrete time steps. The i-th component of x(n) represents the luminance of the i-th pixel in the image at time n. The receptive field of the cell can be characterized by vectors h(k) of dimension M 2, k = 0, 1, 2,... The i-th component of h(k) represents the impulse response of the i-th pixel in the M x M array at the k-th discrete time step. The output of the LN system is given by where h(k) • x(n-k) represents the standard inner product between h(k) and x(n-k), and q$(-) is a static nonlinearity. 
: : :
Ilnlln,lllil au~a'ap~jm We first develop the theory when ~(.) is a half rectifier; ~b(x) = x if x > 0 and ~b(x) --0 otherwise. Let us pick an arbitrary finite set S-{el, e2 ..... eQ} of Q orthonormal images. Each image is represented as a vector of dimension M e. Let us denote by S -{el, -el, e2, -e2 ..... ea, --ea} the set containing the elements in S and their negatives. The stimulus sequence is generated by drawing with uniform probability, at each discrete time step n, an element from S. We denote by Rxy(j) = E{x(n-j)y(n)} the cross-correlation between the scalar output y(n) and the vector input x(n). In the Appendix, we prove the following:
denotes the projection of h(]) onto the subspace spanned by the vectors in S.
A reduction of the dimensionality of the input space is achieved by selecting subspaces S for which the number of images Q << M 2. Note that M 2 is the dimension of the input space in the standard GWN approach on a M × M grid. We will see below that this reduction in the dimension of the input space can lead to higher signal to noise ratios and faster convergence rates than the standard GWN stimulation.
The result of Theorem 1 can be extended to other types of nonlinearities. Specifically, in the Appendix we also prove that:
Theorem 2 A first order approximation to the crosscorrelation between the scalar output Yc(n) and the vector input x(n) is given by Rxy(j) ~0 ~Psh(j), for 
j = O, 1,... ; where C¢ is a scalar that depends on the nonlinearity.
In the next section we show, by means of computer simulations, that this approximation is satisfactory for the kind of nonlinearities we can expect in biological systems. These results imply that one can obtain information about the front-end linear filter in a LN system without being concerned about the identification of the static nonlinearity• This is a clear advantage over traditional methods using drifting sinusoidal gratings.
To apply the method one must first define a subspace of signals• We do this by including in the set S a small number of elements taken from a complete orthonormal basis set of R M2. One intuitive basis to consider is the set of complete two-dimensional Hartley functions H (ix, iy) on an M × M square grid (Bracewell, 1986) :
where cas ~ -sin ~ + cos ~, and 0 _< kx, ky < (M-l). Figure 2 shows some of the elements of the two-dimensional 2458 D.L. RINGACH et al.
Note that H(kx, ky) -H(kx +__ M, ky +_ M).
Hartley basis set arranged with H(0,0) centered at the origin. Each element in the set is a sinewave grating of a particular spatial frequency, orientation, and spatial phase. Note that the pair of images H(kx,ky) and H (M-kx, M-ky) have the same orientation and spatial frequency, but they are 90 deg out of spatial phase. The Hartley basis set is in some sense a "natural" choice for our purposes because we know simple cells in the visual cortex tend to be selective for orientation and spatial frequency, and their spectral structure is compact in such a space DeValois & DeValois, 1988) .
Another advantage of using Hartley basis functions is the existence of a fast Hartley transform (Bracewell, 1984 (Bracewell, , 1986 ) that provides a way to generate efficiently all the images required for the stimulus in a time proportional to QM log M.
We now define some useful subspaces using the Hartley basis functions. Given a maximum (integer) wavenumber Q, we define the space of low-pass signals, Fig. 3(B) ]. It is possible to quickly obtain a good estimate of the maximal spatial frequency that a cell responds to by measuring the spatial frequency tuning curve of the cell at its optimal orientation and temporal frequency. This estimate can then be used to select a low-pass space that will allow a complete reconstruction of the neuron's impulse response. A further reduction of the input space can be achieved if we also know that the cell does not respond below a critical spatial frequency, ~o. In this case, analogous spaces of band-limited signals, S(~,Q), can be defined [see Fig. 3(C, D) ].
The low-pass and band-limited signal sub-spaces allow one to easily control, or "shape", the spectral content of the input images. These spaces can be used to define effective stimuli for the cell. This is a clear advantage over the standard method of GWN on a square grid, whose spatial spectrum is always a sinc shaped function of spatial frequency automatically determined by the pixel size. In contrast, our method provides independent control of the pixel size and the spectral content of the images, allowing us to achieve high spatial resolution and high signal-to-noise ratios simultaneously. For instance, in the experiments reported below, the pixel size was in the order of 1.8 min of arc, while the number of Hartley images (the dimension of the input space) was less than 300. In the next section we present computer simulations that compare the performance of the standard GWN method to that of the subspace reverse-correlation method.
It is important to realize that some properties of the cell can be studied without requiring a full reconstruction of the RF. For example, the orientation tuning of a cell at a *For digital circles of radius f2 > 7 the variability in the spatial frequency of the gratings is less than 4%, and the angular resolution is higher than 12 deg. A value of if2 > 7 is used in our experiments.
single spatial frequency can be investigated using a small subspace of Hartley images that lie on a (digital) circle centered at the origin, as depicted in Fig. 3(E) . These images are sinewave gratings of very similar (but not identical) spatial frequencies at different orientations and spatial phases in quadrature.* This "orientation subspace" provides a framework to apply the reversecorrelation technique in the orientation domain, and is currently being used to study the neural circuitry underlying the orientation selectivity of cortical cells (Ringach et al., 1997) .
A consequence of the above results is that the measured projection of the impulse response Psh(j) depends only on the subspace selected, not on the particular choice of the basis set. Therefore, the estimate of Psh(j) should be the same with two basis sets, S = {el, e2 ..... ea} and S'= {e'l, e'e ..... e'o}, for which span S = span S'. Given a basis set S one can generate another basis set S' spanning the same subspace by a applying a "random rotation" (an orthogonal transformation) to S. This provides a simple (necessary) test to verify if a system is a LN cascade: the result of two reversecorrelation experiments using basis sets related by an orthogonal transformation should be equal. We are now applying this test to the responses of simple cortical cells.
COMPUTER SIMULATIONS
Two sets of computer simulations are presented. First, we examine the error introduced by the first order approximation in Theorem 2, when the nonlinearity 4, is not a half-rectifier. The possible differences in the results obtained by using different basis sets spanning the same subspace is also studied. The second simulation compares the performance of our method to that of the standard GWN technique.
A typical space-time inseparable Gabor-like receptive field with four non-zero elements h(j), j --0, 1, 2, 3, was first generated on a 32 × 32 grid. Each h(j) represents a time slice of the impulse response of the front-end linear filter to be used in a LN system. A subspace of low-pass signals S~, with if2 = 4, was used in these simulations. The true projection of the receptive field onto this subspace is illustrated in the column of Fig. 4(A) . These are the spatial profiles we expect the algorithm to recover. Three different types of nonlinearities were used; a halfrectifier with zero threshold (for which Theorem 1 holds), a smooth sigmoidal nonlinearity, and a hard-step nonlinearity. In addition, for each nonlinearity simulations were done using 2D Hartley images and a new set obtained by a random rotation of the Hartley basis set. Figure 4 (H) shows a segment of the stimulation sequence when the Hartley basis elements were used; Fig. 4 (1) shows a segment of the stimulation sequence for a randomly rotated basis set.
The results shown in Fig. 4 (B--G) were obtained after 5×10 4 discrete time steps. Figure 4(B) shows the estimated projection of the receptive field when a halfrectifier and the Hartley basis set were used. Figure 4 
(C) (A) (B) (C) (D) (E) (F) (G)
. illustrates the result for a half-rectifier and a randomly rotated basis set. Figure 4 (D, E) depicts the outcome when a sigrnoidal nonlinearity was used together with Hartley and randomly rotated basis elements, respectively. Similarly, Fig. 4 (F, G) shows the result when a hard-step nonlinearity was selected using both sets of basis elements. We note that the thresholds in the sigmoidal and hardstep nonlinearities were larger than zero. The distribution of z(n) values (the input signal to the static nonlinearity) and the shape of the nonlinearities used in the simulations are shown in Fig. 5 . The threshold for the sigmoid and hard-step nonlinearities was set to 50. In the case of the hard-step this meant that ~85% of the time z(n) was below threshold.
A normalized mean squared error (MSE) was obtained for each of the four time slices that compose the impulse response of the filter. This was done by first normalizing h(j) and its estimate to have a norm of one and taking the norm of their difference as a measure of the departure from the true projection. Table 1 Half-rectifier Sigmoid Hard-Step FIGURE 5. Histograms of z(n) values and the shape of the three different nonlinearities used in the simulations of Fig. 4 . Note that the sigmoidal and hard-step nonlinearities have thresholds larger than zero. The output value after the nonlinearity is given by the right ordinate.
MSE for each h(j) in each of the simulation cases after 5 x 104 and 5 x 105 discrete time steps. We see that the errors tend to be smaller using a randomly rotated Hartley basis set. For 5 x 105 steps the maximum normalized MSE is ~5% and occurs for the hard-step nonlinearity, but is typically less than 1%. The MSE decreases as the number of nonzero h(/') elements increases (see the Appendix). The simulations attempt to replicate the worst case experimental situation: each frame has a duration of 16.6 msec and cells show responses extending in time for about 60-120 msec. This implies a minimum of four nonzero h(j) elements. From these simulations we conclude that the method is expected to yield good estimates of the impulse response of the LN system, even in the presence of strong static nonlinearities (such as a hard-step). We now evaluate how the standard GWN technique compares to the subspace reverse-correlation method. For these simulations a hard-step nonlinearity with threshold equal to 20 was used. In addition, independent Gaussian white noise with a = 40 was added to z(n) at each time step to simulate noise in the system. Figure  6 (C) shows the true projection of the front-end linear filter into the subspace spanned by the Hartley set of images [this is the same as in Fig. 4(A) ].
In the GWN case each pixel was modulated by independent Gaussian white noise. The variance of the input signal in the GWN and subspace reverse-correlation cases were equalized. The cross-correlation between the input image sequence and the output gives the first order kernel of the system (Lee & Schetzen, 1965) . The result from this calculation is then projected into the subspace spanned by the images in the Hartley set.* This operation is essentially smoothing the first order kernel obtained with GWN by projecting it into a space of lowpass signals. The estimated projected profiles obtained after N = 1000, 2000, 4000, 8000, 32000 and 64000 iterations are shown in Fig. 6 (A)J" It can be seen that results obtained in the GWN method are much noisier than the ones obtained with the reverse-correlation technique, which are depicted in Fig. 6(B) . These simulations confirm the claim that the signal to noise is higher, and the rate of convergence faster, in the subspace reverse-correlation scheme than in the standard GWN method.
EXPERIMENTAL RESULTS
In this section we present experimental results based on the low-pass space of signals, S~, depicted in Fig.  3(A) . Extracellular recordings from cells in the primary visual cortex of anesthetized cats and monkeys were performed with methods described elsewhere (Reid et al., 1991; Hawken et al., 1996) . The maximum spatial *If this is not done the results of the GWN calculation are even noisier than the ones presented here. tTo be able to compare these simulations with the experimental results in the next section, note that a 15 min experiment using a frame refresh rate of 60 Hz represents a total of N = 56000 frames.
(c) frequency, ~, at which each cell responded was estimated from the spatial frequency tuning curve of the cell at the optimal orientation and temporal frequency using drifting sinewave gratings. A Silicon Graphics Indigo Elan R4000 was used to generate the elements in the set Su using a fast, two-dimensional Hartley transform. The presentation mode consisted of 30 sec trials, in which the computer displayed a stimulus sequence at a frame refresh frequency of 60 Hz. Either 20 or 30 trials were run on each cell; the total experimental duration was 10 or 15 min. Spikes were discriminated using a dual window discriminator (model DDIS-I, Bak Electronics). A CED-1401 Plus (Cambridge Electronic Design Ltd., Cambridge, U.K.) was used for data acquisition and to timestamp the spike events with 1 msec precision. Data were stored on disk for off-line analysis. A reconstruction of the receptive field (RF) was computed by the subspace reverse-correlation technique described above. Each of the columns in Fig. 7 shows the reconstructed profiles of four cortical V1 neurons. The illustration shows time-slices of the spatial profiles of the RFs. Each spatio-temporal RF was independently scaled and translated so that its maximum attainable value is mapped to +1 (red = excitation) and the minimum value mapped to -1 (blue = inhibition). This achieves the maximum dynamic range possible for the pseudo-color map. The scale bar in the last frame of each sequence represents 1 deg of visual angle. In each case, measure- ment parameters are indicated at the bottom of the graph: the total number of spikes on which the RF reconstruction is based, the mean firing rate of the cell, the total duration of the experiment, the grid size used, and the dimension of the input space (the number of images in the subspace) Q. We find that cells tend to respond with mean firing rates in the range of 1-30 spikes/sec. As expected from the nature of the stimulus, directionally selective cells are usually less responsive than nondirectionally selective cells. Figure 7 (A) shows responses from a simple cell in cat area 17. The cell's estimated spatio-temporal impulse response has two main sub-regions, one inhibitory and one excitatory. However, two additional excitatory regions are clearly seen at t-~ 55-65 msec. Thus, the RF of this cell has a two-dimensional structure. Sun and Bonds (1994) have also reported cells with twodimensional profiles. In their population, 44% of the cells showed a multi-peaked response. Figure 7 (B) depicts the analysis of a simple cell in macaque V1. The cell exhibits a Gabor-like spatial profile (Marcelja, 1980) . In addition, we see that the main inhibitory (central) region develops from two "hot spots" clearly seen at t--50 msec. The same "hot spots" are seen when the response is disappearing at t = 70 msec. We conjecture that these "hot spots" may represent direct inputs from the LGN (Reid & Alonso, 1995) . Figure' 7(C) shows results from a superficial layer cell from macaque primary visual cortex. We typically find that these cells are very difficult to stimulate with drifting gratings, while they do seem to respond to small colored spots on dark backgrounds. Even though we expect these cells to exhibit strong nonlinearities and to depart from a simple LN system, we feel it is instructive to present the result of the method in this case. The cell seems to have a center-surround organization with a central inhibitory region and a strong excitatory surround. Under close inspection of the response at t--85-95 msec, the surround seems to be composed of separate (punctate) excitatory regions. We emphasize that care should be take in interpreting the result when the system is known to depart from a simple LN configuration. The outcome of the experiment may only serve as a guide on which to base further experimental study of the cell's properties. Finally, Fig. 7(D) shows a simple cell that responds preferentially to chromatic stimuli in monkey V1. A detailed map of the spatial distribution of the cone inputs to such a cell can be obtained by applying our method with Hartley basis functions modulated in color so that they can only be seen by a single type of cone photoreceptor (Reid & Shapley, 1992; Estevez & Spekreijse, 1982) . This technique is also known as the silent substitution method or as color modulation in the cone directions. The left column in Fig. 7(D) shows the L-cone receptive field and the right column the M-cone input. There is a clear spatial opponency of the two mechanisms (M+ and L-). Interestingly, the L-cone response seems to show some orientation selectivity at t----90 msec, while the M-cone receptive field is more isotropic with a focal excitatory center.
The profiles shown here represent projections onto a subspace of signals, and caution should be exercised if one is to interpret them directly in the space domain. Figure 8 illustrates the problem. Here, Fig. 8(A) represents a simulated spatial profile of a Gabor-like RF. The middle image, Fig. 8(B) , shows the power distribution of the RF on the Hartley domain (with the origin at the center), and the highlighted blue circular region indicates the subspace onto which we project the RF. Clearly, only a fraction of the filter's energy lies within the selected subspace. The spatial reconstruction of the projected RF onto this subspace is shown in Fig.  8(C) . The numerous ripples observed in the reconstruction are a consequence of the projection operation and are not real features of the original RF. The appearance of the ripples can be understood by noticing that using a low-pass subspace is similar to obtaining a truncated Fourier series approximation of the RF. If high spatial frequency components are present in the RF, ripples will appear in any truncated approximation (Gibbs' phenomenon). Note that the information available in Fig. 8(C) , however, should allow one to predict the response of the system to any stimulus in which each frame belongs to the subspace.
It is possible to check if a selected subspace is likely to contain most of the front-end filter's energy by inspecting Fig. 4(D) . In (D) we can see that the cell was responding weakly to the basis elements near the boundary defining the subspace.
the power distribution of the RF in the Hartley domain after the experiment is done. Figure 9 (A) shows a slice of the RF of the cell we presented in Fig. 7(C) , and the power distribution in the Hartley domain is depicted in Fig. 9 (B). The dashed square indicates the limits of the subspace used for the experiment. Clearly, the power distribution reaches the boundaries of the subspace. Thus, this subspace may be "too small" to allow a full identification of the RF. Many of the secondary ripples seen in Fig. 9 (A) are probably not a real feature of the RF. Figure 9 (C) shows a slice of the RF of L-cone isolating response presented in Fig. 7(D) . It can be seen from the corresponding power distribution, illustrated in Fig. 9(D) , that the responses were very small near the boundaries defining the subspace. In this case, one can be confident that most of the energy of the front-end linear filter lies within the selected subspace and, therefore, the reconstruction of the receptive field profile in space reflects real features of the neuron's spatiotemporal impulse response.
CONCLUSIONS
A discrete reverse-correlation technique based on a subspace approach was proposed. This new method allows one to incorporate a priori information in the design of the stimulus set to reduce the dimensionality of the input space. Similarly, one can restrict the study to particular spaces of interest, such as the "orientation subspace" described above. The method was applied to study the receptive field organization of cells in the primary visual cortex of cats and monkeys. High resolution spatial and temporal maps of the RFs were obtained in a reasonable amount of experimental time. A necessary test for LN systems was also suggested. We are currently applying the technique to study the cortical circuitry involved in the generation of orientation tuning of simple cells in monkey V1 (Ringach et al., 1997) . The possibility of extending the concept of using a restricted (effective) stimulus set to the computation of "highorder" interactions between the elements in the set is a topic for further research.
