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Abstract
A fundamental goal of computer vision is the ability to detect and track semantic objects. 
This can benefit many applications ranging from video compression to video content analysis. 
Although humans can easily identify changes in meaningful objects in a video sequence, 
automatic detection and identification of semantic video objects is still a difficult task for 
current computer vision research due to challenges including cluttered backgrounds, arbitrary 
non-rigid motion, changing appearance patterns of non-rigid objects, and partial or full object 
occlusions.
The key to address these challenges is to improve current computer vision systems with the 
flexibility to handle new input. Recent developments in 3D data acquisition technologies 
facilitate the provision of different types of depth information for objects and video scenes. 
Thus, this thesis aims to address the development of techniques for better utilization of 3D 
scene data in semantic object segmentation and tracking. The video object detection problem 
is addressed by means of a depth and motion based video object segmentation approach. The 
combination of depth map segmentation and motion detection forms the foreground object 
masks. A depth assisted multiple objects tracking system is developed based on these object 
masks. The proposed tracking algorithm utilizes a stereo-vision system’s ability of separating 
occluding objects at different depth layers where different tracking strategies are employed 
according to the various occlusion situations and object depth layers.
To further improve the performance of video object detection and identification, this thesis 
explores the issues of 3D objects and scene model reconstruction, which can reveal the 
geometric relationship between moving objects. The proposed approach combines the 
advantages of Delaunay triangulation method and the region growing method to achieve 
efficient surface reconstruction. Furthermore, a fuzzy clustering based 3D object 
decomposition algorithm is also discussed. Decomposing objects into meaningful 
components recovers useful structural properties of a 3D object. Thus, it is an important step 
for object recognition and video content analysis.
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Chapter 1. Introduction
Chapter 1 
Introduction
3D scene data for improving performance of 
In the light of dense depth estimation, the 
research on fusion of 3D information with content representations has becoming increasingly 
popular due to its wide application areas in the near future. We focus on two depth-based 
content representation technologies: the point-based dense depth representations and the 
polygonal mesh-based surface representations. They are the most widely utilized two object 
representation methods currently because of their flexibility in content-based access and 
manipulation. For the point-based dense depth method, we are interested in the problem of 
combining depth information with other visual features to implement automatic detection and 
identification of semantic objects from video data. For the surface representation technology, 
we discuss the problem of polygonal mesh based 3D object surface reconstruction and 
polygonal mesh based 3D object segmentation.
We begin by introducing the motivation and objectives in section 1.1, which is followed by a 
brief description of the approaches we developed in this work (section 1.2). In this section, 
we review main challenges of these approaches and introduce the achievements of these 
proposed algorithms. In section 1.3, we list some applications of these developed algorithms. 
Since these algorithms have a large number of applications in the fields of computer vision 
and computer graphic, only part of them are listed. We conclude the chapter with an outline 
of the remainder of the thesis (section 1.4).
This thesis discusses the problem of utilizing 
semantic objects segmentation and tracking.
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1.1 Motivation and Obj ectives
Recent development of 3D data acquisition technologies such as laser range scanners, 
structured light, range cameras, and dense depth estimation from stereo provide the depth 
information of objects and scenes. The research on utilizing 3D scene data in content 
representations has received increasing attention due to its ability of greatly improving the 
performance of content-based applications such as object recognition, video content analysis
and event understanding. The idea of including 3D scene data in potential solutions of these
content-based applications motivates this research. While the automatic content 
understanding problem is too difficult and ambitious to be solved in the near future, it is 
widely regarded as worthwhile to split the problem into smaller sub-problems and search the 
solutions for them. In this work, we focus on the problem of developing techniques for better 
utilization of 3D scene data in semantic objects segmentation and tracking, which is a 
fundamental step for content understanding. This main objective is achieved in this research 
by exploring solutions of its four sub-objectives:
• Depth assisted automatic semantic objects segmentation
• Depth assisted multiple objects tracking
• 3D object surface reconstruction from unorganized point set
• Polygonal mesh based 3D object segmentation
Different depth-based content representation technologies are proposed to fulfil the 
requirements of numerous high level multimedia applications. These depth-based object 
representation technologies can be classified into three groups: point-based dense depth 
representations, surface-based representations and volumetric-based representations [1]. 
Among these technologies, the dense depth based representations and the polygonal mesh 
based surface representations are the most widely utilized two object representation methods 
currently. Dense depth based representations are appropriate for multimedia applications such 
as the 3DTV system due to its ability of efficiently produce 3D replica of real scenes. Surface 
based representations, especially the polygonal meshes, are the most common 3D 
representations in the manufacturing and entertainment industries as polygonal meshes can 
represent any free-form object surface detail with almost no topological restrictions. In this 
work, we focus on these two depth-based content representations.
2
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So far, mono-view videos have been the focus of the efforts for automatic isolation and 
identification of moving objects. Most of the existing video object segmentation and tracking 
algorithms are spatial-temporal feature based. These algorithms cannot guarantee successful 
semantic objects detection and tracking due to the reason that the recorded information for 
each pixel in a video sequence contains only position and colour values. Thus, fusion of 3D 
information with other visual features like colour and motion is a key step forward to better 
video content analysis. In this work, our first two sub objectives are to address the problems 
of combining depth information with other visual features to implement automatic semantic 
object segmentation and multiple objects tracking from video data.
Beyond the combination of 3D information with spatial-temporal features, the technologies 
of 3D object and scene representation can further improve the performance of content and 
event understanding. Reconstruction of a 3D model of objects and scene reveals the structure 
and the geometric relationship between moving objects. Thus, it is crucial for many object- 
based applications. One example is the unmanned NASA Phoenix Mars lander, in where the 
autonomous planetary mobility system can benefit from automatic reconstruction of 3D 
object models to enhance its hazard detection and avoidance ability. A requirement of 3D 
objects and scene model reconstruction is the 3D data acquisition. The straightforward 
method of 3D data acquisition method is recovering 3D data from the image sequences 
directly. The field of computer vision has a vast literature in this area covering various 
approaches. A short list of popular 3D shape recovery algorithms consists of binocular stereo 
[2], structure from motion [3], shape from focus [4], shape from shading [5], and hybrid 
method [6]. However, the problem of 3D shape recovery from image sequences is beyond the 
scope of this work.
Although many approaches have been proposed for recovering the 3D shape of objects from 
image sequences, the accuracy of 3D data recovery is still an open issue due to the 
correspondence problem, which is mainly caused by reasons such as objects with complex 
geometry and surfaces that lack detectable texture. In order to obtain accurate geometric 3D 
models, we select the dense point-based 3D object representation technology. The interesting 
objects are represented by a huge number of unorganized sample points, which are obtained 
from the depth information measured from the surface of these objects. Further processing is
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desirable to get polygonal mesh based geometrical models faithful to the set of 3D sample 
points. This leads to our third sub objective: polygonal mesh based 3D object reconstruction 
from unorganized point set.
The problem of polygonal mesh based 3D object segmentation is also explored, which is the 
fourth sub objective of this research. By decomposing objects into meaningful components, 
useful structural properties of a 3D object can be recovered. Therefore, 3D object 
segmentation can further improve the performance of object recognition and scene 
understanding.
1.2 Approaches Overview
We discuss two types of depth-based content representations in this work: dense depth based 
representations and polygonal mesh based surface representations. For the dense depth based 
approach, objects (or a scene) are represented by a number of views with a depth map, which 
is derived from these views. Our goal is to implement robust depth-based semantic object 
segmentation and depth-based multiple objects tracking from multi-view image sequences. 
For the polygonal mesh based surface approach, objects are represented by a set of sample 
points that lie on or near the object surface. We aim at automatic reconstruction of 3D model 
of objects and decomposing object models into meaningful components to improve the 
performance of object recognition and scene understanding.
In the literature, the most popular methods for obtaining a dense depth field (also called a 
depth image) are approaches that minimize a cost function. A typical cost function consists of 
two terms: the first term computes the intensity similarity for the desired depth values of 
different views, and the second one considers the smoothness between neighbouring depth 
value. On the other hand, the sample point clouds used in the surface based object 
representations are typically come from laser range scanners. Range scanners densely 
measure the distance (the depth information) between the sensors and points on the object 
surface. The depth data is then utilized to compute the 3D coordinate of each sample point. 
Figure 1.1 shows examples of a point cloud (the Stanford Bunny, [7]) and a depth image.
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(b)
Fig. 1.1 a) An example point cloud (the Stanford Bunny, 35K points, left) and its 
reconstructed model (right), b) An example of depth image (right) and its original colour
image (left)
We aim to exploit the utilization of 3D scene data for improving performance of content- 
based applications such as semantic objects segmentation and tracking. To address the main 
objective, it is divided into four sub objectives. In the following sections, we discuss the main 
challenges and introduce the proposed approaches of each of them.
3D object surface reconstruction
We begin by addressing the problem of 3D arbitrary topology object surface reconstruction 
from unorganized sample points. Given a point cloud on or near the object surface, the 3D 
object surface reconstruction problem is defined as: recovering the geometric shape from the 
point cloud and represent it by means of a polygon mesh. Representing objects and their
5
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surface with a polygon mesh has two main advantages. Firstly, surface meshes can be used to 
represent the shape of an object to any level of detail by increasing the sampling of the 
surface. Secondly, the polygon mesh can be created directly from sensed 3D data and since 
they are piece-wise linear, computation of distances and intersections between surfaces are 
relatively easy.
The main challenge of surface approximation from unorganized points is that it is an ill-posed 
problem. Firstly, given a set of unorganized sample points, there are infinite numbers of 
implicit surfaces that are interpolating or approximating the point set. Secondly, the sample 
point cloud could be very large, noisy and less uniformly distributed. Thirdly, a 
reconstruction algorithm also addresses problems include arbitrary topology object and under 
sampling, where point samples are too sparse to capture all the local features of the object 
surface.
The proposed Delaunay triangulation based surface reconstruction method involves two main 
phases; a global phase, which reconstructs the Delaunay triangulation form the sample point 
set, and a local phase, which extracts the surface mesh from the Delaunay structure by 
expanding the initial region with triangles satisfies various topological constrains. Comparing 
to the existing region-growing approaches, two improvements are introduced in this work. 
Firstly, a noisy points filtering step is used to make the reconstruction method robust to noisy 
input point cloud. Secondly, we define a selection criterion to extract surface triangles, which 
is based on the geometric distance and the angular distance between the two triangles share 
current boundary edge.
3D object segmentation
To achieve better object and scene understanding, the structural properties of 3D objects can 
be revealed by means of 3D object segmentation. The 3D object segmentation problem, also 
known as shape or mesh segmentation problem, refers to partition a 3D surface mesh into 
homogeneous disjoint sub-meshes based on geometric properties of the faces that comprise 
the mesh. Like the object surface reconstruction problem, the 3D object segmentation 
problem is not well posed as well. Solutions are often application specific, depending heavily 
on one’s definition of meaningful. Therefore, for the segmentation results to be more useful
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for higher level applications, it is necessary to develop an algorithm that matches human 
visual systems as much as possible in terms of classifying separate physical parts of an object.
The 3D objects are represented by polygon meshes in this work, which are generated using 
the proposed surface reconstruction algorithm as discussed in the previous section. The main 
goal of the proposed segmentation algorithm is to divide the object into meaningful parts 
based on critical point identification and fuzzy clustering. The algorithm consists of two main 
steps: First, finding the correct number of critical points automatically by means of a fuzzy 
cluster validity index. Each of these critical points represents a meaningful part. Second, 
divide object into meaningful components using fuzzy clustering technique based on the 
critical point set.
There are three main contributions of the proposed approach:
• A novel 3D object segmentation framework is introduced which combines critical 
point identification and fuzzy clustering techniques.
• To address the over-segmentation problem, the optimal cluster number is computed 
by finding the distinct critical points. These critical points are calculated by a global 
fuzzy cluster validity index. Each of them represents an initialization of cluster centre.
• A central component generation method is developed. The central component is 
formed by means of a fuzzy area, which consists of vertices have similar possibilities 
of belonging to more than one clusters.
Video object segmentation
As one of the most important step towards object-based representation, the problem of 
extracting video contents at semantic level has received continuously increasing interests. We 
define the video object segmentation problem as: a process that involves partitioning a video 
scene into semantic meaningful components in a generic video sequence. Currently, 
automatic semantic objects extraction is still an open problem due to the gap between the 
definition of semantic object, which is highly depending on the application context, and the 
low-level features based homogeneous region detection techniques.
The spatial-temporal based segmentation algorithms widely used in 2D video object 
segmentation often have poor performance because of several reasons:
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• The recorded video sequence lost some important information of the scene, such as 
the object depth information.
• Objects may cast shadows on the ground or background, which are always falsely 
detected as parts of foreground objects.
• Distinct illumination change may lead to segmentation fail by marking backgrounds 
as foreground objects.
• Partial occlusion may cause sharp change of object shape and cause incorrect 
segmentation results.
• Motion-based segmentation approaches may label part of background as foreground 
objects in case of background movement.
We aim at developing an accurate and robust video object extraction algorithm by combining 
depth and other spatial-temporal data. The depth map is segmented first to get foreground 
object regions by means of depth intensity image generation. These segmented regions are 
combined with change detection masks to form initial object masks. In the second step, an 
active contour model, which simultaneously combines multiple cues, is employed to achieve 
the final object segmentation result. The proposed method features the following novelties:
• A hybrid object segmentation algorithm is developed which consists of an appearance- 
based object mask generation framework and an active contour model to integrate 
multiple object features.
• An efficient depth intensity image generation method is introduced to make the depth 
map segmentation quickly.
• The motion segmentation method is based on a computationally efficient change 
detection method with an adaptive threshold updating process.
Multiple video object tracking
The problem of multiple video object tracking can be defined as the task of locating and 
assigning consistent labels to the tracked objects in a constantly changing stream of images. 
As a fundamental step towards recognizing object behaviour in video analysis, much research 
has been conducted on object tracking in the past decades. A visual tracking system contains 
two basic components: target location and matching. The goal of target location is to predict 
the location of interesting objects being tracked in the next frame. A limited search area is
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obtained in which the targets are expected to be found with high probability. The matching 
step establishes correspondence of detected objects across frames.
Although many algorithms have been proposed in the literature, accurate and robust multiple 
object tracking in general video sequences is still an open problem due to various challenges. 
Difficulties in tracking systems include cluttered backgrounds, abrupt object motion, 
changing appearance patterns of non-rigid objects, and partial or full object occlusions. We 
attempt to address these tracking challenges by utilizing the depth information. The need for 
using depth data in object tracking arises for two reasons. The first reason for using depth 
data is to achieve robust object detection in cluttered background. The second reason is the 
ability of depth data to separate objects under partial occlusions.
We aim to develop a depth assisted solution of multiple objects tracking under various types 
of occlusions. The proposed tracking algorithm begins with a depth and motion-based 
foreground objects detection step, which is derived from the 3D object segmentation 
algorithm discussed in the previous section. The segmented object regions along with the 
occlusion status of each tracks in the previous frame form the basis of the depth assisted 
occlusion analysis. According to the occlusion analysis results, different object tracking 
strategies are employed to deal with various partial occlusion problems. Finally, when severe 
and full occlusion occurs, a local best matching method is introduced for robust splitting 
handling.
The main contribution of this approach is to utilize depth information in each of the above 
mentioned steps to handle various occlusion situations effectively. The new methods 
developed to address different tracking problems include:
• Stable object segmentation from cluttered backgrounds.
• The depth assisted occlusion analysis method avoids motion compensation based 
occlusion detection error, which is caused by inaccurate motion vector estimation.
• The depth-based occlusion handling system employs different object tracking 
strategies to handle partial occlusion according to the disparity layers of these tracking 
objects.
• The problem of severe and full occlusion is addressed by a new method which is 
based on the depth ordering of each hacking objects.
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1.3 Applications of Object-based Content Representations
The above mentioned algorithms involve two most commonly employed 3D scene 
representation technologies, the polygonal mesh-based surface representation and the dense 
point-based depth representation. The steadily increasing need for object-based content 
representation attracts more and more research interest. They have many important 
applications in different areas. For example, a 3DTV system requires various content 
representation techniques including scene extraction, modelling, transmission and real-time 
display. In this section, we give a brief overview of these applications.
3D object surface reconstruction
Recovering geometric shape from a set of unorganized sample points has found many 
applications ranging from reverse engineering to virtual reality. Here we list some of them as 
follows.
• Reverse engineering. The geometric shape of existing objects can be recovered to 
create mathematical models when the CAD model of these objects are unavailable or 
do not exist. The created mathematical models, such as a digital model of a new plane, 
are much convenient for further upgrading and editing.
• Palaeontology and Archaeology. The digital model of a historical site can preserve it 
from slowly deteriorating due to exposure to the elements. Digital models of artefacts 
also allow much more scientists to study and measure them in a remote and non- 
contact way to save time and travel expenses. Moreover, fragmented objects are often 
encountered in palaeontology and archaeology. To prevent physical damage of these 
valuable pieces during reassembling and reconstruction, archaeologists have begun to 
use free-form shape reconstruction techniques to digitize fragmented pieces [8].
• Computer vision. Recovering objects surface is an important step in computer vision 
for object recognition and scene understanding. For example, in robot navigation, 
route planning and obstacle avoidance in complex environment can benefit from 
reconstruction of the 3D scene model or extraction of curve and surface description of 
rough terrain.
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• Virtual reality. Object surface reconstruction has been widely employed to 
reconstruct models of existing physical objects. A 3D model of a bridge, for example, 
makes the periodically safety survey convenience. Museums and libraries could create 
virtual tours for visitors over the world.
3D object segmentation
Often as an early step in computer graphics applications, 3D object, which is often 
represented by a polygon mesh, is decomposed or segmented into a number of sub­
components. Proper segmentation of a 3D object into meaningful components is motivated 
by two main reasons. Firstly, a difficult problem might become easier if the objects at hand 
could be cut into smaller and easier to handle sub-objects. Secondly, the segmented 
components can reveal useful structural properties of a 3D object to facilitate further 
processing. 3D object or shape segmentation benefits many applications:
• Surface mesh simplification. Surface simplification generates surface 
approximations by decomposing highly detailed polygonal models into a set of 
surface clusters. Many computer graphic applications, such as real time display 
system, rely on surface simplification to efficiently process complex models [9].
• Mesh parameterization and 3D polyhedral morphing. Object segmentation 
methods breaks the object surface into patches comprised of relatively consistent 
geometry features. These patches can approximate simple shapes such as cylinders 
and cones. In 3D morphing, not only the correspondences between the important 
features of each pair of surface patch can be maintained, the trajectories for each of 
these correspondences can also be established [10].
• Collision detection. Collision detection systems determine whether a moving object 
is in collision with other objects based on constructing hierarchies of bounding 
volumes of oriented bounding boxes. Proper object segmentation provides 
hierarchical data structures which allow efficient bounding-volume computation [11],
• 3D shape retrieval. Given a database of 3D objects in a standard representation, the 
goal of 3D shape retrieval is to search objects similar to this object from the database. 
A decomposition graph of a 3D object can be constructed by segmenting the object 
into a small number of meaningful components. The decomposition graph is used as a 
non-rigid invariant signature of each 3D object. Similar objects can then be retrieved 
based on the idea that similar objects have similar decomposition graph [12].
11
Chapter 1. Introduction
Video object segmentation
Most vision-based systems involving video object tracking, video interpretation, and moving 
objects recognition require fast and reliable detection of foreground regions corresponding to 
moving objects. Video object segmentation significantly reduces the amount of information 
to be processed for later stages since only those segmented foreground regions need be 
considered. Automatically extracting objects of interest in video sequences has many 
important applications:
• Video object tracking. Almost all video tracking algorithms require detection of the 
foreground objects either in the first frame or in every frame. Visual features of each 
segmented regions are then extracted for the further processing, such as occlusion 
analysis and object identification.
• Video editing and composition. More and more movies consist of scenes not 
recorded directly as a whole, but produced from object-oriented scene composition. In 
video composition, the object shape in form of an object mask is required to insert the 
object into a background image. In the case of recorded real-world frames, the object 
mask must be generated from the frame itself by means of video object segmentation.
• Video compression. Object based coding often creates primitives that are more 
homogeneous in texture and thus results in more compression rate. Instead of pixels 
and fixed size window such as 8 x 8  blocks, object-based video segmentation 
decomposes video frames into sub-regions and uses these regions as compression 
primitives.
• Content-based video summarization. The segmented semantic objects are required 
in content-based video summarization, such as sports event summary and video 
pattern mining, to perform content classification, representation, or understanding.
Video object tracking
Accurate and real-time multiple object detection and identification will greatly improve the 
performance of many high-level applications, such as object recognition, activity analysis and 
video content understanding. Most of these applications consist of three key steps: detection 
interesting moving objects, tracking these objects from frame to frame, and analysis object 
tracks to recognize their behaviour [13]. Thus, object tracking is widely used in the tasks of:
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• Automated surveillance system. Automatic analysis of surveillance videos has been 
a quickly growing research area. Currently most of the analysis is still performed 
manually by people watching the video either in real-time or from the recorded ones. 
An automatic surveillance system can help in this situation by doing the analysis 
automatically using the multiple objects tracking technique. The system can detect the 
targets current position and analyses target behaviour based on the computation of 
their motion trajectory.
• Video analysis. Video object tracking is also important for video analysis
applications. For example, automatic analysis of sport event and traffic monitoring
system. Automatic sports event analysis can extract player’s statistical behaviour,
which provides valuable information for the coaches to analyze the strengths and
weaknesses of both their own athletes and the competitors.
• Video interpretation. Object extraction and event detection are important stages in 
video interpretation applications. Video hacking techniques including motion 
detection and object identification can help video interpretation systems in focusing 
on recognition and logical formulation of object actions [14].
• Human-computer interaction. Instead of keyboard and mouse, the data input to 
computers can be high-level multimedia signals. For example, automatic gesture 
recognition system can detect and analysis the computer user’s actions, including 
hand movement, eye gaze tracking, etc.
1.4 Thesis Outline
The rest of this thesis is organized as follows: we start by introducing the motivation and 
objectives in Chapter 1. We also briefly describe the proposed approaches and their 
applications in this chapter.
The goal of this research is to exploit the utilization of 3D object and scene data for accurate 
and robust semantic objects segmentation and tracking. Reconstruction and segmentation of a 
3D model of objects and scene can further improve the segmentation and tracking
13
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performance. Thus we present the proposed approaches of 3D object surface reconstruction 
and polygonal mesh based 3D object segmentation in the first two chapters.
The problem of reconstruction 3D object surface is discussed in Chapter 2. The first part of 
this chapter explores the problem of efficient surface reconstruction on sphere surface, a 
special case in arbitrary topology object reconstruction in which all sample points are located 
on a convex hull. The approach takes random points which are distributed near the surface of 
a sphere as input, and generates as output a Delaunay surface mesh and its dual Voronoi 
diagram as fast as possible. To achieve accurate and efficient surface reconstruction for 
arbitrary topology objects, the proposed method integrates the Delaunay triangulation with 
region growing method. The method first computes a Delaunay triangulation of the input 
point cloud and extracts the surface mesh from the Delaunay structure by expanding the 
initial region with triangles satisfies various topological constrains.
We present in Chapter 3 a 3D object segmentation algorithm which is based on critical point 
identification and fuzzy clustering. The main contribution of the proposed method is using 
local maxima and a global fuzzy cluster validity index to find the distinct critical points. Each 
of them represents an initialization of cluster centre. A simple central component generation 
method is also introduced to get the last cluster centre. Based on these cluster centres, the 
point set is divided into sub-sets by a fuzzy clustering technique.
We propose a depth-based video object segmentation algorithm in Chapter 4. The proposed 
approach obtains the initial object masks based on depth map segmentation and motion 
detection. In particular, the depth map is segmented by means of a density map, in which the 
video scene is divided into several regions according to their disparity ranges. A motion 
detection method based on the frame difference determines whether these regions are moving 
or not. The combination of depth map segmentation and motion detection forms the object 
masks. The boundaries of moving objects are obtained by updating object masks using a 
simultaneous combination of multiple cues, including spatial location, intensity, and edge, 
within an active contour model.
In Chapter 5, we present a depth assisted video object tracking algorithm that utilizes stereo 
vision technique to detect and handle various types of occlusions. The object regions are
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segmented from two input image sequences using the depth-based object segmentation 
method proposed in Chapter 4. The segmented object regions along with the occlusion rate of 
each tracks in the previous frame form the basis of the depth assisted occlusion analysis 
method. Different object tracking strategies are employed according to the various occlusion 
situations. For tracking non-occlusion objects, 3D Euclidean distances between object 
regions and existing tracks are employed. To utilize the content information of each object 
regions, colour-based silhouette matching is used for tracking partial occluded objects. When 
severe and full occlusion occurs, with the help of depth ordering of each track, the local best 
matching method is effective and robust for splitting handling.
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Chapter 2 
Surface Reconstruction from 
Unorganised Sample Points
The problem of surface reconstruction from a set of unorganized points can be considered as 
transforming a finite sample points into a surface model. To be more specific, given an 
unorganized set of sample points, which typically comes from laser range scanners and 
stereo-vision, reconstructs smooth surface (i.e. a (d-1)-manifolds of Rd) of arbitrary topology 
on or near an unknown object surface.
There is a wide range of applications for which surface reconstruction from scattered points is 
important, including computer graphics, image processing, reverse engineering, industrial 
design, and chemistry, mathematics, and medical imaging. The main issues to be addressed 
for a surface reconstruction algorithm include arbitrary topology object, non-uniform 
sampling, under sampling, and noise sample points obtained from various range sensors or 
integration error.
Surface reconstruction has received considerable attention in the past two decades because of 
the development of optical and mechanical technology such as laser scanners. There is a large 
amount of literature on surface reconstruction algorithms from scattered points. The different 
approaches can be divided into different categories according to various criterions. For 
example, surface reconstruction algorithms can be classified into two groups. Algorithms in
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the first group provide implicit surface models while the algorithms in the second group 
provide explicit surface models [15]. The implicit surface is defined from an implicit function 
which fits the input data points as close as possible with respect to some metric. Methods in 
the second group usually compute a triangular mesh directly based on Voronoi diagram 
and/or Delaunay triangulation of the input points cloud. The geometric structure information 
provided by the Voronoi diagram and Delaunay triangulation guides the following surface 
mesh generation step.
Another common classification criterion is to categorize the approaches as either a surface 
interpolation algorithm or a surface approximation one. In the first case, the generated mesh 
connects the original input points whereas methods in the latter case output mesh connecting 
generated points other than those of input points [16]. The surface interpolation algorithms 
provide accurate model representation and the surface approximation algorithms are more 
suitable in case of noisy and non-uniform input points set.
In this chapter, we propose a Delaunay triangulation-based surface reconstruction method 
which aims to construct a smooth manifold from a set of non-uniform, unorganized sample 
points. We firstly explore the problem of efficient surface reconstruction on a sphere surface, 
which is a special case of 3D object reconstruction in which all sample points are located on a 
convex hull. The general case, surface reconstruction of arbitrary topology objects, is then 
discussed in detail. Since the reconstructed surface mesh will be used as input in the 3D 
object segmentation work as described in chapter 3, the output mesh must pass through all the 
sample points. Therefore, the proposed method belongs to a surface interpolation algorithm.
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2.1 Introduction
Given a set of points that lie on or near an object surface, surface reconstruction refers to the 
problem of computing a piecewise linear approximation of this surface. The problem is 
motivated by the improvement of optical and mechanical surface information acquisition 
technologies. Recent developments in three-dimensional acquisition technologies such as 
laser range scanners, structured light, mechanical touch probes, and computer vision 
techniques of depth from stereo, generate a huge number of three-dimensional unorganized 
point clouds. For instance, a laser range scanner can measure the depth values of the sampled 
points on object surface from which the three-dimensional coordinate of each point can be 
extracted. Thus it is desirable for further processing to get a continuous surface representation 
that is faithful to an unorganized point set.
Recovering geometric shape from discrete point samples has found many important 
applications in computer graphics, image processing, reverse engineering, industrial design, 
virtual reality, and chemistry, mathematics, and medical imaging. These applications require 
a reconstructed mesh approximating or interpolating the point cloud. An example is the three- 
dimensional object segmentation problem as discussed in chapter 3. In the segmentation work, 
the dissimilarity measurement of a pair of points is defined by means of the geodesic distance, 
which is in turn computed by the shortest path between them. To obtain the all-pairs shortest 
paths, a surface mesh that connects all example points is needed.
In this work, the triangle mesh, which is constructed by associating the input sample points 
with a combinatorial manifold structure, is chosen as a geometric structure. There are several 
advantages to use triangulated surfaces to represent a 3D object. First, the triangle mesh 
provides linear approximation to the missing geometric information between the sample 
points including facets and normal. Second, it describes the connectivity information between 
vertices, edges, and faces. Third, it helps efficient search and query of the data set compared 
with the random sample points. Fourth, it supports visualization of the 3D objects.
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Mathematically, the problem of 3D object surface reconstruction can be expressed as follows: 
given a set of n points P — {Vi>V2> ■■■>Pn) G without any connectivity information, which 
is sampled on or near an unknown surface X , produces as output a mesh M  that 
approximates the surface X . The mesh M  passes either through the point cloud P, which is
referred to an interpolating surface, or nearby the point cloud, in this case it is referred to an 
approximating surface. Obviously, the problem of surface approximation from unorganized 
points is ill-posed. There are infinite numbers of implicit surfaces that are interpolating or 
approximating the point set. In addition, the sample point cloud could be veiy large, noisy, 
and not uniformly distributed. A reconstruction algorithm must also address problems, 
including arbitrary object topology and under sampling, where point samples are too sparse to 
capture all the local features of the object surface.
Different approaches have been taken to the problem of reconstruction from three- 
dimensional data. Some well-known algorithms include implicit surface method [17], alpha 
shape [18], region growing [19], Voronoi diagram/Delaunay triangulation based method [20], 
neural network based method [21], and hybrid method [22]. Many of these approaches work 
well for dense, accurate and uniformly distributed data and the performance of the 
reconstruction gets worse with noisy and non-uniform distributed 3D data. Moreover, some 
of them are aimed to generate smooth surface and others are developed to identify and 
reconstruct surface with sharp features,
2.1.1 Motivation
In 3D object-based applications, objects are typically represented by a set of sample points. 
Most computations on these objects require a geometric structure capturing the object 
topology and approximating the object surface. Many surface reconstruction schemes which 
generate a triangular mesh have been proposed so far. These schemes can be distinguished 
into two main categories: surface approximation approaches and surface interpolation 
algorithms. Approaches belong to the first category, including implicit surfaces and displaced 
subdivision surfaces, can quickly built 3D models of complex objects. But instead of 
interpolates, their output approximates the sample points and limits their applications to
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computer graphics and virtual reality. Approaches fall into the second category such as 
Delaunay-based methods and region growing methods generate triangular mesh interpolating 
the sample points. However, they are either time-consuming due to multiple Delaunay 
computation (Delaunay-based approaches) or have un-reliable output due to the variability of 
user-defined parameters (region growing methods).
To tackle these problems, we propose a Delaunay triangulation based surface reconstruction 
method which aims to construct a smooth, arbitrary topology manifold from a set of non- 
uniform, unorganized sample points. As a pre-processing step of 3D object segmentation 
work, the output mesh is required to pass through all the sample points. To achieve accurate 
and efficient surface reconstruction, the proposed method integrates the Delaunay 
triangulation with region growing method. The method first computes a Delaunay 
triangulation of the input point cloud and extracts the surface mesh from the Delaunay 
structure by expanding the initial region with triangles satisfies various topological constrains. 
A sample of 3D surface reconstruction is illustrated in Figure 2.1.
Fig.2.1 An example of surface reconstruction
The rest of this chapter is structured as follows. Section 2.2 reviews related works on surface 
reconstruction. Reconstruction approaches are classified into four catalogues: implicit 
function based methods (also known as contour tracing methods) which approximate surface
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mesh by the zero set of a implicit function, volume-based methods that generate a surface 
mesh from a 3D Delaunay triangulation/Voronoi diagram structure, surface-based method 
(also called region growing methods) which reconstruct mesh incrementally, and other 
reconstruction methods. Section 2.3 explores the problem of efficient surface reconstruction 
on a sphere surface, a special case of arbitrary topology object reconstruction in which all 
sample points are located on a convex hull. The approach takes random points which are 
distributed near the surface of a sphere as input, and generates as output a Delaunay surface 
mesh and its dual Voronoi diagram as fast as possible. Section 2.4 provides a detailed 
description of the proposed arbitrary shape object surface reconstruction algorithm. Some 3D 
object surface reconstruction results are presented in this section, and section 2.5 concludes 
this chapter.
2.1.2 Preliminaries
The proposed reconstruction algorithm is based on the Delaunay triangulation and the 
Voronoi diagram. The main preliminaries relevant to the two structures are introduced in this 
section.
Polygon mesh
There are two types of polygon meshes, structured mesh and unstructured mesh. They are 
distinguished either by the flexibility of accessing neighbouring node information [23] or 
whether an interior node has an equal number of adjacent elements [24]. The mesh generated 
by a structured grid generator is typically quad in two dimensions and hexahedral in three 
dimensions. On the other hand, the patches mainly employed in unstructured mesh are 
triangles in two dimensions and tetrahedral in three dimensions. Comparing to the structured 
mesh generation, the unstructured mesh generation techniques significantly reduce the 
number of nodal points and provide more freedom in providing fine resolution. Thus, in this 
work, we focus on unstructured meshing technology.
The use of meshes for representing object surfaces has been avoided in the past in order to 
reduce the storage and computation. However, surface meshes have some attractive
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properties which make them quite useful in computer vision. First, surface meshes can be 
used to represent the shape of an object to any level of detail by increasing the sampling of 
the surface. A second advantage of surface meshes is that they can be created directly from 
sensed 3D data without complex procedures of fitting or approximation. In surface meshes, 
sensed 3D points become the vertices of the mesh and connectivity is established by the 3D 
scanning geometry. Since surface meshes are piece-wise linear, computation of distances and 
intersections between surfaces are relatively easy. The final benefit, displaying surface 
meshes is straightforward using standard 3-D computer graphics viewers, facilitates analysis 
and display of results [25].
Voronoi Diagram and Delaunay Triangulation
As important geometric data structures, the Voronoi diagrams and its dual Delaunay 
triangulations are widely used in various surface reconstruction approaches. Let 
P = {pl, p 2, . . . , p IJ}bQ a set of points in the Euclidean space. A three-dimensional Voronoi 
diagram VD(P) of the point set P is a division of the space into convex regions, called 
Voronoi cells Vp . Each Voronoi cell Vpj consists the set of points that have no other point in 
P closer to it than p . .  The vertices of Voronoi cells are called the Voronoi vertices. The 
three-dimensional Delaunay triangulation, which is dual to the three-dimensional Voronoi 
diagram, is a tetrahedralization that divides the convex hull of the point set P into a collection 
of tetrahedrons. A dual Voronoi vertex of a Delaunay triangle is equidistant from its three 
vertices. That is, the centre of the circumscribing ball of a Delaunay triangle is the dual 
Voronoi vertex and no point from P can lie in the interior of the circumscribing ball of a 
Delaunay triangle. See Figure 2.2 for a two-dimensional example of the Voronoi diagram and 
its dual Delaunay triangulation.
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Fig.2.2 Delaunay triangulation (yellow lines) and its dual Voronoi diagram (blue lines) of a
set of 11 sample points (black points)
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2.2 Related Work
Surface reconstruction from unorganized points has attracted much attention in recent years. 
This is due to the fact that reconstruction of a geometric structure capturing the object 
topology and approximating their geometry is desired for many applications. A review of 
state-of-the-art surface reconstruction algorithms is presented in this section. There is a large 
literature on mesh reconstruction algorithms. These approaches can be classified into four 
groups: implicit function based methods (also known as contour tracing methods), volume- 
based methods, surface-based method (also called region growing methods), and other 
reconstruction methods.
Implicit function based methods
In the implicit function based methods, a general implicit surface S is defined as the zero-set 
of a scalar function /  : R 3 —» R so that:
The implicit surface /(x )  -  0 separates the space into two parts: / ( x ) >  0 and / ( x ) <  0. 
Based on a common convention, the orientation normal at each point is point into the part of 
space where / ( x )  > 0. That is, points inside the surface have positive function value, i.e. 
/ (x )  > Oand the exterior of the surface consists of points where the function is negative, i.e. 
/ ( x ) <  0 . Instead of interpolating point data, the surface built by implicit function base 
method usually approximates sample points, which allows smooth surface reconstruction 
from noisy point clouds.
A typical example of implicit function based method is introduced by Hoppe et al. in [17]. A 
tangent plane at each sample point is estimated using the k nearest neighbours. The distance 
between an arbitrary point p and its projection point on the tangent plane is used as the signed 
distance function:
S = {x g  R 3 | / ( x )  = 0} (2.1)
A
f ( p )  = dist, (p) = ( p - o i) ' n, (2.2)
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where oi is the centre of tangent plane closest to p and n, is the unit normal vector at p. The
zero-set of the distance function form the linear approximation of the unknown surface which 
is polygonalized using the marching cube algorithm. Curless and Levoy developed a similar 
algorithm more suitable for laser range data [26], in which the distance function is combined 
with a weight function obtained from the range images. A common drawback of these 
methods is the requirement of a uniform sampling input since they estimate tangent plane and 
normal vector by using k nearest neighbours around each vertex.
Other implicit function based methods, including Moving Least Squares (MLS) [27, 28], 
Radial Basis Functions (RBFs) [29-31] and level set methods [32], are also widely employed 
in surface reconstruction. Let function d>: R 3 —> Rbe  sampled at the points in P  c  R3 and 
each point p  e P has an associated function value (f)p . There is an implicit function
I : R 3 —> R fits the data points as close as possible with respect to some metric. If  this metric 
is the sum of the squares of the errors at the data points, the method is the well-known least 
squares solution. The error to be minimized is:
(2.3)
In [28], a point function similar to Equation 2.2 is constructed for each sample point. The 
implicit function I(x)  is a weighted average of the point functions:
X , W l( x K ( x - s , ) - n l) 
m ~  ' <24>
A
Where s. is the sample point and n, the normal vector at s . . The weighting function Wi (x) is 
computed using a Gaussian function with a support width h:
Wt(x) = exp^"^ (2.5)
Approximation of sample points with local, compactly supported RBFs leads to faster and 
simpler computation but is sensitive to the density of point set. On the other hand, global 
RBFs based on sophisticated mathematical techniques are useful in repairing incomplete, 
non-uniform data but are computationally expensive. In [29, 30], both types of RBFs are 
combined by using locally supported basis functions in a hierarchical framework. Ohtake et
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al. approximate the data points P  in a vicinity of each point p t by a quadrics multiplied by
compactly supported radial weights as the basis functions: 
w = h(u, v) = A u 1 + 2Buv + Cv2 
where the coefficients A, B, and C are determined by:
(2.6)
2 X ( | |p f - jp jx w / -» mill (2.7)
w,)=p,ef
Their method starts from a hierarchical partitioning of the data set. From the coarsest level, 
they interpolate the point set of the hierarchy by an offset of the interpolating function 
computed at the previous level. Figure 2.3 illustrates the geometric idea of Ohtake’s 
interpolating function.
Fig.2.3 The geometric idea of Ohtake’s quadrics interpolating function [30] 
Volume-based methods
In volume-based methods, the Delaunay triangulation and/or Voronoi diagram is first 
constructed to represent the sample points as a convex hull. The surface mesh is obtained by 
an extraction process based on the geometric structure information provided by the Delaunay 
triangulation. Comparing to other approaches that generate surface mesh from input point 
sets directly, the Delaunay triangulation provides geometric information for unorganized 
sample points and makes these methods more systematic and robust. The main drawback of 
volume-based methods is the time-consuming computation of the Delaunay triangulation and 
the Voronoi diagram.
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The well-known early works of volume-based methods are sculpting method of Boissonnat 
[33], Alpha shapes of Edelsbrunner and Mucke [34], and the umbrella filter algorithm of 
Adamy et al. [35]. Based on the Delaunay triangulation of sample points, Boissonnafs 
method sculpts tetrahedron in the triangulation until all points lie on the boundary of the 
polyhedral shape. Alpha shape is also constructed from the 3D Delaunay triangulation by 
removing elements with size larger than a threshold a  . Given a finite set S  cz R d and 
a  e [0,oo], a k -simplex ( k < d - 1) with vertices v0 vkbelongs to the alpha shape of S if
there is an empty open ball b with radius a  and db R S = {v0,...,v t } . The alpha shape 
algorithm is sensitive to the parameter a  and works well for samples with almost uniform 
distribution. The umbrella filter algorithm of Adamy et al. involves two stages: triangle mesh 
reconstruction using the umbrella filter, and achieve topology correctness by solving a linear 
programming (LP) problem. However, in the case of the constructed surface differs too much 
from that of the sampled surface, the method has poor performance and the computation of 
the LP problem is expensive.
Most reconstruction algorithms with theoretical guarantees are fall into this category [36], 
The well-known crust [20] and power crust algorithm [37], co-cone [41], tight co-cone [42], 
robust co-cone [43], and flow complex [44] are some recently developed Delaunay 
triangulation/ Voroni diagram-based methods.
The Voronoi-based crust algorithm of Amenta et al. is the first reconstruction algorithm that 
guaranteed a correct surface mesh for sufficiently dense sample points [20]. Their method 
based on the idea of voronoi filtering. A Voronoi diagram of the sample points S  is 
computed first. Two poles, p~ and p +, are chosen for each sample point so that they are 
farthest voronoi vertices and located at different side of the surface. Let P be the set of all 
poles, computing the Delaunay trianglulation of S u P .  Those triangles for which all three 
vertices are sample points form the three-dimensional crust. This method relies on the 
assumption that the voronoi cell for each sample point is long and thin so that the-vector sp + 
approximates the normal vector. In another word, the sample points must be dense enough to 
guarantee a correct reconstruction. A two-dimensional example of the curst algorithm is 
illustrated in Figure 2.4.
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approximation of the surface and then peeling off all outer tetrahedral. The tight co-cone 
surface is the boundary of the inner tetrahedral. They present a robust co-cone algorithm later 
which is extend from the Tight Co-cone algorithm. The noisy points are filtered by choosing 
Delaunay balls whose radius are bigger than a threshold [43].
Fig.2.5 An example of 2D and 3D co-cone. The co-cone is the region in V between the two
cones at p (example taken from [42]).
Different from the above algorithms that built surface mesh from Voronoi vertices, Giesen 
and John use all of the critical points in the flow complex structure [15, 44]. The critical 
points are the intersection points of Voronoi objects and their dual Delaunay objects. The 
stable flow complex of sample points provides a two-dimensional surface description, which 
is constructed by the Gabriel graph and triangles whose points flow into index 2 saddles (the 
intersection points of Voronoi edges and Delaunay facets).
Surface-based method
The surface-based method starts from choosing a triangle as an initial region and iterates to 
attach new triangles on the region’s boundaries. The main advantages of surface-based 
methods are computationally efficient because the 2-manifold structure is reconstructed 
incrementally from the sample points without intermediate representing structures. The 
reconstruction quality of surface-based method depends on the user specified parameters, 
such as the ball radius in the Ball Pivoting algorithm (BPA) algorithm [45]. In addition, a 
post-processing step is usually needed to fill small holes and remove unexpected triangles 
that cause topological singularities.
29
Chapter 2. Surface reconstruction from unorganised sample points
The key problem of approaches in this category is how to select a point to form a new 
triangle adjacent to a boundary edge. Various algorithms have been developed to address this 
problem, including the BPA algorithm of Bemardini et al. [45], the various radius moving 
ball algorithm of Abdel-Wahab et al. [46], the advancing-ffont algorithm of Huang and Menq 
[19], the Intrinsic Property Driven (IPD) algorithm of Lin et al. [47], the greedy Delaunay- 
based algorithm of Cohen-Steiner and Da [48], and the Delaunay-based region growing 
algorithm of Kuo and Yau [49].
In the BPA algorithm, a ball with user specified radius pivots around a boundary edge until it 
touches another sample point which is selected to form a new triangle. Although this method 
exhibits good performance for uniform sample points, its sampling criteria is hard to satisfy 
in real sample data. The problem is addressed by Abdel-Wahab et al. who use various radius 
moving ball to incrementally build the surface. Instead of a constant radius in the BPA 
algorithm, the ball in [46] expands and shrinks continuously during the reconstruction 
process according to the sampling density at the current region. Thus the selection criteria 
changes to finding a smallest ball for each boundary edge, which touches a new sample point.
Huang and Menq’s method projects k nearest neighbour points of each point onto the 
tangent plane defined by the triangle adjacent to the current boundary edge. A point is chosen 
from the set of k  points so that it has the minimal sum of distance to the end points. Similar to 
Hoppe’s method, this algorithm requires a locally uniform samples set to ensure a correct 
tangent plane calculation. Lin et al. introduce the concept of sampling uniformity degree, 
which is defined as the length ratio between the longest edge and the shortest edge incident to 
each point, to tackle this problem [47]. It reveals the distribution of sample points near each 
point p  . In their method, the size of the influence region of current active edge is determined 
by the sampling uniformity degree of two end points. The new point is then searched within 
the influence region to form a new triangle.
A greedy heuristic approach is employed in [48, 49] so that the most credible candidate 
triangle is chosen as the new triangle. In [48], the greedy approach is based on the plausibility 
grade of each candidate triangle. The plausibility grade is defined as the angle between the 
normal to a candidate triangle incident to current edge e e d S  and the normal to the existing
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triangle incident on e. A similar greedy approach is accepted by Kuo and Yau with different 
selection criteria called the local smooth degree. To measure the credibility of a candidate 
triangle t , the local smooth degree (LSD) is computed as the average cosine value of the 
dihedral angle between t and its neighbouring triangles. Thus a triangle with a higher value 
of LSD is more credible than those with lower value of LSD [49].
Other reconstruction methods
Other than the above reconstruction algorithms, various 3D surface mesh generation 
techniques have been developed over recent years. Among these techniques, the displaced 
subdivision surface [50, 51], the neural networks [52], and the Support Vector Machine 
(SVM) [53] are also widely used for 3D surface reconstruction.
The displaced subdivision surface technique proposed by Lee et al. expresses a model as a 
scalar displacement map over a subdivision surface [50]. Following the same idea, Jeong and 
Kim introduce a method in [51], which produces a displaced subdivision surface directly 
from unorganized points. Their method starts from making a control mesh based on a 
bounding cube of input point cloud. The displacement value of each point is computed from a 
parametric domain surface which is obtained by subdividing the control mesh.
Brito Junior et al. generate 3D mesh in a multi-resolution scheme using the self-organizing 
map (SOM) in [52]. Beginning from an initial mesh, such as an octahedron of the sample 
points, a set of mesh operators are used to refine a coarse level mesh and move its vertices 
coordinates toward the point cloud. These mesh operators include edge swap, vertex split, 
and triangle subdivision. Zhang et al. implement surface reconstruction by using the SVM 
algorithm in [53]. The idea is to find the support vectors set SV  of the sample points through 
regressing, whose linear weighted sum represents the original surface under feature mapping. 
To faster the regress speed, a curvature-based simplification method using the K-D tree 
algorithm is employed to reduce the redundancy of the original point set.
Qualitative comparison of different algorithms
In Table 2.1, the qualitative comparison is provided for some surface reconstruction methods 
discussed in this section. One or two typical surface reconstruction approaches are chosen 
from each of these four groups.
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This table shows that the surface-based region growing methods satisfy the efficiency and 
accuracy requirements of this work. In the next two sections, we first discuss the problem of 
using region growing method in triangle mesh reconstruction on a sphere surface. To deal 
with the problem of surface mesh generation for arbitrary shape 3D objects, we propose a 
modified Delaunay triangulation based region growing method. The Delaunay triangulation 
of the input data is computed once to make the proposed method efficient. In addition, the 
noisy processing step makes the method robust to noisy input data.
I/A D/V Uniform S. Extra V. Post P. Guarantee. Speed
Signed distance function 
[17]
A No Yes No No No F
Global RBFs [30] A No No No No No S
Power curst [37] I Yes No Yes No Yes s
Tight co-cone [42] I Yes No Yes No Yes s
Region growing [19] I No Yes No Yes No F
Delaunay-based region 
growing [48]
I Yes No No Yes No F
Subdivision surfaces [51] A No No No No No S
Table 2.1 Qualitative comparison of some surface reconstruction methods (I: Interpolation 
surface, A: Approximation surface, D: Delaunay triangulation computation, V: Voronoi 
diagram computation, Uniform S.: Uniform samples input, Extra V.: Extra Vertices, Post P.: 
Post-processing, Guarantee.: Theoretical Guarantees, F: Fast, S: Slow)
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2.3 Surface Reconstruction on the Sphere
We describe a fast surface reconstruction approach that takes random points distributed near 
the surface of a sphere as input, and generates as output a Delaunay surface mesh and its dual 
Voronoi diagram of the sphere. Sphere surface reconstruction is a special case of arbitrary 
topology object reconstruction in which all sample points are located on a convex hull. The 
method starts from dividing the sphere surface into several initial triangles and introduces a 
concept of index sites in order to employ the randomized incremental algorithm to get the 
surface Delaunay triangulation. We develop a heuristic point search method which can locate 
a random point within the current triangulation efficiently. This method is very efficient 
because no additional storage is needed to record the flip history and a new random point 
insertion algorithm is used. We test the performance on a collection of point sample sets and 
demonstrate a 30% performance improvement compared to existing 0{n  log n) 3D 
randomized incremental algorithms.
2.3.1 Introduction
In this work, we are interested in the Voronoi diagram V(P) and Delaunay triangulations 
D(P) reconstruction of a set of random sites S  on the surface of a sphere U . A number of 
techniques have been proposed to deal with this issue [54-57]. We aim to implement a simple 
data structure to reduce the computational complexity of the existing methods. The proposed 
approach is based on the randomized incremental algorithm which has three main steps: 
locating a new random point in the triangulation, finding the visible triangles, and restoring 
Delaunay triangulation by flipping diagonals.
Most of the existing approaches are based on projecting the point set onto a two dimensional 
plane, and transforming the planar V(P) and D(P) to a sphere surface. Na et al. implements 
the spherical V(P) by using two stereo-graphic projections to transform two planar V(P) of
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the input point set [57]. Augenbaum generates a spherical V(P) in a similar manner, by using 
the incremental algorithm which has a computational complexity of 0 (n 2) [55]. Renka et al. 
developed a program to compute spherical D(P)  and V(P) by constructing the complement 
D(P) of boundary nodes in which all triangle circumcircles have no nodes in their exteriors. 
This is achieved by a series of swap test among the shared un-boundary edge of a pair of 
triangles and flipping those do not follow the above criterion [56]. This approach also has a 
computational complexity of 0 ( n 2) .
Voronoi diagram based incremental methods have also been developed. The basic idea of 
these methods [58-60] is similar to Delaunay triangulation based methods. Suppose that the 
Voronoi diagram of i -1  points is already built and it is necessary to add a new site p i by
finding the Voronoi polygon that contains p i and calculating the perpendicular bisector 
between p f and its adjacent sites. Compared to Delaunay triangulation based incremental 
methods, a more complex data structure is needed to represent the Voronoi polygon.
2.3.2 Delaunay Triangulation Reconstruction on the Sphere
The simplest method for sphere surface reconstruction is to generate the convex hull of the 
input point set and employ the edge flip method on the 3D sphere surface to make sure each 
pair of triangles are locally Delaunay. However, this method has the time complexity of 
0 ( n 2) . To achieve optimal time complexity, we use a modified randomized incremental 
algorithm. Denote the random sequence of sample points in S  e P 3 as {p05---,P„} and 
assume a general position. Define S, as {pQt. ..yp,} and let D, be the evolving Delaunay 
triangulation of S , . The algorithm incrementally adds points p t to Z)M . After adding a point
we use the edge flip method to get the Delaunay triangulation before the next point is added. 
The proposed “SphereDT” algorithm is described as follow:
Step 1: Initialize D0 (p 0, p x, p 2, p k).
Step 2: Insert new point p t .
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Step 2.1: Locate triangle tf_x which contains p . .
Step 2.2: Find all triangles 7)_, that are “visible” to p t .
Step 2.3: Replace 7)_, with new triangles build from p t and boundaiy edge e of Tt_x.
Step 3: Iterate step 2 until all sample points are processed
The idea of finding “visible” triangles of p i is as follow (assuming the triangle contains p t 
is r M): After adding p. ,  connect p x with each vertex of 7j_, to fomi three new triangles. If 
one of the new triangles and its adjacent triangle are not local Delaunay, p i must be inside 
the circumcircle of the adjacent triangle. Thus, the adjacent triangle is marked as “visible” 
to P r
Initial sphere surface partition
The algorithm starts from dividing the sphere surface into several regions:
1. Load the first three sample points (p0 , p x, p 2) that form the first triangle t0.
2. Calculate the circumcentre and the negative circumcentre (c0,-c 0) of triangle tQ.
3. Find the sample point p k which is nearest to - c 0.
Thus, the sphere surface is divided into four regions (triangles) by connecting p k with p Q, 
p x and p 2 respectively as shown in Figure 2.6. These four triangles form D0 and every new 
point added is located inside one of the four triangles (f012, tQXk, t02k, tX2k). In general, the first 
three points are contained in a single hemisphere. If  these points are located on the same great 
circle, either hemisphere can be chosen as tQ and used to calculate p k on the other 
hemisphere.
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Fig.2.6 Initial partition of sphere surface
Point location
The most widely cited point location method is the history dag (directed acyclic graph) [61, 
62]. To find the triangle Tj.j which contains point pi, the search function starts from the root 
node of the history dag, the biggest d-dimensional complex, and follows the path of the d- 
simplex that contains pi until finding Tu- The history dag method is efficient but it may grow 
very large and need additional storage.
We introduce a new heuristic point location technique, which can find the new point 
efficiently. The first problem to be addressed is where to start the search process. Most 
methods start from a random complex, which may result in a long path in the worst case [63]. 
In the proposed approach, we want the starting point to be as near as possible to the new 
point. Since p k is the only point in its hemisphere, we find three points ( p a , p b, p c) on the
sphere so that ( p k , p a , p b, p c) form a regular tetrahedron. We call these three points “index
sites” since they are not sample points and are only used as reference points to find the 
nearest starting point. With these index sites, we can start the search process from a nearby 
vertex of the new point p i . Assume p 3 is the next point to be added. If its nearest index site
is p k, then p k is marked as the starting point v0 as p k is one of sample points. Otherwise,
find p 3 ’s nearest index site from ( p a , p b, p c) and mark the index site’s nearest vertex as
starting point v0.
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The point location step starts from one of v0 ’s incident triangle (marked as TQ in Figure 2.7). 
The next visiting point is a vertex of T0 which has the shortest distance to point p t . We 
continue this process until there is no other vertex which has a shorter distance than the 
current visiting point v,.. At this moment, it can be said that p i is within one of the incident
triangles of v ,. See Figure 2.7 for an example of point location, in which triangle Ti is the
final triangle. The proposed point location method is efficient because of two reasons. Firstly, 
since the point set is randomly distributed, the probability of starting the point location from 
any of the four index sites is 25%. Secondly, the method ensures that the new point is found 
along the shortest path.
2.3.3 Results and Conclusions
To illustrate the performance of the proposed algorithm, we test this method with different 
point sets, with the number of points ranging from 100 points to 30,000 points. The following 
results are obtained on a DELL laptop computer with 1400MHz processor and 512Mb of 
memory. The code is written in C and is compiled with Microsoft Visual C++. The time
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measured includes the computation of Delaunay triangulation, the reading of the points from 
the input file, and printing of the result to the output file.
Table 2,2 shows the miming times for execution of the proposed algorithm with different 
input files. We have compared the results with some Delaunay programs available on the 
Internet:
•  Qhull, written by Bradford Barber and Hamiu Huhdanpaa, available at: 
http ://www. geom.umn. edu/locate/qhull
•  Hull, written by Ken Clarkson, available at: 
http://cm.bell-labs.com/netlib/voronoi/hull.html
•  TCocone (DT construction part), written by Jyamiti research group at the Ohio State 
University, available at: http://www.cse.ohio-state.edu/~tamaldey/cocone.html
•  3D incremental, based on the incremental 3D hull program which is written by O’Rourke
Point set SphereDT(s) 3Dlncremental(s) QHull(s) Hull(s) Tcocone(s)
1000 0.18 0.45 0.3 0.40 0.34
2000 0.40 1.38 0.6 0.75 0.66
3000 0.62 2.72 1.1 1.15 1.04
4000 0.87 4.29 1.5 1.56 1.45
5000 1.00 5.95 1.8 2.01 1.89
6000 1.38 8.27 2.3 2.40 2.31
7000 1.60 11.0 2.7 2.82 2.77
8000 1.86 16.0 3.1 3.27 3.2
9000 2.12 20.0 3.5 3.73 3.6
10000 2.38 28.0 3.9 4.16 4.1
11000 2.67 37.0 4.2 4.63 4.5
12000 2.92 42.0 4.6 5.10 5.0
13000 3.10 51.0 4.7 5.55 5.6
14000 3.52 60.0 5.3 6.08 5.8
15000 3.83 70.0 6.3 6.51 6.44
16000 3.98 80.0 6.7 6.97 6.74
17000 4.36 93.0 7.2 7.51 7.4
18000 4.64 105.0 7.5 7.98 7.65
19000 4.89 116.00 8.0 8.42 8.03
20000 5.30 129.00 8.3 9.01 8.7
Table 2.2 Execution time of different algorithms
Our method has the shortest execution time and is about 30% faster than other randomized 
incremental algorithms. The 3D incremental algorithm has the longest execution time. It uses
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a brute-force search process to locate and find all visible faces that makes the overall 
0 {n 2) complexity.
We proposed a new method that uses a simple data structure to construct the Delaunay 
triangulation of a set of points on the sphere surface. Compared to other randomized 
incremental algorithms, our method is more efficient on random data. The performance 
improvement is obtained via a novel point location method, and a new visible faces finding 
technique. We can ensure that the new point location process always starts from a relatively 
near vertex and proceed along the shortest path.
Fig.2.9 Delaunay triangulation and Voronoi diagram of 1,000 sample points
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2.4 Surface Reconstruction from Unorganized 
Sample Points
2.4.1 Introduction
In this section we introduce a method for arbitrary topology object reconstruction. As a pre­
processing step of 3D object segmentation work, the output mesh is required to pass through 
all the sample points and, moreover, the reconstruction method should be fast enough to save 
computational time for the following segmentation works. Thus, to satisfy the two 
requirements: accuracy and efficiency, a modified Delaunay-based region growing surface 
reconstruction method is proposed in this section.
Although the randomized incremental algorithm discussed in the last section is efficient for 
sphere surface reconstruction, it cannot generate a surface mesh for arbitrary topology object 
since not all sample points are on the boundary of the convex hull. Further processing steps 
are needed in this case to extract triangles from the convex hull, which are located on the 
object surface. We use a greedy heuristic algorithm similar to the method proposed in [48, 49] 
to reconstruct surface meshes. Two improvements are introduced in this work. Firstly, a noisy 
points processing step is used to make the reconstruction method robust to noisy input point 
cloud. The noise processing step consists of two parts: outlier filtering and small holes filling. 
Before the surface reconstruction process, the sample point cloud is pre-processed to remove 
outliers. In addition, the reconstructed surface mesh might still have small holes in regions 
with noisy points and sharp edges. A hole filling method is employed to triangulate these 
regions to fill small holes. Secondly, we define a selection criterion to extract surface 
triangles, which is based on the geometric distance and the angular distance between the two 
triangles share current boundary edge. The new selection criterion makes the algorithm
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robust in case of 3D objects with sharp boundary edges. The selected triangle is further 
checked for various topological situations before updating the surface mesh.
2.4.2 Surface Reconstruction Algorithm
The proposed method has three main steps: Build Delaunay triangulation of the sample points, 
extract surface triangle for each boundary edge, and update the surface mesh. Let P be the set 
of sample points, S  the growing triangulated surface mesh, dS the set of current boundary 
edges, and TdS the set of current candidate triangles. The proposed surface reconstruction 
algorithm is described as follow:
1. Compute Delaunay triangulation (DT) of the sample points P .
2. Detecting and removing outliers in P .
3. Select the initial seed triangle ts and add edges of ts into d S .
4. For each new edge e e  d S , select a candidate triangle te and add them to TdS
5. For each te e Tds select the one with highest confident order as the seed triangle ts
6. Remove ts from Tds and update dS according to ts ’s topological situation.
7. Repeat step 3 to step 5 until dS is empty.
8. Triangulate small holes using the greedy triangulation algorithm.
There are various programs for efficient Delaunay triangulation reconstruction, such as the 
well-known Computational Geometry Algorithms Library (CGAL) [64] and Qhull [65]. 
Figure 2.10 gives an example of the surface mesh of a hand model and its corresponding 
Delaunay triangulation generated by Qhull program [65]. We describe the noisy points 
processing which includes outlier filtering and holes filling, initial seed triangle selection, 
candidate triangle extraction, topological situation detection, and surface reconstruction with 
boundaries/sharp edges in the following sections.
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Fig.2.10 The surface mesh of a hand model (left) and its corresponding Delaunay
triangulation (right)
Outlier filtering and holes filling
Most of the surface reconstruction approaches discussed in section 2.2 work well in the case 
of sufficiently sampled input data. There are three conditions of a sufficiently sampled 
surface: the input sample is dense with respect to the local feature size, which can be defined 
as the average distance between a sample point and its nearest neighbour; the input sample is 
locally uniform; and the input sample is clean without noisy points. However, in practice, 
these conditions may not hold. An example is the presence of noise that is typically obtained 
by a physical scanning process.
Different noisy points selection and deleting methods have been introduced so far to deal 
with the noisy input data. The fuzzy c-means method is used in [29] to delete outliers and 
acquire new point sets by moving the noisy points to the samples locally. In [69], the input 
point cloud is triangulated first at the well-scanned regions. The triangulation of badly 
scanned regions is done using a projection onto 2D surface. The projection surface is defined 
locally for each region forms by the boundaries of those already triangulated well-scanned 
regions. Lu ct al. process the noisy raw data using tensor voting method in [70]. A ball tensor 
and a saliency field are generated at every data point by a tensor voting procedure, which 
sums votes from its neighbouring points. Points with saliency value smaller than a threshold
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are regarded as noisy points. In [39] and [43], the polar ball filtering method is introduced to 
filter noisy input points. The boundary of the union of the filtered big Delaunay balls forms 
the reconstructed object surface.
In this work, we filter the noisy input points according to the local density of the sample 
points. This method is derived from Dey and Goswami’s polar ball filtering method [43]. 
After computing the Delaunay Triangulation of the sample points, the method searches 
Delaunay balls whose radius are smaller than a constant (k) times the distance between a 
sample point p on their boundaries and its k th nearest sample point. All triangles of these 
Delaunay balls are labelled as noisy triangles. In practice, we took K = 0.5 and k — 3 for 
small Delaunay balls detection.
After the surface reconstruction process, the reconstructed surface mesh might still have 
small holes in regions with noisy points or sharp edges. A hole filling method based on the 
greedy triangulation method is employed to triangulate these regions. The greedy 
triangulation method generates triangles by adding the shortest compatible edge between two 
points. A compatible edge is defined to be an edge that crosses none of the previously added 
edges. For detail of the greedy triangulation method, please refer to [71].
Initial triangle selection
An initial seed triangle is selected from the DT to start the proposed incremental 
reconstruction method. The method is based on the idea introduced in [49], in which the 
sample point p  with the maximum z coordinate is selected first. The circumcircles of all 
incident triangles of point p  are calculated. The triangle with the minimum circumradius is 
selected as the initial seed triangle ts .
Candidate triangle extraction
For each boundary edge e e d S , a candidate triangle te is extracted from the set of triangles 
incident to e and stored in Tds. Let Te be the set of incident triangles of e , tel one of triangle 
in Te, and teS be the triangle incident of eand belong to S  . If 6{teSJ ei) denotes the dihedral 
angle between teS and tej, the angular distance of tei is defined as:
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(2 .8)
— £ c o s  {6(teS,tei)) 
nt f i t .
where nt is the number of boundary edges. The geometric distance of tei is:
(2.9)
where rt is the radius of the circumcircle of triangle tei.
The candidate triangle te of an edge e e dS is thus defined by: 
te = argrnin, {Dist ,tei eT ,  & 9(teS,tei) < 9sliver) (2.10)
where 9silver is a user-defined threshold and is set to 2;z73 in this work. This threshold value is 
chosen to avoid the surface mesh grows to a wrong direction when a sliver tetrahedron is 
encountered. A sliver tetrahedron is a tetrahedron whose four vertices lie close to a plane. See 
Figure 2.11 for an example of sliver tetrahedron [48].
The greedy heuristic algorithm selects the most credible candidate triangle and inserts it into
S. Most of the existing region growing algorithms use the dihedral angle as a selection 
criterion for the credibility measurement of a candidate triangle. This criterion selects the 
triangle with smallest dihedral angle with teS , which leads to a smoother surface in that local 
region. However, in case of sharp edges, this criterion cannot guarantee the correct selection
\
\\
b
Fig.2.11 A sliver tetrahedron (ele2ab, example taken from [48])
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of candidate triangle. To deal with this problem, we define the new confident order based on 
both angular distance and geometric distance. During each iteration, the candidate triangle 
with highest confident order is chosen as the seed triangle and updates dS accordingly. The 
confident order of a candidate triangle ti e TdS is defined by:
In the case of sharp edges, the angular distance of the candidate triangle is smaller than that 
of triangles sharing smooth edges. The definition of the confident order allows a small 
candidate triangle with large dihedral angel can be selected in this case. Figure 2.12 illustrates 
a three-dimensional example of candidate extraction for a boundary edge. In Figure 2.12, the 
set of incident triangles of a boundary edge e is Te -  t6} and among them, t] is the
triangle incident of e and belong to S . The candidate triangle of edge e is t2 since both its 
geometric distance and angle distance are the minima among other incident triangles.
CO, = 1 /(Angle,f '  + Dist^ ),tei e Te & 0{teS,tei) < 6Ssliver (2.11)
6 V,
Fig.2.12 A three-dimensional example of candidate triangle extraction for a boundary edge
(example taken from [49])
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Topological situation detection
Once a seed triangle ts is selected, the topological situation of this triangle is checked and the
boundary edge set dS is updated accordingly. According to the relative position of ts and d S ,
four topological situations can be detected. Three of them are local topological situations 
including new vertex joining, new triangle pasting, and hole filling for single triangle as the 
result of adding ts is extend S  locally. The fourth situation is bridge linking which changes
the topological properties of the object surface, thus belongs to global topological situation. 
Figure 2.13 illustrates new vertex joining, new triangle pasting, and bridge linking. The hole 
filling for single triangle is shown in Figure 2.14.
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(c)
Fig.2.13 Topological situations: (a) new vertex joining, (b) new triangle pasting, and (c)
bridge linking
The boundary edge set dS is updated according to various topological situations of the seed 
triangle. Let e be the current boundary, v the new vertex, and ts the seed triangle:
1. New vertex joining (v £  S ): replace ewith the two new edges of ts and add them 
into d S .
2. New triangle pasting (v e S ): replace two edges of t s in d S , add the other edge of t s 
into d S .
3. Bridge linking ( v g  S ): replace e with the two new edges of ts and add them into d S .
4. Hole filling for ts ( v e S ): remove the three edges of ts from d S .
Boundaries and sharp edges
Most real-world objects have boundaries and sharp edges. The proposed region growing 
method finds the candidate triangle which makes the reconstructed surface smooth because of 
the angular distance. In the case of boundaries and sharp edges, the reconstruction process 
stops at these edges according to the two conditions:
• The dihedral angle between two triangles sharing the current boundary edge is larger
t h a n  ^boundary  •
• The circumradius of a candidate triangle t is larger than a threshold: Krs .
where 0boumhry. = / r /3 , K e [5,10], and rs is the average circumradius of triangles in current S.
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The discarding of candidate triangles of boundary/sharp edges might leave small holes 
around sharp edges. These small holes can be filled using the greedy triangulation method 
[71].
Fig.2.14 Example of hole filling for single triangle (example taken from [48])
2.4.3 Experimental Results
The proposed surface reconstruction method has been implemented on a DELL laptop 
computer with 1400MHz processor and 512Mb of memory. The code is written in C and is 
compiled with Microsoft Visual C++. The three-dimensional Delaunay triangulation is 
generated using the Qhull program [65].
Figure 2.15 and Figure 2.16 illustrate the growing process of a hand model with 5029 sample 
points and a head model with 7399 sample points.
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Fig.2.15 Surface reconstruction of a hand model. The number of triangles constructed so far 
are 100, 1000, 3000, 5000, 7000, and 10040 (from top to down, left to right). The blue points
represent the input point cloud.
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Fig.2.16 The reconstructed surface mesh of a head model. The number of triangles 
constructed so far are 200, 1000, 3000, 5000, 10000, and 14785 (from top to down, left to 
right). The blue points represent the input point cloud.
The surface reconstruction process of a rocker-arm model with 10044 sample points is 
illustrated in Figure 2.17 and Figure 2.18. Figure 2.19 and Figure 2.20 show the reconstructed 
surface mesh of a duck model and a CAD model with 9862 and 3799 sample points, 
respectively. The rocker-arm and the CAD model illustrate the sharp boundary edge 
processing ability of the proposed algorithm.
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Fig.2.17 Surface reconstruction of a rocker-arm model. The number of triangles constructed 
so far are 100, 1000, 4000, 8000, 12000, and 20102 (from top to down, left to right). The blue
points represent the input point cloud.
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Fig.2.18 The reconstructed surface mesh and the result of a rocker-arm model.
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Fig.2.19 Surface reconstruction of a duck model. The number of triangles constructed so far 
are 100, 1000, 5000, and 19647 (from top to down, left to right). The blue points represent
the input point cloud.
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Fig.2.20 Surface reconstruction of a CAD model. The number of triangles constructed so far 
are 100, 500, 1000, and 7390 (from top to down, left to right).
Table 2.3 gives the experimental results of these surface reconstructions. The running time of 
the proposed reconstruction method as shown in Table 2.3 excludes the time of Delaunay 
triangulation generation but include the time of small holes filling. The running time of 
another reconstruction method, the power crust method which is developed by Amenta et al. 
[37], is also shown in table 2.3. The results shows that the more sharp edges the model has, 
the more running time the surface reconstruction need. For example, the running time of the 
duck model is about half less than that of the rocker-arm model while the number of triangles 
in their surface mesh is similar. Figure 2.21 shows two zoom views of the rocker-arm model: 
Figure 2.21 (a) is the result of the power crust algorithm [37] and Figure 2.21 (b) shows the 
result of the proposed method. As shown in Figure 2.21 (b), the sharp boundary from the 
proposed method is reconstructed well, compared with the power crust algorithm.
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Most of the existing region growing methods, such as those introduced in [48, 49], select the 
smallest triangle as candidate triangle and choose the seed triangle based on the dihedral 
angle of two triangles sharing the current boundary edge. The smallest triangle among the set 
of incident triangles of the current boundary edge is selected as the seed triangle. Thus the 
regions with high curvature such as object comers are reconstructed first. The proposed 
reconstruction algorithm is different from these methods due to the new selection criterion. In 
our approach, the seed triangle is selected based on the geometric distance and the angular 
distance between the two triangles share current boundary edge. The new selection criterion 
makes the proposed method works well in the areas of sparse sample points, at where a 
bigger triangle with smallest dihedral angle can be selected as seed triangle. The new 
candidate triangle selection criterion also ensures the region growing process robust at areas 
with sharp edges. Although the angular distance is large at this case, the triangle with 
smallest geometric distance can be selected as seed triangle. Various experimental results 
illustrate that the proposed algorithm is robust in case of 3D objects with sharp boundary 
edges.
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2.5 Chapter Conclusions
In this chapter, two problems are discussed: efficient surface reconstruction on a sphere 
surface and surface reconstruction of arbitrary shape objects. The first problem is a special 
case of 3D object reconstruction in which all sample points are located on a convex hull. The 
proposed randomized incremental algorithm takes sample points which are distributed near 
the surface of a sphere as input, and generates as output a Delaunay surface mesh and its dual 
Voronoi diagram. Compared to other randomized incremental algorithms, the performance 
improvement of our method is obtained via a novel point location method, and a new visible 
faces finding technique. The location of a new point can be quickly found since the searching 
process always starts from a relatively near vertex and proceed along the shortest path.
The second problem aims to construct a smooth manifold from a set of non-uniform, 
unorganized sample points for an arbitrary topology object. A greedy heuristic algorithm is 
proposed to reconstruct surface mesh, which is also belongs to an incremental algorithm. 
Different from the method discussed in the sphere surface reconstruction problem, this 
method based on the Delaunay triangulation which provides the geometric structure 
information of the input point cloud. The surface mesh is generated by expanding the initial 
region with triangles satisfies various topological constrains. To deal with the noisy input 
data, the noise processing step is employed which consists of two parts: local density based 
outlier filtering and greedy triangulation based small holes filling. A new selection criterion is 
introduced, which is based on the geometric distance and the angular distance between the 
two triangles share current boundary edge. The new selection criterion makes the region 
growing process robust in case of 3D objects with shaip boundary edges.
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Chapter 3 
3D Object Segmentation
In this chapter, we explore the problem of decomposing 3D objects into meaningful 
components. By properly decomposing objects into meaningful components, useful structural 
properties of a 3D object can be recovered. Therefore, 3D object segmentation can further 
improve the performance of object recognition and scene understanding.
3D object or shape segmentation is an important technique and is widely used in various 
computer graphics applications. Usually a 3D object is represented by a polygon mesh 
obtained from unstructured point clouds of underlying object surface, which in turn are 
generated by range sensors. Geometrically, a polygon mesh is a set of faces that share edges 
and connect vertices to neighbouring vertices by those edges. Although a polygon mesh 
provides a good approximation of real world objects, it does not capture high-level structures 
which are usefid for managing data in various applications. One way to impose a higher-level 
structure on mesh is to partition it into a set of connected components.
Mesh segmentation refers to the problem of partitioning a 3D polygon mesh into 
homogeneous disjoint sub-meshes based on geometric properties of the vertices or faces that 
comprise the mesh. The key problem in various segmentation approaches is how to partition 
the mesh set. Obviously, this is heavily depending on the applications in mind. According to 
the application objectives, mesh segmentation methods can be classified into two main types: 
patch-type segmentation and part-type segmentation. Patch-type segmentation methods 
divide meshes into disk-like patches whereas part-type segmentation classifies objects into 
semantic parts. Applications that benefit from mesh segmentation including object
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recognition, shape matching and reconstruction, collision detection, and object skeleton 
generation which in turn is used for morphing and deformation.
Like the image segmentation problem, the shape or mesh segmentation is an ill-posed 
problem. Solutions are often application specific, depending heavily on one’s definition of 
meaningful. Figure 3.1 shows an example of object segmentation, in which a model is 
decomposed into various patches using different segmentation methods. Therefore, for the 
segmentation results to be more useful for higher level applications, it is necessary to develop 
an algorithm that matches human visual systems as much as possible in terms of classifying 
separate physical parts of an object.
In this chapter, we propose a part-type algorithm for 3D point segmentation which aims to 
classify object into meaningful parts. The proposed algorithm is based on critical point 
identification and fuzzy clustering. There are two main goals for this proposal: First, to avoid 
over segmentation by finding the correct number of critical points automatically. Each of 
these critical points represents a meaningful part. Second, divide object into meaningful 
components using fuzzy clustering based on the critical point set. We apply our segmentation 
algorithm on some laser-scanned models to test its performance for automatic capture of 
geometric features in different data sets.
Fig.3.1. 3D object segmentation results using different segmentation algorithm (images from
[88]).
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3.1 Introduction
3D object segmentation is one of the fundamental techniques in computer graphics and is 
widely used in various applications. Many algorithms in computer graphics need to 
decompose 3D shapes into meaningful, smaller components. These algorithms include 3D 
model retrieval [72], object recognition [73], object matching [74], collision detection [75], 
texture mapping [76] and skeletonization [77].
Mesh, and more generally shape or object segmentation refers to the segmentation of an input 
manifold polygon mesh into sub-meshes so that each of them consists of a connected set of 
vertices whose similarity metric are in a desired interval, such as a pair of curvedness 
thresholds. Mesh segmentation is a challenging task and there are several problems that need 
to be solved to achieve a good segmentation. The most common problem is over- and under­
segmentation due to the different definition of meaningful object components in various 
applications. Other problems include:
• Methods using vertex curvature as feature measurement are sensitive to the model 
pose, which is due to the curvature change caused by different pose.
• Clustering-based methods based on geodesic distances might generate different 
segmentations to similar objects having different proportions between their 
components.
• It is difficult to choose stopping conditions for hierarchical and iterative clustering 
methods.
• Extraction of small features is difficult especially in case of existing noise or 
inaccuracies in the input data.
Several approaches have been proposed in the past for decomposing meshes. According to 
the segmentation objectives, various mesh segmentation methods can be classified into two 
principal types [78, 79]. The first type is patch-based segmentation which decomposes the 
object mesh into a number of patches that are uniform with respect to some geometric 
properties such as curvature, size or distance to a fitting plane. The second type is part-based
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segmentation which aims at identifying object parts as meaningful components corresponding 
to some features of the shape. Methods that can be grouped under the first categoiy, such as 
the standard watershed algorithm, are often served as a pre-processing for the recognition of 
meaningful features. Semantic-oriented segmentation methods have gained more interest 
recently since they can provide larger sub-meshes which correspond to object parts. Many 
applications can benefit from these meaningful parts including 3D shape matching and 
retrieval, skeleton extraction, shape reconstruction, and collision detection.
Many mesh segmentation algorithms are based on the minima rule [80]. The minima rule 
states that human perception usually divides an object into parts along the concave 
discontinuity of the tangent plane. Therefore, calculating the curvedness/flatness value at 
each vertex as shape descriptor is the first step in most segmentation methods. According to 
the shape descriptor, region growing methods find local minima and merge adjacent vertices 
to get segmented patches whereas clustering-based methods detect a set of representative 
faces for each cluster and choose the best merging faces for all clusters. Methods based on 
Graph cut, such as minimum cut and mesh scissoring, also rely on curvature value to find the 
cutting contour.
3.1.1 Motivation
Our aim is to develop a method to automatically divide the input point cloud into several 
meaningful connected sub-sets. Different approaches to automatic 3D shape segmentation 
have been developed. However, there are still a number of problems unsolved in this area. 
One of them is how to choose the optimal cluster number. The main contribution of the 
proposed method is using a set of local maxima and a global fuzzy cluster validity index to 
find the distinct critical points. Each of them represents an initialization of cluster centre. A 
simple central component generation method is also introduced to get the last cluster centre. 
Based on these cluster centres, the point set is divided into sub-sets by a fuzzy clustering 
technique.
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3.1.2 Chapter Outline
The rest of this chapter is structured as follows. Section 3.2 reviews related works on mesh- 
based 3D object segmentation. Various segmentation approaches are classified into six 
catalogues: region growing methods, clustering-based methods, skeleton-based methods, 
spectral clustering methods, critical points detection methods and other segmentation 
methods. Section 3.3 outlines our point cloud decomposition algorithm. Section 3.4 and 
section 3.5 provide a detailed description of critical points detection, the fuzzy clustering 
method and the Min-cut algorithm. Some results are presented in section 3.6, and section 3.7 
concludes this chapter.
3.1.3 Preliminaries
The proposed segmentation algorithm involves two computer graphics techniques, including 
the validity index and the Maximum flow/Minimum cut algorithm. In this section, we present 
a brief introduction to these techniques.
Validity indices for fuzzy clustering
In the case of unknown cluster number, several validity assessment criteria can be used to 
determine the best one out of several different partitions with different cluster number. Let U 
be the membership matrix and Z the set of cluster centres, the partition U and the cluster 
centres Z jointly define the “optimization” of a cluster structure. For each possible cluster 
number, the process iterates through the steps of the k-means algorithm and adapts the (JJ, Z) 
pair to optimize the underlying validity measure. The process finally obtains an optimal or a 
near optimal (U, Z ) pair when the adaption of {JJ, Z) is under a small threshold.
There are many validity indices for fuzzy clusters in the literature. Some of them are widely 
used under various circumstances to obtain the optimal number of clusters [108, 109]. We 
briefly introduce several well known fuzzy validity indices as follow.
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Bezdek proposed two cluster validity indices for fuzzy clusters: partition co-efficient (PC) 
and partition entropy (PE) [110, 111], The PC index is defined as:
PC =  i  £ ? = !!? = ! 4  (3.1)
where k is the cluster number and u;j is the grade of membership of vertex Xj in the ith
cluster. The PC index values in the range of [^/jc > 1] • The optimal cluster number can be 
found from the maximum value of the PC index. Bezdek defines the PE index as:
P E  ~  ~~ Xy=i uij loda&ij) (3-2)
where a is the base of the logarithm. This index values range in [0, logac]. The minimum
value of the PE index provides the optimal cluster number.
Both PC and PE indices have monotonic evolution tendency with the increasing of the cluster 
number. Based on these two indices, researchers have developed some validity indices to get 
better clustering performance including the MPC index proposed by Dave [112]; the KYI 
index proposed by Kim [113]; and the validity index introduced by Chen and Linkens [114]. 
For example, the index presented in [114] has two terms:
P  =  ( u iq)  -  j L ' i Z l  E ;= i+i [ ^ Z ? = i  m in  (u lq, u jq )] (3.3)
where A — j  i . The first term reflects the compactness within a cluster whereas the 
second one indicates the separation between clusters. The maximum value of this index 
indicates the optimal number of clusters.
Both these indices use only the fuzzy memberships, which makes their monotonic evolution 
tendency depend on the number of clusters. Moreover, these indices lack the connection to 
the geometry of the data set. To tackle these problem, some validity indices that involve the 
membership values and the data set are proposed such as the FS index developed by 
Fukuyama and Sugeno [115], the separation index [116], and the index proposed by Kwon 
[117]. The FS index is defined as:
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FS = S?=1E?=1i4? I\xj - nil2 -  Zf-iSy- 1  <  llvt -  vll2 (3.4)
where v =  'Zf=1Vl/]<: , v t is the centroid of the ith cluster. The minimum value of the FS 
index provides the optimal cluster number.
Maximum flow and Minimum cut
Given a directed network, in which every edge has a certain capacity associated with it, a 
starting vertex (the source), and an ending vertex (the sink). A flow is a value associated to an 
edge no larger than the edge capacity. The maximum flow problem is to find the maximum 
flow between the source and the sink. An example is the network, in which the edges 
represent channels of flow with limited capacities.
Ford and Fulkerson first published their method for finding maximum flow [120]. Their 
method has the following steps:
1. Find any path from the source to the sink that has a strictly positive flow capacity 
remaining. If no more such paths can be found, exit.
2. Determine the maximum flow /  along this path, which is equal to the smallest flow 
capacity on any edge in the path (the bottleneck edge).
3. Subtract /  from the remaining flow capacity in the forward direction for each edge in 
the path. Add /  to the remaining flow capacity in the backward direction for each 
edge in the path.
4. Go to step 1.
When the algorithm terminates, the sum of the flows along the paths found in step 1 gives the 
maximum total flow between the source and the sink.
A cut in a flow network is a partition of the vertices in two sets, set A and set B, such that the 
source vertex is in set A and the sink is in set B. The value of a cut is the sum of the 
capacities of the edges that go from a vertex in set A to a vertex in set B. The minimum cut 
problem is to find the cut that has the minimum cut value over all possible cuts in the network. 
The Max flow/Min cut theorem states that the value of the maximum flow through the 
network is exactly the value of the minimum cut of the network.
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3.2 Related Work
The last few years have witnessed a growing interest in 3D object decomposition for 
computer graphics applications. In this section, we give a brief review of these approaches 
based on the different techniques used to reach a solution. Since the polygon mesh is the most 
common data structure used for representing 3D objects in computer graphics, we focus on 
mesh segmentation algorithms in this section. Various mesh segmentation approaches can be 
classified into region growing based methods, clustering-based methods, skeleton-based 
methods, spectral clustering methods and critical points detection methods.
Region growing
3D mesh segmentation methods based on region growing usually starts from detecting a set 
of seeds and grows a sub-mesh incrementally by labelling neighbour vertices of these seeds 
according to a criterion. A priority queue of unlabelled vertices is utilized to accelerate the 
region growing process. After region growing, two more issues including small regions 
merging and segmentation borders smoothing are also need to be addressed.
Following the minima rule, the curvature value is widely used as vertices feature in various 
mesh segmentation approaches [81, 82]. In [81], vertices with similar curvedness value are 
grouped together by using region growing. A vertex is randomly selected based on a 
curvedness threshold interval. At next iterations, the initial sub-mesh is expanded by graph 
dilation. A vertex is transformed to a sub-mesh by replacing its curvedness value by the 
median curvedness values of its neighbours. Cheng et al. also use curvature value as vertex 
feature [82]. Patches with large curvature value are selected as seed regions and merge 
neighbour patches by computing the local adjacent self-similarity property. The closed 
feature contours are then generated by choosing from three eigenvectors and extract the one 
with shortest length.
A convexity metric is used in [83] to segment models into several near convex patches using 
patch growing. The method forms potential patches by collecting unassigned faces into
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connected components. New vertices are added to current patch if the insertion cost is below 
a convexity threshold. Pan et al [84] use a flatness measure into their two-stage merging 
method. The initial seeds are selected so that their flatness is the smallest among their 
neighbour faces. The local merging is performed between adjacent faces using a predefined 
threshold and followed by a global merging. Adjacent patches belong to different meaningful 
parts cannot be merged into one patch due to the difference in their flat measures.
Watershed is a well known segmentation technique in 2D image processing, which finds 
local minima based on a height function defined on object surface. Each minimum also 
serves as the initial seed for region growing. Mangan and Whitaker [85] extended this 
method to 3D mesh segmentation. The local minima are computed according to curvature 
value at each vertex. The region growing starts from flat areas and allow each of them 
descend until a local minima is encountered. The main advantage of the watershed algorithm 
is that it can provide closed contours and a good match between the segmented region 
boundaries and those appear in the original image or mesh. But in practical applications the 
watershed algorithm often suffers over-segmentation problems due to lack of semantic 
meaning in local minima selection and the effect of noise.
Researchers have proposed many strategies to overcome this problem, including modified 
minima detection [86], marker-controlled watershed segmentation [87-90], and multi-scale 
segmentation [91]. In [80], to reduce the number of local minima, Gaussian curvature and 
concaveness estimation is used to compute vertex curvature in an extended multi-ring 
neighbourhood area. Moreover, the set of local minima is filtered by minima thresholding to 
achieve an efficient segmentation. In [87-90], the over-segmentation problem is addressed by 
using marker-controlled method which combines semantic meaning to the patch selection 
process. The main difference from the standard watershed algorithm is that the region 
growing process starts from a set of given markers instead of local minima. Markers are sub- 
regions detected based on different criterions and represent meaningful object parts. Page et 
al. [87] threshold the positive curvature regions to get the initial markers. The morphological 
opening and closing operation is applied to clean up holes and gaps form the marker set. 
Delest et al. extract markers from the model skeleton [88] whereas Chi et al. connect vertices 
with higher curvature values to form markers and start region growing from these markers. In 
addition, during region growing, multiple markers can merge together to form larger regions
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[89]. Figure 3.2 illustrates the segmentation steps of the marker-controlled watershed 
segmentation method.
Fig.3.2 Example of marker-controlled watershed segmentation: a) the original model, b) the 
skeleton of a), c) markers computed from edges on the skeleton graph, and d) the segmented
cow model (images from [88])
Clustering-based methods
To address the problem of separately searching for local minima in region growing 
approaches, clustering-based methods use a global greedy approach to choose the best 
merging faces for all clusters instead of concentrating on growing one. Two important issues 
in clustering methods are deciding the number of clusters and the merging criteria. If the 
number of clusters is unknown in advance, hierarchical clustering method is widely used. On 
the other hand, iterative searching technique for the best clustering, such as k-means 
algorithm, is applied given the number of clusters is fixed. The cost function for merging is 
typically defined using geodesic distance, angular distance [92, 93], and mesh normal [94] 
between a pair of faces.
In [92, 93], the fuzzy k-means clustering algorithm is utilized to decompose a model into 
several parts. The probability that a face belongs to a patch depends on its distance from other 
faces in this patch. The distance consists of geodesic distance, which is the shortest path 
between a pair of faces, and angular distance which gives more weight to concave angles. In 
order to decide the number of clusters, the minimum distance between cluster centres are
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used in [92] whereas several leading eigenvectors of the affinity matrix are chosen as the 
cluster number in [93]. Figure 3.3 shows an example of fuzzy clustering. In Figure 3.3(a), 
green area has high probability of belonging to the back patch and blue area has a high 
probability of belong to the front patch. The fuzzy region is drawn in red in Figure 3.3(b) and 
the final binary decomposition is illustrates in Figure 3.3(c).
(a) (b) (c)
Fig.3.3 Example of fuzzy clustering: a) probabilities, b) fuzzy decomposition, and c) final
decomposition (images from [92]).
Skeleton-based methods
A skeleton represents the shape of its target object by means of a lower dimensional 
construction. Because a skeleton is simpler than the original object, many applications such 
as object deformation and animation, can be performed more efficiently on the skeleton. A 
skeleton can be used to produce object decomposition [88, 92, 95-98]. In [88], markers are 
selected from object skeleton to achieve a meaningful segmentation using watershed 
algorithm. The principal axis technique is utilized in [95] to compute skeleton and estimate 
the skeleton quality using component convexity. The decomposition and skeletonization are 
keeping refined until the skeleton quality for each component reaches a threshold. In [96], the 
object skeleton is constructed by edge contraction technology. The object is swept from 
branches having small area by a sweep plane. Two consecutive critical points on the skeleton 
indicate an object component. Figure 3.4 shows the skeleton construction of a cow model.
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(a) (b) (c)
Fig.3.4 Skeleton construction: a) the polygon mesh of cow model, b) the skeleton of a), and c) 
the skeletal tree where the bold strokes are skeletal edges and thin strokes are virtual edges
(images from [96])
Another skeleton like technique is the Reeb graphs which is also used to implement 3D shape 
segmentation and topology matching [97, 98]. A Reeb graph, or a contour tree, represents the 
skeletal structure of the underlying 3D object. A continuous scalar function is used to 
determine the level-set curves. Segmentation is achieved by extracting edges that link 
different pairs of vertices. The determination of appropriate height function that would lead to 
good segmentation is an important issue in Reeb graph based method. For example, in [97], 
the function is based on the geodesic distance which is the shortest path between two vertices 
on the surface. Figure 3.5 illustrates a multi-resolution Reeb graph. In Figure3.5(a) there is 
only one connected region s0 which corresponds to the single node n0 in Reeb graph. In 
Figure3.5(b) and 3.5(c), the region is partitioned into multiple sub-regions and the 
corresponding Reeb graph has multiple nodes respectively.
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(a) (b) (c)
Fig.3.5 Multi-resolution Reeb graph using a height function (images from [97])
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Spectral clustering methods
Spectral clustering uses the leading eigenvectors of an affinity or weighted graph Laplacian 
to construct a lower dimensional embedding so that the segmentation problem is easier to 
solve. Usually an affinity matrix, which encodes the likelihood of each pair of mesh faces 
belonging to the same mesh partition, is constructed using the geodesic and angular distance 
on a dual graph. The spectral analysis method selects leading eigenvectors of the affinity 
matrix to obtain data representations for the following k-means clustering method [93]. A 
similar spectral analysis based segmentation method is proposed by Zhang and Liu [99], in 
which the largest two eigenvectors of the affinity matrix are selected to achieve a hierarchical 
two-way cut. Liu and Zhang [100] proposed a mesh segmentation algorithm based on spectral 
embedding and contour analysis recently. The mesh is segmented via recursive bisection. 
During each iteration, a sub-mesh embedded in 3D is projected into a plane and a contour is 
extracted from the 2D projection.
Critical points detection based methods
Most region growing methods and clustering methods require a pre-processing step to find 
the seeds/representing faces that indicate the number of components. Several approaches to 
automatic mesh segmentation into meaningful components address this problem by means of 
critical points detection. Critical points are a set of feature points that reside on tips of 
prominent components of a given model. Therefore, each of the segmented components 
contains one or more critical points.
Critical points can be detected by means of skeleton sweeping [96] or more commonly, based 
on the geodesic distance using vertex sign change [101], gradient flow [102] and MDS 
transform [103], Li et al. define the critical point as a boundary point between components 
that captures change in either geometry, topology or both [96], Zhou and Huang construct 
geodesic tree for each vertex and find critical points by computing the vertex sign change 
[101]. Once the critical points are found, build a shortest path graph starting from each 
critical point. Yamazaki et al. use a similar way to detect critical points [102]. The object 
mesh is segmented by hierarchical bisect the set of critical points and keep similar ones 
remain together. A slight different pose-invariant critical points detection method is proposed 
in [103]. The object model is transformed into a multi-dimensional scaling space and
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constructs its convex hull. The critical points are those feature points reside on the convex 
hull. See Figure 3.6 for an example of critical points detection based mesh segmentation.
Fig.3.6 Mesh segmentation using critical points: a) original model, b) the geodesic tree, c) th( 
critical points: red-extremum, green-saddle, d) decomposition result (images from [101])
Other segmentation methods
Some researchers have proposed volume-based segmentation technique [104], The algorithm 
proposed by Dey et al. constructs the Delaunay triangulation of the point sample and 
determines all tetrahedral that have a local maxima inside. Then the neighbouring tetrahedral 
are merged with these central tetrahedral to form segmented components. To deal with the 
over-segmentation problem, two adjacent tetrahedral are merged together if they have similar 
circumradii. Figure 3.7 shows a two-dimensional example of volume-based segmentation.
Fig.3.7 The stable manifold of two maxima, a and c. b is a saddle (image from [104])
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A mesh scissoring method is presented in [105]. Instead of clustering-based segmentation, the 
method focuses on finding the contours for cutting. The candidate feature contours are 
formed by connecting vertices with high negative curvature values and the one with longest 
length is chosen as the most salient feature contour. To close the contour, several functions 
are defined that give low values to vertex either far away from the contour (Figure 3.8.a) or 
whose normal face has opposite direction of the contour (Figure 3.8.b). Finally, a 3D snake 
algorithm is applied to smooth the closed contour (Figure 3.8.d).
(a) (b) (c) (d)
Fig.3.8 Examples of completing an open contour (images from [105])
The method proposed in [106] use blowing bubbles technique to merge global and local 
descriptors of shape features. The Tailor method is based on blowing a spherical bubble at 
each vertex and analysing how the intersection between the bubble and mesh surface evolve. 
The surface around a vertex is classified into a disc, a tubular-shaped, and a branch according 
to the number of connected component. Correspondingly, according to the curvature value of 
its neighbouring area, the vertex is labelled as planar, sharp, blend, limb, cylindrical, or 
branching in case of one, two, or more components. The mesh is therefore classified into 
various feature types respectively.
In this work, the clustering-based method is selected due to its computationally efficient and 
easy to implement. Since the input of the segmentation algorithm is dense sample sets, hard 
clustering methods such as the k-means technique are not suitable for this work because of 
the limitation that a point belongs to only one cluster. The fuzzy k-means method, which 
allows soft clusters where a particular point can belong to more than one cluster with certain 
probability, is chosen to decompose 3D object into meaningful components.
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3.3 System Overview
Given a point-sampled surface as input, we aim to partition the point cloud into distinct and 
meaningful parts by defining a dissimilarity function which assorts each point to the distinct 
part that it belongs to. In this work, we adopt the geodesic distance as the dissimilarity 
measurement. The geodesic distance of two points is defined as the length of the shortest path 
between them on a surface. An all-pairs shortest path algorithm is used to calculate the 
geodesic distance of each pair of points in the data set. To obtain the all-pairs shortest path, 
we need a surface mesh which is generated using the Delaunay triangulation based surface 
reconstruction algorithm discussed in Chapter 2.
The basic idea of this algorithm is to use a fuzzy clustering technique to implement point 
based segmentation. In this work, we propose a new method to find the number of critical 
points. Each of them represents a distinct cluster. The method is designed to avoid the over­
segmentation problem and provides robust segmentation for arbitrarily shaped objects. The 
algorithm consists of the following three main steps:
1. Critical points detection: Find local maxima according to the all-pairs shortest paths 
(section 3.4.1). Sort these critical point candidates and use a fuzzy cluster validity index to 
obtain the optimal number of clusters (section 3.4.2).
2. Calculate the probability matrix between vertices and each critical point. For vertices 
which are as likely to belong to one cluster as to the other, we assign them to a central 
component as the k+1 cluster (section 3.5.1). Re-compute the new location of cluster 
centres using the fuzzy k-means algorithm (section 3.5.2).
3. Find the exact boundary between components using the Maximum flow/Minimum cut 
algorithm (section 3.5.3).
A block diagram of the proposed segmentation algorithm is shown in Figure 3.9.
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Fig.3.9 The block diagram of the proposed 3D point segmentation algorithm
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3.4 Critical Points Detection
In this work, we present a new method which can achieve robust location of critical points.
There are three steps in this stage: Calculate the all-pairs shortest path to get the geodesic 
distance matrix and to detect the set of local maxima; sort these local maxima according to 
the distance matrix and remove those maxima that have small geodesic distance to others; 
finally, use a fuzzy cluster validity index to obtain the optimal number of clusters.
3.4.1 Local Maxima Detection
Althogh Johnson’s algorithm may solve all pairs shortest paths faster than Floyd-Warshall’s 
algorithm on sparse graphs, the Floyd-Warshall algorithm [107] is used to compute the 
distance matrix in this work due to the dense point clouds. This algorithm defines a recursive 
formulation of shortest-path estimation. Let df*  be the weight of the shortest path from 
vertex i to vertex j with intermediate vertices {l,2,...,k}. It starts from k=0, a path from 
vertex i to vertex j without intermediate vertices, thus d f )= w jj. The recursive formulation is:
where w.. is the edge between vertex i and j. When k=n, ^"represents the final all-pairs 
shortest paths since all intermediate vertices are in the set {1,2,.. .,n).
For each of the other vertices v, if all its neighbour vertices are nearer to the root, label vertex 
v as a local maximum. Figure 3.10 shows the local maxima set of a hand model (blue points). 
The red point represents the root vertex.
(3.5)
We define the root vertex as the one which has the longest geodesic distance to other vertices.
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Fig.3.10 The set of local maxima of a hand model.
3.4.2 Find the Distinct Local Maxima
To find the set of distinct local maxima more robustly on arbitrarily shaped objects, we 
propose a new method in this work which is easy to implement. The basic idea of this method 
is to use a fuzzy cluster validity index to calculate the optimal number of clusters based on a 
sorted list of local maxima.
Our aim is to find a set of distinct local maxima and use them as the representatives of each 
cluster. A local maximum is labelled as a distinct local maximum if it has a large geodesic 
distance and is far away from other local maxima. A local maximum is also called a critical 
point. This stage has the following steps.
Sort the set of local maxima according to their geodesic distance
1. Sort the local maxima obtained in the above step in descending order according to their 
geodesic distance to other vertices. Save them in a list with the root vertex at the top of 
the list.
2. Calculate the average geodesic distance sum of the local maxima set and remove those 
local maxima that have a geodesic distance lower than the average value. These maxima 
are less important since they are located close to the object centre such as the two blue
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points near the hand model centre in Figure 3.10.
3. Calculate the geodesic distance between each maxima pair and find the largest distance 
value, ds. Check each point in the list, if it has a distance to the above points less than 
X x ds, remove it from the list and append it to the list tail. We set X = 0 . l  in this work.
Now the maxima list has the most remote vertex (the root) at the top and each following point 
has a distinct distance to its above point. This stage is important because the cluster validity 
index used in this work is sensitive to the distribution of cluster centres. A set of randomly 
ordered local maxima list will produce a different result.
Find the optimal number of clusters
In this work, as the 3D objects are represented by a set of sample points, the point cloud is 
very dense in one or several components. It was found that directly utilize those indices 
introduced in section 3.1.3 for the dense data set does not provide expected result. Since the 
aim is to find the number of distinct local maxima using one of these indices, we found that 
the separation index developed by Xie and Beni [116] produces a good result.
Let kmin = 2 and lcmax be the length of the maxima list. The algorithm repeatedly calculates 
the k X n probability matrix, U = [u^ ] e R kn, where k e  [kmin, krnax] and uff is the grade of 
membership of vertex Xj in the ith cluster. The separation index of the partition f  is defined 
by:
2 f=1£ "  !«?.</(/.*)
S(f) = -----------  7 7 ------------------ (3.6)
| M  j xmin{c/(/c,/) \k, l  e  M , k  ^  /} v '
where M is the set of k maxima, n is the number of vertices and d is the distance between two 
vertices. Using this measure, the optimal number of clusters can be obtained by minimizing 
the index value.
This validity measure requires the location of each cluster centre which need compute the 
probability matrix in each loop using the formula (3.9) in section 3.5.1. For the purpose of 
finding optimal number of distinct local maxima, it is unnecessary to compute the exact 
location of each cluster centre. During each loop, use the first k maxima as the cluster centres
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is enough to produce correct result. Compared to other well-known indices, like PC, PE and 
PX, the separation index takes the membership degree and the data themselves into account 
and easy to implement. Figure 3.11 illustrates the results of cluster number calculation of a 
hand and a horse model. In the two examples, S(5) has the minimum value. Therefore, the top 
5 maxima are marked as critical points. More results can be found in section 3.6.
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Fig.3.11 Critical points of the hand and horse models
Figure 3.12 shows the critical points found on the same models using the multi-dimensional 
scaling (MDS) transform and the convex hull technique [103]. The multi-dimensional scaling 
is an exploratory technique which is used to be employed to visualize proximities in a low 
dimensional space. Mathematically, given a set of objects O with dissimilarities between r  
and s be Srs . Let (p be an arbitrary mapping from O to E , where E is usually a Euclidean 
space, thus <p(r) =  xr (r e 0 ,x r e  E). The aim of MDS transform is to find a mapping (p, 
for which the distance between r  and s is approximately equal to / ( 5 rs) , where /  is a
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continuous parametric monotonic function [122]. Katz et al. use MDS to transform vertices 
of the object mesh into pose-invariant representation in their method. The dissimilarity 
between points on the mesh is defined as the geodesic distance between them. After the MDS 
transformation, the more dissimilar two points are, the larger the distance between them is in 
the m-dimensional Euclidean space [103]. Note that the critical points have been identified 
incorrectly at the base of the hand and more critical points are found in the horse model using 
the MDS transformation based method.
IvBfiSP
Fig.3.12 Feature points of the MDS transformed hand and horse model. The red vertex
represents the root vertex
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3.5 3D Point Cloud Segmentation
3.5.1 The Central Component
Although the number of critical points is available from the last stage, it is not equal to the
represent the tips of prominent components of a given model. The important central
cluster centres and calculate the k x n  probability matrix, U, using the following function:
where 1 < / < n and 1 < j  < k , K is the set of clusters.
Those vertices whose probability of belonging to a cluster exceeds a certain value, a , are 
assigned to that cluster. All other vertices form a fuzzy area which is the central component. 
The centroid of the new component represents the centre of the k+1 cluster. We set <r= 0.6 in 
this work.
3.5.2 Fuzzy k-means Algorithm
The fuzzy k-means technique [118] is used to segment the input point set. The algorithm 
repeatedly calculates the probability matrix and re-locates clustering centres until no cluster 
centre moves any more or an objective function is minimized. The objective function is 
defined as:
cluster number in most cases because these critical points are the distinct local maxima that
component of most real object needs to be found. We mark the top k local maxima as the
-1
(3.7)
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(3.8)
This stage consists of the following steps.
1. Generate the central component. The cluster number is now k+1.
2. Compute the new probability matrix
3. Compute the new locations of the cluster centres
4. If the difference between old and new cluster centres is larger than a given value, s , go 
back to step 2. Set s  =0.001 can produce good result.
The following function is used to compute the set of cluster centres.
where ui} e {0,1} i = 1,2,. ...k; j = 1,2,. ..,n. Figure 3.13 shows the clustering result of the hand 
model by the fuzzy k-means algorithm.
for 1 < / < k (3.9)
Fig.3.13 The clustering result of the hand model
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3.5.3 Maximum Flow/Minimum Cut
Iii this work, the Max flow/Min cut algorithm [107, 119] is used to find the exact boundary 
between components.
For each pair of comiected vertices (there is an edge connecting them), we define the capacity 
of the edge as the sum of the geodesic distance and angle distance, which is the angle 
between the normal of its two end points. We use the arccosine of the normal angle as the 
angle distance. For models with a large number of vertices, a threshold which is based on the 
mean of average angle distance is used to filter small negative angles and treat them as 
convex angles. In this work, we define:
where a tj is the angle between two adjacent vertices normals (v;, V j), £=100 if a (J is positive 
and S  =1 if a i} is negative.
In this work, the threshold of filtering small negative angles is:
The centre of the central component is marked as the source, S, and other cluster centre as the 
sink, T. If an augmenting path between S and T can be found in the residual graph, then 
update the flow matrix. This operation stops when the maximum flow is found and all 
vertices, which cannot be reached from S, are assigned to the adjacent cluster contains the 
sink. Figure 3.14 shows the edges with negative angles after filtering by various thresholds. 
As we can see from the right image, the edges with negative angles are mostly distributed 
among the finger junction areas. Therefore, the minimum cut algorithm tends to locate 
component boundaries at these areas.
Angle_Dist { a jj)= 8  x arccos a tj (3.10)
8 x average Angle_Dist, for 1.5 < £ < 2.5. (3.11)
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Fig.3.14 Edges with negative angles using different thresholds. 0=1.5 in the left image and
0=2.0 in the right image
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3.6 Experimental Results and Discussion
We have applied our algorithm to various 3D models and have obtained good segmentation 
results. This section shows some results obtained by applying the proposed algorithm on 
different models. These models are downloadable from “Aim@shape” web site [121]. 
Although no hierarchical decomposition is used in this work, some models can be further 
decomposed in a hierarchical way by running the proposed method again on a component or 
by using an approximate convex method.
Let n be the number of vertices, m be the number of clusters and k is the number of local 
maxima. The Fuzzy k-means algorithm runs c times to recalculate the probability matrix U 
and e is the number of edges. The computational complexities of the following steps are:
All-pairs shortest paths: ®(n )
Critical points detection: x 77)
Central component generation: x
Fuzzy k-means: 0 (c  /?log«)
Max flow/Min cut: x e x Ig e)
Thus the overall time complexity is: 0 (V  + c2n log n + 2 x k  x n)
This compares favourably with the computational complexity of the MDS transform and 
convex hull method for feature points detection proposed by Katz et al., which is 
®(n2 x no _iterati°ns + nx lo g n  + n) [103]. Please notes that the corresponding 
computational complexity of the proposed method for critical points detection and central 
component generation is @(/c x n + k  x n) .
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Fig.3.15 A hand model and a horse model with 5 critical points and 6 parts
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L ocal maxima
Fig.3.16 A toy model with 4 critical points and 5 parts
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3 4 5 6
L ocal maxima
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
Local maxima
Fig.3.18 A cow model with 6 critical points and 7 parts
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Note the head model in Figure 3.17 does not have a central component. The optimal number 
of cluster is two. However, a meaningless segmentation will be generated if the central 
component generation step is used. Similar to the MDS transform based method, this 
algorithm is not suitable for CAD models and some objects that do not have an obvious 
central component. This is due to the reason that it’s difficult to locate appropriate critical 
points in these models. As a reference, Figure 3.19 illustrates an example of a MDS 
transformed head model. Comparing to the critical points of the hand and horse models in 
Figure 3.12, it is difficult to locate critical points in this and other models that do not have 
prominent components.
Fig.3.19 A MDS transformed head model
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3.7 Conclusions
In this work, an algorithm is proposed for decomposing a point cloud, which represents an 
arbitrarily shaped object, into meaningful components. Since the fuzzy k-means method is 
sensitive to the correct number of clusters, the proposed segmentation algorithm focuses on 
the automatic calculation of the optimal number of clusters. The three novelties of the 
proposed approach can be summarized as follows.
1. A novel 3D object segmentation framework is introduced which consists of critical 
point identification and the fuzzy clustering technique.
2. A fuzzy validity index, the separation index, is employed to compute the set of critical 
points from the local maxima set. The number of critical points is the optimal number 
of clusters.
3. The central component is formed by means of a fuzzy area, which consists of vertices 
have similar possibilities of belonging to more than one clusters
Compared to other feature point identification algorithms, the proposed method has two 
advantages. First, the optimal number of meaningful components can be detected robustly in 
the case of objects that have distinct prominent components. Secondly, utilization of the 
fuzzy validity index makes the proposed method computationally efficient than other feature 
points detection algorithm such as the MDS transform based method [103]. The proposed 
algorithm has been tested on various 3D models and has obtained good results from most of 
them.
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Chapter 4 
Depth Assisted Video Object 
Segmentation
Utilization of 3D scene data in content representations can greatly improving the performance 
of content-based applications such as content understanding. The main objective of this 
chapter is to address the problem of combining depth information with other visual features 
to implement automatic semantic object segmentation from video data. Most vision-based 
systems involving video object tracking, video interpretation, and moving objects recognition 
require fast and reliable detection of foreground regions corresponding to moving objects. 
Video object segmentation significantly reduces the amount of information to be processed 
for later stages since only those segmented foreground regions need be considered. Instead of 
low-level visual primitives such as pixel intensity, colour, and texture, proper segmentation 
of a dynamic scene into regions that represent entities with individual and autonomous 
meaning can benefit many applications. The typical multimedia application areas that apply 
object segmentation algorithms include video object tracking, robot vision, video editing, 
compression, video content analysis and video indexing and retrieval.
The video object segmentation technology aims to separate the moving objects from the 
background in a generic video sequence and therefore, it is the first and most important step 
towards object-based representation and interpretation of the video information. However, 
automatic decomposition of video sequences into semantic objects is a challenging task since 
for general applications it is goal dependent, subjective, and hence an ill-posed problem. The
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typical challenges include cluttered backgrounds, sharp changes in illumination, noise 
sensitivity and occlusion problem. These problems influence the quality of various 
segmentation algorithms and limit the application areas that they can be applied to. Existing 
approaches can achieve good results in some cases, such as where there is a simple 
background. However, in the case of cluttered background or low quality video input, 
automatic video object segmentation is still a problem without a general solution.
Since the visual objects are not made of homogeneous regions, different sources of features 
are to be fused together in order to detect various objects from the background. Most of the 
proposed video object segmentation algorithms are performed in both spatial and temporal 
domain taking into account motion information and various spatial features including colour, 
texture and edge information. However, the combination of spatial-temporal segmentation 
modules cannot guaranty successful semantic objects detection. One of the main reasons is 
the recorded information for each pixel in a video sequence contains only position and colour 
values. The fact of captured video sequences representing scenes with limited samples leads 
to problems in these segmentation approaches.
Combing 3D scene data with other visual features is a step forward to robust object 
segmentation. A novel approach is introduced in this work, which deals with the robust object 
segmentation problem by using depth information. The proposed approach obtains the initial 
object masks based on depth map segmentation and motion detection. To be more specific, 
the depth map is segmented by means of a density map, in which the video scene is divided 
into several regions according to their disparity ranges. A motion detection method based on 
the frame difference determines whether these regions are moving or not. The combination of 
depth map segmentation and motion detection forms the object masks. The boundaries of 
moving objects are obtained by updating object masks using a simultaneous combination of 
multiple cues, including spatial location, intensity, and edge, within an active contour model. 
As a comparison, the object boundaries are also refined by a Markov random field model 
which combines multiple contextual constraints. The experimental result shows that this 
method is effective and has good output, even with cluttered backgrounds. It is also robust 
when the quality of input depth and video is low.
91
Chapter 4. Depth assisted video object segmentation
4.1 Introduction
Video object segmentation is a process that involves partitioning a video frame into a set of 
meaningful objects or regions. That is, a process of translation of low-level primitives to 
semantically meaningful objects. Many applications, such as video indexing and retrieval, 
video surveillance, and robot motion, require an efficient technique for content identification 
and segmentation. For instance, Image understanding systems often assume that the objects 
of interests are well segmented. While specific solutions exist for some applications, the fully 
automatic general algorithm for video object segmentation remains an unsolved problem.
So far object segmentation is one of the most fundamental steps of the analysis of a dynamic 
scene and it is also one of the most challenging video processing tasks since the definition of 
a semantic object is an ill-posed problem. The problems of semantic object extraction include:
• Shadow regions. Objects may cast shadows on the ground or background. Shadows 
move with the objects and are always falsely detected as parts of foreground objects.
• Illumination changes. The whole frame may be regarded as foreground objects when 
there is a distinct illumination change.
• Occlusions. Partial occlusion may cause sharp change of object shape. In the case of 
serious occlusion, the object segmentation might fail.
• Background movement. Segmentation approaches rely on motion detection may label 
parts of background as foreground objects even under small background movement, 
such as trees in the background with leaves moving slightly in the wind.
• Object status change. The segmented objects may lose if their status is changed. For 
example, a person put a box in the scene and leave. The stationary box might be 
labelled as part of background by motion-based segmentation algorithms.
Object-based video applications also impose several challenges to segmentation algorithms. 
These challenges include pixel-wise accuracy object boundary detection for efficient shape 
coding, unsupervised segmentation algorithm without user assistance and interaction, and fast 
implementation, which is an important requirement especially for real-time video
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applications.
A large number of segmentation approaches have been developed to address these problems. 
Since segmentation is a low-level operation, the sources of information used for segmentation 
are to be low-level features like luminance, colour, texture, edge and motion. Pixels are 
usually grouped to homogeneous regions based on different low-level features. Semantic 
objects are then obtained by combining these regions according to some pre-defined 
measures. The gap between the definition of semantic object, which is highly depending on 
the application context, and the combination of low-level feature based homogeneous regions 
often leads to a poor performance in automatic segmentation algorithms. The most widely 
used low-level features are motion and colour data. Generally speaking, motion-based 
segmentation algorithm are sensitive to background movement and noise whereas colour- 
based approaches can detect object boundaries if foreground objects have a different visual 
appearance from the background.
The spatial-temporal based segmentation algorithms make use of the temporal and spatial 
coherence in the image sequences and achieve better results than single feature based 
segmentation methods. Most algorithms in this catalogue identify moving objects through 
temporal segmentation since moving objects usually have coherent motion that is distinct 
from the background. The problem of lacking pixel-wise accuracy of motion-based 
segmentation can be addressed by integrating the spatially segmented object boundaries with 
the temporal segmentation results. However, this approach leads to a similar segmentation 
failure if the semantic homogeneity is not consistent with that pre-defined by the algorithm.
4.1.1 Motivation
The spatial-temporal based segmentation algorithms cannot guarantee a solution of the above 
mentioned semantic object detection problems. One of the main reasons is that the recorded 
video sequence lost some important information of the scene, such as the object depth 
information. Therefore, the capture of 3D scene data is a step forward to address these 
problems. This work aims at developing an effective and automatic algorithm to extract
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meaningful video objects by means of combining depth and other spatial-temporal data. To 
tackle the problem of inaccurate object boundaries commonly faced by most of the existing 
depth-based object segmentation methods, multiple visual features are combined in an active 
contour model and a Markov random field model to refine object boundaries.
4.1.2 System Overview
In the case of low quality video and depth map input, the object masks obtained from existing 
depth-based methods are more likely to be inaccurate and therefore, require further 
refinement. In this work, a video object segmentation framework is introduced, which 
combines depth and spatial-temporal features to get the object boundary. First of all, a Depth 
Intensity image (DI) is generated by projecting the depth map to the XZ plane. Object regions 
are extracted according to the DI. These regions are combined with change detection masks 
which are calculated from multiple consecutive frames with an adaptive thresholding scheme 
to form initial object masks. Shadow cancellation and moving background elimination is used 
to improve the change detection mask quality. In the second step, an Active Contour Model 
(ACM), which simultaneously combines multiple cues, is employed to achieve the final 
object segmentation result. As a comparison, the Markov Random Field (MRF) model is also 
utilized to generate object boundaries. The proposed method features the following novelties:
• A hybrid object segmentation algorithm is developed which consists of an appearance- 
based object mask generation framework and an active contour model to integrate 
multiple object features.
• An efficient DI generation method is introduced to segment the depth map.
• The motion segmentation method is based on a computationally efficient change 
detection method with an adaptive threshold updating process.
• An MRF model is also used to refine the object contour. The initial object masks 
provide an initial label and ensure that the MRF model converges quickly.
The block diagram of the proposed algorithm is given in Figure 4.1.
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4.1.3 Chapter Outline
This chapter is organized as follows:
A survey of related segmentation algorithms is presented in section 4.2. The proposed frame 
work begins with segmentation of the depth map, which is described in section 4.3. Section
4.3 also describes the generation of the initial object masks using depth and motion 
information. An active contour model is introduced in section 4.4, in which multiple cues are 
combined to find the object boundaries. Another object boundary refinement method is also 
used in section 4.4, in which the spatial and temporal constraints are introduced in a MRF 
model to get object boundaries. Finally, in section 4.5 and section 4.6, experimental results 
and a conclusion of the system are presented.
Fig.4.1 The block diagram of the proposed video object segmentation algorithm
95
Chapter 4. Depth assisted video object segmentation
4.2 Related Work
Object-based segmentation aims to decompose a video scene into semantic meaningful 
components. In object-based segmentation, frames are usually divided into regions that are 
homogeneous according to various features. However, a meaningful object may be composed 
of regions of different colour, texture, or motion, therefore, the challenge of object 
segmentation is how to define a meaningful semantic object in terms of low-level primitives, 
such as motion, colour and texture.
In the recent literature, different methods have been proposed for object segmentation of 
video sequences. The problem of semantic object detection is addressed either based 011 
spatial homogeneity 01* motion coherence. For better segmentation performance, rather 
complex schemes are required when a joint spatial-temporal segmentation is performed. A 
review of state-of-the-art object-based automatic segmentation techniques is presented in this 
section. Different segmentation algorithms are divided into four categories, including spatial 
segmentation methods, motion-based segmentation methods, joint spatial-temporal 
segmentation methods, and depth-based segmentation methods.
Due to the design of a fully automatic algorithm remains a difficult problem, semi-automatic 
segmentation techniques are also developed. For semi-automatic segmentation, the user is 
required to provide initial semantic object segmentation by labelling regions of interest. 
These regions are tracked temporally and the region boundaries are updated according to 
some low-level homogeneity in the following frames. Since the goal of this work is 
developing an automatic object-based segmentation algorithm, only automatic object 
segmentation techniques are discussed in this section.
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4.2.1 Spatial Segmentation Approaches
The spatial segmentation is the segmentation of each frame based on visual features, which is 
similar to still image segmentation. The frames are decomposed into a set of non-overlapping 
and complete regions. Pixels belonging to the same region are similar according to a given 
criterion of spatial similarity. The similarity criteria can be defined based on a variety of 
features, including intensity, colour, texture, shape, size, location and histogram. The main 
disadvantage of spatial-based segmentation is that these visual features have poor semantic 
value, since a visual object may be composed of several distinct colours. In this case, objects 
are likely to be over-segmented into several small patches of homogeneous visual 
characteristics. Nevertheless, patch segmentation is useful as a low-level representation, or as 
an input for higher level video analysis modules. On the other side, the main advantage of 
spatial segmentation is the pixel-wise accuracy object boundary extraction can be achieved if 
underlying objects have different visual appearance from the background.
Spatial segmentation methods can be typically divided into region-based, also known as 
continuity-based, boundary-based or discontinuity-based and classification-based approaches. 
Region-based segmentation algorithms rely on the spatial similarity in colour, texture and 
other visual features to identify the region homogeneity. Various region-based segmentation 
algorithms have been developed, including colour quantization methods, Graph cut algorithm, 
morphological algorithms, mean shift algorithm, and watershed algorithm. Boundary-based 
approaches extract edges by using a differentiation filter to detect the image gradient 
information. The edges obtained are always discontinuous and, therefore, need a post­
processing step to get closed boundary by grouping these discontinuous edges. Edge 
detection based methods and the active contour algorithm are typical boundary-based 
segmentation methods. In the classification-based approaches, a partition of the multi­
dimensional feature space is first created. The training and learning phases are then used for 
the object classifier. Thresholding method is a special case of classification-based technique 
in which the pixels are labelled as two classes, objects and background. K-means and fuzzy 
k-means are well known classification-based segmentation algorithms.
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Segmentation using colour quantization
In [123, 124], pixels are grouped into patches in terms of the colour quantization technique. 
Firstly, video frames are quantized using either fixed or adaptive colour number to form 
several patches. Secondly, different methods are utilized to implement segmentation based on 
these colour patches. In [123], the initial segmentation is obtained by region growing based 
on the spatial connectivity of pixels in different colour patches. These initial regions are 
merged according to the region distance defined by the colour distance to get video objects. 
In [124], frame difference is computed on the quantized colour images using the relation 
between the NBS colour distance. The static information in frame difference images are 
accumulated to form the background image which is then used to obtain moving objects.
Graph cut algorithm
Graph cut is an efficient algorithm for image and video segmentation [125-128]. An 
adjacency graph G = (V,E),  where V is the set of nodes and E is the set of edges connecting 
adjacent nodes, is constructed from the frame colour information, with each pixel 
representing a node in the graph. The edges represent the energy cost for cutting that edge. 
The cost of an edge is commonly assigned based on the intensity difference between adjacent 
pairs of pixels. With this graph, the segmentation problem is simulated as a 2-class labelling 
problem by assigning an object and a background label to the pixels [125, 126]. The energy 
to be minimized by labelling X is:
E Q 0  =  F d a ta  C^O T  Esmooth ( ^ 0  (4 .1 )
EdatciiX) =  'ZievD (%i) (4.2)
E,smoothO0  — B(i,]j  (4.3)
where Pi is the prior probability, measures how likely a pixel is to be of foreground or 
background label X given the observed data. E(i,y) is the pairwise edge energy represented 
by the probability there exists an edge between the pair of pixel (£,/).
Different approaches have been developed to improve the graph cut algorithm. Since the 
graph cut algorithm depends on the pair wise colour distributions of pixels, it has no 
knowledge of any shape information of the objects. Wang and Guan [127] combine the 
histogram of oriented gradients feature to incorporate a shape prior into graph cut algorithm 
to enhance video object segmentation accuracy. In [128], the initial object segmentation is
98
Chapter 4. Depth assisted video object segmentation
computed by block based difference images. The boundary blocks of the initial segmentation 
are defined as uncertain region and utilize graph cut algorithm only on this region to obtain 
object boundary.
Colour and intensity-based morphological algorithm
Morphological operations are widely used in spatial segmentation to implement object mask 
generation and mask post processing [129, 130]. Hsiao et al. develop a thin edge detector 
using morphological operations [129]. The image is first processed by the morphological 
contrast enhancement operation for increasing the gradient values of the pixel. Then the 
dilation residue edge detector is applied to the enhanced image. In order to extract thin edges, 
images are decomposed into several sub-images. The pixel intensity differences in each sub­
image are enhanced separately by means of the mean and standard deviation of the edge 
strength in the corresponding sub-image. A global threshold is then applied to these sub­
images to get edge image. One problem of morphological operations is that the quality of 
object mask depends on the choice of the morphological structuring element. Chiang et al. 
introduce a pre-processing method in [130] to reduce the influence of structuring element 
choice. To fill the large hole in the object mask, a bigger structuring element has to be 
employed which usually reduces the accuracy of object boundary. The idea is to pre-fill the 
initial object mask to label more pixels as mask pixel according to pixel relationship. The 
object mask obtained from the frame difference technique is extended by the relationship 
between the current mask pixel and its upper left 4 neighbours. However, the choice of 
neighbour pixels is high related to application context.
Mean shift algorithm
In the mean shift algorithm, pixels are represented by feature points, and the segmentation is 
driven by the point density in feature space. Given a search window size and the initial 
location of the search window, mean shift algorithm finds the point with estimated density 
(the local density maximum) with an iterative procedure. The mean location in the search 
window is computed and shifts the search window to the mean location. The process is 
repeated until convergence.
Mean shift algorithm is a popular method in object segmentation [131-133]. Guo et al. utilize 
mean shift algorithm to calculate homogeneous colour regions according to dominant colours
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[131]. The moving regions are chosen from these colour regions by motion detection. Paris 
and Durand [133] use a 5D vector including position and colour information to represent each 
pixel. The mean shift algorithm is used to compute the density function based on a Gaussian 
kernel and extract the density modes. Finally, pixels are grouped using a watershed like 
method if their feature points are in the same mode.
Watershed algorithm
The watershed algorithm is a fast and popular method for image and video segmentation. The 
algorithm contains two steps: markers selection and flooding. The markers are pixels and 
regions that correspond to local minimum of luminance gradient or other low level visual 
features. Once the markers are selected, all neighbouring pixels are then classified to the 
nearest marker according to their priority, which is commonly based on the similarity of the 
luminance intensity. The classification process continues until all pixels in the video frame 
are classified to some markers. Since the performance of the watershed algorithm is mostly 
rely on the luminance gradient based marker selection, it is sensitive to noise and tends to 
over-segmentation.
In [134], Luo et al. utilize watershed algorithm to implement initial segmentation. The over­
segmentation problem is addressed by a region adjacency graph guided region merging 
method. The magnitude of the image gradient is the input of watershed algorithm and every 
local magnitude minima leads to a watershed catchment basin. A weighted region adjacency 
graph G = (R, E) is constructed where R is the set of disjoint regions and E is a set of edges 
that links two neighbouring regions. Two similar neighbouring regions will be merged if they 
have small dissimilarity values.
Active contour algorithm
The Active contour model, usually known as the snake model, is another widely studied and 
applied method in image and video analysis. The object boundary is indicated as a parameter 
curve or a set of ordered points. An energy function is associated with the curve, so the 
problem of finding an object boundary is categorized as an energy minimization process. The 
energy function contains of two components: the internal energy imposes the continuity and 
smoothness constraints, and the external energy deforms the snake to salient image features 
such as edge.
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There are some limitations of the classic active contour mode. The snake algorithm is 
sensitive to the initial position because they make use of only local information along the 
contour. Another problem is that active contour model cannot detect more than one boundary 
simultaneously. Some improved active contour models were developed to address the 
problem. For instance, Zhang et al. applied the GVF snake in their video object segmentation 
scheme [135] where GVF stands for gradient vector flow. The basic idea of the GVF snake is 
to extend influence range of the image force to a larger area by generating a GVF field. The 
GVF snake has the advantages of insensitive to initial position and ability to move into 
concave boundary regions.
Clustering methods
Each pixel in clustering methods is represented by a feature vector and assigned to a specific 
class. The K-means algorithm is a popular clustering method. The number of class is usually 
obtained from a cluster analysis process. After choosing k critical points, the distance 
between each pixel and the k critical points are calculated in a multi-dimensional feature 
space. Pixels are assigned to the nearest region represented by a critical point.
The K-means algorithm needs a hard criterion of pixel classification. But most problems 
related to vision are affected by uncertainty especially in regions near object boundaries. The 
fuzzy k-means algorithm is introduced to improve decisions in the case of uncertainty 
knowledge of an object. The fuzzy membership is combined to the distance calculation. Each 
pixel is assigned a measure of confidence which represents the probability of the belonging of 
the pixel to different regions. In this case, the segmentation process can be seen as the process 
of optimisation of an objective function expressed by weighted similarity measures between 
feature vectors.
In [136], Zhou and Zhang implement automatic deformable video object segmentation and 
tracking using probabilistic fuzzy k-means technique. In order to enhance the relationship 
between pixels in spatial domain, a spatial neighbourhood constraint is combined in the 
probabilistic fuzzy k-means in term of Gibbs random fields to group spatially connected 
pixels into the same segment. The membership matrix in the standard fuzzy k-means 
algorithm is extended by incorporating local conditional probabilities which is computed
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from Markov random fields and Gibbs distribution.
4.2.2 Motion-based Segmentation
Motion segmentation is the process that labels pixels according to different coherent motions. 
Motion is a primary feature for segmenting video objects since most interesting objects are 
moving objects and have coherent motions that are distinct from their background. Most 
motion based segmentation methods make implicit modelling assumptions including rigid 
body motion and spatial smoothness of motion. In the applications that these assumptions are 
reasonable, motion based segmentation can achieve good results of extracting moving objects. 
Motion based segmentation methods can be classified into two categories: nonparametric 
motion, such as change detection algorithms and optical flow approaches, and parametric 
model. In nonparametric motion, a dense motion field is estimated by means of change 
detection or optical flow and each pixel is assigned a correspondence vector. Nonparametric 
dense field estimation is an important way to obtain the parametric motion representation. A 
parametric motion model describes each region by a set of parameters and motion vectors can 
be synthesized from these motion parameters. Parametric motion representation is more 
compact than a dense field description and less sensitive to noise.
Change detection
Change detection is a simple and effective algorithm for video object segmentation. Objects 
with non-rigid motion can be detected automatically if  the moving object has a different 
visual appearance from the background. Change detection methods need a measurement of 
image feature based inter-frame difference, which is typically achieved by a threshold, either 
fixed or dynamically updated. By thresholding the absolute difference of two or more 
consecutive frames, a binary mask of moving pixels can be obtained. The mask is then post 
processed, usually by means of morphological operations, to generate moving objects with 
connected regions.
However, the performance of change detection methods can be influenced in several cases, 
such as background noise, illumination changes, camera movement, and uncovered
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background area. Change detection methods may fail when non-background objects have 
very slow motion. Different change detection approaches have been developed to address 
these problems [137-140]. In addition, change detection methods are always combined with 
other spatial segmentation methods to increase detection accuracy. These methods will be 
discussed in the joint spatial-temporal segmentation section.
In [137], a method based on accumulative frame difference is proposed. The fast moving 
blocks in a frame is detected by means of thresholding the sum of frame difference within 
each block. The number of frames to accumulate (NFA) is then computed so that regions 
with high motion have small NFA and a larger NFA for slow motion or textureless regions. 
Oral and Deniz present a frame difference based motion segmentation algorithm in [138]. 
The frame is divided into blocks and the centre of mass (CoM) of each block is calculated. 
The segmentation is achieved by getting the CoM-based frame difference. An adaptive 
threshold is used to detect moving objects. In [139], a shadow cancellation method, based on 
the morphological gradient filter, is combined with the change detection algorithm to 
improve the segmentation quality. The global motion compensation technique is also applied 
to address the problem of slight camera moving.
Since the frame difference produced by object movements appears as highly structured 
components, whose statistical behaviour strongly deviates from Gaussianity. On the contrary, 
random variations caused by noise and illumination changes are likely to be Gaussian. Based 
on this idea, the moving objects are detected by computing non-Gaussian signal component 
in [140]. More specifically, the fourth-order moments of each pixel within a moving window 
is calculated and is compared with a threshold. The uncovered background is found by 
assessing the displacement of the changed pixels in a pair of inter-frame difference images.
Optic flow based methods
Optic flow is a popular technique for dense motion field estimation. However, the accuracy 
of optic flow based motion filed estimation can be influenced as the assumption of brightness 
constancy is often violated in case of covered/uncovered background, motion boundary and 
shadows. In [141], the problem caused be motion boundary is addressed under the idea that 
objects undergo complex motion can be approximated as a collection of small regions with 
simple motions. The image is over-segmented to get a set of regions, each with corresponding
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appearance and motion. Segment overlap is modelled by given two hidden segment indices to 
boundary pixels, which enables deviations of the consistent segmentation constraint such as 
displacement variables from partial occlusions of segments. Piroddi and Vlachos describe 
complex object motion by differential invariants obtained from dense optic flow [142]. The 
spatial derivatives of optic flow indicate perspective distortion and the temporal derivatives 
gives acceleration of the flow.
Dominant motion estimation
Some motion-based segmentation algorithms iteratively extract a dominant motion [143, 144]. 
Pixels that comply with this motion are extracted as a moving object. Multiple object 
segmentation can be achieved by repeating this procedure on the residual image after each 
extracted object has been removed. When there is no single dominant motion, hierarchical 
decomposition of the motion field is a widely accepted approach.
Huang et al. present a patch-based dominant motion segmentation algorithm in [143]. An 
affine motion model is utilized for calculation of the dominant motion. At the same time, 
watershed algorithm is used to over-segment frames into sub-regions. Then the pixel-based 
motion segmentation is replaced by the patch-based motion measure to make efficient 
dominant motion region segmentation. Silveira and Piedade [144] use a hierarchy of four 2D 
motion models with increasing complexity to estimate dominant motion. To reduce the 
computational cost, in each level, the dominant motion parameters are determined with the 
generalized Plough Transform. Similar to the spatial-temporal segmentation proposed in 
[143], the dominant motion model combines with a MRF model based static segmentation to 
get the final segmentation results.
4.2.3 Joint Spatial-temporal Approaches
Most existing video object segmentation approaches attempt to exploit the spatial and 
temporal coherence in the frame sequence. Temporal segmentation can detect moving objects 
since these objects usually have coherent motion that is different from the background. But 
motion-based segmentation is difficult to achieve pixel-wise accuracy for extracted object.
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On the other hand, spatial segmentation has the ability to determine object boundaries 
accurately if moving objects have different visual appearances from the background. 
Therefore, better segmentation results are expected from the co-operation of spatial- and 
temporal-based segmentation methods.
There is a rich literature in joint spatial-temporal object segmentation. Some of them try to 
merge spatial and temporal features into a statistical clustering model to extract foreground 
objects from the background [145-150]. The more common joint spatial-temporal 
segmentation approaches identify moving objects by temporal segmentation and integrate 
with the spatially segmented object boundaries, or on the contrary, incorporating motion- 
based segmentation results to spatial segmentation to achieve robust segmentation [130, 131, 
134-136, 151-158].
Segmentation using statistical clustering model
In model-based statistical clustering approaches, each pixel or region is associated with a 
feature vector. Assume there are N feature examples (pixels or regions) and K objects 
(clusters) in the feature space. Each object is represented by a model, such as the Gaussian 
mixture model. A sample xn assigned to a model ok is usually measured using the likelihood 
function P(xn \ok). To obtain model 0  =  (o^ given data samples X = {%,
maximum-likelihood (ML) or maximum a posteriori (MAP) algorithms are often used. ML 
algorithm maximize P (x |o ) whereas MAP maximize P(o\x). They are connected by the 
Bayesian rule:
P (o |x ) =  P(xjo)P(o)/P(% ) (4.4)
The MAP algorithm is used in [145-147] whereas the ML algorithm is used in [148,149] to 
achieve joint spatial-temporal segmentation. In addition, to improve the segmentation 
performance, spatial constraints are added to some clustering models such as continuous 
regions from a Markov random field model [146] and the region-based shape information 
[149].
The next important issue is the feature extraction process which identifies the effective 
features in order to represent raw video data. Various approaches have different feature 
spaces according to application context. In [145], 7-dimensional feature vector is used to
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incorporate spatial and temporal data. These features include the location of one pixel, the 
colour descriptor from YUV colour space, and the motion vectors represented by the optic 
flow at the pixel. Wang et al [146] combine the motion vector field, the intensity 
segmentation field which is the over-segmented regions with relatively small intensity 
variation, and the object segmentation field from grouping regions with coherent motion to 
form feature space. The feature space in [146] also has 7-dimensions but different from that 
used in [145]. The two motion vectors in [145] are replaced by intensity change and a time 
feature represented by the frame number. Ahmed et al. use six dimensional feature vectors of 
space, colour and time. The set of model parameters are estimated by the ML algorithm [149].
Another popular multiple-feature clustering method is the K-means algorithm. The colour, 
motion and position information are used in the K-means-with-connectivity-constraint 
algorithm to segment the first frame in [150]. The feature space of each pixel contains three 
colour components and motion vectors calculated form block matching method. The initial 
number of regions is estimated using a clustering procedure.
Joint spatial-temporal segmentation methods
According to the order of spatial and temporal features used, joint spatial-temporal 
segmentation methods can be classified into two major categories: segmentation with spatial 
priority [130, 131, 134, 136, 151-153] and segmentation with temporal priority [135, 154- 
158].
Spatial priority segmentation approaches divide frames into spatial homogenous regions and 
extract moving objects by incorporating motion segmentation results. Firstly, the widely used 
spatial segmentation methods include edge detection [130], mean shift algorithm [131], 
watershed algorithm [134], fuzzy c-means [136], intensity re-quantization [151], and colour- 
based region growing or pixel merging [152, 153]. Secondly, the motion information of these 
segmented regions are then obtained by frame difference [130, 153], block matching [136, 
151], region-based motion estimation [152], and parametric motion models [131, 134]. 
Finally, the method of combination of spatial and temporal segmentation relies on the spatial 
segmentation method used. Generally speaking, the object mask can be formed by extracting 
moving edges (edge-based spatial segmentation) or by calculating the rate of changing pixels 
with each sub-region (region-based spatial segmentation).
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Among various temporal priority segmentation approaches, the change detection technique is 
the most commonly used motion-based segmentation method [135, 154-158]. To get pixel- 
wise accuracy object boundary, edge-based spatial segmentation [135, 154-156] and fuzzy c- 
means method [157] are employed. Separating pixels belong to variant area in [157] is 
achieved by adding spatial and colour information into the membership matrix. In [158], both 
spatial information, in terms of intensity different, and temporal information which is 
obtained using block matching are integrated into a fuzzy matrix. The object masks are 
calculated according to fuzzy memberships.
Another widely used joint spatial-temporal segmentation method is the background 
subtraction technique [194, 195, 227-229]. The determination of whether a pixel belongs to 
the background or a foreground region is based on a background image in which the 
foreground regions are removed. A background subtraction method typically consists of two 
steps: the motion estimation based reference background image generation, and the 
comparison between the input image and the background image. The background subtraction 
method is a commonly moving object segmentation method in video object tracking systems 
[194,195] due to the proper compromise between performance and reliability. However, the 
performance of this method is sensitive to several conditions including noise, illumination 
variation, colour distribution, choice of threshold, and camera movement. Different 
approaches have been developed to tackle these problems. For instance, the mixture of 
Gaussian distribution is employed as a noise measurement for modelling pixel intensities
[227], the using of a frame difference image in pixel comparison to deal with the uncovered 
regions [228], and in [229] the camera motion is estimated and compensated before the pixel 
comparison step.
4.2.4 Depth-based Segmentation Approaches
Due to the fact that semantic objects are not homogenous with respect to colour, texture or 
motion, spatial-temporal based segmentation algorithms are insufficient to distinguish objects 
in case of complex scene. Depth information provides a solution for this problem since
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moving objects are usually composed of regions with same disparities. The development of 
stereo-vision techniques has also lead to the wide use of depth information in image and 
video processing. Although there are some depth-based segmentation methods mainly rely on 
disparity data [159], most of the depth-based segmentation approaches incorporating with 
other spatial and temporal segmentation methods to improve segmentation performance [160- 
167].
In [160], the depth map is segmented into regions homogeneous in depth feature. The 
parameters of each region are described by an affine model. To adjust the depth-based region 
boundaries, spatial and temporal regularizing constraints are introduced in a Markovian 
modelling of the segmentation map with a statistical MAP criterion. The depth map 
segmentation in [161] is based on the mean of the disparities in the object regions which are 
calculated from colour image by using the mean shift method. The integration of depth map 
segmentation and the object silhouette from previous frame forms object masks. In [162], the 
object masks computed from motion segmentation is combined with the depth map 
segmentation to find moving objects. Wang et al. present a depth- and motion-based method 
in [163]. The threshold based depth map segmentation integrating with moving regions 
obtained from the frame difference algorithm yields the moving objects. Wu et al. segment 
video sequence by fusing multiple cues, including depth-based segmentation, colour-based 
region segmentation and motion vectors calculated by optical flow method [164].
The main problem of depth-based segmentation is the inaccurate object boundary obtained 
from erroneous estimation of disparity field. Boundary-based methods, such as active contour 
model, have been applied extensively to address the problem [165-167]. Huang et al. [165] 
detect objects using depth map segmentation and divide images into layers according to the 
distance of objects. The edge maps in different layers are used to find object boundaries. The 
active contour model is used in [166, 167] to refine object boundaries.
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4.3 Object Mask Generation
In this section, a depth and motion based video objects detection approach is proposed to 
achieve robust objects segmentation from complex backgrounds. The detected moving 
objects are represented as object masks. To achieve accurate objects detection, the object 
masks generation step consists of two stages. In the first stage, the depth map is generated 
from a pair of input image sequences using the dense stereo matching technique. Foreground 
object regions are detected by depth map segmentation, which is achieved by projecting 
pixels to a depth intensity image. The object regions are refined in the second stage, in which 
a change detection mask of moving objects is generated.
4.3.1 Depth Map Generation
The disparity estimation is implemented by dense stereo matching technique. In this work, 
we establish correspondence between the left and right images using the Sum of Absolute 
Differences (SAD) correlation method. Given a pixel in the left image and the size of a 
searching window (also known as a neighbourhood), its corresponding pixel in the right 
image can be decided by finding the matching windows in the two images:
in/2 it /  2
mjn X  Y \ I risu ix  + i'\\.y + j } - I kt,\.x+i + d][y + j \  (4.5)
i- in /2  j=n  / 2
where m and n are the size of the searching window. I right and I left are the right and left image,
respectively. Since two cameras are horizontally aligned in a binocular stereovision system, 
only the horizontal displacement is calculated. The distances from the cameras are 
determined using the displacement between images and the geometry parameters of the 
cameras. The position of the matched point is a function related to the displacement, the focal 
length of the lenses, resolution of the CCD and the distance between cameras. Detail of the 
3D reconstruction of images can be found in [163], Figure 4.2 illustrates some examples of 
depth map generation. The first row shows left frames of three stereo frame pairs whereas the 
second row gives their corresponding depth maps generated by stereo matching. These 
examples also illustrate the main drawback of the stereo matching algorithm: the accuracy
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relies on the object surface texture. The dark areas in these depth maps indicate surfaces that 
lack detectable texture.
Fig.4.2 Sample frames and their corresponding depth map. First row: left frames of three 
stereo frame pairs. Second row: the corresponding depth maps of these frames.
4.3.2 Depth Map Segmentation
Depth map segmentation consists of three steps:
1. Depth intensity image (DI) generation: in order to recover the depth information from a 
depth map, a DI is generated by transforming the depth information on the XY plane 
(depth map) to the XZ plane (DI). Points are projected to an XZ plane, according to their 
horizontal position and their grey level, where X is the width of the depth map and the 
range of Z is [0, 255]. Let G(*,y) be the grey level of point p at position (x,y) in the 
depth map and /(x ,y) be the depth map with grey levels in the range [0, L], then the 
vertical position of point p in the DI is:
z=  {L-G(x,y)| (x,y)el(x,y)} (4.6)
The value at position (x,z) of the DI denotes the number of points at position x in the 
depth map that have the same grey level (depth data). In order to remove noisy points, let
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g(x,z) be the value at point (x,z) of the DI, the point at position (x,z) will be discarded if
g(x,z) is less than a threshold tx.
2. After a morphological opening and closing operation to remove noisy points and connect 
nearby points [168], points are grouped using a connected component analysis technique. 
Each connected component is marked as an object region if its area is larger than t2.
3. The depth map is segmented according to the DI. The x-coordinates of each connected 
component in the DI shows the location and width of each foreground object and the z- 
coordinates indicate the depth range of each of them. All corresponding points in the 
depth map are labelled as different objects according to their grey level and others are 
labelled as a background image.
In practice, for videos with a resolution of 320 x 240, tx and t2 are given values of 3 and 50, 
respectively. The value of tx is chosen so that most noisy points are removed, and those 
belonging to object regions are retained. Small regions, such as those consisting of less than
50 points, are eliminated since it is difficult to get acceptable change difference masks for
these regions in the motion segmentation stage. Another benefit of depth map segmentation is 
the background update. In this work, a global background image (BI) is kept and updated 
when a new depth map is added. A pixel is registered as part of the BI if it does not belong to 
any foreground object in the current depth map. The DI as shown in Figure 4.3(b) and Figure 
4.3(e) are obtained from the depth maps (Figure 4.3(a), Figure 4.3(d)). The depth map in 
Figure 4.3(d) is obtained based on the dense stereo matching algorithm from a depth map 
sequences. Figure 4.3(c) and Figure 4.3(f) show the depth map segmentation results.
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(d) (e) (f)
Fig.4.3 DI and depth map segmentation of a frame of the “orbi” sequence and a low quality 
depth map frame: (a) and (d), initial depth maps; (b) and (e), DIs of (a) and (d), respectively:
(c) and (f), depth map segmentation based on (b) and (e), respectively.
4.3.3 Motion Segmentation
There are two reasons to choose the change detection technique for motion segmentation. 
Firstly, it is an efficient segmentation technique which looks at the grey value difference 
between two frames being processed. Secondly, the low frame rate (less than 12 frames per 
second) due to the depth map generation makes the motion vector estimation inaccurate in 
this work.
The proposed motion segmentation approach represents changing pixels between two frames 
in a change detection mask. The determination of these changing pixels is based on an 
adaptive threshold estimation method. A moving background elimination step and a shadow 
cancellation step are employed to improve the quality of motion segmentation.
Moving background elimination and shadow cancellation
In many cases, the background moves slightly due to the use of a hand-held camera. A widely 
used background movement compensation method is the global motion compensation (GMC) 
algorithm, which is employed to compensate the background motion in horizontal and 
vertical directions [139, 140]. However, the GMC algorithm requires a computationally 
expensive global motion estimation step to get the average background motion vector. In this 
work, the elimination of the moving background is achieved using the BI. If a point belongs 
to the current BI, its frame difference value is zero. This method is not only robust to
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cluttered moving backgrounds and changing illumination, it also accelerates the change 
detection process.
In conventional change detection methods, shadow regions are labelled as part of moving 
objects. To avoid the effects of shadows, a shadow cancellation method is employed. In this 
method, a gradient filter, which consists of a morphological dilation and morphological 
erosion operation, is used to reduce the shadow effect. This is followed by a post-processing 
step, which includes a morphological erosion operation to eliminate the edge thickening 
effect [139].
Change detection mask generation
The Change Detection Mask (CDM) is derived from two difference images. The first 
difference image is obtained from the previous left frame and the current left frame, and the 
second difference image is generated from the current left frame and the next left frame. If a 
point is marked as a changing point in the two difference images, it is labelled as a CDM 
point. In addition, the difference between the current frame and the current BI is also taken 
into account to ensure that stationary foreground objects are segmented.
p n  ( ,  J° z/ ( x jT )  g  BIk &  (x,y) e  BIk_x
k,k~l X’y  { |/ ,(x ,y ) - / ,_ ,(x ,y ) | otherwise
BDk (x, y)  = |I k (x, y) -  BIk (x, y) | (4.8)
r P  ( \ J 1 i fF D k,k-i(^y)orBDk(x ,y )> T cCPk,k^ ( x )y)  = Jl (4.9)
[0 if FDkk_l(x ,y )<Tc
, f 1 if CP,, , (x, y)  = CP,, , (x, y) = 1 
CDMk(x,y) = < U+1 7 (4.10)
0 otherwise
where FD is the frame difference, BD is the background difference, CP is the changing point 
label, and CDM is the change difference mask. BIk and BIk_i are the current background 
image and previous background image, respectively. Tc is the threshold whose value is
determined using the least-half-samples (LHS) technique [154] on each pair of images to be 
processed.
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To update the threshold on-line, the median value of the absolute frame difference between 
two input images, FDm, is calculated. The weight of each pixel in difference image is decided 
as:
fO if  FD(x, y) > FD 
w(x,y) = \ (4.U)[1 if FD(x,y) < FDm
A  A  ^
The location estimate 6 and the variance a  are calculated using the pixel weights:
0 =  w(x,y)FD (x,y)/ X W(*,T) (4.12)
(x ,y)eBI (x,y)eBI
V = X  w(x >y)(FD(x,y) - 0 ) 2 /  X X * , t )  (4.13)
(xty)eB I (x ,y)eBI
A
The standard deviation a  is used as the basis for determining threshold for change detection 
process.
Finally, the initial object masks are calculated as:
fl if CDMk(x,y)  = 1 & (x,y) e ORD,
OMi (x,y) = \ ’JJ . ' (4.14)
(0 otherwise
where OM is the object mask and ORDj is an object region in the depth map. The interior of 
each object mask can be filled using a fill-in technique developed in [155]. Figure 4.4 shows 
an example of object mask generation, in which one left input frame with complex 
background is used to illustrate the mask generation process. The change detection mask as 
shown in Figure 4.4.d is generated from two difference images, which in turn are obtained 
from the current frame (Figure 4.4.a), its previous frame, and its next frame. The initial object 
mask, which is generated from combing the depth map segmentation and the change 
detection mask, is shown in Figure 4.4.e. In addition, the combination of depth map 
segmentation and motion segmentation benefits the shadow cancellation in the background 
area as shown in Figure 4.5. Most of the shadows in the frame difference mask (Figure 4.5.d) 
are removed after combining the change difference mask and the depth map segmentation 
(Figure 4.5.e).
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(a) (b) (c)
(d) (e)
Fig.4.4 Object mask generation: a) the original frame; b), c) difference images; d) change 
detection mask obtained from (b) and (c); e) the initial object mask
(a) (b) (c)
‘V  ~ CS'- S ' | L .
w r  ' ■
(d) (e)
Figure 4.5 Shadows are removed from the combination of depth map and motion 
segmentation: a) the original frame; b) the corresponding depth map; c) the depth map 
segmentation; d) the frame difference mask; 4) the initial object mask
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4 . 4  Object Boundary Refinement
The initial object masks provide the number and location of the moving objects. However, 
due to noise and low quality video input, the boundaries of these moving objects are often 
inaccurate. In this work, an Active Contour Model (ACM), which simultaneously combines 
multiple cues, is employed to refine the object boundaries. As an algorithm comparison, the 
Markov Random Field (MRF) model is also utilized to generate object boundaries.
4.4.1 Object Boundary Refinement using an Active 
Contour Model
The active contour model is widely used in computer vision applications due to its 
adaptability to object shape [169, 170]. An active contour model is an energy minimizing 
spline, which can be deformed to fit image features under the influence of image forces and 
external constraint forces. By adding suitable energy terms to the minimization process, the 
model can be pushed to desired local minima such as lines and edges. Since the energy 
minimization process is operated in a local area of each point, the performance of an active 
contour model relies on the initial contour location.
The object masks, obtained by combining the depth and motion information as discussed in 
the above sections, provide the initial contour location. An active contour is defined as a set
of n points on the boundary of the object masks: V = {v,,...,v77} , where vt = (*/,y/). The
energy associated to each point on the contour is:
E i = aEm i(vi ) + PEe x M ')  (4.15)
where a and p  provide the relative weightings of the internal and external energies, 
respectively.
116
Chapter 4. Depth assisted video object segmentation
The internal energy is intended to enforce a smoothness constraint [171]. For the case of a 
closed snake, the contour tends towards a circle. The internal energy can be computed as:
£ int(vi> = I i y )  vi - ^ vi - l +vi+l)
1 - \  27TX = - c o s  (— ),
2 n
1 nL(V) = - T ,  
n i=\
v. 1 — v- Z+l I
(4.16)
(4.17)
(4.18)
The external energy attracts contours towards frame features, such as edge and texture. In the 
proposed algorithm, the pixel intensity and edge are employed as two parts of the external 
energy. The frame is filtered by the Laplacian of Gaussian (LOG) to enhance the edges and 
homogenize other flat areas. Let Emag be the intensity energy term and be the image
gradient energy term, the external energy is defined as:
E ext (vz) = ^  mag E mag (vj ) + a>edgeEedge (vi ) (4-19)
E mag (vi ) = j k  (vi ^  (4.20)
Eedge^vi ) = - ni %VI^ j l S vi ^  <4-21)
where p jk is the neighbour points of v., ni is the unit noimal of the contour at point v,..
<vmas and (Dedge provide relative weights for the intensity and gradient energy terms,
respectively. The performance of active contour model is sensitive to the initial contour. 
Since the initial object mask is close to the object boundary, the iteration number of the 
algorithm is set as 20 in order to reduce the computational complexity. In practice, the object 
contour in most of the tested frames can be found within 8 iterations using the proposed 
algorithm. Figure 4.6 shows the segmentation results of a video frame.
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Fig.4.6 Segmentation results of a video frame. First row: one left frame of a video sequence 
and its corresponding depth map. Second row: the initial object masks and the object 
boundaries computed using the proposed active contour model.
4.4.2 Object Boundary Refinement using a Markov 
Random Field Model
In this section, a MRF model is employed to extract the object boundaries. A Markov random 
field models the joint probability distribution of frame pixels by combing multiple contextual 
constraints. This is achieved via a neighbourhood system. Given a set of pixels S , a 
neighbourhood system is defined as N = {Niti G S}, where Nt is the set of neighbouring 
pixels of pixel i. A random field X is an MRF on S with respect to N if two conditions are 
satisfied:
/
1. Positivity: P(x) > 0,Vx G X
2. Markovianity: ^(*i|*s-{i}) =  P(xi\xN.)
There are various image/video segmentation methods utilizing the MRF model [172 - 174] 
due to a number of advantages. First, a MRF model integrates the spatial relationship within a
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local area of each pixel. Second, multiple features can be utilized in a MRP model based on 
the Bayesian segmentation framework. Third, the optimal or near optimal label distribution 
can be obtained by maximizing the probability of the MRF model [172].
Assume that there are m independently moving objects in a frame, Ft, and each of them has 
been labelled in the previous step. The object segmentation problem is to find an optimal 
label z(x,y) given an optical flow vector v(x,y), a pixel intensity, and an initial label (the 
initial object masks).
Let the probability of a pixel (x,y) in frame Ft, belonging to object class z. (1 < i < in), be 
P(zi I , where is the feature vector of pixel (x,y) in the current frame.
According to the Bayesian rule, the optimal label field Z = {zi | z,- € [0,...,m]} can be estimated 
by maximizing a posterior probability:
The first conditional pdf P(ft \ z ) reflects how well the segmentation conforms to the current
components: the motion feature and the pixel colour feature. The calculation of the
where d is 2 for motion pdf and 3 for colour pdf, //,- and are the mean and the covariance 
matrix of the feature vectors of all the pixels belong to object class z . . In this work, the YUV 
colour space is used for colour distance computation.
P(Z ) is the a priori probability of the segmentation field which describes the label 
distribution of previous depth and motion segmentation results, and is refer to the region
P ( Z \ f t ) K P ( f t \Z)P(Z) (4.22)
frame. It can be broken down into a product of two probability terms of two feature
probability is based on an assumption that the distribution of all feature data is a Gaussian 
function with different means ^  and covariance matrix z , .
(4.23)
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labelling component. Its energy can be computed as:
u z  (*) =  z  x  Vc ( z ( x s ) , z ( x t )) (4 24)
5 t<=Ns  1 ’
V M * * U w 4 ~ r  (1.25)[ + /  otherwise
The cost function can be minimized efficiently using the Iterated Conditional Modes (ICM) 
algorithm [176]. Since the initial object mask is close to the object boundary, the iteration 
number of the algorithm is set as three. When the foreground objects have similar colour to 
that of the background, the object boundaries obtained from Bayesian segmentation might be 
inaccurate. Therefore, the final object boundary is obtained by combining the initial object 
mask and the Bayesian segmentation. Figure 4.7 shows the result of segmenting a video 
frame based on the MRF model.
(d) (e) (f)
Fig.4.7 Segmentation result of a video frame: a) the original frame; b) the corresponding 
depth map; c) the initial object mask; d) Bayesian segmentation result; e) the object mask 
obtained from the MRF based segmentation; f) the final segmentation result by combining (c) 
and (e).
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4.5 Experimental Results
Most of the test sequences are obtained using a Digiclopsk camera, attached to a personal 
computer with a 3.00GHz Pentium Xeon processor. The test platform can generate 12 depth 
frames per seconds (fps), with a resolution of 320x240 pixels and 7 fps with a resolution of 
640x480 pixels. The algorithm performance depends on the number of foreground objects. 
For a typical office scene with one to three moving objects, the proposed depth, motion, and 
Active contour model based algorithm can achieve 8.6 fps for videos with a resolution of 
320x240 pixels. The frame rate reduces to 4.26 fps when the MRF model is used to extract 
object boundaries.
Figure 4.8 shows a video object segmentation example of the ‘Orbi’ test sequence, in which 
high quality depth map is available. In this case the foreground objects can be segmented 
successfully from the cluttered background with accurate boundaries.
Fig.4.8 The segmentation results of three frames (150, 165, and 180) from the ‘Orbi’ test
sequence
Figure 4.9 and Figure 4.10 show the segmentation results of a video sequence which has a 
resolution of 320x240 pixels. The video sequence in Figure 4.11 and Figure 4.12 has a 
resolution of 640 x 480 pixels. The depth-active contour model based method is used in 
Figure 4.9 and Figure 4.11 whereas the depth-MRF model based method is applied in Figure 
4.10 and Figure 4.12, respectively. The poor quality of the depth map, the texture-less 
moving object and the cluttered background are the main problems in these examples.
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Although the quality of depth maps in Figure 4.11 and Figure 4.12 are better than that in 
Figure 4.9 and Figure 4.10 due to the higher resolution, the segmentation results are similar. 
This is because the output of the proposed algorithm is not based on any single feature, but 
the combination of multiple features. These examples also illustrate that, due to the 
combination of motion and colour features of each pixel, the MRF model based method has 
better performance than the active contour model based method which utilizes edge and 
intensity feature of each pixel. The performance comparison of these two methods by means 
of the precision measure can be found in Figure 4.18. The main drawback of the MRF model 
based method is the high computational cost. In addition, the stationary box in Figure 4.11 
and Figure 4.12 is segmented as it is one of the foreground objects in depth maps.
Fig.4.9 Depth and Active contour model based video object segmentation of frame 1, 3, 5, 7, 
9, 11, 13, and 15 (top to down, left to right) of a low resolution video sequence.
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Fig.4.10 Depth and MRF model based video object segmentation of frame 1, 3, 5, 7, 9, 12, 14, 
and 16 (top to down, left to right) of the same video sequence used in Fig.4.8.
Fig.4.11 Depth and Active contour model based video object segmentation of frame 25, 31, 
37, 43, 49, 55, 61, and 67 (top to down, left to right) of a test video sequence.
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Fig.4.12 Depth and MRF model based video object segmentation of frame 25, 31, 37, 43, 49, 
55, 61, and 67 (top to down, left to right) of the same test video sequence used in Fig.4.10.
Figure 4.13 illustrates the object segmentation results with and without depth map 
segmentation. In the case of stationary foreground objects have similar colour with the 
background, spatial and temporal based methods cannot guarantee correct segmentation 
result. As shown in Figure 4.13.f, the person far away from the camera is missed in several 
frames due to the cluttered background and the small amount of movement that he makes. 
However, with the proposed depth map segmentation, the correct object masks are obtained 
(see Figure 4.13.e for an example).
(a) (b) (c)
(d) (e) (f)
Fig.4.13 Object segmentation results with and without depth map: a) one colour frame, b) the 
depth map, c) the depth map segmentation, d) the motion mask, e) depth and motion based 
segmentation, and f) motion and colour based segmentation.
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The results of video object segmentation using different information are shown in Figure 
4.14. Colour-based, motion-based and depth-based segmentation use a MRF model, image 
difference and the method introduced in section 4.3, respectively. Colour-motion 
segmentation is based on the background subtraction method proposed by Spagnolo et al.
[228]. Motion and depth segmentation is based on the method introduced in section 4.3. 
These examples illustrate that in the case of a low quality video input, the proposed motion- 
depth based segmentation is more robust than other multi-feature based segmentation 
methods.
The segmentation performance of the proposed approach is evaluated in terms of the recall 
and precision measure. The recall measure shows how much relevant object pixels the 
proposed algorithm has extracted:
„ ,, # o f correct corresponding pixels
Reca l l  =  — -   —   (4.26)# o f  actual corresponding pixels y
where actual corresponding pixels denote the corresponding pixels available in the ground 
truth. The precision measure, which can be seen as a measurement of exactness - the fraction 
of correct segmented pixels that are relevant to the set of segmented pixels:
P r e c i s i o n   # O f  correct corresponding pixels
# o f  established corresponding pixels
The ground truth of the video sequence is obtained by manual segmentation. The average 
recall values of single feature based segmentation (colour, depth and motion) are 92.84%, 
95.51% and 94.61%, respectively. The worst performance is obtained using colour based 
segmentation although it is one of the most efficient methods. The segmentation performance 
is improved when information is combined. For example, the average recall values are 
96.64%, 97.59%, 97.84% and 98.76% for colour-depth based, colour-motion based, motion- 
depth based and the proposed depth-motion-Active contour model based segmentation 
respectively. Figure 4.15 shows segmentation performances of these segmentation methods.
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(a) (b) (c) (d)
Fig.4.14 Segmentation results using different information types: a) segmentation based on 
depth map only; b) segmentation based on colour and depth; c) segmentation based on colour 
and motion; d) segmentation based on depth and motion.
Ground Truth 
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Fig.4.15 Segmentation performances of segmentation methods use different visual
information.
Figure 4.16 gives the background subtraction based segmentation results of the same test 
video sequence as shown in Figure 4.11. The performance evaluation of the proposed 
segmentation algorithm and the background subtraction method is shown in Figure 4.17. 
From Figure 4.17 we can observe that the proposed depth-motion-Active contour model 
based algorithm achieves better segmentation performance than that of the background 
subtraction method. The proposed algorithm has lower recall values before frame 31 mainly 
because of the unavailable depth data near the frame bottom area.
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Fig.4.16 Background subtraction based segmentation [228] of frame 31, 37, 43, and 55 (left 
to right) of the test video sequence as shown in Fig.4.11.
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Fig.4.17 Performance comparison between the proposed algorithm and the background 
subtraction algorithm proposed by Spagnolo et al. [228]
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The performance comparison of the Depth-motion-Active contour model method and the 
Depth-motion-MRF model method is given in Figure 4.18. The comparison is based on the 
precision measure, which can be seen as a measure of exactness: the precision measure is the 
fraction of correct segmented pixels that are relevant to the set of segmented pixels.
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Fig.4.18 Performance comparison of the Active contour model based method and the MRF
model based method
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4.6 Conclusions
In this work, a novel segmentation algorithm is introduced to extract semantic video objects 
from cluttered backgrounds, using depth and spatial-temporal features. The idea is based on 
the utilization of depth information, which provides enhanced robustness to cluttered 
backgrounds. The approach starts from depth map segmentation. The precise location and 
preliminary shape of objects are extracted from the depth map, which can be used as a guide 
for the following spatial-temporal segmentation.
Although the experimental results in this work are obtained from a fixed Digiclops® camera, 
the proposed algorithm is robust in case of hand-held camera. The moving background can be 
removed based on the depth map segmentation.
When the quality of the input video and depth maps are low, single feature based 
segmentation method does not yield acceptable results. In this case, colour and motion data 
are sensitive to noise, shadows and illumination change. Although depth map generation 
algorithms are unstable on texture-less object surfaces, it is robust to shadows and 
illumination change. The combination of depth and motion data can generate robust object 
detection from complex backgrounds, as shown in Figure 4.13. Further refinement of the 
initial object mask using multiple features is necessary in case of low video input and 
cluttered backgrounds.
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Chapter 5 
Depth Assisted Video Object 
Tracking
As a fundamental step towards recognizing object behaviour in video analysis, much research 
has been conducted on object tracking in the past decades. Visual tracking systems contain 
two basic components: target location and matching. The goal of target location is to predict 
the location of interesting objects being tracked in the next frame. A limited search area is 
obtained in which the targets are expected to be found with high probability. The matching 
step establishes correspondence of detected objects across frames. Accurate and robust 
multiple object tracking in complex scenes is a challenging problem. Difficulties in tracking 
systems include cluttered backgrounds, abrupt object motion, changing appearance patterns 
of non-rigid objects, and partial or full object occlusions. Most of existing methods constrain 
these tracking problems by imposing limitations on the scenes of a particular application. For 
example, object moving at constant velocity is the most widely used assumption in many 
object tracking systems. Prior knowledge about the tracked objects, such as the skin colour 
and the head and torso model of pedestrians, is also used to simplify the problem.
An important step to increase the flexibility of these successful systems is to handle new 
inputs. In this chapter we attempt to address these tracking challenges by utilizing the 3D 
scene data in the proposed approach. Among different types of 3D scene representations, 
dense depth map is utilized due to its view dependency and simplicity. The need for using 
depth data in object tracking arises for two reasons. The first reason for using depth data is to
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achieve robust object detection in cluttered background. The second reason is the ability of 
depth data to separate objects under partial occlusions. We present a depth assisted video 
object tracking algorithm that utilizes stereo vision technique to detect and handle various 
types of occlusions. A fast and robust depth map segmentation method is proposed, which 
projects the depth map to u- and v-projection images in order to find the number and location 
of foreground objects. The segmented object regions from these two images are further 
refined by change detection masks. The occlusion detection error caused by inaccurate 
motion vectors is avoided by combining the depth segmentation results with the previous 
occlusion status of each track. By dividing the partial occlusion into two models, depth data 
is used to separate occluding objects in different disparity layers. In case of tracking objects 
in one disparity layer due to close interaction, the Iterative Silhouette Matching method is 
introduced, which tackles the object correspondence problem by using the previous depth 
ordering of existing tracks. The silhouette-based local best matching method deals with the 
severe and complete occlusions without assumptions of constant movement and limited 
maximum duration. Experimental results demonstrate that the proposed system can 
accurately track multiple objects in complex scene under different occlusions.
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5.1 Introduction
Visual tracking can be defined as the task of locating and assigning consistent labels to the 
tracked objects in a constantly changing stream of images. Detection and tracking moving 
objects is a veiy important research area of computer vision and has a wide range of 
applications from automated video surveillance, vehicle and pedestrian detection to human- 
computer interaction. Although many algorithms have been proposed in the literature, 
accurate and robust multiple objects tracking in complex scene is still a problem due to 
various challenges. The main challenges in tracking systems include cluttered backgrounds, 
abrupt object motion, changing appearance patterns of non-rigid objects, and partial or full 
object occlusions. Among these challenges, object tracking under occlusion is an inevitable 
problem since object-to-object and object-to-scene occlusion is a common phenomenon in 
real-world tracking.
Many researchers have investigated object tracking under occlusions. The most common 
approach to track multiple objects under partial occlusion consists of several steps: detect 
foreground objects using background subtraction; predict the object location by motion 
compensation; occlusion analysis according to the predicted object location; establish 
correspondence based on filter based models collected before the occurrence of occlusion. By 
analysing this typical tracking approach, the problems of most multiple objects tracking 
systems can be seen:
• Background subtraction-based segmentation methods require significant colour
difference between foreground objects and the background; unchanged illumination
and fixed camera.
• Object projection based on motion compensation assumes that the object motion is 
smooth with no abrupt changes.
• Occlusion detection failure due to the inaccurate motion vectors.
• Corresponding error caused by the variation of the non-rigid object appearance and
close interaction of multiple objects.
• Limited ability of severe and full occlusion handling.
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Most of the existing tracking methods have the ability of addressing one or several of the 
above difficulties. However, to achieve an accurate and robust object tracking system, the 
following design requirements for a video object hacker are expected.
• The hacker can detect foreground objects in case of cluttered background.
• The hacker should follow the abrupt targets moving and appearance changes.
• Tracking should not be lost because of temporary partial occlusion.
• Tracking can be resumed correctly when the target reappears.
5.1.1 Motivation
Although depth information is employed in many hacking systems, to our knowledge, it is 
not widely used in occlusion analysis and occlusion handling. Firstly, the depth map is often 
much noisier than the corresponding grey-level or colour image. The quality of depth map is 
also sensitive to textureless areas and the distance from the cameras. These disadvantages of 
depth data make it more suitable for combining with other appearance features to enhance the 
object model in a tracking system. Secondly, when occluding objects have similar disparity 
ranges due to close interaction, they cannot be separated by depth-based segmentation 
methods. Moreover, the depth information can be totally lost when severe and complete 
occlusion occurs. We wish to make better use of depth information in object tracking under 
various types of occlusions. We propose a complete depth assisted solution of multiple 
objects tracking under different types of occlusions. This work focuses on addressing four 
fundamental challenges of a robust object tracking system:
• Stable object segmentation from cluttered backgrounds. The proposed video object 
segmentation algorithm combines the depth map segmentation and motion detection 
to achieve robust foreground objects extraction from cluttered background.
• Depth assisted occlusion analysis. A new occlusion analysis method is introduced 
which is based on the depth map segmentation and the occlusion situation of the 
previous frame. The proposed method avoids motion compensation based occlusion 
detection error caused by inaccurate motion vector estimation.
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• Depth-based occlusion handling. According to the disparity layers of the tracking 
objects, different object tracking strategies are employed to handle various types of 
partial occlusion, including colour-based silhouette matching for partial occlusion in 
different disparity layer and iterative silhouette matching for partial occlusion in one 
disparity layers.
• Severe and full occlusion handling. The problem of severe and full occlusion is 
addressed by a new local best matching method which is based on the depth ordering 
of each tracking objects.
5.1.2 System Overview
The proposed algorithm consists of four components, including depth-based object 
segmentation, depth assisted occlusion analysis, depth-based partial occlusion handling and 
depth-ordering based severe occlusion handling. The flowchart of the tracking system is 
shown in Figure 5.1.
5.1.3 Chapter Outline
The remainder of this chapter is organized as follows. A brief review of related works is 
given in section 5.2. Section 5.3 introduces the stereo matching method and provides a 
detailed description of the depth and motion-based object segmentation algorithm. In Section 
5.4, the depth assisted occlusion analysis, object tracking under partial occlusion and severe 
occlusion handling are discussed in detail. Experimental results are presented in Section 5.5 
and Section 5.6 concludes this chapter.
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Input left frame Input right frame
Fig.5.1 Flowchart of the depth assisted tracking system.
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5.2 Related Work
There is a rich literature in visual tracking and we focus on those most widely used 
technologies recently. In this section, we present a representative literature review on visual 
tracking, including tracking by statistical method, region-based tracking, feature-based 
hacking and appearance-based tracking. Tracking systems use depth information is reviewed 
individually at the end of this section.
To maintain consistent labels to the hacked objects, many tracking algorithms can be 
formulated as a probabilistic framework. Object properties such as position and velocity at 
time k are represented by a state {xA.}A.=0 ] n . The available measurements at time k are
denoted as {zA.}A.=1/J which are independent of previous object states or measurement. The
evolution of object state is obtained via a dynamical model
where random variables wk andvA. are the process and measurement noise respectively. They
are assumed to be independent of each other and with normal probability distributions. From 
the Bayesian perspective, the hacking problem can be considered as the construction of a 
posterior distribution P(xk \ zk) given all the measurements z Vk up to that moment. The 
Bayesian filter solves the problem in two steps, prediction and update. In the prediction step, 
the prior probability density function (pdf) of the current state is derived from the previous 
pdf using a dynamic equation
5.2.1 Object Tracking by Statistical Methods
(5.1)
z k  + v* (5.2)
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P (.% k  I Z h~ l) — I ^ k - \  )^ D(*^A--1 I Z k - \ ) d x k _i (5-3)
where P(xk | x k_x) can be obtained from the dynamical model Then the update step uses the
likelihood function P(zk \ xk) of the measurement at time k to compute the posterior pdf
P(xk | z k) oc P( zk | xk )P(xk | z k_}) (5.4)
where P{zk \ xk) can be obtained from the observation model. When the dynamical model
and the observation model are linear and the noise sequences and the initial state have a 
Gaussian distribution, the optimal solution is provided by the Kalman filter. In the general 
case where object state is not assumed to be a Gaussian distribution, the particle filter can be 
used to estimate object states.
The Kalman filter estimates object states by using a fonn of feedback control which is 
composed of two steps, prediction and correction. The prediction step projects the current 
state and error covariance estimates to obtain the a priori estimate for the next state.
** = A x k_l + W (5.5)
Pk =APk_lA T + Q (5.6)
A  A
where xk and Pk are the state and the covariance predictions at time k. A is the state
transition matrix between the state variables at time k and k-1. Q is the covariance of the 
process noise W. The feedback, a new measurement, is then incorporated into the a priori 
estimate to obtain an improved a posterior estimate.
K k = P k H T( HPk H T +R)~'  (5.7)
xk = xk + K k{zk - H x k) (5.8)
Pk =Pk~ K kH P k (5.9)
where K k is the Kalman gain that minimizes the a posterior error covariance and H is the 
measurement matrix which relates the state to the measurement z k . R is the measurement
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error covariance. The difference z k -  H  xk is the measurement innovation which reflects the 
difference between the predicted measurement and the actual measurement.
The Kalman filter assumes that the state variables are Gaussian distributed. This assumption 
limits the performance of Kalman filter and may lead to suboptimal performance and even 
divergence of the filter. The particle filter addresses this problem by using a deterministic 
sampling approach. Particle filters are often used for non-Gaussian and non-linear dynamical 
and observation models. The basis of the filter is to represent the conditional state density 
P(xk | z k) by a set of samples : i = 1,..., N ] . Each sample associated with a weight co'k that
defines the quality of that specific sample. An estimate of the state variable is obtained by the 
weighted sum of all the samples. Given a set of samples at time k-1
S'k_\ I *' = 1,2..... N } ,  the new samples at time k can be approximated by the
following steps:
1. Compute cumulative weight for each state: c[_, = c j j  + m'kA, c°_, -  0
2. Resampling: Select N states from S !k_} based on a random number r e [0,1]. Find the
A
smallest j for which c/_, > r and set sk = s Jk_{
A  A
3. Prediction: Spread the states s'k using the model s'k = f  (s 'k, w*) ,  where is a zero 
mean Gaussian error and /  is a non-negative function.
4. Update: Find the corresponding weight for each new state by using the measurement
N
<  00 P(zk I -4 )and =1
i=1
Once the new samples have been constructed, the new object position can be approximated 
by s k
/=i
When tracking multiple targets using Kalman or particle filters, there is a correspondence 
problem as some measurements may be obtained from other targets. Various data association 
methods are proposed to deal with correspondence problem by detenninistically associating 
the most likely measurement for a particular target to that target’s state. Typical statistical 
data association techniques include nearest neighbour, Probabilistic Data Association (PDA),
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Joint Probabilistic Data Association (JPDA), and Multiple Hypothesis Tracking (MHT). A 
detailed review of these data association methods can be found in [177].
The Kalman filter and particle filter have been adopted widely in video tracking. Piater and 
Crowley [178] use a Kalman filter to estimate the position and 2D velocity vector of each 
target. The results of various detection modules are integrated in the Kalman filter to 
recursively update its estimation of each target’s parameters. Target regions are localized by 
weighting with a Gaussian according to the hacking results of detection modules and the 
uncertainties estimated by the Kalman filter.
Jin and Qian [179] present a multi-camera based 3D people tracking algorithm which utilizes 
Kalman filter to predict and smooth hacking results. The object regions obtained by colour 
segmentation are refined by a Monte Carlo based method which calculates fine-tuned 3D 
location by assigning weight to Gaussian samples in each frame. The 3D Kalman filter 
predicts 3D position and velocity for each target and updates these predictions by using the 
fine-tuned 3D location as input measurement.
In [180], the template intensity in the current frame is predicted by a Kalman filter based on 
the previous template intensity and Gaussian state noise. The result of template matching is 
used as measurement of the filter to update the prediction. To make the templates robust 
against short-time occlusions, they are updated adaptively according to the difference 
between the prediction and measurement at each template pixel.
The Kalman filter is also used in [181] to cope with the non-Gaussian observation model 
during partial occlusion. If the measurement error, which is the Mahalanobis distance 
between the state and the measurement, exceeds a threshold, it is likely that the measurement 
distribution deviates from the Gaussian distribution. In this case the squared error of the 
Gaussian distribution is replaced by a linear error norm. In [182], Pan et al. address the 
measurement noise by adding a drift noise power to the Kalman filter to reduce the influence 
of template drift problem, which is the difference between estimated transformation vector 
and the true target appearance.
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Zhu et al. integrate the environment constraints into the particle filter [183]. The video scene 
is segmented into several semantic parts and compute distance field value as the Euclidean 
distance between a pixel and its closest boundary point. To integrate the environment 
constraints into the particle filter, the state variable is extended by including the distance field 
value and the motion model is replaced by a hybrid motion model, which contains an 
environmental prior term. By following the Bayes rule, the new particles are generated from 
the hybrid motion model.
To make the particle filter support addition and deletion of objects, a Condensation-like 
sampling algorithm is presented in [184]. In this algorithm, the dynamic distribution is 
decomposed into object-level and configuration-level dynamics. The object-level dynamics 
are used to predict the behaviour of each object. The deletion probability, which indicates 
how far away is the objects to the image boundary, and the image difference-based addition 
probability are included to the configuration-level dynamics to model the object deletion and 
addition.
5.2.2 Region-based Tracking
Region-based tracking methods use trajectory estimation to obtain the new positions of 
tracked objects, which are represented by primitive geometric shapes, such as rectangle and 
ellipse, or image patches with distinguishing intensity or colour properties. The object motion 
in this catalogue is usually in the form of parametric motion, including translation, affine, or 
projective transformation. For tracking non-rigid objects, multiple primitive object regions 
may combined to form the complex object region. Correspondence between the segmented 
regions in consecutive frames is established according to region-based spatial-temporal 
properties and this enables tracking of the video objects in subsequent frames.
The blob-like, sub-region based matching and tracking method is widely employed in various 
tracking systems [185-188]. In these tracking methods, video frames are first segmented into 
blob-like homogeneous regions based on visual features such as intensity and average motion 
vectors. Object correspondence is then established on similarities between these blob regions.
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An adaptive block-based motion estimation approach is introduced in [185]. The moving 
foreground regions are segmented and reclassified into seed blocks according to their 
locations: the blocks on object boundary have small size. The average motion between frames 
is then found by fitting an affme motion model to the seed blocks. Guo et al. present a blob 
matching algorithm for object tracking [186]. The video frames are represented by a 
distribution that consists of a set of blob-like regions. The similarity between frames is 
computed with the Earth Mover’s Distance based on blob features including colour, location 
and area. Region descriptors are introduced by Cavallaro et al. in [187]. Video objects are 
segmented and decomposed into a set of homogeneous regions, which is called region 
descriptors, based on their colour, texture, and displacement vectors. Each video object is 
represented by a set of region descriptors. The colour and motion features of region 
descriptors belong to each object are used in the Mahalanobis distance metric to establish 
correspondence between objects. The object region segmentation during occlusion is 
achieved by k nearest neighbourhood classification method in [188]. The foreground region 
corresponding to multiple objects is first divided into sample blocks using a sample 
extracting method. Several spatial distinguishing points are chosen according to the local 
colour and texture features of sample block’s centre points. The coordinate of object centre is 
then estimated according to the average distance between these spatial distinguishing points 
and object centre in the previous frame.
Most region-based tracking methods segment video frames into object regions and construct 
correspondence between these regions using various region features. Iisiao et al. present a 
region-based multiple targets tracking system in [189]. The desired objects are obtained by 
using a region growing/merging-based image segmentation algorithm on the edge extracted 
frame. According to the average coordinates of these object regions, the proposed trajectory 
estimation scheme predicts growing seeds of objects in the next frame based on their current 
velocities. Xu and Puig [190] use a Gaussian mixture model to segment meaningful 
foreground regions and the spatio-temporal properties of these regions are extracted for 
object tracking. During occlusion, each component object is classified from the merged group 
region by incorporating colour appearance model and the relative depth of each object in a 
maximum likelihood decision criterion.
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We catalogue kernel-based tracking methods into the region-based tracking systems. The 
kernel is an object region either in the form of primitive geometric shapes, such as rectangle 
and ellipse with an associated histogram, or an area roughly represents object shape. In [191], 
a non-parametric model is initialized for each object region using kernel density estimation 
method based on colour and position features. Based on the probability density functions 
defined for each object region, pixels are labelled following a maximum likelihood criterion. 
A similar kernel-based tracking method is developed in [192], in which target is represented 
by an ellipsoidal region. Pixels within each target region are weighted according to the 
distance between them and the region centre. The similarity metric between target models 
and target candidates are derived from the Bhattachaiyya coefficient.
5.2.3 Feature-based Tracking
Visual features are image elements, including edges, lines, corners, positions, colour, texture, 
shape, and optical flow. If visual features are defined as part of an image which can be used 
to support a vision task [193], object contours and silhouettes can be considered as extended 
features. Features have different properties and the most useful property of a visual feature is 
the one that objects can be distinguished in the feature space.
Among all these features, colour is one of the most widely used features for object tracking. 
Some tracking systems use colour histogram to represent the object region and establish 
object correspondence [194, 195]. To minimum its main drawback of sensitive to 
illumination variation, other features are incorporated to model object appearance [187, 196]. 
In [194], feature-based correspondence is employed for occlusion handling. When a merging 
event has been detected, the trajectory and colour feature of occluded objects are added into 
the object group, which is tracked as one target during occlusion. When it splits, the 
correspondence between the occluded objects and the split objects is obtained by constructing 
a distance matrix which is measured using the colour histogram based Kullback-Leibler 
distance. Porikli and Tuzel also utilize colour histogram to implement human body tracking 
[195]. The distance of two colour distributions between the current object and target is
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represented by means of the Bhattacharya coefficient. Tracking of object is achieved by 
computing the highest gradient direction by the mean shift method.
Lei and Xu present a feature-based tracking method [196] which segments foreground blobs 
with the Mixtures of Gaussians (MoG) model. Multiple features of each blob are extracted 
and used in a cost function based on Mahalanobis distance to construct object correspondence. 
The positions of blobs in the new frame are predicted using Kalman filter, which combined 
with other features including shape (axes lengths, number of object pixels and object size) 
and principal colour form the blob features employed for finding the best match to new 
incoming blobs.
To avoid the cumulative error from inaccurate motion prediction, a local feature-based object 
matching algorithm is introduced [197]. The local features of each segmented foreground 
object is extracted using the Scale Invariant Feature Transform (SIFT) and kept in its feature 
model. Each SIFT feature point has four parameters: 2D location, scale, and orientation. The 
object tracking is implemented by checking whether the incoming object’s local features are 
matched to the features contained in its feature model or not.
For the property of less sensitive to illumination change and shadow rejection, object edges 
are widely used in various tracking systems. An object tracking method based on edge feature 
is explored in [198]. The object position in next frame is first predicted using motion 
compensation. An edge-based motion matching method is then applied to acquire the precise 
position by searching a small area to maximum a cross correlation function.
Contour is a popular extended feature in video tracking, which is suitable for tracking 
complex non-rigid shapes [199, 200], An important property of active contour is that it can 
incorporate edge and texture features to improve the tracking accuracy. The objective of 
active contours is to get a contour as close to the object boundary as possible by minimizing 
an energy function. Given a set of points v(. , which represent an approximation of the 
boundary of an object, an active contour model finds the object boundary by
£ / = a S in t(v/ ) + ^ W v<) (5-10)
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where Ein{ (vf.) is an energy function dependent on the shape of the contour and (v;) is an 
energy function dependent on the image properties, such as the gradient, near point v;. . 
a  and ft provide the relative weighting of the energy terms.
A scalable object contour based video hacking algorithm is presented in [199]. A set of 
feature points are selected on the object and the motion vectors of these points are estimated. 
The object contours in the new frame are predicted based on these motion vectors and 
corrected by a local maximal likelihood detection scheme. Multiple features, including edge, 
contour and region smoothness constraints are incorporated into the active contour model to 
further refine the object contours. Yilmaz et al. introduce a Bayesian framework for contour 
hacking [200]. The contour energy functional contains two energy terms: the image energy 
and the shape energy. Colour and texture features are employed in the image energy where a 
statistical model is used to evaluate pixel probabilities prior to object or background 
membership assignment. The shape energy is based on the previous contour observation 
which also provides the shape information during partial or full occlusions. Object tracking is 
achieved by evolving the contour by minimizing energy in the gradient descent direction.
5.2.4 Appearance Model Based Tracking
Adaptive appearance model based hacking approaches have drawn more attention recently 
due to its ability of dealing with rapid appearance change when hacking non-rigid 
deformable objects. The common appearance models include templates [180-182], 
probability densities [201-206], active appearance models [207], and multi-view appearance 
models [179].
The probability density of the object appearance can either be parametric, such as Gaussian 
and mixture of Gaussian, or nonparametric, for instance, colour histograms. Jepson et al. 
present a Gaussian mixture model for motion based tracking [201]. The appearance model 
contains of three components: the stable region structure, which is modelled by a Gaussian 
density model; a two-frame tracker that learns a model for the dominant stable structure 
within a selected image region; and an outlier model, whose probability density is taken to be
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a uniform distribution over the observation domain. Colour histogram is used in [202] to 
recognize peoples during occlusions. Peoples are first located by projecting their silhouette 
on a plane perpendicular to the torso axis. The silhouette histogram is then represented by a 
smooth curve calculated from a nonlinear regression algorithm and each relative maximum 
point on the curve corresponding to the head of one person. Finally, the colour histogram 
based Bhattacharyya coefficient is employed to match peoples to existing tracks.
The main drawback of colour histogram is that it only contains the colour distribution 
information of the targets, regardless of their shape and structure information. Some 
enhanced appearance models have been explored recently. A mixed object appearance model 
which combines colour and gradient feature spaces, is used in [203] to achieve robust 
tracking of complex objects. The objects are represented by a histogram combining the 
weighted gradient histogram and colour histogram. Instead of local exhaustive search, object 
tracking is implemented by using the mean shift algorithm within the target’s neighbouring 
area.
To reclassify objects under partial occlusion, the RGB colour model, which is approximated 
by a spherical Gaussian colour distribution for each pixel, is associated with a probability 
mask to build object appearance model [204, 205]. On subsequent frames, the appearance 
model is continuously updated, which gives information about non-rigid variations in the 
object. The centroid locations of the objects are predicted based on their motion vectors. 
Those “disputed pixels”, which are pixels have non-zero probabilities that belong to more 
than one object, are classified using a maximum likelihood classifier based on the non­
occlusion probabilities and the previous depth ordering of existing tracks. Cucchiara et al. 
extended Andrew’s work [204] by adding more features to enhance occlusion handling 
performance. The appearance model of each object contains various features: the bounding 
box, the blob mask which includes probability mask and probability of non occlusion, the 
object’s colour model, the object’s centroid, and its motion vector [206].
A hierarchical, prediction-based active appearance model algorithm is implemented in [207] 
for real-time tracking. The object shape is defined by a set of landmark points that locate on 
the object boundary. The location of landmark points in the next frame is predicted by a
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block matching method. To reduce the search area, the centroid of each object region is 
predicted by the Kalman filter.
Multi-view appearance model is employed in [179]. The colour appearance of a target is 
represented using a mixture of Gaussian in the HSV colour space. When a target is 
completely occluded in a camera view, a triangulation algorithm is used to compute its 3D 
location based on visible camera views.
Object appearance model can also be constructed using other object features, such as edge 
[208] and depth information [209, 210]. The objects in subsequent frames are located using 
edge-based appearance model in [208], The object model is composed of a set of edge feature 
points and object matching is implemented by minimizing the Hausdorff distance between 
feature point sets. The changes of the object shape in subsequent frames are captured by 
evolving object model using a watershed-based model update technique. Depth information is 
added to appearance model to make trackers robust against occlusion [209]. The object model 
is constructed by combining weighted colour and depth histograms. Objects under partial 
occlusion can be separated into different layers by segmenting disparity image. The object 
tracking is performed by calculating the similarity of the colour and depth-based histograms 
using Bhattacharya distance. A plan-view is build based on depth information in [210]. The 
object tracking algorithm uses a dynamic Bayesian network to estimate the best joint 
probability of the object state sequence and the observation sequence based on multiple 
features appearance model, including object position in plan-view, object velocity, plan-view 
templates and a binary Gabor camera-view descriptor.
5.2.5 Depth Assisted Object Tracking
Depth information has been utilized for object tracking under occlusion in recent years. This 
exploits the advantages of a stereo-vision system’s ability to segment objects from a cluttered 
background, separating objects at different depth layers under partial occlusion, and adding 
depth feature to enhance object appearance models. While some tracking methods focus on 
the usage of depth information only [211], other depth-based object tracking approaches
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make use of depth information on better foreground segmentation [212-214], plan view 
construction [210], object scale estimation [217], and enhanced object shape descriptors [209, 
210]. Depth information is also used as a feature to be fused in a Bayesian network or a 
maximum-likelihood model to predict target pixel [218] and to generate probability density 
functions for the depth of the scene at each pixel to analysis static occlusions [219].
Parvizi and Wu implement an object tracking algorithm based on depth image only [211]. 
The interested objects are segmented by analyzing the local extreme of the probability 
density function (pdf) of the depth image. The depth pdf is estimated using a kernel applied 
to the depth histogram. Object association in consecutive frames is constructed using a 
distance metric based on the integrated square error between the pdfs.
Labayrade et al. introduce the “v-disparity” image to extract the longitudinal profile of the 
road in [212], The same technique is employed in [213] to estimate the ground plane which 
limits the search space of the object detector. Krotosky et al. extend the technique by adding 
“u-disparity” image into the depth map segmentation step to detect pedestrians. The u- and v- 
disparity images are histograms that bin the disparity values for each column and row in the 
depth image, respectively [214]. Other depth-based object segmentation technologies include 
depth histogram [211] and depth-based background subtraction method [215, 216].
Many depth assisted tracking systems also make use of depth information to find object scale 
[209, 217], to combine it as a visual feature in Maximum likelihood model to extract target 
pixels [218], and generate depth scene probability density function [219]. One issue in 
intensity only tracking systems is scale space search in order to match over different range 
scale hypotheses. Beymer and Konolige [217] use the disparity information to segment 
foreground objects and to compute scale space estimation for template matching. In [218], 
the target region is predicted by shifting the previous target window by the target velocity in 
the current frame. A maximum likelihood model is employed to extract target pixels in and 
around the predicted target window by combining the object velocity and depth distributions. 
Greenhill et al. analysis the static occlusions by generate the probability density functions for 
the depth scene at each pixel from a framing set of detected moving people [219]. With the 
recovered depth structure of the scene, the object association becomes to a problem of 
detecting significant occlusion of the observation.
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The depth-based foreground object segmentation methods described in this section are 
mainly relying 011 the depth data. A review of object segmentation approaches incorporating 
depth data with other spatial and temporal features can be found in section 4.2.4. In an object 
hacking system, the complex multi-feature segmentation methods are not commonly used 
because of the consideration of reducing computational complexity.
5.2.6 Some Improvement on Tracking Algorithms
Different approaches have been developed to address one or several of the tracking problems 
listed in section 5.1. The background subtraction based segmentation method is improved by 
combining other information, such as the frame level motion information [194], colour 
segmentation [179], colour difference detection plus shadow removal [195] and texture-based 
dynamic Markov Random Fields [202]. To refine the inaccurate object prediction from 
motion compensation, a bottom-up feedback from the region partition [187] is used to 
validate the object partition. In [204], the predicted objects are aligned to positions using the 
colour-based maximum likelihood fit and quadratic interpolation. A content-adaptive 
progressive occlusion analysis algorithm is presented in [182]. Various types of information, 
including previous outlier map, the reference target, block size and motion constraint, are 
combined to make the occlusion detection more accurate. In [205], the object corresponding 
problem is addressed by means of two-level hacking. Tracking under simple conditions is 
implemented by bounding box hacking which associates objects and hacks by overlaid 
regions. The appearance model, which combines colour and a probability mask, is used to 
hack objects in complex structures. I11 case of partial occlusion due to close interaction, the 
maximum likelihood classification method is employed to separate the overlapped object 
region [206, 221]. Tracking objects under severe and full occlusion is more difficult than 
hacking objects under partial occlusion. Some researches tackle this problem using either a 
look down camera or multiple cameras to minimize occlusions [179, 222, 223], Most front 
view complete occlusion handling methods are based on various assumptions. In [182], the 
authors assume that the target moves at a constant velocity during complete occlusion,
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whereas others rely on a limited maximum duration [181], constant depth [179], and 
unchanged shapes [218] of the complete occluded objects.
We attempt to tackle these tracking problems by utilizing the 3D scene data in the proposed 
approach. The algorithm consists of four components, including depth-based object 
segmentation, depth assisted occlusion analysis, depth-based partial occlusion handling and 
depth-ordering based severe occlusion handling.
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5.3 Stereo and Motion-based Foreground 
Object Detection
Accurate moving object detection is a fundamental step in occlusion prediction and handling. 
In this work, a pair of calibrated CCD cameras is used to get the left and right images. The 
region-based stereo matching algorithm is selected for its capability of reliable disparity 
generation. Foreground objects are detected by projecting the depth map to a u-projection 
image and a v-projection image. The object regions are refined by using change detection 
based motion masks.
5.3.1 Stereo Matching
The disparity estimation is implemented using a dense stereo matching technique. Firstly, 
candidate points are found in the right image which match points in the left image. Secondly, 
the Sum of Absolute Differences (SAD) of the candidate point pairs is calculated within a 
rectangular window. Two points are regarded as corresponding points if  their minimum SAD 
is less than a threshold. A description of stereo matching based depth map generation can be 
found in section 4.3.1.
5.3.2 Foreground Object Segmentation
Most single camera based hacking systems rely on the background subtraction technique to 
segment foreground objects. This method needs a training phase and a fixed camera. 
Moreover, these methods are sensitive to illumination changes and shadows.
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To tackle these problems, depth information is used in different tracking systems. The use of 
the disparity histogram is explored in [211, 218] to segment foreground objects. This 
algorithm estimates depth distribution based on the disparity histogram and finds candidate 
objects according to the local maxima of the depth distribution. In [210, 224], researchers 
detect moving persons by means of the plan-view projection method. Shape descriptors are 
built in the plan-view space, which combines with other appearance features to achieve a 
robust tracking system. A background subtraction algorithm is also applied on the depth map 
to improve the intensity-based background model [215, 216]. V-disparity image is another 
widely used depth segmentation technique [212-214], which is introduced by Labayrade et al., 
providing a road scene profile for obstacle and pedestrian detection. Compared to monocular 
video segmentation techniques, these algorithms achieve better results by adding depth 
information to the segmentation process. However, histogram-based and plan-view 
projection-based methods suffer over-segmentation problems and the performance of the v- 
disparity image method is dependent on the quality of the depth map.
We present a depth map segmentation algorithm which improves on our previous video 
segmentation work [225]. The depth map is projected to the XZ plane (u-projection image) 
and the YZ plane (v-projection image) respectively, where X, Y are width and height of the 
depth map and Z is the disparity range whose value is between 0 and 255. The resulting u- 
projection image and the v-projection image are black-white images, in which a white pixel 
indicates more than tx depth map pixels are projected into the same position, otherwise, the 
pixel is black. After a morphological erosion and dilation operation, connected white pixels 
in these two images are grouped to form object regions. The width of each object region is 
defined in the u-projection image, whereas the height is derived from the corresponding 
regions in the v-projection image. The value of threshold tx is chosen according to video 
resolutions. In practice, the value of tx is 3 or 5 for videos have a resolution of 320x240 and 
640 x 480 pixels respectively. The value of tl is chosen so that most noisy points are removed, 
and those belonging to object regions are retained.
Due to the stereo matching ambiguity or depth discontinuities at textureless areas, depth map 
is much noisier than colour image. Moreover, stable obstacles in the depth map should be 
removed to save computation time in tracking step. We use the motion masks generated by
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change detection to refine the silhouette of segmented objects. These segmented object 
regions are then used in the following sections for object tracking. Figure 5.2 shows some 
depth map segmentation examples and the moving objects segmentation results of the same 
frames are shown in Figure 5.3.
0  
0
0 
0
0 
0
Fig.5.2 Depth map segmentation. First row: the input left colour frames; Second row: the 
corresponding depth maps; Third row and Fourth row: the u-projection images before and 
after morphological operation; Fifth row: the v-projection images before and after 
morphological operation; Sixth row: the depth map segmentation results.
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Fig.5.3 Moving objects segmentation. First row: motion masks; Second row: silhouettes of 
moving objects by combining depth and motion data; Third row: moving objects are 
represented by bounding boxes in colour image.
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5.4 Depth Assisted Object Tracking
To achieve accurate tracking under various occlusions, the proposed tracking system must 
address three challenges: occlusion detection, tracking under partial occlusion and severe 
occlusion handling. We analyse the occlusion situations in the current frame according to the 
depth segmentation results and the occlusion rate of each track in the previous frame. The 
hacking system uses different strategies to achieve accurate tracking according to the 
occlusion analysis result. To tackle the partial occlusion problem, the partial occlusion 
handling process switches between two sub-models: partial occlusion in different disparity 
layers is discussed in section 5.4.3.1 and section 5.4.3.2 analysis the problem of partial 
occlusion in one disparity layer. Finally, in section 5.4.4, we discuss the occurrences of new 
object and object splitting, together with severe and complete occlusion handling since they 
are highly related.
5.4.1 Depth Assisted Occlusion Analysis
A widely used occlusion detection method is to predict object locations by projecting objects 
in the current frame to the previous frame through motion compensation. Occlusion 
occurrence is then established based on the distance measurement between the predicted 
object locations and existing hacks. This operation assumes that the objects have smooth 
motion with no abrupt changes. Obviously, this assumption is not always reasonable in real 
cases. Displacement vectors computed from motion estimation technologies work best when 
the brightness of corresponding pixels in consecutive frames remains the same. In the case of 
illumination changes and fast object movement, the resulting motion vectors are unstable, 
which may lead to an incorrect prediction of object location, and wrong occlusion judgment.
A depth assisted occlusion analysis method is used in this work, in which arbitrary movement 
for each object is allowed. This method judges the occurrence and end of partial occlusion 
based on two clues. The first clue comes from the current u-projection image and the second
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one is each object’s occlusion rate from the previous frame. Let R- denotes the ith 
foreground object region in frame k. If  there are no vertical overlays between the 
corresponding blob of R- and other foreground blobs in the u-projection image, regionR, is 
labelled as a candidate non-occlusion object. That is, for v/ * /:
[min(fl*(jc)),max(fl*(jc))] n[minCR*(jc)),maxCR*(je))] = 0 (5.12)
i i j  J
where min(/?f (*)) and max(i?f (.v)) are the minimum and maximum x-coordinate of the ith blob 
in the u-projection image, respectively.
The occlusion situation of region R. is also checked by means of occlusion rate. An 
occlusion rate yf  is assigned to each segmented moving object region, which records the 
percentage of each object that is occluded in the previous frame.
yC = | l ( V - l  ' > d i ) I N R f ~  1 * ^ _1 = RC (5'13)
where N R is the number of pixels in region R. di is the average disparity value of region ,
where larger d. means object region Ri is closer to the camera. Ru is the overlaid area
between Rf and the j th object's silhouetteS j . All y? are initialized to zero for non-occluding
objects. When partial occlusion occurs in the first frame, the occlusion rate of an occluded 
object is initialized as the ratio between its bounding box area and the bounding box area of 
the entire occluding region.
According to the above two conditions, various occlusions are predicted following these rules:
• Non-occlusion: there is no overlap between each pair of foreground blobs in the 
current u-projection image and all have the value of zero.
• Partial occlusion occurs: all have the value of zero and there is overlap part 
between at least one pair of foreground blobs in the current u-projection image.
• Serious/Full occlusion occurs: the value of any yf~x is larger than 0.6
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• End of partial occlusion: there is no overlap part between each pair of foreground 
blobs in the current u-projection image. Each blob corresponds to one object and at 
least one y*~l has non-zero value.
• End of full occlusion: a partially occluded foreground region matches to a track whose 
occlusion rate is 1.0 in the last frame.
The occurrence of new objects and object splitting cannot be detected at this moment since 
their judgements are based on the result of object correspondence. The detailed method of 
detection of these two events will be discussed in section 5.4.4. Two examples of occlusion 
analysis are shown in Figure 5.4. The first column in Figure 5.4 shows a non-occlusion 
example, whereas a partial occlusion example is shown in the second column. Note in the 
second example, only the lower-right part of the red bounding box is occluded. Thus the 
occlusion rate of the person with red bounding box is 0.189, whereas the occlusion rates are
0.054 and 0.0 for the persons with green and blue bounding box, respectively. The occlusion 
rate of each foreground object is used to decide which of the occlusion handling algorithm to 
use in the following sections.
Fig.5.4 Examples of non-occlusion (first column) and partial occlusion (second column).
5.4.2 Object Tracking under Non-occlusion
The video objects correspondence under non-occlusion is achieved through the shortest three- 
dimensional Euclidean distance between tracks in the previous frame and object regions in
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the current frame. In this work, existing tracks are represented by object silhouettes in the 
previous frame. Let S k~l = {Sk~l, S^ 1,..., S'*-1} denote the existing tracks and
R k -  {Rk, R k, . . . ,R k} denote the foreground regions. For each region R. , the Euclidean 
distance between R k and all hacks S k~[ are calculated and the minimum value indicates the 
correspondence:
j j  k  p k — 1
R i ~ s j = i/<4 -  Sj D 2 + (Rfy -  S 'jy]1)2 + c*b -4“1)2 (5-14)
where Rix , Rjy , S jx , SJy represent the centroid of region Rt and track Sj  . Riz and S jz are the 
average depth of region Rt and track S j , respectively.
Once a foreground objects regionRf  finds its corresponding track, the hack is updated using 
the object’s silhouette S k.
5.4.3 Object Tracking under Partial Occlusion
An occlusion is detected when two or more foreground object regions in the u-projection 
image start to overlay. Partial occlusion typically occurs when objects closely interact or one 
object passes in front of the other. In these cases, the shortest three dimensional Euclidean 
distances between occluding objects is not sufficient to correctly identify tracking objects.
Colour histogram-based silhouette matching is chosen to identify partially occluded objects. 
Partial occlusion can be divided into two types based on the disparity ranges of the occluding 
objects: occlusion in different disparity layers and occlusion in one disparity layer. Most 
depth-based video tracking systems rely on the depth data’s ability to segment objects at 
different disparity layers. A distance matrix can be constructed between these separated 
occluding objects and existing hacks to establish object correspondence. However, occluding 
objects that are similar distances from the camera camiot be segmented as individual objects 
using the segmentation method presented in section two. These objects are labelled as one 
object region in the depth map, which will cause hacking failure due to the incorrect object
157
Chapter 5. Depth assisted video object tracking
identification. Therefore a pre-processing step is needed to separate occluding objects before 
the data association. We use an Iterative Silhouette Matching algorithm (ISM) to tackle this 
problem.
At the end of each frame, all tracks are updated using their corresponding object’s silhouette. 
The occlusion rate y k of each occluded objects are updated using (5.13).
5.4.3.1 Partial Occlusion in Different Disparity Layers
When occluding objects have different disparity layers, they can be segmented in the depth 
map and be sorted in descending order by means of their disparity ranges. Object 
correspondence under different disparity layers is based on colour histogram-based silhouette 
matching. The colour distribution of existing tracks and occluding objects are calculated with 
N re(/ x N green x ^bi,le bins. The distance matrix D k( i , j ) is then measured using the Kullback- 
Leibler distance between two colour distributions. Let Ok -  {Ok ,Ok, . . . ,Ok} denote the 
occluding objects and S k~l denote the existing tracks. The colour distribution of each 
occluding object and existing tracks areP k (u) and Qk~x (a) , respectively.
ic ^b in  jc P-c (u)
D (i, j)  = X P f ( i Olog I , (5.15)
u=l
where i = 1,..., n, j  = 1,..., m. N bin is the number of bins, N bin = N red x N green x N bllie.
The remaining non-occluded objects are hacked using the shortest Euclidean distance method, 
as described in the last section. Figure 5.5 shows an example of partial occlusion tracking 
under different disparity layers.
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Fig.5.5 Partial occlusion tracking under different disparity layers. First row: three tracks from 
the last frame. Second row: depth map segmentation result and matching result.
5.4.3.2 Partial Occlusion in One Disparity Layer
When occluding objects are similar distances from the camera, the proposed depth and 
motion-based segmentation method labels these objects as one foreground region. An 
example can be found in the middle column in Figure 5.2, in which two persons are 
represented by a single object region due to their close interaction. Various algorithms, 
including Maximum-likelihood [528], fuzzy k-means [511], and K nearest neighbourhood 
classifier [512], have been developed to estimate the separate object’s locations. In this work, 
we propose an ISM algorithm, which is based on the tracking object’s depth ordering, to 
separate occluded objects effectively. Assuming that there are n occluded objects 0*in  the 
object region R kocclusion, their corresponding tracks in the previous frame areS*-1. All existing
tracks have been ordered according to their average disparity range in the last frame. The 
algorithm has the following operations:
1. According to the depth ordering ofS*-1, find the corresponding component of the track 
with the largest depth, S kf~lemost (i.e. the smallest distance from the camera), within
RLciusion using the colour histogram-based silhouette matching algorithm. Label it
^  C  foremost '
2. Remove Okforemost from R^clusi0„ . Replace the track with the one which has the next largest 
depth and find its corresponding component within the remaining area o fR kcclusion.
3. Repeat step two until all tracks inO* find their corresponding regions in R kcclusion.
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4. Update the occlusion rate and depth order for each object. If two or more objects have 
similar average disparity ranges, update their depth order according to their occlusion rate: 
the smaller/* an object has, the closer the object is to the camera.
Figure 5.6 illustrates an example of partial occlusion in one disparity layer.
Fig.5.6 Partial occlusion in one disparity layer. First row: the depth map and its segmentation 
result, in which two persons are labelled as one object region. Second row: two tracks from
the last frame and their matching result.
5.4.4 New Object, Object Splitting and Severe Occlusion 
Handling
Severe occlusion is detected when any object’s occlusion rate is equal to or larger than a 
predefined threshold. We choose 0.6 as the threshold value since an object’s bounding box 
contains some background pixels. If more than 60 percent of an object’s bounding box area is 
covered by other objects, the silhouette matching for this object is stopped. In this case the 
available local features of the occluded object are too small to get a reliable matching.
The appearance of new objects and object splitting are highly related to the severe occlusion 
handling in the proposed video tracking algorithm. If a segmented foreground region in the 
current frame cannot find a matching track, either a new object or a split can be detected 
according to its location. A new object can be labelled if the foreground region does not
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overlay others in the u-projection image. Otherwise, the region might be a reappearing severe 
or fully occluded object. The key idea is that folly occluded objects will reappear later as 
partially occluded objects from behind the occluding object. We propose a severe occlusion 
object tracking algorithm which has the ability to detect splitting of folly occluded objects. 
There is no motion restriction on the occluded objects and no limited maximum duration of 
occlusions but we assume that the shapes of these objects do not change significantly during 
severe or foil occlusion.
Assuming that at the end of frame k, there are m objects whose occlusion rates are larger than
0.6. Let Sfj = {S-{ Sfm}be the severe or folly occluded tracks and the object in front of
these track is S , . During foil occlusion, the occlusion rates of all Sy are set as 1.0. The only 
observable object is 5, and its silhouette is updated. If a partial occluded foreground region in 
a later frame, k+n, cannot find the matching track and its occluder is S j+" , the local best 
match of each Sy within R„jc"usion is acquired by:
T(x,y)  = argm in-|- £  [/(x  + x'.y + / ) - S ^ ( x ' , y ) ] 2 (5.16)
(x,y) N (x',y')eSP J
Where R k0jjlush)) is the object region, T(x,y) is the transformation parameters, N is the number 
of pixels in S j , and /  denotes the current frame.
The challenge of handling object splitting is that the recovered component of a folly occluded 
object is much different from the last silhouette when severe occlusion occurs. Most hacking 
systems record the appearance models of each object when it is not occluded. However, if 
partial occlusion happens at the first frame, this method may fail due to the unavailable 
complete object model. To tackle this problem, the silhouette of each S - for splitting handling
is the one in frame p, which has minimum non-zero occlusion rate:
S j  = { S j , m m ( y j  > 0)} (5.17)
If more than 50 percent of the foreground object region is within the local best match area 
of S j , a splitting of Sj is detected. The occlusion rate of Sj is updated using (5.13) and
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remove Sj from the full occlusion list . Otherwise, the foreground object region indicates a 
new object and updates its occlusion rate accordingly.
5.5 Experimental Results
The proposed tracking algorithm has been tested on some video sequences. The input to the 
algorithm is a pair of video sequences and the output is a set of video objects that are labelled 
using bounding boxes with different colours over time in the left video sequence. These test 
videos are recorded from two fixed CCD cameras, which are set up at different locations, 
including an office, a laboratory, and a reception area. In these video sequences, various types 
of occlusions are involved: partial occlusion in different disparity layers, partial occlusion in 
one disparity layer, and short-term severe occlusion. Non-occlusion is also included in some 
video sequences for completeness.
The algorithm is implemented using C on a personal computer with 3.0GHz CPU and 2GB 
memory. The video resolution is 640x 480 pixels (24 bits per pixel). For a typical partial 
occlusion scenario, an average computational time of 0.237s per frame is achieved.
5.5.1 Tracking without Occlusion
An example of tracking objects that are not occluded is shown in Figure 5.7. In this sequence 
a person walks in the scene, places a box, and leaves the scene. This example illustrates the 
ability of the proposed algorithm handling deformable objects and splitting. The splitting 
occurs at frame 45 and frame 46. However, due to the shadows on the floor, two foreground 
objects are segmented as one object in the depth map. The box is labelled as a new object at 
frame 51. From then on, the person and the box are tracked as two individual objects.
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Fig.5.7 Example of tracking objects that are not occluded. From top to down, the frame 
numbers are 24, 31, 42, 45, 51, and 57, respectively). First and second column: the input left 
frame and the corresponding depth map. Third column: the depth map segmentation results. 
Fourth column: the silhouettes of foreground objects. Fifth column: the video tracking results.
5.5.2 Tracking under Partial Occlusion in Different 
Disparity Layers
We demonstrate the tracking of partially occluded objects in Figure 5.8. In this example, 
partial occlusion occurs at the beginning and continues throughout the sequence. Three 
persons in this sequence make different movements: the person on the left makes random
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movement on a chair; the person in the middle dynamically changes his disparity range by 
moving fore-and-aft and the person on the right rotates throughout the sequence. In most of 
the frames, they have different disparity ranges. The proposed segmentation method can 
successfully detect them under partial occlusion. All of them are coherently labelled over 
time even though the visual feature of the foremost human head changes drastically.
Fig.5.8 Tracking results with partial occlusion in different disparity layers. From top to down, 
left to right, the frame numbers are 1, 5, 15, 20, 25, 30, 35, 40 and 45, respectively.
5.5.3 Tracking under Partial and Severe Occlusion
Tracking under partial and complete occlusion is illustrated in Figure 5.9. The partial 
occlusion occurs at frame 24 and finishes at frame 52 due to the close interaction between 
two persons in a disparity layer closer to the cameras. The occlusion rate of the occluded 
person exceeds 0.6 at frame 47, where the tracking system enters the severe occlusion mode. 
The person with red bounding box walks in a farther disparity layer and pauses for a while 
behind others. He is completely occluded by others from frame 31 to 36 and under partial
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occlusion from frame 37 to 41. From frame 42 to 52, he is under complete occlusion again. 
Figure 5.10 shows his silhouettes before, under, and after partial occlusion.
In most of the frames where partial or severe occlusion occurs, the proposed depth map 
segmentation method can detect foreground objects despite the cluttered background. But it 
groups objects, which have similar disparity ranges, into one region as shown in Figure 5.6. 
This example illustrates the robustness, and importance of using the proposed silhouette 
matching algorithm. With silhouette matching algorithm, partially occluded objects in one 
foreground region are tracked successfully.
Fig.5.9 Tracking under partial and severe occlusion. The frame numbers are 20, 24, 30, 33, 
37, 41, 45, 49, and 54, from top to down, left to right, respectively.
Fig.5.10 Silhouette of the far most person for frame 20, 22, 24, 26, 27, 28, 30, 37, 39, 41, 54,
and 56, from left to right.
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As an algorithm comparison, the video sequence as shown in Figure 5.9 is used to test other 
tracking techniques. In Figure 5.11, the results are obtained from the template matching 
method proposed by Nguyen and Smeulders [181] whereas Figure 5.12 illustrates the 
tracking results of Porikli and Tuzel’s work [195], which is based on the mean shift algorithm. 
In both of the two tests, the foreground objects are segmented using the background 
subtraction method. Before partial occlusion occurs, the templates of each person in the scene 
are recorded. The template matching technique works well in the case of non-occlusion and 
partial occlusion due to the updating of template by an appearance filter but failed under 
severe occlusion. The far most person is missed from frame 41 to frame 49, where severe 
occlusion occurs. From frame 44 to frame 48, the person with green bounding box is also 
missed due to the same reason. From frame 50, the template matching method can recover 
from the severe occlusion and matches all three persons again.
The tracking results of the mean shift algorithm are illustrated in Figure 5.12. The occluded 
persons are lost when severe occlusion occurs. After splitting, the far most person is matched 
again as his location does not changed during severe occlusion. However, the mean shift 
algorithm combines the person with green bounding box with the foremost person, and after 
splitting in frame 49, labels him as a new object.
Fig.5.11 Tracking results of template matching method proposed by Nguyen and Smeulders 
[181]. The frame numbers are 42, 43, 44, 45, 49, and 54, from top to down, left to right,
respectively.
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Fig.5.12 Tracking results of the mean shift algorithm proposed by Porikli and Tuzel [195]. The frame 
numbers are 20, 30, 45, and 54, from left to right, respectively.
Figure 5.13 shows the performance evaluation of three tracking algorithms. The algorithm 
comparison starts from frame 24, the frame before occlusion, and stops at frame 54, where 
the occlusion ends. The pixels of objects under full occlusion are considered as correct 
corresponding pixels and those belonging to wrong labelled objects are regarded as wrong 
corresponding pixels. From Figure 5.13, we can observe that the proposed depth assisted 
tracking algorithm achieves better tracking performance than other approaches.
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5.6 Conclusions
We introduce a novel depth assisted object tracking algorithm aimed at improving the 
robustness and accuracy to different types of occlusion. The proposed algorithm consists of 
four components, including depth-based object segmentation, depth assisted occlusion 
analysis, depth-based partial occlusion handling and depth-ordering based severe occlusion 
handling. The main contribution of this algorithm is to utilize depth information in these 
components to handle various occlusion situations effectively and robustly. The new methods 
developed to address different tracking problems can be summarized as follows.
• Firstly, object regions are detected using a depth and motion-based object 
segmentation method. The u-projection image and the v-projection image are 
introduced to extract foreground regions, which are further refined by motion 
detection masks.
• Secondly, the segmented object regions along with the occlusion rate of each hacks in 
the previous frame form the basis of the depth assisted occlusion analysis method.
• Thirdly, different object hacking strategies are employed according to the various 
occlusion situations. For hacking objects that are not occluded, the 3D Euclidean 
distances between object regions and existing hacks are employed. To utilize the 
content information of each object regions, colour-based silhouette matching is used 
for tracking partial occluded objects in different disparity layers whereas the iterative 
silhouette matching algorithm is introduced to handle partial occlusion in one 
disparity layer.
• Finally, when severe and full occlusion occurs, with the help of depth ordering of 
each track, the local best matching method is effective and robust for splitting 
handling.
The experimental results presented have confirmed the performance of our proposed object 
tracking algorithm under different challenging occlusion situations.
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Chapter 6 
Conclusions and Future Work
6.1 Research Overview
The research on utilization of 3D information in content representations has experienced 
rapid growth during the past decade. In this research we discuss the issues of utilizing 3D 
scene data for improving performance of semantic objects segmentation and tracking. This 
main objective is achieved in this research by exploring solutions of its four sub-objectives:
• Depth assisted automatic semantic objects segmentation
• Depth assisted multiple objects tracking
• 3D object sur face reconstruction from unorganized point set
• Polygonal mesh based 3D object segmentation
The first and second sub-objectives aim to tackle the problem of mono-view video object 
segmentation and tracking algorithms: these algorithms cannot guarantee successful semantic 
objects detection and tracking because of the limited information recorded for each pixel. The 
third and fourth sub-objectives are explored to reveal the structural properties and the 
geometric relationship between moving objects. Thus, reconstruction and decomposition of a 
3D model of objects and scene can further improve the performance of video object 
recognition.
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6.2 Research Achievements
We have discussed the issues of utilizing 3D scene data in semantic objects segmentation and 
tracking, which is based on two depth-based content representation technologies: the point- 
based dense depth representations and the polygonal mesh based surface representations. 
The point-based dense depth method is used to enhance the objects and scene representation 
whereas the polygonal mesh based surface representation technology is employed to 
reconstruct and decompose 3D models of objects and scene for better object recognition. 
These depth-based content representations are utilized in four modules to achieve accurate 
object detection and tracking. The main achievements of each of these modules are 
summarized below.
3D object surface reconstruction
A new method that uses a simple data structure to construct the Delaunay triangulation and 
Voronoi diagram of a set of points on the sphere surface is presented in the first part of 
Chapter 2. Compared to other randomized incremental algorithms, the proposed method is 
more efficient on random data due to a novel heuristic point location method. The point 
location method is designed so that the new point location process always starts from a 
relatively near processed vertex and proceed along the shortest path on the surface mesh 
reconstructed so far.
The problem of arbitrary topology object surface mesh reconstruction from unorganized 
sample points is surveyed in the second part of Chapter 2. The proposed region growing 
method starts from construction of a Delaunay triangulation of the sample points. After 
selecting an initial triangle, a greedy heuristic algorithm is used to reconstruct the surface 
mesh incrementally. A set of candidate triangles are computed according to their geometric 
and angular distance and only the candidate triangle with highest confident order can be 
selected as the seed triangle. The new candidate triangle selection criterion ensures the region 
growing process smoother and efficient than the existing region growing methods. In addition,
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Depth assisted multiple objects tracking
The proposed depth assisted object tracking algorithm aims at improving the robustness and 
accuracy of handling various occlusions. Object regions are first detected using a method 
derived from the depth-based object segmentation algorithm proposed in chapter 4. The 
occlusion analysis method is based on the segmented object regions and the occlusion rate of 
each track in the previous frame. Different object tracking strategies are then employed 
according to the various occlusion situations.
The proposed algorithm consists of four components and the main contribution of this 
algorithm is to utilize depth information in these components to handle various occlusion 
situations effectively and robustly. First, a u-projection image and a v-projection image are 
introduced to extract foreground regions. Second, the depth map segmentation and the 
occlusion rate of each previous track make the occlusion analysis efficient and accurate. 
Third, different object tracking strategies are employed according to the various occlusion 
situations. These strategies include the 3D Euclidean distances method for not occluded 
objects, colour-based silhouette matching and the iterative silhouette matching algorithm for 
various partial occluded objects, and the local best matching method for severe and full 
occlusion.
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6.3 Areas for Future Work
The point-based dense depth representations require accurate depth measurement and in the 
polygonal mesh based surface representations, the sample point cloud should be dense 
enough to recover geometric shapes of arbitrary topology objects. These required common 
conditions and the algorithms proposed in this research give rise to various future research 
directions. This section describes some of the issues that remain to be tackled.
3D object surface reconstruction
The 3D object surface reconstruction method proposed in this thesis requires a set of dense 
sample points to recover the geometric shape. However, the huge number of sample points 
contributes the time consuming calculation of Delaunay triangulation and Voronoi diagram 
as well. In fact, many sample points are redundant among the original point set and it is 
necessary to simplify the sample point set for a more efficient surface reconstruction 
algorithm. The simplest simplification method is the uniform method which samples the 
point set by a fixed size cube. Obviously, this method cannot change the sampling ratio and 
makes the feature blurred. Therefore, a non-uniform simplification method can be utilized to 
reduce the number of sample points adaptively according to the surface curvature. In a local 
area with high surface curvature, the simplification process can be stopped by comparing the 
local surface curvature with a pre-defined threshold value.
3D object segmentation
The calculation of geometric distance between a pair of sample points is vital to the proposed 
3D object segmentation algorithm. We approximate the geometric distance by the shortest 
path between a pair of points. Thus the simplification method discussed in the above section 
also benefits the object segmentation algorithm. In addition, the proposed object 
segmentation algorithm is not suitable for CAD models and some objects that do not have an 
obvious central component. We plan to extend the proposed segmentation algorithm to a 
more general segmentation algorithm. The key idea is to change the central component
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generation method to an adaptive method which has the ability to distinguish animal like 
models from those CAD like models according to sample density and/or volume information.
Video object segmentation
A limitation of this segmentation approach is that the moving objects cannot be too far away 
from the cameras. Otherwise, the depth information of the moving objects might be 
inaccurate and leads to a wrong initial object masks generation. This is mainly due to the 
similar depth values between the moving objects and the background. A depth range 
rescaling method can be applied to address the problem. The depth range between different 
objects can be extended according to the total depth range between the background and the 
cameras.
The proposed video object segmentation is based on the idea that an initial object mask can 
be obtained from depth and motion data and be further refined by combining spatial-temporal 
features. However, using motion data cause some limitations, such as fixed camera and 
unchanged illumination. In these cases, the motion masks might be very poor and in turn, the 
quality of initial object mask might also be influenced by combing the poor motion mask 
with the depth map segmentation. We plan to make better use of motion data in two ways: 
using adaptive motion mask generation technique which can find fast moving area in the 
scene and change the number of frames to calculate motion mask. The second direction is to 
find a method to combine the depth map segmentation and the motion mask. Some multi­
feature combination methods have been developed, such as the intersection graph of depth 
and motion maps in [162], the normalized cuts of a graphical model in [226], and the multi­
stage region merging method proposed by Brox et al. [230]. However, there are two main 
issues need to be addressed. First, the choice of a proper threshold for stopping criterion is a 
vital problem: a large threshold tends to vanish small regions and a small threshold might 
leads to over-segmentation. Second, the choice of dissimilarity measure is difficult for multi­
feature based segmentation since the qualities of the depth map segmentation and the motion 
segmentation are unstable due to the influence of noise. To tackle the problem, a quality 
measurement is needed to evaluate the quality of depth map segmentation and the motion 
mask so that the combination step can decide which mask is more reliable.
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Video object tracking
Although the proposed depth assisted video object hacking algorithm can track moving 
objects under various occlusion situation, there is a main limitation of the tracking algorithm. 
Once the hacking system failed to associates a current object region to an existing hack, it is 
very difficult for the hacking system to cover from the incorrect object identification. This is 
due to the fact that the hacking of the object in next frame is based on the object 
correspondence result in the current frame. To tackle this problem, a probability measurement 
can be assigned to each associated object according to the matching result. Therefore, in the 
next frame, data association of objects with low association probability will be further 
checked with previous frames to avoid incorrect object correspondence.
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