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Abstract 
The covariant type system is an impredicative system that is rich enough to represent some 
polymorphism on inductive types, such as lists and trees, and yet is simple enough to have 
a set-theoretic semantics. Its chief novelty is to replace function types by transformation types, 
which denote parametric functions. Their free type variables are all in positive positions, and so 
can be modelled by covariant functors. Similarly, terms denote natural transformations. 
There is a translation from the covariant type system to system F which preserves non-trivial 
reductions. It follows that covariant reduction is strongly normalising and confluent. 
This work suggests a new approach to the semantics of system F, and new ways of basing 
type systems on the categorical notions of functor and natural transformation. 
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1. Introduction 
The pros and cons of typing programs are already well known. In brief, static 
type-checking by the compiler catches many programmer errors, and reduces, if not 
eliminates, run-time type errors, which are expensive to handle. Also, typing supports 
a clearer semantics for programs, since types help to classify values in a constructive 
fashion. Its drawbacks are the need for programmers to provide types, and to duplicate 
code whenever the type of the existing program is not compatible with the intended 
application. The first drawback is typically handled by providing some automated type 
inference, to save the programmer specifying every (or perhaps any) types. The sec- 
ond drawback is handled by introducing parametric polymorphism, whereby a program 
can take a variable type, that can then be instantiated to suit the circumstances. For 
example, in ML [ 181 the appending of lists can be given type 
append : ‘a list -> ‘a list -> ‘a list 
where ‘a can be instantiated to any type whatsoever. 
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Such parametric programs can be studied abstractly in the underlying type system. 
For example, ML is based on the Hindley-Milner type system [ 171 (here denoted HM) 
which can be viewed as a fragment of the second-order polymorphic lambda-calculus 
[22], also known as system F of variable types [5]. Let us briefly review these type 
systems. 
The monotypes and polytypes of HM are 
z:= T1VX.t. 
It is a predicative system, i.e. the meaning of a type is defined from that of its 
sub-types. This allows us to build set-theoretic models based on a pair of universes, 
and a “truly full set-theoretic model” if we have an inaccessible cardinal [6]. 
The types of F are given by 
T:=XIT+TI’vX.T. 
This compact system is powerful enough to represent all HM types since binary prod- 
ucts, binary sums, and recursive types (initial algebras) can be defined as follows: 
SxT=‘v’X.(S--tT+X)+X, 
S+ T=W.(S-+X)--+(T+X)+X, 
F is impredicative, since the meaning of VX. T depends on all possible substitutions 
of types for X in T. This suggests that the semantics of F should be even harder 
to fathom; Reynolds proved that, under certain mild assumptions, system F has no 
set-theoretic semantics [21]. Instead of accepting Reynolds’ result at face value, the 
semantics community rose to the challenge of producing models of F in categories 
other than Sets, notably the effective topos [20] and categories of partial equivalence 
relations [ 151. In each case, realisability, a computational concept, was used to limit 
the size of the products required to model quantification. These models demonstrate 
the accuracy of some basic intuitions, e.g. that A-abstraction is modelled by Cartesian 
closure, but their explicit dependence on computational concepts limits the insights 
they can bring to the process of computation itself. 
This paper introduces a new alternative, the covariant type system. It is an impred- 
icative type system which supports the usual parametric polymorphism of fundamental 
operations like append, and yet is simple enough to have a set-theoretic semantics. 
In particular, this shows that the semantic difficulties of F are not forced by impredica- 
tivity per se. Indeed, this approach re-opens the question of a set-theoretic semantics 
for F itself, based on different intuitions about the basic constructs. 
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The covariant types are given by 
T:=X 1 T+T 1 TxT 1 T+T 1 Q.T. 
They look like the monotypes of HM and have the same interpretation of products, 
sums and recursive types. The only difference is that the function type S + T has 
been replaced by the transformation type S + T whose terms represent parametric 
functions, or natural transformations, rather than ad hoc families of functions. The 
transformation type S + T can be interpreted in F by 
where X0 . . .X, is a list of the free type variables of S. When S has no free variables 
then S + T has the same behaviour as S + T, so that all of the usual monomorphic 
functions of F are available. Observe that the system is impredicative, since the be- 
haviour of S + T is based on the behaviour of o(S) + a(T) for all substitutions cr. 
Note that the definitions in F of products, sums and recursive types cannot be ex- 
pressed using transformations, since quantification is delayed after function formation. 
Hence, these type constructs must be introduced, as in HM. 
Although system F was specifically designed to support parametrically polymorphic 
terms, it includes terms which do not have this property. For example, let A and B be 
types and consider case analysis for A + B. In a context containing a function variable 
.f :A+X, we have 
f :A+X k case f :(B-+X)-,A+B+X 
This term case f is not polymorphic in X since its value, and type, depend on that 
of the free term variable f. This restriction is captured by the rule for abstraction of 
a type variable X, which requires that X not be free in the type of any term variable 
in the context. That is, one must first abstract with respect to all such term variables 
(such as f in the example above) before abstracting with respect to their types. The 
existence of such non-parametric terms with their potential for future parametricity is 
the source of semantic difficulties in F. 
The transformation types make a necessity of virtue: all l-terms must be parametric 
in their argument, and are then of transformation type. It follows that polymorphic 
terms like case cannot be constructed, but must be added as primitives. The use 
of transformations instead of functions implies that all free type variables appear in 
positive, or covariant positions. This greatly simplifies the semantics, since types can 
be interpreted by covariant functors, rather than frmctors of mixed variance. Similarly, 
terms can be interpreted by natural transformations, rather than dinatural transformations 
[2], with all their inherent complications. In consequence, the polymorphic operations 
of HM which require contravariant arguments, such as filtering of lists, are definable, 
but no longer fully polymorphic. 
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Some of the other usual types can be constructed from the primitives above as 
follows: 
o=px.x, 
l=O*O. 
They are the empty or initiul type 0, the unit or terminal type 1 and type quantijcation. 
Here 0 +X is equivalent to the unit type, but has the free (dummy) variable X which 
is then bound by the outer transformation. This interpretation of quantification may 
look a little clumsy, but it captures an important idea: a term t of type VX. T does not 
denote an arbitrary family of terms tx E [T]X but a natural family of such. 
This naturality requirement is essential for avoiding the size problem, which comes 
from attempting to quantify over all sets, but alone is not sufficient, since in general 
there may be a large class of natural transformations between a pair of endo-functors 
on Sets, e.g. from the covariant powerset functor to itself. One solution would be to 
restrict to functors on Sets with rank (e.g., see [l]). While this approach is adequate to 
the task (and perhaps form a largest model) this paper will focus on a smaller solution, 
provided by the theory of shape, whose outlines we will now review. 
Shape theory is based on a very simple idea, that many of the data types of interest 
can be separated into their shape and their data. This separation can be modelled 
formally, has strong properties, and can be exploited in the design of programs and 
programming languages. 
The original presentation [9] used finite lists to represent the data: recent work [lo] 
generalises these to position functors. These use an object of positions as a means of 
indexing data locations. Shape information is used to determine which positions store 
a datum. The result is a data functor. 
Under some mild assumptions, used to define data categories, the data functors are 
closed under various common operations, such as composition, products and sums, 
initial algebras and final co-algebras. They are also closed under the formation of 
objects of transformations, used to model transformation types. This is because every 
natural transformation between data functors has a uniform algorithm [lo]. It follows 
that the covariant types can be modelled by data functors in any data category, such 
as Sets. 
Thus, despite the general understanding of the past decade, there is an impredicative 
polymorphic type system with a set-theoretic model. Further, the model is full (there 
is no restriction on the natural transformations used to represent terms), and requires 
neither a set-theoretic universes nor large cardinals. The consequences of this fact have 
yet to be developed. In particular, it suggests a new approach to the semantics of 
system F, and new ways of basing type systems on the categorical notions of functor 
and natural transformation. 
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The structure of the rest of the paper is as follows. Section 2 introduces the covariant 
types and terms. Section 3 defines the categorical semantics. Section 4 explores the 
expressive power of the system. Section 5 introduces covariant reduction and discusses 
its polymorphism. Section 6 provides a translation to F which is used to establish 
strong normalisation and confluence of covariant reduction, and underpins a discussion 
of the semantics of F. Section 7 draws conclusions. A preliminary version of this paper 
appeared as [ 111. 
2. The covariant type system 
2.1. Types 
The (raw) types are given by 
T::=X 1 T=+T 1 TxT 1 T+T 1,uX.T 
The actual types are equivalence classes of raw types under a-conversion of bound 
variables, which will be defined in a moment. The type constructions above are of 
variables, transformations, binary products, sums and initial algebras. The latter con- 
structions are all familiar from HM. For example, lists with data of type A are given by 
LA=pX.l +A XX 
The transformation types are used to represent parametric functions, as described in 
the introduction. The term constructions below may make their nature clearer. 
The free type variables f v (T) of a type T will be defined as a list without repetition, 
whose order is determined by the order of appearance, from left to right. For this reason, 
the symbol “@,’ here means append, and then delete all appearances of a type variable 
after its leftmost. List subtraction, written using “-” as an infix operator, is defined as 
usual. Here is the inductive definition: 
f v(X) = WI, 
f v(S * T) = f v(T) - f v(S), 
fv(S x T)=fv(S)@fv(T), 
f v(S + T) = fvW@f v(T), 
fu(pX.T)= fv(T) - [Xl. 
For example, if X, Y and 2 are type variables then 
fv(Z =+ (X + Y) x (X x Z)) = [X, Y]. 
All occurrences of variables in f v(S) are bound in S + T. Occurrences which are 
not bound are free. The covariant types are the equivalence classes of raw types under 
a-conversion of bound variables. A closed type is one containing no free type variables. 
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$+&XV AXYA’ t- T AYXA’ C T 
A iv(S) t T 
xtx AtS*T 
AI-S AtT At.9 ACT AXtT 
ACSxT AtS+T AtpX.T 
Fig. 1. Type judgements. 
Observe that every instance of a free variable X occurring in a type T appears in 
a positive position, since variables to the left of the transformation symbol are bound 
by definition. For this reason, we may think of variable types as covariant functors, 
which lend their name to this type system. 
A type context is a finite list of type variables without repetitions. The symbols d, d’, 
etc. will always represent a type context in this paper. If T is a type then A k T is 
a type judgement. It is well formed if it can be derived using the judgement formation 
rules in Fig. 1. The first two rules are structural and the rest are introduction rules 
for the type constructors. Note that free variables of S may not appear in A in the 
introduction rule for S + T. 
A type substitution c : A --+ A’ is a function that maps variables X in A to types 
o(X) that are well formed in the context A’. Substitutions can be extended to types in 
the obvious way. 
Lemma 2.1. If a pair of types have a unzjier then they have a most general unijier. 
Proof. Standard. 0 
2.2. Terms 
The possible forms for a term are 
t:=x 1 nx:s.t 1 t.t 1 c. 
These are variables, abstractions, applications and constants. The use of A rather than 
A for abstractions, and the ’ in applications, are used to distinguish these parametric 
terms from their more familiar, functional counterparts. /?-reduction is unchanged, but 
the rules for typing these terms reflect their parametric@. 
A term context is a finite list (without repetitions) of typed term variables. In 
this paper, the symbols cr’, etc. will always denote term contexts. A term context 
judgement takes the form A F K It is ivell formed if A k T for every x : T in r A term 
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A,“,‘:‘,“; ;: T ’ # r 
Al?x:Ry:Sr’kt:T 
Al?y:Sx:Rr’bt:T 
Ax:Tl-x:T 
AA’I’x:Skt:T Al-I’ All-S 
AII’I-Ax:S.t:S+T 
Arkf:S+T Ar!--s:cr(S) 
Arkf.s:a(T) (T : fv(S)+A 
fst : XxY*X 
snd : XxY*Y 
pair : X*Y=+XXY 
inlT : X+X+T 
id : Y*S+Y 
caseR+S*T : (R+T) x (S*T)=+(R + S*T) 
i=Px’ T : T/pX.T/X+pX.T 
foldfix. TaS : (T[S/X]e-S)a(pX. T=sS). 
Fig. 2. Term judgements. 
judgement takes the form 
where T is a type and t is a term. It is well formed if A t r and A k T are so, and it 
can be derived using the rules in Fig. 2. The first four rules are structural (two each 
for type and term contexts), the third is the variable axiom, the next two rules are 
for introduction and elimination of A-abstractions. Note that the second premise to the 
introduction rule prevents variable capture due to the implicit quantification of type 
variables in S. Also, the elimination rule is stable under a-conversion of S + T. 
The remaining axioms are for the various constants. They are independent of the 
type and term contexts, provided that the types mentioned are all well formed. These 
constants represent projections and pairing for the product, inclusions to the coproduct 
and case analysis, and building and folding (or reducing) for the recursive types. We 
require that the bound variables in the types of inlT and inrS are not free in T or S 
(respectively). 
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Free and bound term variables are defined in the usual way. The terms are defined 
to be equivalence classes of well-formed terms under a-conversion. 
Most of these combinators will be familiar from any typed programming language; 
the less familiar constants are in and fold that arise from the theory of initial algebras. 
The term in expresses the fact that 11X. T is a T-algebra while fold expresses 
its initial&y among all such algebras. That is, if S is a T-algebra, with T-action 
f : T[S/X] + S then 
fold. f :pX.T+S 
is the corresponding algebra homomorphism (or catamorphism, [16]) from the initial 
T-algebra $C. T to S. 
For fst, snd and pair we can instantiate the type variables in their types during 
application, as follows: 
fsts,T = Ax:S x T.fst .x, 
sndXT=Ax:Sx T.snd.x, 
pairXT=Ax:S.Ay:T.pair.x.y. 
Such flexibility is not available for the second-order combinators, however. For exam- 
ple, in applications of case R+S * T the type variables of R and S remain bound in the 
arguments. 
Lemma 2.2. Each well-formed term t has a minimal derivation, i.e. there is a well- 
formed term judgement AT !- t : T such that any other well-formed judgement A’S t 
t : T’ can be obtained by application of the structural rules to it. In particular, it 
follows that T’ = T. 
Proof. The proof is by induction on the structure of the term. The only interesting 
case is the application rule. If f. s is well defined then, by induction, we have unique 
typings f : S + T and s : S’ where S’ = o(S) for some substitution rr. Since the domain 
of the substitution is exactly f v(S) it follows that g is unique. 0 
Let us consider the effect of a substitution 0 on type derivation. We can extend 
substitutions to term contexts in the obvious way. Substitutions also have a small effect 
on terms, since the types of the combinators inl’, inrS and f oldpx’ T js contain free 
variables. Define 
o(inl') = inluCT), 
a( inrs) = inruCs), 
o(fold@r’s) = fol&‘(~x.T*S). 
Otherwise, the term syntax is unaffected by substitution. 
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Lemma 2.3. Let 0: A + A’ be a substitution. Zf AT t- t : T then A/o(T) t- o(t): o(T). 
Proof. By induction on the length of the derivation. 0 
Unfortunately, the covariant types do not support full type inference since the un- 
typed term Af.,4x. f . (f . x) obtained from twice (Section 4.5) can take the type 
(T + T) + (T + T) for any T and this family of types does not have a most general 
unifier. 
3. Semantics 
We will present a set-theoretic semantics for the covariant types and their terms, 
in which types are interpreted as functors and terms as natural transformations. The 
general setting and proofs are in [lo]. 
For each object P there is a position functor P - which maps a set X to those 
partial timctions P-X from P to X which have a decidable domain. P represents 
the collection of positions at which data might be stored; it is a set of indices, or 
addresses, at which data may be found. For example, the positions in a list are given 
by natural numbers n. If n is less than the length of the list then there is a datum at 
that position. 
If D is some data structure whose data of type A is indexed by the set P then there is 
a morphism data : D --) P -A which describes the data independently of the structure, 
or shape in which it is stored. More generally, we can replace D by a data structure FA 
which is polymorphic in A, so that dataA : FA -+ P -A is a natural transformation. We 
also have a shape function # = F! : FA --+ F 1 (where ! : A -+ 1 is the unique morphism 
to the one-element set). 
Define (F, P, data) to be a data functor if values of type FA are uniquely determined 
by their data and their shape. Equivalently, we require that the following diagram be 
a pullback 
data,, 
FA-P-A 
-I 
# 
! I 
# 
FI-P-l 
data, 
which is to say that data: F + P - is a Cartesian natural transformation. We can 
generalise to tinctors of n variables by having n position objects, one for each kind 
of data, and a data transformation into the product of the corresponding position 
functors. 
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Let (F, P,dataF) and (G, Q, data’) be data functors. Then GF has the structure of 
a data functor with position object Q x P. The data transformation is given by 
GFA 
data& 
- Q-FA 
Q-data; 
- Q-P-A - QxP-A, 
where the last arrow is the partial function equivalent of uncurrying. In other words, 
the Q value accesses a datum from GFA of type FA and then the P value accesses 
a datum of type A. 
F x G and F + G can both be given the structure of data functors with position 
object P + Q and data transformations given by 
(F x G)A 
data: X data; 
e (P-A) x (Q-A) -P+Q-A, 
(F + G)A 
data;+data: 
A (P-A)+<Q-A) -----+P+Q-A. 
The very last arrow uses the partiality of the functions in a non-trivial way: it is 
obtained by currying the partial function 
((P--A) + <Q-A)) x (P + Q>-A 
which performs an evaluation if sensible, and is otherwise undefined. Another way of 
viewing these sums and products is to see them as composites x (F, G) and x(F, G) 
where the binary functors + and x both have the same pair of position objects (l,l). 
If H(X, Y) is a data functor of two variables, whose position objects are R for X 
and S for Y then the initial algebra functor H+(X) = ,uY .H(X, Y) is a data functor of 
X with position object LS x R. The list of S is used to navigate through the recursion, 
like a path through a parse tree, and R picks out the datum at the node. (The same 
position object is used for the final co-algebra of H; the only difference is that the 
parse trees may now have countably infinite depth.) 
Finally, a natural transformation a : F + G is determined by a function F 1 + GP. 
It maps an F-shape to a G-shape filled with positions in F. These are used as pointers to 
the data in F which is used to fill the corresponding positions in G. The transformation 
can be recovered as 
(evalo(id x #),snd) 
(Fl -GP) x FA t GP x FA ---t G(P x FA)-GA. 
The collection of such transformations forms an object (or functor) F + G of natural 
transformations. Details of these constructions can be found in [lo]. 
These constructions yield a semantics for the covariant types and terms. To each 
derived type judgement d t- T is associated a data functor 
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where it is the length of A. Most of the interpretations are standard. Enlarging the 
context is modelled by projection, swapping of type variables in the type context is 
modelled by swapping arguments in the functor. The axiom is modelled by the identity 
functor. For the rest we have (assuming a given type context): 
If r is the term context x0 : TO.. .x+1 : T,_I then the term context judgement A t r is 
modelled by the functor [To] x . . x [T,_I]. Term judgements AT k t : T are modelled 
by natural transformations 
utn: urn =vm 
Context extension is modelled by projection, variable swapping is modelled by swap- 
ping arguments in the transformation. The variable axiom is represented by the identity. 
A-abstraction is represented by currying. Its elimination rule is given by 
uf 4=@wfn)U4~ 
where inst f is the appropriate component of the natural transformation f. The 
constants are interpreted in the obvious way. For example, mapR,S,Kr is interpreted 
as the natural transformation that represents the functoriality of [T] in the argument 
corresponding to X. 
4. Expressive power 
4. I. Basic terms 
The identity transformation and composition of transformations are defined by 
id=Ax:X.x:X*X, 
compR~s~r=Ag:S~T.Af :R+S.Ax:R.g.(f.x):(S+T)+(R+S)+(R+T). 
Often, compR,sT r . g . f will be abbreviated to go f since the type information can be 
inferred from f and g. 
The empty or initial type can be defined as 0 = ,uX .X. Its canonical function is 
?=fold”*X. id:O*X. 
It follows that we can encode universal quantification of a type T by the type variable 
X by 
VX.T=(O+X)+T. 
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The type 0 +X is to be thought of as a fimctor of X which is constantly 1. Thus, 
the construction picks out natural families of elements of T. We shall exploit this 
interpretation in comparing covariant types with system F below. 
The unit or terminal type could have been added as a base type, but this is unnec- 
essary since it can be defined to be 1 = 0 + 0. Its canonical element * : 1 is the identity 
id instantiated at 0. The booleans are given by boo1 = 2 = 1 + 1 with true = in1 . * 
and false = inr . *. 
Here is some additional syntactic sugar. 
(x, y) = pair . x y, 
fx g = Ax. (f. (f st . x), g. (snd x)), 
diag=/ix:X.(x,x):X+XxX, 
swap=nz:XxY.(snd.z,fst.z):XxY+YxX, 
[f, g] = caseRtS*r .(pair.f.g):R+S+T, 
f + g = [in1 o f, inr o g] where the types of f and g are understood, 
eval’,r =&:(S+ T) x S.(fst .p). (snd.p):((S+ T) x S)=+ T, 
uncurryR3S2T = A f : R + S + T. Ap : R x S. f. (f st . p) . (snd p), 
: (R+S+T)+(RxS=sT), 
curry R~s~T=Af:RxS~T.Ax:R.Ay:S.f~(x,y), 
: (RxS+T)+(R+S+T). 
In order, these constructions are for pairing, product of functions, the diagonal, and 
swapping arguments, all for products. Then we have case analysis and sums of func- 
tions, followed by evaluation, currying and uncurrying. For evaluation, note that in the 
type of p the free variables in the first occurrence of S are bound, while those in the 
second occurrence are free. Also, currying requires that R and S have no free variables 
in common. This restriction is required to permit the abstraction over y. For example, 
we cannot, in general, curry the combinator caseR,s,T since R + T and S + T may 
have common free variables. 
4.2. Mapping 
A basic operation on any inductive type is to map a function across all of the data 
stored within one of its values. This functoriality may be left to the user to define, 
perhaps through type classes [7] or constructor classes [ 131. An alternative adopted 
here, and in polytypic pattern matching [12] is to use type information to determine 
the action of mapping. A third approach is to use shape polymorphism to determine 
the action of map [3,9]. 
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For each tiplet R,S, T of types, and type variable X not free in R or S, we can 
define a constant 
map R,S,X,T : (R =+ S) =+ (T[R/X] + T[S/X]) 
which represents the functoriality of T in the variable X. More precisely, it represents 
the application of the functor T to a natural transformation from R to S. It is defined 
in the usual way, by working through the structure of the type until it finds the desired 
data of type R, whose presence is indicated using occurrences of X in T. It has the 
fortn 
map R,S~XTT = Af : R + S. mp’, 
where mpT : T[R/X] =s T[S/X] is defined by induction. The reader is advised to ignore 
the type superscripts on first reading, to expose the basic simplicity of the definition. 
mpT = id if X $fu(T), 
mp” = f, 
mp-Y = compC: W/W, W/W . mpV, 
mpU+’ = mp” + mpV, 
mpuxv =mp” x mpv, 
mp~r T = foldpY. rIR/xl*~r T[sIxl . (inP’Y. T[S/Xl 0 mpT[~x T[~ixl/YI 1, 
Note that the first clause in the definition takes precedence over those that follow 
after. 
Lemma 4.1. The map terms are well dejined 
Proof. Consider the following rank r(X, T) on the terms mapR,s,X.T. 
r(X,T)=O ifX@fu(T), 
r(X,X) = 1, 
r(X, U +- V) = r(X, V), 
r(X, U + V) = max{r(X, U), r(X, V)} + 1, 
r(X, U x V) = max{r(X, U), r(X, V)} + 1, 
r(X, pY. T) = max{r(X, T), r( Y, T)} + 1. 
For most cases in the definition of map it is immediate that the right-hand side 
uses instances of map of lower rank. The only non-trivial case is that of mpfirT. 
The mp in its definition has rank r(X, T[pY. T[S/X]/Y]) = r(X, T)<r(X,,uY. T) since 
X # fn(H. T[Wl). 0 
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4.3. Parameters 
This subsection is concerned with operations that distribute data across a type. 
A well-known example is the distributive law for sums: 
(X+Y)xZ~(XxZ)+(YxZ) 
which distributes data of type Z over X + Y. It can be defined directly as the uncurried 
form of 
[nx:X.nz:Z.inlYxz (x,z), /ly : Y. /lz : Z. inrXXZ . (y,z)]. 
More generally, for types S and T and type variable X we can define a strength 
[4,14,191 
tauR*=T : T[R/X] =+ S =+ T[R x S/X] 
provided that 
Kv n fNT[Wl) = 4. (1) 
We will construct the strength from other, simpler parametrising operations, as follows. 
The co-strength 
tau, R,S,X,T : R + T[S/X] + T[R x S/X] 
is given by Ay : R.mapS,R ’ s~x,T . (AZ : S. (y, z) ). Uncurrying this gives the co-distributi- 
vity 
distf’S3xT : R x T[S/X] + T[R x S/X]. 
Dualising yields the usual distributivity 
distR,S,X,T = (map’~R,Rx’,X,’ swap) 0 dist?R’X’T 0 swap 
: T[R/X] x S =+ T[R x S/X]. 
Then the strength tau is obtained by currying dist which introduces the type restric- 
tion (1). 
4.4. Inductive terms 
The covariant type system is able to handle solutions to all polynomial domain 
equations, as well as those involving transformation types. We will demonstrate this 
for lists and binary trees. 
The type of lists on X is LX = pZ. 1 +X x Z. Its constructors are given by 
nilX = inLx . (in1 XXLX . *):LX, 
cons=inLXoinr’:XxLX*LX. 
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Note that cons cannot be curried. The free type variable in nilX can be quantified 
to produce 
nil=Ax:O+X.nilX:VX.LX. 
We may write h :: t for cons . (h,t). 
Append of lists appendX : LX x LX + LX is defined using the second list as a pa- 
rameter as follows. Let T = ~2. Y +X x 2, then T[l/Y] is LX; and let T[l x LX/Y] 
be S, then 
Also, flattening of a list of lists is given by 
flatten = f oldL(LX)JLX[/ix : 1. nilx, appendx] : LLX + LX. 
Similarly, TA = pX .A +X xX is the type of binary trees with leaves of type A 
whose constructors are 
leaf=inTA oinlTAxTA, 
node = inTA o inrA. 
4.5. Limits of expression 
In HM, the term id id is not typable since id may only be assigned a monotype 
within the expression. Instead, one must replace this term by 
let f=id in f.f 
so that f may take a polytype. However, in the covariant type system, self-application 
of transformations is easily defined. For example, 
id.id:X+X 
and even 
are well formed. Note, however, that s2 = w . O.I is not well formed, since o is not of 
type X =+X. In fact, the only closed term of type X +X is id. 
This fact alerts us to a limitation of the covariant system. Consider 
twice=Af:X=+X.Ax:X.f.(f.x):(X*X)*(X*X). 
It cannot be applied to an arbitrary endomorphism f : T + T (as in HM) but only to 
a transformation on the identity. To obtain the desired action, we require a family of 
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terms 
twice’:(T*T)*(T+T). 
Once again, it is the use of nested transformations that limits expressivity. 
Similar problems arise when filtering a list. The HM type for it is 
VX.(X-+bool)--,LX--tLX 
whose closest covariant equivalent is (X + bool) x LX + LX. However, there are only 
two transformations X + boo1 so this is not very satisfactory. Instead, each type T 
must have its own filter 
filter’ : (T =S bool) x LT + LT. 
For example, the transformation isnil : LX =S boo1 that is true on empty lists can be 
used to filter lists of lists as f ilterlx . isnil : LX + LLX. 
In each case we can see that the formalism demands a family of related terms, for 
twice or filter corresponding to the same untyped term. Clearly there is some scope 
for type inference here, to simplify the programmer’s burden. 
5. Covariant reduction 
5.1. Reduction 
Here are the basic reductions. The /?-rule is 
(Ax : s. t) . s =+ t[s/x]. 
The substitution t[s/x] of the term s for all free occurrences of x in the term t is 
defined in the usual way. The other rules relate to the constants. 
fst.(pair.x.y)Jx, 
snd.(pair.x.y)Jy, 
caseR+S=ST. (pair . f. g) . ( inlS . x) =5 f. x, 
caseR+sJT. (pair . f. g) ( inrR . y) =+ g . y, 
fold~x~TJS .f. (inpLX.T. p)+ f. (,ap~X,c’,zT. (fold”X.T*S. f) .p). 
One-step reduction is obtained by performing a basic reduction on a subterm. The 
general reduction relation -+* is the reflexive, transitive closure of one-step reduction. 
Here are some sample reductions. Let f : A --f B and a :A be terms and define 
g = inLB o (,apA,B,xl+XxLB . f ). Then 
,apATB,XLX . f. nilA 
+ f oldLAqLB . g. nilA, 
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(in1 AxLA . *)), 
+ ( inLB 0 (map A,B,X,l+XxLB . f )) . (inlAxLE . *)), 
4 inLB . (inlBxLE . *)), 
= nilB. 
We can make this more legible by dropping the types from the terms to obtain 
map. f .nil -+ fold.(ino(map. f )).nil 
-+ (in o (map . f )) . (map . (fold . (in 0 (map. f ))) .(in1 . *)) 
-+ (in 0 (map. f )) . (in1 . *)) 
+ in . (in1 . *)) 
= nil. 
Similarly, 
map. f.(a::nil) + fold.(ino(map. f)).(a::nil) 
+ (in 0 (map. f )) . (inr . &nil)) 
+ in.([inl,inr-(Ap.(f.(fst .~),snd.p))] 
. (inr . (a, nil))) 
+ in’(inr-((f.a,nil))) 
= (f.a)::nil. 
Mapping of f also works for a binary tree: 
map. f. (leaf. a) --+* leaf. (f. a), 
map . f. (node . (to, tl)) +* node . (SO, SI), 
where 
Si =map. f. ti. 
Here is a reduction of a distribution. 
distt . (r,h :: nil) --) taut . Y. (h :: nil) 
+ map.(Az:X.(r,z)).(h::nil) 
-+ ((A2 :X. (r,z)) . h) :: nil) 
--+ (r, h) :: nil. 
Hence, 
dist . (h :: nil, 7) + (h, T-) :: nil. (2) 
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We finish our examples with an append of lists: 
append. (h :: nil, r) + (fold[snd,cons]).(in.(inr(h,(in.(inl.(*,r)))))) 
---f [snd,cons] . (inr(h, [snd, cons] . (in1 . (*,r)))) 
4 cons . (h, r) = h :: r. 
5.2. Polymorphism 
The existence of closed terms of closed type to represent polymorphic operations, 
such as nil and cons, demonstrates the syntactic power of the system. On the other 
hand, a common means of distinguishing parametric from ad hoc polymorphism is the 
requirement that the evaluation of a parametrically polymorphic expression should be 
independent of the type. While this is true of most covariant reductions, the exception 
is fold; it requires a map evaluation, which is heavily dependent on the type. There 
are several ways of viewing this situation. 
One is to observe that the evaluation of algorithms for operations like append: 
LX x LX + LX is independent of the choice of the data type X. The dependence 
of the evaluation on the type of map merely reflects the fact that append is a list 
algorithm, and not a tree algorithm, or of some other kind. That is, the covariant type 
system supports data polymorphism but not shape polymorphism [9]. 
A more constructive approach is to try and capture shape polymorphism within the 
type system, so that reduction is completely type-free. Of course, this takes us beyond 
the possibilities of F (or even Fw) since there the type of a shape polymorphic map 
is empty. However, shape polymorphism makes sense semantically and the language 
P2 [8] provides the kernel of a system that supports shape-polymorphic map and fold. 
This is further developed in FML, an extension of ML which supports an additional 
syntactic class of functors (i.e. categorical functors rather than the standard ML func- 
tors). Shape polymorphism is expressed by quantifying over functor variables [3]. This 
ML extension contains ordinary function types, and so is not covariant. However, we 
can imagine adapting the type of map to be 
map : VF,G,H.(F+G)+(HF=+-HG), 
where HF is the composite of fimctors. For this to work, the functor variables must 
not be bound by the transformation constructors. 
Additionally, the semantics of shape suggests that shape polymorphism should not 
be restricted to inductive types of the kind definable in F, but should apply to arbitrary 
shapely types, such as arrays, graphs, records, etc. Developing efficient algorithms for 
such general type systems will be a challenge. 
Finally, the next section will show how to translate covariant types into F (in linear 
time) in a way that preserves reduction. Thus, the shape information has been trans- 
lated away and reduction can be performed in F without reference to any types. The 
only difficulty is that the normal form of the translate may not be the translation of 
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a covariant term. Presumably, the undesirable reduction steps can be “unwound” in 
translating back into the covariant system. 
6. Translation to F 
The covariant type system can be viewed as a subsystem of F. As well as clarifying 
the computational power of the covariant types, we will use the translation to establish 
the strong normalisation and confluence of the system. 
Before defining the interpretation it will be useful to introduce some additional syn- 
tactic sugar to F for handling lists of types. Define the finite list fv(T) of type variables 
of a type in F just as in the covariant type system. Given a finite list A = [X0,X,, . . . ,X,] 
of type variables and a type T, define the universal quanti$cation of T by A to be 
VA.T=VX,,.VX ,... VX,,.T. 
Similarly, if t : T is a term then define 
AA. t = AX& AX, . . . AX,. t, 
t A=tXOXI . . . X,. 
Now, given types S and T define the type of transformations from S to T in F to 
be 
S=+T=VA.S+T, 
where A is the list of free type variables of S. The other covariant type constructors 
are all interpreted in the usual way, as given in the introduction. Note that the order 
of type variables in the covariant type S x T (respectively, S + T and pX. T) is the 
same as that in its translation to F. 
Now consider the terms. Let S be a type of F and t : T be a term. Define 
Ax:S.t=AA.~xS.t, 
where A = fv(S). Conversely, given f: S + T and a: o(S), then define 
f.a=fa(A) a, 
where a(A) is the result of applying o to each type in A. 
It remains to interpret the constants. Some are relatively straightforward: 
fst = Ap:X x Y.p x (Ax5lyY.x), 
snd = /lp :X x Y. p Y (Ax? /?v’. y), 
pair = Ax :X. Ay : Y. AZ. Afx+y+z. fx y, 
inlT = ,4x :X. AZ. Afx”. Ag’-‘. f x, 
in? = Ay : Y. AZ. Af ‘*‘. Ag”‘. g y. 
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The rest require some attention to the correct choice of type contexts over which to 
quantify (not an issue for the covariant system). We have 
caseRfSjr=/Ip:(R~T)x(S~T)./iu:R+S.u T fg, 
where 
f = f st (R * T) (S * T) p fu(R), 
g = snd (R + T) (S + T) p fv(S). 
inPLX.T = tip: T[pX. r/X]. KC. Af r-x.f(map"X~KxxTg A p), 
where 
g=Au:pX.T.u x f, 
A = fu(pX. 7’). 
fold~x.TJS=nf:r[s/~]~s./iu:~x.r.u S (ffv(T[S/X]+,S)). 
With the exception of in, each of these definitions is self-contained and, modulo the 
need for type contexts, is straightforward. As for in, observe that the term g cannot 
be replaced by f oldpx. T*x f since the latter is ill-defined: f is a function, not 
a transformation. The second point about in is that it is defined using map which, in 
turn, is defined using in. The circularity in the definition is only apparent, however, 
as the following lemma will show. 
Lemma 6.1. The map terms in F are well defined. 
Proof. The proof follows that of Lemma 4.1. The only addition is in the last case, 
since mpP’ T is defined using in”’ T[sIxl and, thus, mappr T[s’xl,~ KTIS’xl. The rank of 
the latter is r( Y, T[S/X]) = r( Y, T) <r(X, ,uY. r) since we may assume that the bound 
variable Y is not free in S. 0 
This completes the interpretation of covariant terms. Now let us consider the reduc- 
tions. Each reduction of the covariant system can be obtained by performing at least 
one (usually quite a few!) reductions of F. /I-reduction is interpreted as finite sequence 
of P-reductions on types followed by a j&reduction with respect to a term variable. 
The pairing reductions each take 11 steps in F. One may think of these as being three 
reductions for f st, four for pair, and four to combine them. The reductions for case 
analysis take at least 17 steps (at least one for case, five for inl, and eleven for 
pair). Finally, fold reduction takes at least 4 steps (at least one for fold, and three 
for in). 
Theorem 6.2. The canonical translation from the covariant type system to system 
F preserves non-trivial reductions, i.e. one-step covariant reductions are mapped to 
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reductions in F of at least one step. Hence, covariant reduction is strongly normalising 
and co&ent. 
Proof. The main statement was established above. Strong normalisation then follows 
from that of F. Hence, confluence follows from weak confluence, which is trivial, 
because there are no critical pairs. 0 
Note that translation to F does not preserve normal forms, such as pair . x. 
6.1. Implications for the semantics of F 
We have seen that the V and + type constructors have equivalent expressive power, 
which suggests a new presentation of F whose raw types and terms are 
T:=XIT+TIT+T, 
t :=xlt tlAx: T.tlt . tlAx: T.t. 
Each of the type constructors, for functions and transformations, is known to have 
a set-theoretic semantics, so the obvious question is, does F have a set-theoretic se- 
mantics? A positive answer would appear to contradict the standard result, referred to 
in the introduction. But Reynolds’ proof rests on assumptions about type quantification 
that may not be relevant for transformations. This question remains open for now. 
7. Conclusion 
The covariant type system is a powerful polymorphic, impredicative subsystem of F 
which has models in any data category, such as Sets. This demonstrates that parametric 
polymorphism and set-based semantics are indeed compatible, and suggests that we take 
a fresh look at the semantics of system F. It also opens up a variety of possibilities 
for the development of powerful new type systems, in which (categorical) functors and 
natural transformations are central. 
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