Retrial queueing systems are characterized by the requirement that customers finding the service area busy must join the retrial group and reapply for service at random intervals. This paper deals with the M/G/1 retrial queue subjected to breakdowns. We use its stochastic decomposition property to approximate the model performance in the case of general retrial times.
Introduction: model description
Retrial queueing systems are characterized by the requirement that customers finding the service area busy must join the retrial group and reapply for service at random intervals. These models arize in the analysis of different communication systems. For surveys on retrial queues see Falin [7] , Artalejo [5] , Templeton [14] and also monograph by Falin and Templeton [8] .
Retrial queues subjected to breakdowns are of great importance because they occur in many practical situations. General issues related to servers with breakdowns are discussed in Gelenbe [9] . The author considered a transaction processing computer system subjected to failures, where the checkpoint-rollback-recovery technique is used to ensure reliability of the data. Assuming the instants of failure to be a Poisson process with constant failure rate, and using the means of a theoretical analysis of a queueing system representing system behavior, he derived the optimum checkpoint interval, which maximizes system availability, as a deterministic quantity and as a function of the system load. In Gelenbe and Hernandez [10] , this result was extended to the case where the failure process is a time dependent Poisson process. Furthermore, the authors considered the Weibull failure rate model, and derived a method for obtaining the optimum checkpoint interval. A single server retrial queue with server subject to breakdowns and repairs was studied by Kulkarni and Choi [13] . With the help of the theory of regenerative processes they obtained the generating functions of the limiting distribution and other characteristics of the queue length process for two different models. In Aissani [1] , a version of the unreliable M/G/1/1 retrial queue with variable service was considered. This approach permitted to consider the redundancy problem. Artalejo [4] obtained sufficient conditions for ergodicity of Markovian multiserver queues with retrials and breakdowns. He also presented a recursive algorithm to compute the steady-state probabilities for the M/G/1 retrial queue with breakdowns. Recent contributions on this topic include the papers of Artalejo and Gomez-Corral [6] , Anisimov [3] , Krishnamoorthy and Ushakumari [12] .
This paper presents the analysis of the M/G/1 retrial queue subjected to breakdowns. We consider a single server queueing system at which primary customers arrive according to a Poisson stream with rate λ > 0. An arriving customer receives immediate service if the server is idle and functional, otherwise he leaves the service area temporarily to join the retrial group (orbit). Any orbiting customer will repeatedly retry until the time at which he finds the server idle-up and starts his service. The retrial times are arbitrarily distributed with distribution function T (x) having finite mean 1/θ.
The service times follow a general distribution with distribution function B (x) having finite mean 1/γ and Laplace-Stieltjes transformB (s). We assume that the server is subject to Poisson active (when he is busy) and passive (when he is idle) breakdowns with rates µ and η, respectively. The time duration of active and passive interruptions follows random variables D b and D i with distribution functions H (x) and G (x) and Laplace-Stieltjes transformsH (s) andG (s), respectively. We assume that it follows the same type of distribution as the corresponding service time. No breakdowns may occur when the server is down. The customers whose service is interrupted by an active breakdown are obliged either to leave the system with probability (1 − c), or to join the orbit with probability c.
Finally, we admit the hypothesis of mutual independence between all random variables defined above.
The state of the system at time t can be described by means of the process {C (t) , N 0 (t) , t ≥ 0} where N 0 (t) is the number of customers in the orbit, C (t) is the state of the server as defined below:
0 server is idle and functional 1 server is busy and functional 2 server is down due to a breakdown.
One approach to study this model is a stochastic decomposition. Aissani and Artalejo [2] obtained some stochastic decomposition results for exponential retrial times, in particular the stochastic decomposition for the embedded Markov chain at idle-up epochs. Assuming this result as valid for general retrial times, we apply an approximation method for the computation of the steady-state queue size distribution. We study the effects of the retrial intensity and those of the breakdowns on the model performance. The paper is organized as follows. The next section contains some notations. We review the stochastic decomposition in Section 3. Section 4 deals with the approximation method. In Section 5, we present some numerical results.
The proofs and some results that are available in the literature are omitted, and interested readers are referred back to the original papers.
Notation
Let ξ n be the time when the server enters the idle-up state for the n-th time; n be the time at which the n-th fresh customer arrives at the server. We further consider the random process {C (t) , N 0 (t) , t ≥ 0} as t → ∞.
Let
Let q n be the number of customers in the orbit at instant ξ + n ; X n i be the time elapsed since the last attempt made by the i-th customer in the orbit until instant ξ
. . , X q ) of expended retrial times of the q orbiting customers present at an arbitrary time when the server enters the idle-up state. We denote by f q (x 1, x 2 , . . . , x q ) the joint density function of q and X.
Stochastic decomposition
Stochastic decomposition property of classical M/G/1 retrial queues with exponential and general retrial times states that the number of customers in the system is equal to the sum of two independent random variables: the number of customers in the ordinary M/G/1 queue with infinite waiting space and the number of customers in the M/G/1 retrial queue given that the server is idle [15, 16] . Aissani and Artalejo [2] introduced an auxiliary queue without retrials to establish the stochastic decomposition property of M/G/1 retrial queues with breakdowns and exponential retrial times. The decomposition result for queues with vacations, which obviously related to breakdowns, was first proved in a more general manner in Gelenbe and Iasnogorodski [11] . Assuming general interarrival times, the authors obtained an operational formula (together with sufficient conditions for ergodicity) relating the waiting time in stationary state of a queue with vacations to the waiting time of an equivalent GI/G/1 queue.
Consider a random process {C (t) , N 0 (t) , t ≥ 0} as defined in Section 1. This is not a Markov process, but it has an embedded Markov chain at idle-up epochs {N 0 (ξ + n )}. As in classical retrial queues, the ergodicity condition is independent of the retrial parameter θ. From [13] , we have that the system is stable if
In [2] , the auxiliary queue is the M/G/1 queue with waiting line, breakdowns of the server and option for leaving the system after an interruption. The rules that govern this system are as follows. Customers queue up according to FCFS discipline. When an active breakdown occurs, the interrupted customer can leave the system or stay at the service facility until the repair is completed and then restart his service according to preemptive repeat different policy. In fact, this model is the main model given in Section 1 and simplified by neglecting the repeated attempts. The generating functionΦ (z) of the steady-state distribution {a k , k ≥ 0} of the embedded Markov chain at idle-up epochs is defined in terms of the generating function Ω (z) for the number of customers that join the orbit during a fundamental server period (time from the epoch at which customer commences service until the epoch at which the server is able to start a new service time):
where
We have the following result about stochastic decomposition for {N 0 (ξ + n )} as n → ∞:
is the generating function for the number of customers in the orbit given that the server is idle and functional. We assume that the decomposition result (3) for exponential retrial times is also valid for general retrial times, in the same way as the result for M/G/1 retrial queues without breakdowns established in [15, 16] .
Approximation method
From the decomposition result (3), we can see that the steady-state distribution {π k , k ≥ 0} of the embedded Markov chain at idle-up epochs is a convolution of two distributions: the steady-state queue size distribution {a k , k ≥ 0}) for the auxiliary queue without retrials and {p 0,k , k ≥ 0}.
Obviously π k = P (q = k) for k ≥ 0. Since Poisson arrivals see time averages, we have p 0,k = r 0,k for k ≥ 0. Suppose that there are k > 0 customers in the orbit at an arbitrary time when the server enters the idle-up state. In such a case, we have
. . , x k ) = 0 if the next served customer is not one of the k orbiting customers (otherwise δ (k; x 1 , x 2 , . . . , x k ) = 1). Expended retrial times X 1 , X 2 , . . . , X k of the k orbiting customers depend on each other in a very complicated way. This dependence implies that a derivation of an explicit formula for the joint density function f k (x 1 , x 2 , . . . , x k ) is difficult, if not impossible.
An approximation to f k (x 1 , x 2 , . . . , x k ) was proposed in [15] . By using this approximation and applying the decomposition property, the authors developed a method for the computation of the steady-state queue size distribution for classical retrial queues with general retrial times. We adapte this approximation method for the M/G/1 retrial queue with breakdowns. The approximation is based on the intuitive consideration (justified in many applications) that the average retrial time is very small relative to the average service time. Thus during a fundamental server period, orbiting customers make many retrials. Consequently the dependency among X 1 , X 2 , . . . , X k is weak. Further, the more retrials an orbiting customer makes, the less the distribution of the expended retrial time depends on the time of the observation. According to renewal theory, the expended retrial time distribution observed at a time point sufficiently far from the origin is m (x) = x 0 θ (1 − T (u)) du. Therefore the joint density function f k (x 1 , x 2 , . . . , x k ) can be approximated by
Using the above approximation and following the renewal arguments given in [15] , we can write that
Assume that the steady-state distribution {a k , k ≥ 0} is known (it is obtained by inversion of the generating functionΦ (z) given by (2)). Under this assumption, the result (3) can be expressed in the following form:
with
and
The set of equations (4-6) gives an approximate solution to {π k , k ≥ 0} . Let {π k , k ≥ 0} be the approximation to {π k , k ≥ 0}. With the help of (5), from (4) one can obtainπ
Using (7)
, from normalizing equation (6) one can find that the approximation to π 0 isπ
The computational procedure (7, 8) gives the unique positive solution if the series
. . , the above condition is satisfied [15] . Suppose that the approximate solution {π k , k ≥ 0} is evaluated. Let N be the number of customers in the system at an arbitrary time when the server enters the idle-up state. Then, we can calculate
Numerical results
This section deals with numerical results made available by the computational procedure (7, 8) . We consider the following service time distributions:
exponential (E)
For retrial times, we choose exponential (E)
x ≥ 0;
These distributions are the most representative. Furthermore from [15] , we have that the approximation discussed in Section 4 works well as long as the retrial time distribution is relatively close to the exponential distribution in the sense that its coefficient of variation, cv, is close to that of the latter (cv < 4). Throughout this section, we let the mean service time, 1/γ, be a unit time and the probability c be 0.9.
In the first time, we examine the performance of the approximation. Tables 1a-c, 2a, b and 3a, b present the approximate numerical results against those from a simulation study for the M/M/1, M/E 2 /1 and M/H 2 /1 retrial queues with breakdowns, respectively. The coefficients of variation of retrial times are cv E2 ≈ 0.7, cv E = 1 and cv H2 = 1.5. In these tables we observe a good agreement between the approximate and simulation results when there are M/M/1 and M/E 2 /1 retrial queues with breakdowns for which the coefficient of variation of service times cs ≤ 1. In the case of M/H 2 /1 retrial queue with cs = 2, the approximation performs well, when the traffic intensity ρ is relatively low (see λ = 0.3). On the other hand, it fails when ρ is high (see λ = 0.6): the difference between the two solutions is highly significant. 
deteriorates the accuracy of the approximation. We also observe that the approximation fails when the mean retrial time 1/θ is not sufficiently small relative to the mean service time 1/γ (the failure is denoted by *). On the other hand, as is expected, increasing the retrial rate θ results in a sensitive improvement of its performance.
Another observation is that the accuracy of the approximation deteriorates as the retrial time distribution departs from the exponential one in the sense that its coefficient of variation cv > 1.
Finally, one can see that the mean number of customers in the system at an arbitrary idle-up epoch E [N ] shares a similar property with that of the mean number of customers in the system observed in [15] for classical retrial queues:
is an increasing function of the second moment of the retrial time distribution. In Section 1, it was assumed that no breakdown occurs during interruption. Finally, the performance of the system deteriorates as the mean retrial time 1/θ approachs the mean service time 1/γ. We conclude that the performance of the approximation discussed in Section 4 is affected very much by the type of service time distribution as well as by the type of retrial time distribution. In other words, increasing the coefficient of variation of service times and that of retrial times has significant adverse influence on the accuracy of this approximation. The approximation method works well as long as the mean retrial time is sufficiently inferior to the mean service time. Ultimately, the breakdowns have an adverse effect on the accuracy of the approximation.
