ABSTRACT. We consider the multifractal formalism for the dynamics of semigroups of rational maps on the Riemann sphere and random complex dynamical systems. We elaborate a multifractal analysis of level sets given by quotients of Birkhoff sums with respect to the skew product associated with a semigroup of rational maps. Applying these results, we perform a multifractal analysis of the Hölder regularity of limit state functions of random complex dynamical systems.
INTRODUCTION AND STATEMENT OF RESULTS
Let Rat denote the set of all non-constant rational maps on the Riemann sphere C. A subsemigroup of Rat with semigroup operation being functional composition is called a rational semigroup. The first study of dynamics of rational semigroups was conducted by A. Hinkkanen and G. J. Martin ( [HM96] ), who were interested in the role of polynomial semigroups (i.e., semigroups of non-constant polynomial maps) while studying various one-complex-dimensional module spaces for discrete groups, and by F. Ren's group ( [GR96] ), who studied such semigroups from the perspective of random dynamical systems. The first study of random complex dynamics was given by J. E. Fornaess and N. Sibony ( [FS91] ). For the motivations and the recent studies on random complex dynamics, see the second author's work [Sum11, Sum13] .
The study of multifractals goes back to the work of [Man74, FP85, HJK + 86] which was motivated by statistical physics. In this paper, we perform a multifractal analysis of level sets given by quotients of Birkhoff sums with respect to the skew product associated with a rational semigroup. We recommend [PW97, Pes97] for a similar kind of multifractal analysis for conformal repellers.
One of our main motivations to develop the mutifractal formalism for rational semigroups is to apply our results to random complex dynamical systems. The multifractal formalism allows us to investigate level sets of a prescribed Hölder regularity of limit state functions (linear combinations of unitary eigenfunctions of transition operators) of random complex dynamical systems. In this way, our multifractal analysis exhibits a refined gradation between chaos and order for random complex dynamical systems, which has been recently studied by the second author in [Sum11, Sum13] . An introduction to this field and the precise statement of our results will be postponed to Section 1.1. We remark that this paper is the first one in which the multifractal formalism is applied to the study of limit state functions of random complex dynamical systems. Also, we note that under certain conditions such a limit state function is continuous on C but varies precisely on a thin fractal set. From this point of view, this study is deeply related to both random dynamics and fractal geometry.
We proceed by introducing the necessary definitions and preliminaries to state our first main result on the multifractal formalism for rational semigroups. If G is a rational semigroup generated by the family ( f i ) i∈I , then we write G = f i : i ∈ I . If G is generated by a single map g ∈ Rat, then we write G = g . The Fatou set F (G) and the Julia set J (G) of a rational semigroup G are given by F (G) := z ∈ C : G is normal in a neighbourhood of z and J (G) := C \ F (G) .
For a single map g ∈ Rat, we set F (g) := F ( g ) and J (g) := J ( g ).
Throughout this paper, we will always assume that card (I) < ∞. An element f = ( f i ) i∈I ∈ (Rat) I is called a multi-map. The skew product associated with a multi-map f = ( f i ) i∈I is given bỹ
where σ : I N → I N denotes the left-shift map given by σ (ω 1 , ω 2 , . . . ) := (ω 2 , ω 3 , . . . ), for ω = (ω 1 , ω 2 , . . . ) ∈ I N . We say that a multi-map f = ( f i ) i∈I is expanding if the associated skew productf is expanding along fibres on the Julia set J f (see Definition 2.4).
Let f = ( f i ) i∈I be a multi-map. We say that ψ = (ψ i ) i∈I is a Hölder family associated with f = ( f i ) i∈I if
i (J (G)) → R is Hölder continuous for each i ∈ I, where G = f i : i ∈ I and J (G) is equipped with the metric inherited from the spherical distance d on C. If it is clear from the context with which multi-map ψ is associated, then we simply say that ψ is a Hölder family. For a Hölder family ψ = (ψ i ) i∈I , we definẽ ψ : J f → R given byψ (ω, z) := ψ ω 1 (z), for all ω = (ω 1 , ω 2 , . . . ) ∈ I N and z ∈ f −1 ω 1 (J (G)), and for each n ∈ N we denote by S nψ : J f → R the Birkhoff sum ofψ with respect tof given by S nψ := ∑ n−1 i=0ψ •f i .
For an expanding multi-map f = ( f i ) i∈I , let ζ = ζ i : f −1 i (J (G)) → R i∈I be the Hölder family given by ζ i (z) := − log f ′ i (z) for each i ∈ I and z ∈ f −1 i (J (G)), where · denotes the norm of the derivative with respect to the spherical metric on C. Let π C : I N × C → C denote the canonical projection. We define the level sets F (α, ψ), which are for α ∈ R given by F (α, ψ) := π C F (α, ψ) , whereF (α, ψ) := x ∈ J f : lim n→∞ S nψ (x) S nζ (x) = α .
The (Hausdorff-) dimension spectrum l of ( f , ψ) is given by l (α) := dim H (F (α, ψ)) , for α ∈ R.
The range of the multifractal spectrum is given by α − (ψ) := inf {α ∈ R : F (α, ψ) = ∅} and α + (ψ) := sup {α ∈ R : F (α, ψ) = ∅} .
The free energy function for ( f , ψ) is the unique function t : R → R such that P βψ + t (β )ζ ,f = 0 for each β ∈ R, where P ·,f denotes the topological pressure with respect tof ( [Wal82] ). The number t (0) is also referred to as the critical exponent δ of f . The convex conjugate of t ([Roc70, Section 12]) is given by
We say that f = ( f i ) i∈I satisfies the open set condition if there exists a non-empty open set U in C such that f −1 i (U) : i ∈ I consists of pairwise disjoint subsets of U. We say that f = ( f i ) i∈I is exceptional if card (I) = 1 and deg ( f i ) = 1 for i ∈ I. Throughout, we always assume that f is non-exceptional.
Our first main results shows that, for an expanding multi-map satisfying the open set condition and for an arbitrary Hölder family ψ, the level sets F (α, ψ) satisfy the multifractal formalism. Theorem 1.1 (Theorem 4.5). Let f = ( f i ) i∈I be an expanding multi-map which satisfies the open set condition. Let ψ = (ψ i ) i∈I be a Hölder family associated with f and let t : R → R denote the free energy function for ( f , ψ). Suppose that there exists γ ∈ R such that P γψ,f = 0 and suppose that α − (ψ) < α + (ψ). Then the Hausdorff dimension spectrum l of ( f , ψ) is real analytic and strictly concave on (α − (ψ) , α + (ψ)) with maximal value δ , and for α ∈ (α − (ψ) , α + (ψ)) we have that
Remark. Since each map of the generator system ( f i ) i∈I is not injective in general, we need much more efforts in the proof of Theorem 1.1 than in the case of contracting iterated function systems, even if the open set condition is assumed.
Remark. Note that, in general, we cannot replace the box-counting dimension by the Hausdorff dimension in Theorem 1.1. In fact, if α = −t ′ (β ) for some β ∈ R, then we have that ν β (F (α, ψ)) = 1 and supp ν β = J (G) by Lemmas 3.13 and 3.6, where ν β is given in Definition 3.7. Hence,
, where dim B refers to the box-counting dimension.
The results stated in Proposition 1.2 and Corollary 1.3 below follow from the general theory without assuming the open set condition (see Theorem 4.5 (1) and (2)). If each potential ψ i is constant, then we have the following criterion for a non-trivial multifractal spectrum. 
An interesting special case is given by the Lyapunov spectrum of an expanding multi-map f = ( f i ) i∈I . The Lyapunov spectrum is given by the level sets L (α), α ∈ R, where we define
We say that f = ( f i ) i∈I has trivial Lyapunov spectrum if there exists α 0 ∈ R such that L (α) = ∅ if α = α 0 . 
Corollary 1.3 (Lyapunov spectrum
a i ) i∈I such that ϕ • f i • ϕ −1 (z) = a i z ± deg( f i 0 ) .
Application to random complex dynamics and devil's coliseum (
be an expanding multi-map and let G = f i : i ∈ I . Let (p i ) i∈I be a probability vector and let τ := ∑ i∈I p i δ f i where δ f i refers to the Dirac measure supported on f i . We always assume that 0 < p i < 1 for each i ∈ I. We consider the i.i.d. random dynamical system associated with τ, i.e., at every step we choose a map f i with probability p i . We denote by C C the Banach space of complex-valued continuous functions on C endowed with the supremum norm. The transition operator M τ : C C → C C is the bounded linear operator which for each ϕ ∈ C C and z ∈ C is given by
Let U τ be the space of all linear combinations of unitary eigenfunctions of M τ : C C → C C . Definition 1.4. Let ρ : C → C be a function and let z ∈ C. We set
where Q (ρ, z, r) is for r > 0 given by
Moreover, we define for each α ∈ R the corresponding level sets
Let d denote the spherical distance on C. The Hölder exponent Höl (ρ, z) of ρ in z is given by
The level set H (ρ, α) with prescribed Hölder exponent α ∈ R is given by
Our second main result shows that the level sets R * , R, R * and H satisfy the multifractal formalism. We
Note that in this case, for any probability vector (p i ) i∈I ∈ (0, 1) I , setting τ := ∑ i∈I p i δ f i , we have that (1) 1 ≤ dim C (U τ ) < ∞ and (2) there exists a bounded linear operator π τ : C C → U τ such that, for each ϕ ∈ C C , we have M n τ (ϕ − π τ (ϕ)) → 0, as n tends to infinity (see [Sum11, Theorem 3.15] ). If an element ρ ∈ U τ is non-constant, then ρ is continuous on C and the set of varying points of ρ is equal to the thin fractal set J(G) (for the figure of the graph of such a function ρ, see [Sum11] ). Such ρ is considered as a complex analogue of a devil's staircase or Lebesgue's singular function. Some of such functions ρ are called devil's coliseums (see [Sum11] ). (1) There exists a number a ∈ (0, 1) such that ρ : C → C is a-Hölder continuous and a ≤ α − (ψ).
(2) We have α + (ψ) = sup {α ∈ R : H (ρ, α) = ∅} and α − (ψ) = inf {α ∈ R : H (ρ, α) = ∅}. Moreover, H can be replaced by R * , R or R * . 
Under the assumptions of Theorem 1.5 and some additional conditions, we have α − < 1 (see the Remark in Section 6). In this case the theorem implies that for each α ∈ (α − , 1) the iteration of the transition operator M τ does not behave well on the Banach space C α ( C) of α-Hölder continuous functions on C endowed with the α-Hölder norm ϕ α := sup
It means that even though the chaos disappears on C( C) and C a ( C), we still have a kind of complexity (or chaos) on the space C α ( C) for each α ∈ (α − , 1). Thus, in random complex dynamical systems we sometimes have a kind of gradation between chaos and order. Theorem 1.5 can be seen as a refinement of this gradation. In Section 6 we give many examples to which we can apply Theorem 1.5.
The paper is organised as follows. In Section 2 we collect the necessary preliminaries on the dynamics of expanding rational semigroups. In Section 3 we recall basic facts from thermodynamic formalism for expanding dynamical systems in the framework of the skew product associated with an expanding rational semigroup. In Section 4 we investigate the local dimension of conformal measures supported on subsets of 
PRELIMINARIES
I be an expanding multi-map and let
For ω ∈ I N we set ω |n := (ω 1 , ω 2 , . . . , ω n ) and we define
The skew product associated with f = ( f i ) i∈I is given bỹ
where σ :
For each ω ∈ I N , we set J ω := {ω} × J ω and we set
where the closure is taken with respect to the product topology on I N × C. Let π 1 : I N × C → I N and π C : I N × C → C denote the canonical projections. We refer to [Sum00, Proposition 3.2] for the proof of the following proposition.
product associated with f . Then we have the following.
Definition 2.2. Let G be a rational semigroup and let z ∈ C. The backward orbit G − (z) of z and the set of
and we say that A is
The following is proved in [HM96] (see also [Sum00, Lemma 2.3], [Sta12] ).
Lemma 2.3. The following holds for a rational semigroup G. (a) F(G) is G-forward invariant and J(G) is
is the smallest closed set containing at least three points which is G-backward invariant.
where the closure is taken in C.
For a holomorphic map h : C → C and z ∈ C, the norm of the derivative of h at z ∈ C with respect to the spherical metric is denoted by h ′ (z) .
Definition 2.4. Let f = ( f i ) i∈I ∈ (Rat) I and and letf : I N × C → I N × C denote the associated skew product.
We say thatf is expanding along fibers if J f = ∅ and if there exist constants C > 0 and λ > 1 such that for all n ∈ N,
Remark 2.5. It follows from Proposition 2.8 below that, for a rational semigroup G = f i : i ∈ I , the notion of expandingness is independent of the choice of the generator system.
The following lemma was proved in [Sum01, Theorem 2.1.4] (see also Proposition 2.8 below).
and where CV (g) denotes the set of critical values of g.
In the next proposition we give necessary and sufficient conditions for a rational semigroup to be expanding. We refer to [Sum98] for the proofs. For g ∈ Aut( C), we say that g is loxodromic if g has exactly two fixed points, for which the modulus of the multipliers is not equal to one.
(
1) If f is expanding, then G is hyperbolic, each element g ∈ G with deg (g) = 1 is loxodromic, and there exists a G-forward invariant non-empty compact subset of F (G). (2) If there exists g ∈ G with deg (g) ≥ 2, if G is hyperbolic and if each element g ∈ G with deg (g) = 1 is loxodromic, then f is expanding. (3) If G ⊂ Aut( C) and each element g ∈ G is loxodromic, and if there exists a G-forward invariant non-empty compact subset of F (G), then f is expanding.
Finally, we state the following facts about the exceptional set of an expanding rational semigroup.
Lemma 2.9. Let G = f i : i ∈ I denote an expanding rational semigroup. Suppose that card (J (G)) ≥ 3.
Then we have E (G) ⊂ F (G).
Proof. Suppose for a contradiction that there exists z 0 ∈ E (G) ∩ J (G). Since card (J (G)) ≥ 3, it follows from the density of the repelling fixed points (Lemma 2.3 (f)) that there exist z 1 ∈ J (G) and
by Lemma 2.3 (c). Combining with the fact that
Since G is expanding, we have that either deg(g 1 ) ≥ 2 or that g 1 is a loxodromic Möbius transformation by Proposition 2.8 (1). Thus, we have that z 0 is an attracting fixed point of g 2 1 . Let V be a neighborhood of z 0 and let
there exists a sequence (a n ) with a n ∈ J(G) \ {z 0 } such that lim n a n = z 0 . Then there exists a sequence (n k ) ∈ N N tending to infinity and a sequence (b k 
Moreover, write g 2 1 = f α , for some m ∈ N and α ∈ I m , and denote by α n := (α . . . α) ∈ I mn the n-fold concatenation of α.
This contradicts that G is expanding and finishes the proof. Proof. Clearly, we have G ⊂ Aut( C) and each element of G is loxodromic by Proposition 2.8 (1). Now, suppose by way of contradiction that J (G) = {a, b} with a = b. Without loss of generality, we may assume
Thus, there exists a sequence (c i ) ∈ C I such that f i (z) = c i z, for each z ∈ C and i ∈ I. We may assume that
Since G is expanding with respect to { f i : i ∈ I}, there exists a
0 < 1, for all i ∈ I, which gives that b ∈ F (G). This contradiction proves the lemma.
THERMODYNAMIC FORMALISM FOR EXPANDING RATIONAL SEMIGROUPS
In this section we collect some of the main results from the thermodynamic formalism in the context of expanding rational semigroups. It was shown in [Sum05] that the skew product of a finitely generated expanding rational semigroup is an open distance expanding map. We refer to [PU10] or the classical references [Bow75, Rue78, Wal82] for general results on thermodynamic formalism for expanding maps.
3.1. Conformal measure and equilibrium states. We first give the definition of conformal measures which are useful to investigate geometric properties of the Julia set of a rational semigroup. A general notion of conformal measure was introduced in [DU91] . For results on conformal measures in the context of expanding rational semigroups we refer to [Sum98, Sum05] .
I and letφ : J f → R be Borel measurable. A Borel probability
Next we give the fundamental definitions of topological pressure and equilibrium states.
Definition 3.2. Let f = ( f i ) i∈I ∈ (Rat) I and letφ : J f → R be continuous. The topological pressure P φ,f ofφ with respect tof is given by
where M e f denotes the set of allf -invariant ergodic Borel probability measures on J f and h (m) refers to the measure-theoretic entropy of f ,m . An ergodicf -invariant Borel probability measureμ on J f is called an equilibrium state forφ if
The following lemma guarantees existence and uniqueness of conformal measures and equilibrium states for Hölder continuous potentials. The lemma can be proved similarly as in [Sum05, Lemma 3.6 and 3.10].
For the uniqueness of the equilibrium state, see e.g. [PU10] .
For ω, κ ∈ I N , we set d 0 (ω, τ) := 2 −|ω∧κ| , where ω ∧ κ denotes the longest common initial block of ω and κ. The Julia set J f is equipped with the metricd which is for (ω,
, where d denotes the spherical distance on C. We say that ϕ : J f → R is Hölder continuous if there exists θ > 0 such that We also consider subconformal measures on J (G).
Next lemma shows that the support of a subconformal measure is equal to the Julia set. Definition 3.7. Let f = ( f i ) i∈I ∈ (Rat) I be expanding and let G = f i : i ∈ I . Let ψ = (ψ i ) i∈I be a Hölder family associated with f . The free energy function for ( f , ψ) is the unique function t : R → R such that P βψ + t (β )ζ ,f = 0, for each β ∈ R. For each β ∈ R, we denote byν β the unique βψ + t (β )ζ -conformal measure forf , and we denote byμ β the unique equilibrium state for βψ + t (β )ζ . Moreover, we denote by ν β the pushforward measure π C * ν β supported on J (G). We also set α 0 (ψ) := ψdμ 0 ζ dμ 0 .
Remark 3.8. Using that f is expanding, one immediately verifies that, for each β ∈ R, there exists a unique t (β ) such that P βψ + t (β )ζ ,f = 0. In particular, we have that t (0) is the unique real number δ such that P δζ ,f = 0, which is also called the critical exponent of f ( [Sum05] ). Since we always assume that f is non-exceptional, we have that t (0) = δ > 0. 
The following proposition gives a criterion for strict convexity of the free energy function. (1) t ′ is constant on R if and only ifμ 0 =μ γ . In this case, we have that t (β ) = δ − β δ /γ for all β ∈ R.
(2) t is strictly convex on R if and only ifμ 0 =μ γ .
Recall that, for a convex function a : R → R, its convex conjugate a * : R → R ∪ {∞} is given by a * (c) := sup β ∈R {β c − a (β )} for each c ∈ R. We make use of the following facts about the convex conjugate. We refer to [Roc70, Theorem 23.5, 26.5] for the proofs and further details. (1) For each β ∈ R we have that a
a * is strictly convex and differentiable on a ′ (R), and we have (a * ) ′ (a ′ (β )) = β for each β ∈ R. If moreover a is real analytic, then a * is real analytic on a ′ (R).
The proofs of the following two lemmata are standard (see e.g. [PW97, Pes97] ). To make this article more self-contained, we include the proofs. In the next lemma we deduce analytic properties of the convex conjugate of the free energy function.
Lemma 3.12. Let f = ( f i ) i∈I ∈ (Rat) I be expanding and let δ > 0 denote the critical exponent of f . Let ψ = (ψ i ) i∈I be a Hölder family associated with f and let t : R → R denote the free energy function for ( f , ψ). Suppose that there exists γ ∈ R such that P γψ,f = 0. Let β ∈ R and α = −t ′ (β ). Then we have
Ifμ 0 =μ γ then we have −t * (−α 0 ) = δ and −t * (−α) = −∞ for each α = α 0 . Ifμ 0 =μ γ then −t * (− (·)) is a strictly concave real analytic function on −t ′ (R) with maximum value δ = −t * (−α 0 ) > 0.
Proof. That −t * (−α) = β α + t (β ) follows from Lemma 3.11 (1) . Sinceμ β is the equilibrium state for βψ + t (β )ζ and P βψ + t (β )ζ ,f = 0, we have −h μ β = βψ + t (β )ζ dμ β . Combining with Proposition 3.9, we obtain −t * (−α) = β α + t (β ) = −h μ β ζ dμ β .
To prove that −h μ β ζ dμ β > 0 first observe that −h μ β ζ dμ β ≥ 0. Now suppose for a contradiction that there exists β 0 ∈ R such that −h μ β 0 ζ dμ β 0 = −t * (t ′ (β 0 )) = 0. We distinguish two cases according to Proposition 3.10. First suppose that t ′ is constant on R. Then we have 0 = −t * (t ′ (β 0 )) = −t * (t ′ (0)) = t (0) by Lemma 3.11 (1) . This gives the desired contradiction, because f is non-exceptional giving that t (0) = δ > 0. For the remaining case, we may assume that t is strictly convex. Since −t * (c) ≥ 0 for all c in the open neighbourhood t ′ (R) of t ′ (β 0 ) and −t * (t ′ (β 0 )) = 0, we conclude that the derivative of t * vanishes in t ′ (β 0 ). By Lemma 3.11 (3), it follows that zero is a local maximum of −t * in a neighbourhood of t ′ (β 0 ), which implies that −t * is constant in a neighbourhood of t ′ (β 0 ). However, by Lemma 3.11 (3), we have that t * is strictly convex on t ′ (R) which is a contradiction. We have thus shown that −h μ β ζ dμ β > 0 for all β ∈ R.
To verify the remaining assertions, first suppose thatμ 0 =μ γ . By Proposition 3.9 and 3.10 we then have that t ′ (β ) = t ′ (0) = −α 0 for all β ∈ R. By Lemma 3.11 (1) and (2) we conclude that −t * (−α 0 ) = −t * (t ′ (0)) = t (0) = δ and −t * (−α) = −∞ if α = α 0 . Now suppose thatμ 0 =μ γ . By Proposition 3.9 and 3.10, we have that t is strictly convex and real analytic. By Lemma 3.11 (3) we have that −t * is a strictly concave and real analytic function on −t ′ (R). Moreover, Lemma 3.11 (3) implies that the derivative of t * vanishes in t ′ (0) = −α 0 , which shows that −t * attains a maximum in −α 0 with −t * (−α 0 ) = δ .
For the support of the measuresν β and ν β we prove the following lemma. Recall that F (α, ψ) is the continuous image of the Borel setF (α, ψ). In particular, F (α, ψ) is a Suslin set and thus ν β -measurable. We refer to [Fed69, for details on Suslin sets.
Lemma 3.13. Let f = ( f i ) i∈I ∈ (Rat) I be expanding. Let ψ = (ψ i ) i∈I be a Hölder family associated with f and let t : R → R denote the free energy function for ( f , ψ).
For each β ∈ R, we have that
In particular, for each α ∈ −t ′ (R), we have that F (α, ψ) is non-empty.
Proof. Let β ∈ R. Sinceμ β is ergodic by Lemma 3.3, we have by Birkhoff's ergodic theorem that for µ β -almost every x ∈ J f ,
Since ψdμ β ζ dμ β = −t ′ (β ) by Proposition 3.9 andμ β andν β are equivalent by Lemma 3.3, we have
Remark 3.14. Under the assumptions of Lemma 3.13 there exists a Borel measurable subset
Proof. Since the Borel measureν β is regular, there exists a family of compact subsets
MULTIFRACTAL FORMALISM
To establish the multifractal formalism for expanding multi-maps, we investigate the local dimension of the measures ν β for β ∈ R (see Definition 3.7). To state the next lemma, we have to make a further definition.
Recall that α 0 (ψ) := ψdμ 0 ζ dμ 0 for a Hölder family ψ.
Definition 4.1. Let f = ( f i ) i∈I ∈ (Rat) I be expanding. Let ψ = (ψ i ) i∈I be a Hölder family associated with f . For α ∈ R we definẽ
The proof of the following lemma mimics the proof of [Sum98, Theorem 3.4], where ν 0 is considered. To state the lemma, let B (z, r) denote the spherical ball of radius r centred at z ∈ C. Recall from Lemma 3.5 that ν β (B (z, r)) > 0 for each z ∈ J (G) and r > 0. Thus, we have that log ν β (B (z, r) ) is well-defined real number.
Lemma 4.2. Let f = ( f i ) i∈I ∈ (Rat)
I be expanding and let G = f i : i ∈ I . Let ψ = (ψ i ) i∈I be a Hölder family associated with f and let t : R → R denote the free energy function for ( f , ψ). Let α, β ∈ R such that, either (1) α ≥ α 0 (ψ) and β ≤ 0, or (2) α ≤ α 0 (ψ) and β ≥ 0. For each z ∈ F ♯ (α, ψ) we then have that
Proof. We only consider the case that α ≥ α 0 (ψ) and β ≤ 0. The remaining case can be proved in a similar fashion. Let z ∈ F ♯ (α, ψ).
Since (ω, z) ∈ J f we have z ∈ J ω by Lemma 2.6. We set z n := f ω |n (z) for each n ∈ N. By Proposition 2.1 we have z n ∈ J (G). Since f is expanding, we have that G is hyperbolic and there exists a G-forward invariant non-empty compact subset of F (G) by Proposition 2.8 (1). Hence, there exists R > 0 such that, for each n ∈ N, there exists a holomorphic branch φ n :
and φ f ω |n (z) = z. By Koebe's distortion theorem, there exist constants c 1 > 0 and c 2 > 1 such that for each n ∈ N,
Using that ν β is β ψ + t (β ) ζ -subconformal by Lemma 3.6 and the set inclusion in (4.2), we obtain that for each n ∈ N,
Since supp ν β = J (G) by Lemma 3.5 and by the compactness of J (G), there exists a constant M > 0 such that ν β f ω |n φ n B z n , c −1
Using that f is expanding and that βψ + t (β )ζ is Hölder continuous, one verifies that there exists a constant C > 1 such that, for all n ∈ N and for all x ∈ φ n B z n , c −1
From β ≤ 0 and (4.1) it follows that there exists a sequence (n j ) ∈ N N tending to infinity, such that, for each ε > 0, we have for all j sufficiently large, max x∈φ n j B z n j ,c −1
.
We have thus shown that 0 < M ≤ Cν β B z, c −1
for all j sufficiently large. Set r j := c −1
z n j . Clearly, we have that lim j r j = 0. Hence, we have
Since ε was arbitrary, the proof is complete. (1) For each α ∈ R we have
Proof. To prove (1), first recall that α 0 (ψ) = −t ′ (0) by Proposition 3.9. Hence, we have that −t * (−α 0 (ψ)) = −t * (t ′ (0)) = t (0) by Lemma 3.11 (1). Now we only consider the case that α ≥ α 0 (ψ). The remaining case can be proved similarly. If β > 0 then we have that t (β ) + β α ≥ t (β ) + β α 0 (ψ) ≥ −t * (−α 0 (ψ)) = t (0). Hence, we have −t * (−α) = inf β ≤0 {t (β ) + β α}.
For the proof of (2), suppose for a contradiction that there exists α ∈ R and z ∈ F ♯ (α, ψ) such that −t * (−α) < 0. Again, we only consider the case that α ≥ α 0 (ψ). By (1) there exists β ≤ 0 such that t (β ) + β α < 0. This contradicts Lemma 4.2 and thus proves the first assertion in (2) . Finally, if α / ∈ −t ′ (R) then we have −t * (−α) = −∞ by Lemma 3.11 (2) . Hence, we have 
In particular, we have dim H (F (α, ψ)) ≥ −t * (−α) for each α ∈ −t ′ (R).
Proof. We use some estimates and notations from [Sum05, Section 5]. Suppose that f satisfies the open set condition with open set U ⊂ C. We may assume that there exists ε > 0 such that
Let β ∈ R and α = −t ′ (β ). Our main task is to prove that there exists a constant C > 0 with the property that, for each ∆ > 0 there exist r 0 (∆) > 0 and a Borel setẼ (α, ∆) ⊂ J f withṽ β Ẽ (α, ∆) > 0, such that for all r ≤ r 0 (∆) and z ∈ J(G) we have
For the Borel probability measure ν β ,∆ on J (G), given by ν β ,∆ (A) :=ṽ β π
Letting ∆ tend to zero, gives that dim H ν β ≥ t (β ) + β α. Finally, since there exists a Borel subset A of J (G) with A ⊂ F (α, ψ) and ν β (A) = 1 by Lemma 3.13 and Remark 3.14, we have dim H (F (α, ψ)) ≥ dim H ν β ≥ t (β ) + β α, which finishes the proof.
To prove (4.3), let z ∈ J(G) and let ∆ > 0. By Lemma 3.13 we haveν β F (α, ψ) = 1. By Egoroff's Theorem, there exist a Borel setẼ
With the notation from [Sum05, Lemma 5.15], we have for each r > 0,
is an inverse branch of f ω i in a neighborhood of B (K v i , ε/5) and γ i j is an inverse branch of f ω i j , for every 1 ≤ i ≤ p. It is important to note that p ≤ C 4 , for some constant C 4 independent of r and z by [Sum05, (12) ]. Moreover, by [Sum05, (13)], we have that
with some constant C 5 independent of r and y. In particular, we have that l i tends to infinity as r tends to zero. Hence, there exists r 0 (∆) > 0 such that, for each z and r ≤ r 0 (∆), we have
Then we obtain by (4.5) and βψ + t (β )ζ -conformality ofṽ β that
The estimate in (4.4) gives that
Combining the estimates in (4.6), (4.7) and (4.8), we obtaiñ
which completes the proof.
We can now state the main result of this section, which establishes the multifractal formalism for Hölder families associated with expanding rational semigroups.
Theorem 4.5. Let f = ( f i ) i∈I ∈ (Rat) I be expanding. Let ψ = (ψ i ) i∈I be a Hölder family associated with f and let t : R → R denote the free energy function for ( f , ψ). Suppose there exists γ ∈ R such that P γζ ,f = 0. Let α ± := α ± (ψ) and α 0 := α 0 (ψ). Then we have the following.
(1) If α − = α + then we have that α − = α 0 = α + , −t ′ (R) = {α 0 } and F (α, ψ) is non-empty if and
, and −t * (− (·)) is a strictly concave real analytic positive function on (α − , α + ) with
In particular, we have
Proof. We start with the proof of (1). We distinguish two cases. First suppose thatμ 0 =μ γ . Then we have that −t ′ (R) = {−t ′ (0)} = {α 0 } by Proposition 3.10 (1) and 3.9. By Lemma 3.13 we have that
Now suppose thatμ 0 =μ γ . Then t is strictly convex by Proposition 3.10 (2) and we have F (α, ψ) = ∅ for α ∈ −t ′ (R) by Lemma 3.13. Combining with Lemma 4.3 (2), we obtain that −t ′ (R) = (α − , α + ). That −t * (− (·)) is a strictly concave real analytic positive function on (α − , α + ) with maximum value δ = −t * (−α 0 ) > 0 follows from Lemma 3.12.
To prove (2), let α ∈ R and suppose that α ≥ α 0 . The case α < α 0 can be proved similarly. Since the upper bound in (2) clearly holds if F ♯ (α, ψ) = ∅ we may assume that F ♯ (α, ψ) = ∅. Hence, we have −t * (−α) ≥ 0 by Lemma 4.3 (2) . Let z ∈ F ♯ (α, ψ). By Lemma 4.2 we have for each β ≤ 0,
Since inf β ≤0 {t (β ) + β α} = −t * (−α) by Lemma 4.3 (1), it follows from (4.9) and [Fal03, Proposition 4.9 (b)] and its proof that we have dim
, the proof of (2) is complete.
To prove (3), suppose that f satisfies the open set condition and let α = −t ′ (β ) for some β ∈ R. By Proposition 4.4 we have dim H (F (α, ψ)) ≥ −t * (−α). By Lemma 3.12 we have −t * (−α) > 0. Combining these estimates with the upper bound in (2) completes the proof of the theorem.
The next lemma shows that, for a Bernoulli family ψ, a trivial multifractal spectrum occurs in a very special situation. For a compact metric space X, we denote by C (X) the space of all complex-valued continuous functions endowed with the supremum norm. Let γ be the unique number such that P γψ,f = 0. Then we have α − (ψ) = α + (ψ) if and only if there exist an automorphism ϕ ∈ Aut C , complex numbers (a i ) i∈I and λ ∈ R such that for all i ∈ I,
Moreover, if the assertions in (4.10) hold, then we have λ = − (γ/δ ).
Proof. First note that we have α − (ψ) = α + (ψ) if and only ifμ 0 =μ γ by Theorem 4.5 (1) and Proposition 3.10. Now suppose that α − (ψ) = α + (ψ). We proceed similarly as in the proof of [SU12, Theorem 3.1].
We consider the Perron-Frobenius operators
which are forh ∈ C J f and (ω, z) ∈ J f given by
We denote by L * 0 and L * γ the dual operators acting on the space C J f * of bounded linear functionals on C J f . Then it follows from [Sum05] that there exist unique continuous functionsh 0 ,h γ :
such that L 0 h 0 =h 0 and L γ h γ =h γ , and unique Borel probability measuresν 0 ,ν γ on J f such that L * 0 (ν 0 ) =ν 0 and L * γ ν γ =ν γ . Thenν 0 is δζ -conformal andν γ is γψ-conformal (see Definition 3.1 and [DU91]). Moreover, we have that the unique equilibrium statesμ 0 ,μ γ are given byμ 0 =h 0 dν 0 and µ γ =h γ dν γ (see also Lemma 3.3). Sinceμ 0 =μ γ , we have thath 0 dν 0 =h γ dν γ . Using this equality and conformality ofν 0 andν γ , we obtain that, for each Borel set A ⊂ J f such thatf |A is injective,
We deduce that
By taking logarithm, we have thus shown that (4.11)
For each n ∈ N, ξ ∈ I n and u ∈ R, we denote by p (u, ξ ) the topological pressure of the potential u log f ′ ξ : J ξ → R with respect to f ξ , where ξ := (ξ 1 , . . . , ξ n , ξ 1 , . . . , ξ n , . . . ) ∈ I N . Note that J ξ = J f ξ . Our next aim is to show that the function u → p (u, ξ ), u ∈ R, is constant. By [PU10, Theorem 5.6.5] we have that, for each u ∈ R there exists an f ξ -invariant Borel probability measure m on J ξ such that
Denote bym the Borel probability measure supported on J ξ which is given bym ξ × A := m (A), for each Borel set A ⊂ J ξ . Thenm isf n J ξ -invariant. From this and (4.11) we deduce that
Hence, the function u → p (u, ξ ), u ∈ R, is constant. Now, similarly as in [SU12, Proof of Theorem 3.1], using Zdunik's theorem ([Zdu90]), we obtain that there exists an automorphism ϕ ∈ Aut C and complex
Since deg f i 0 ≥ 2 and f is expanding, it follows that deg ( f i ) ≥ 2 for all i ∈ I. Moreover, by combining (4.12) and (4.13), we have that log deg
To prove the converse implication, suppose that there exist an automorphism ϕ ∈ Aut C , complex numbers (a i ) i∈I and λ ∈ R, such that ϕ • f i • ϕ −1 (z) = a i z ± deg( f i ) and log deg ( f i ) = λ c i , for each i ∈ I. It follows that, for each n ∈ N, ξ ∈ I n and z ∈ J ξ such that f ξ (z) = z, we have that . In particular, we have −δζ = δ λψ + δ h −h •f , which shows that λ = − (γ/δ ). Thus, the potentials δζ and γψ have the same equilibrium state, which means thatμ 0 =μ γ . The proof is complete.
APPLICATION TO RANDOM COMPLEX DYNAMICS
The first lemma relates the Hölder exponent of a function to Q * (see Definition 1.4). 
Since lim y→z,y =z (− log d (y, z)) = ∞, we conclude that lim sup y→z,y =z log |ρ
We conclude that lim sup y→z,y =z log |ρ (y) − ρ (z)| (− log d (y, z)) + β ≤ 0, which then implies that lim inf y→z,y =z log |ρ (y) − ρ (z)| log d (y, z) ≥ β . We have thus shown that Q * (ρ, z) ≥ Höl (ρ, z) and the proof of the lemma is complete.
The following lemma allows us to investigate the Hölder exponent of a non-constant unitary eigenfunction of M τ by means of ergodic sums with respect to the skew product associated with a rational semigroup.
Lemma 5.2. Let f = ( f i ) i∈I ∈ (Rat) I be expanding and let G = f i : i ∈ I . Suppose that f satisfies the separation condition. Let (p i ) i∈I ∈ (0, 1) I be a probability vector, let τ := ∑ i∈I p i δ f i and let ρ ∈ C C be a non-constant function belonging to U τ . Let ψ = ψ i : f we may assume that M τ (ρ) = ρ. Since f satisfies the separation condition, we conclude that there exists r 0 > 0 such that, for all i, j ∈ I with i = j and y ∈ f
Since f is expanding, we have that G is hyperbolic and there exists a non-empty Gforward invariant compact subset of F (G) by Proposition 2.8 (1). Hence, there exists R > 0 such that, for each n ∈ N, there exists a holomorphic branch φ n :
, R and φ n f ω |n (z) = z. After making r 0 sufficiently small, we may assume that, for the sets B n , which are for n ∈ N given by B n := φ n B f ω |n (z) , r 0 ,
Combining this with our assumption that M τ (ρ) = ρ and that ρ is constant on each connected component of F (G) by [Sum11, Theorem 3.15 (1)], we obtain that for all a, b ∈ B n ,
We set r n := f ′ ω |n (z) −1 for each n ∈ N. We may assume that (r n ) n∈N is strictly decreasing because f is expanding. Hence, for each r > 0 sufficiently small, there exists a unique n ∈ N such that r n+1 ≤ r ≤ r n . To prove the lemma, our main task is to verify that there exists a constant C > 0, such that for all r > 0 sufficiently small,
To prove (5.2), we first observe that by Koebe's distortion theorem, there exist positive constants c 1 , c 2 such that for each n ∈ N,
Moreover, it is shown in [Sum11] that
Since J (G) is compact, we see that there exists C 1 > 0 such that for all y ∈ J (G),
Further, there exists k ∈ N such that c 2 r n+k ≤ r n+1 and r n ≤ c 1 r n−k , for all n sufficiently large. Consequently, We have thus proved (5.2).
By (5.2) and r n+1 ≤ r ≤ r n we obtain that for each r > 0, S nψ ((ω, z)) + logC S n+1ζ ((ω, z)) ≤ log sup {|ρ (z) − ρ (y)| : y ∈ B (z, r)} log r ≤ S nψ ((ω, z)) − logC S nζ ((ω, z) ) .
The lemma follows by letting r tend to zero.
We are now in the position to state the main result of this section. Since f satisfies the separation condition, by passing to sufficiently high iterates of the generators, we may assume that f satisfies the open set condition. Also note that there exists γ ∈ R such that P γψ,f = 0.
Let α ∈ R. Recall that H (ρ, α) = R * (ρ, α) by Lemma 5.1. We only give the proof of (2), (3) and (4) for the level set R * (ρ, α). The sets R * (ρ, α) and R (ρ, α) can be considered in a similar fashion. The main task is to show that F (α, ψ) ⊂ R * (ρ, α) ⊂ F ♯ (α, ψ). Then the assertion in (2) follows from Theorem 4.5 (1), and the assertions in (3) follow from Theorem 4.5 (1), (2) and (3). The assertion in (4a) follows from Proposition 4.6 and (4b) follows from Theorem 4.5 (1) and (3) . Finally, by combining with the fact that ρ is a-Hölder continuous, we obtain that a ≤ α − (ψ).
To complete the proof, we verify that F (α, ψ) ⊂ R * (ρ, α) ⊂ F ♯ (α, ψ) . To prove that F (α, ψ) ⊂ R * (ρ, α), let z ∈ F (α, ψ). By definition of F (α, ψ), there exists ω ∈ I N such that (ω, z) ∈F (α, ψ). Hence, by Lemma 5.2, we have that Q (ρ, z) = α and thus, z ∈ R (ρ, α) ⊂ R * (ρ, α). To verify that R * (ρ, α) ⊂ F ♯ (α, ψ), let z ∈ R * (ρ, α), that is, Q * (ρ, z) = α. Since ρ is constant on each connected component of F (G) by [Sum11, Theorem 3.15 (1)], we have that z ∈ J (G). By Proposition 2.1 (3), there exists ω ∈ I N such that (ω, z) ∈ J f . Lemma 5.2 gives that lim inf n S nψ ((ω, z)) S nζ ((ω, z)) = α, which implies that (ω, z) ∈F ♯ (α, ψ). Hence, we have z ∈ F ♯ (α, ψ). We have thus shown that F (α, ψ) ⊂ R * (ρ, α) ⊂ F ♯ (α, ψ) and the proof is complete.
6. EXAMPLES 
