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Our life is frittered away by detail ... simplify, simplify. 
WALDEN Book 2. 
The notion of a simplification of a homomorphism is introduced and in- 
vestigated. Its usefulness i demonstrated in providing rather short proofs of 
the following results: (i) Given an arbitrary homomorphism h and arbitrary 
words x, y it is decidable whether or not there exists an integer n such that 
h'(x) = h~(y). (ii) Given an arbitrary homomorphism h and arbitrary words x, y 
it is decidable whether or not there exists integers n and r such that h~(x) = 
h'(y). (iii) Given an arbitrary D0L system G and an arbitrary integer d it is 
decidable whether or not G is locally catenative of depth not larger thand d. 
(iv) The equivalence problem for elementary polynomially bounded D0L 
systems is decidable. 
1. INTRODUCTION 
The notion of a homomorphism on a free monoid is one of the basic notions 
of formal language theory. It is definitely a very central notion in the theory 
of L systems (see, e.g., Ehrenfeucht and Rozenberg (1976) and Rozenberg and 
Salomaa (1976)) and the basic tool to define the sequences of words (DOL 
sequences) in this theory. However, there is no doubt that our knowledge about 
the properties of homomorphisms is very limited, which is very well demonstrated 
by the fact that most questions about basic properties of D0L sequences remain 
without an answer. Even if a particular problem is solved then it mostly involves 
a rather complicated solution mostly based on "invented on line" (ad hoc) 
techniques. Hence looking for some systematic proof techniques to deal with 
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homomorphisms i  a central (and quite challenging) topic in the theory of L 
systems in particular and in the formal language theory in general. 
In this paper we propose such a technique and demonstrate its use in providing 
rather simple solutions to a number of quite basic problems about D0L 
sequences. The underlying idea is the following. Yery often one gets the feeling 
that a given homomorphism '.'involves too many letters." We show that this is 
indeed true whenever the homomorphism is not injective. Then one can consider 
another homomorphism which is defined on an alphabet of smaller cardinality 
and which preserves essential properties of the original homomorphism. Such 
"simplifications" turn out to be especially useful for proofs by induction on 
the number of letters involved in the considered alphabet. Also this leads us 
naturally to consider elementary homomorphisms, i.e., homomorphisms that 
cannot be simplified any more. They form a proper subclass of the class of 
injective homomorphisms. 
Since a homomorphism is a basic component in a D0L system we extend 
this concept to D0L systems and consider simplifications of DOG systems. 
It turns out that this step provides an additional insight into D0L systems and 
moreover provides a useful proof technique to deal with a number of problems 
concerning D0L sequences. 
We assume the reader to be familiar with rudiments of formal language theory 
(see, e.g., Salomaa (1973)) and with the rudiments of the theory of D0L systems 
(see, e.g., Herman and Rozenberg (1975)). Perhaps the only unusual notation 
that we use is alph x to denote the set of all letters occurring in the word x. 
We use the notation G • (Z, h, co) for a D0L system and •(G) = ~o0, ~o 1,... 
with w 0 = w, for its sequence. 
2. SIMPLIFICATIONS OF HOMOMORPHISMS 
In this section we will present certain conditions under which in considering 
a homomorphism one can shift the attention to a homomorphism which is 
simplified in the sense that it is defined on a smaller number of letters. 
The following result is obvious. 
LEMMA ~[. Let  Z be a finite alphabet with #Z z m and let h be a homomor- 
phism on Z*.  I f  h is not injective on Z, then there exists t < m and words u 1 ,..., ut 
such that for every a in Z, h(a) ~ (u 1 .... , u,). 
Now we will show that the analogous result holds if h happens to "glue 
together" two words (not necessary letters!) over Z. 
THEOREM 1. Let Z be a finite alphabet with #Z --  m and let h be a homomor- 
phism on Z*.  I f  h is not injective on Z*  then there exist t < m and nonempty words 
u 1 .... , u~ such that, for every a in Z, h(a) ~ {u 1 ,..., ut}*. 
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Proof. (i) I f  h is an erasing homomorphism then the result obviously 
holds (take U = {h(a): a e l  and h(a)¢  A}; then indeed, for every a in 
I ,  h(a) e U*). 
(ii) Let us assume that h is a A-free homomorphism. 
Let CONTR be the set of all counterexamples to the statement of this result, 
that is, CONTR is the set of all 4-tuples (27, w 1 , w 2 , h) where w 1 , w 2 are words 
over an alphabet X of m letters, w 1 ~ w2, h(wl) = h(w2) and h is a A-free 
homomorphism on I *  such that there do not exist t < m and words u 1 ,..., ue 
such that, for every a in X, h(a) ~ {u 1 ,..., ut}*. 
We will prove the lemma by demonstrating that CONTR is the empty set. 
This in turn is proved by contradiction. 
Thus let ( I ,  wl ,  we, h) ~ CONTR where 27 = {x 1 ,..., x~}. Let l ( I ,  w l ,  
w2, h) = I h(wl)l. 
(1) l ( I ,  wl,  we, h) =/= 1. Otherwise ] h(wl)] = I h(w2)l = 1 and so I wt ] = 
] we ] = 1. Consequently h is not injective on 27 and by Lemma 1, (2, w 1 , we, h) 
is not in CONTR.  
(2) We will show that if l(27, Wl, we, h) = n >/2  then CONTR must 
contain an element z with l(z) < n. However, by (1) this yields a contradiction. 
So let w I=X i~ ' - 'X%,  w 2 =Xj I " "X j  , w 1 ~ w e , h(wl) =h(w2) and 
[ h(wl) [ = [ h(w2) [ = n >/2.  We have the following possibilities of interrelations 
between w 1 and w e (clearly, k, r >/2). 
(2.1) X~. ----- X j l .  
Then if we set wl = Xi2""X i  k , we = XJ2""X J  ~. we have wl @ we and 
h(N~) = h(N2). Thus ( I ,  w~, Wl, h) is an element of CONTR with I(27, ~1, 
Note that the case of Xfi 4= Xj~ and h(Xfi) = h(X~) cannot happen because 
then h is not injective on 27and so, by Lemma 1, (27, wl ,  w2, h) is not a counter- 
example. 
(2.2) Xfi =# X~I and h(Xq) =# h(Xj) .  
Now either h(Xj )  is a strict prefix of h(Xi~) or h(Xfi) is a strict prefix of h(Xj) .  
Because these cases are symmetric let us assume that h(X i )  = h(X~)z_for a 
nonempty word z. Let Y be a new symbol, Z = 27t{Xh} tA {Y) and let h be a 
A-free homomorphism on Z*  such that /~(Y) = z and h(b) = h(b) for b in 
271{X~}. (Note that #27 = #Z = m.) Let f be a A-free homomorphism on 27* 
such that f (Xf i )  = XsY  and f (X)  = X for X ~ X i l .  Let wi =f (w i )  for 
i = 1, 2. Now we have the following 
(i) The first letters in wl and. w2 are the same. This holds because X~. is 
the first letter in both v7 1 and ~2 • 
(ii) WI ~ g~2" 
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This holds because the second letter in wl is Y while the second letter in W 2 is 
an element of Z. 
(iii) h(wi) =/~(~)  for i = 1, 2. 
This is proved as follows. Let X r ~ Z. If r =# i1 then f (Xr )  = X~ and h(X~.) = 
~(Xr) = h(f(X~)). If  r -~ i 1 then f(X,.) = XqY  and h(X~) = h(Xq)z = 
h(Xq) / / (Y)  = )~(XqY) ---- ~(f(Xi l)) .  Hence for every X r in Z, h(Xr) =-/~f(Xr) 
and consequently, for i = I, 2, h(wi) = ,hf(w~) =/~(~).  This proves (iii). 
(iv) From (i) through (iii) it follows that (Z, Wl, w2, h) is an element of 
CONTR which falls into the case (2.1). 
But (2) follows now from (2.1) and (2.2); and from (1) and (2) it follows that 
CONTR is the empty set. Hence the theorem holds also for/ l - free homomor- 
phisms. 
As a direct application of the previous result we get the following corollary. 
COROLLARY l. Let Z, A be alphabets with #Z = m. Let h be a homomorphism 
from Z* into A * which is not injective. Then there exist an alphabet 0 with #O < m 
and homomorphisms f :  Z* ~ O*, g: (9* --+ A * such that h = gf. 
The above corollary leads to the following definition. 
DEFINITION 1. Let h be a homomorphism from Z* into A*. We say that h 
is simplifiable if there exist an alphabet 8 with #(9 < #Z and homomorphisms 
f :  Z*--+ 0" ,  g: 6)*-+ A* such that h = gf. Otherwise h is called elementary. 
Corollary 1 says that a noninjective homomorphism is not elementary. 
However one can have an injective homomorphism that is not elementary as 
shown by the following example. 
EXAMPLE 1. Let Z = {a, b, c} and h be a homomorphism from Z* into 27* 
defined by h(a) =bca,  h(b) =bcaa,  h(c) = bcaaa. Clearly h is injective on ZT*. 
However if we take O --~ {x,y} and f :  Z* ~ O*, g: O* -+ Z* homomorphisms 
defined by f (a)  ~- yx, f(b) ----yxx, f(c) ----yxxx, g(x) =- a, g(y)  ~- bc then 
indeed h = gf. 
Both injectiveness and simplifiability are effective notions, which is shown 
next. 
THEOREM 2. (1) It  is decidable whether an arbitrary homomorphism is 
injective. (2) It  is decidable whether an arbitrary homomorphism is elementary. 
Proof. (1) This follows directly from the lemma below which be believe is 
of interest on its own. 
LEMMA 2. Given an arbitrary homomorphism h on Z* one can effectively 
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construct a finite automaton An such that L(An) = {w e Z*: (3z)z,(z :/: w and 
h@) = h(w))}. 
Proof of Lemma 2. Let 
H-~ U h(a), 
aE.S 
Eq(h) = {(a, b) ~ Z N Z :  a =/= b and h(a) = h(b)}, 
and 
Neq(h) = {(a, b) ~ Z × Z :  h(a) =/= h(b)}. 
Let B~ = (A, Q, 3, qin ,F) be a finite nondeterministic automaton where 
= (z  u (A)) × (Z u (A)), 
Q = {qin, [A]} 
k3 {--~: a is a nonempty prefix or a nonempty suffix of a word in H} 
W {+c~: ~ is a nonempty prefix or a nonempty suffix of a word in H}, 
F = {[A]}  
and 3 is defined as follows: 
(0) for (a, a) 6 Z × Z, S(qin , (a, a)) = {qin}, 
(1) for (a, b) ~ Eq(h), ~(qin, (a, b)) = {qin, [A]}, 
(2) for (a, b) ~ Neq(h), 
(2.1) if h(a) = h(b)a, then S(qin , (a, b)) • {--a}, 
(2.2) if h(b) = h(a)~, then 3(qi~ , (a, b)) = {+a}, 
(3) if h(b)f = ~, then 3(--~, (A, b)) = {--f}, 
(4) if h(b) = aft, then $(--cz, (A, b)) ---- {+fi}, 
(5) if h(b) = c~, then S(--a, (A, b)) = {[A], qin}, 
(6) if h(a)f = a, then ~(+~, (a, A)) = {+f}, 
(7) if h(a) = aft, then 3(+~, (a, A)) = {--f}, 
(8) if h(a) = ~, then 8(+cq (a, A)) = {[A], qin}. 
(As usual we assume that all nonspecified above transitions lead to a "dead 
state.") 
Now let $ be a homomorphism from A* to Z* such that, for every (x, y) ~ A, 
$(x, y) = x. Then obviously 
~(L(Bh)) = {w E Z*: (3z)z.(z # w and h(z) = h(w))}. 
But finite automata re (effectively) closed under homomorphic mappings and 
so the lemma holds. 
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Now point (1) of the theorem follows from the well-known fact that the emp- 
tiness for finite automata is decidable. 
(2) This is rather clear. Given a homomorphism from Z* into X* it is 
enough to check for all the subalphabets O of 27 whether or not h "decomposes 
through O" in the sense of existence of homomorphisms f :  2J* ---. O* and g: 
(9* -+ 27*, where g can be assumed A-free, such that h ~- gf; obviously this 
can be effectively checked. 
Now in the rest of this paper we will demonstrate the usefulness of the 
concept of simplification by applying it to solve some rather basic problems 
concerning D0L systems. We assume in the sequel that DOL systems eve deal with 
with generate infinite languages, because otherwise the problems that eve will consider 
become trivial. 
3. APPLICATION 1 (INTERSECTION OF TWO ORBITS OF THE 
SAME HOMOMORPHISM) 
A quite natural problem in the theory of (iterated) homomorphisms is the 
following one: Let us start to iterate a homomorphism h on two different words. 
Do the sequences (orbits) generated by iterating h on these words ever meet ? 
We show that using the simplification mechanism one easily shows that the 
above problem is decidable. 
THEOREM 3. Let h be a homomorphism from Z* into X* such that for at least 
one a in Z, h(a) =/= A. Let #Z = m and let %,  w2 be word} over 2. Then there 
exists an n such that h'~(Wl) = h~(w2) if and only if hm-l(%) = h"*-l(w2). 
Pro@ By induction on m. 
(i) m = 1: obvious. 
(ii) Assume that the result is true for #Z ~< m --  1. 
(iii) Let #27 = m. 
If  w 1 = w~ then the result is obvious. 
If w 1 4- w2 then h is not injective and so by Corollary 1 there exist an alphabet 
O with #O < m and homomorphisms f :  27* --~ 0",  g: O* --* 27* such that 
h=gf .  
Then 
((3n)(h'~(w3 = hn(w~)) 
(fg) ' f(w,) = (fg)~f(%) 
(fg)~-2f(%) = (fg)m-2f(w2) 
fh"~-2(%) = fh~-2(w2) 
if and only if 
if and only if (by the inductive assumption) 
if and only if 
which implies 
643/38/3-5 
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gfh~-2(wl) = gfhm-2(w2) if and only if 
hm-l(w0 = h~-~(w~). 
Now as a direct application of the above result we get the following result. 
THEOREM 4. (1) There exists an algorithm which given an arbitrary homo- 
morphism h on Z and arbitrary words w 1 , w 2 over Z decides whether or not there 
exists an n such that h~(wl) = h~(w~). 
(2) There exists an algorithm which given an arbitrary homomorphism h on 
Z and arbitrary words w I , w2 over X decides whether or not there exist n and r 
such that h~(wl) = h*(w2), 
Proof. (1) This follows directly from Theorem 3. 
(2) First let us note that from Theorem 3 it follows that (we let m = #Z) :  
(3n, r)(h~(wl) = h~(w2)) if and only if 
(3ff)(hn(Wl) = hm-l(w2)) or (3f)(h¢(w2) = hm-l(Wl)). 
But given an arbitrary homomorphism h and arbitrary words x and y it is 
decidable whether or not y is reachable from x by iterating h. Hence (2) holds. 
4. APPLICATION 2 (LOCALLY CATENATIVE D0L SYSTEMS) 
One of the rather important areas in the theory of D0L systems is the theory 
of locally catenative D0L systems (see, e.g., Herman and Rozenberg (1975), 
Rozcnberg and Lindenmayer (1973), and Ruohonen (1977)). 
This theory deals with such D0L systems which generate sequences in 
which from some moment on each string is composed by catenating (in a fixed 
order) a number of previous strings. In this section we will demonstrate the 
use of the simplification technique to solve one of the open problems in this 
area. 
Let us start by recalling some definitions. 
DEFINITION 2. Let ~ z ~o 0 , oj 1 ,... be an infinite sequence of words. 
(1) A shift of ~ is a sequence oJi, o)i+ 1 ,., where i ~ 0. 
(2) Let v = (i 1,..., ik) with k )2  be a vector of positive integers 
(max{i 1,..., i1~ } is called the depth of v). We say that ~ is v-locally catenative if 
there exists an s such that co, = oJ~_il -" oJ~._ik for all r > s. 
(3) We say that ~ is locally catenative if there exists a vector v such that 
is v-locally catenative. I f the depth of v equals d then we also say that ~ is locally 
catenative of depth d. 
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The following observation will be needed in the sequel. 
LEMMA 3. Let ~ and ~' be infinite sequences of nonempty words where words 
in ~ are over ~ and words in ~' are over Z'. Let h be a homomorphism from Z* into 
(27')* such that h(~) is a shift of ~'. I f  ~ is v-locally catenative then so is ~'. 
Pro@ Let ~ =x0,x l  .... ,~' =Y0,Y l , . . -  and let h(~) =y~,y,~=a .... 
Let v = (i 1,...,iX) and let m be such that x~ = x,~_il ""x,~_i . Then 
y~+,~ = h(x~,,) ~ h(x,~_il) "" h(x,,_ik ) = y~+~_q "" y~+,,_ik . Consequently, ~' 
is v-locally catenative. 
DEFINITION 3. A D0L system G is called (v-) locally catenative (of depth d) 
if g~(G) is (v-) locally catenative (of depth d). 
To investigate locally catenative D0L systems we shall extend now the 
notion of a simplification to D0L systems. 
~SL)EFINITION 4. Let G = (2J, h, co) and G = (2], h, o5) be D0L systems. 
We say that G is a simplification of G if #z~ < #27 and there exist homomor- 
phisms f :  2J* --~ Z*, g: Z* -~ 27* such that h = gf, h =fg  and ~5 = f(oJ). If G 
has a simplification then it is called simplifiable, otherwise G is called elementary. 
The following diagram illustrates the relationship between 5°(G) and d~(G) in 
the case that G is a simplification of G. 
E(G): ¢(G): 
% ~ ~o 
¢O 1 ~f - - -~  07) 1 
a) 2 ~ c~ 2 
¢o a I __+ o5 a 
, ° 
LEMMA 4. Let G, G be DOL systems uch that G is a simplification of G. 
Then G is v-locally catenative if and only if G is v-locally catenative. 
Proof. It follows from Lemma 3 and from the observation that f(~(G)) is 
a shift of •(C) and g(((G)) is a shift of ((G),  where f, g are as in Definition 4. 
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LEMMA 5, Let G be an elementary DOL system and let v = <i ,..., ii~ ) be of 
depth di Then G is v-locally catenative if and only if wa = tOa_i 1 "'" oJa_6o where 
~(G)  = ~Oo, ~ l  . . . .  
Proof. Let G = <Z, h, o J>. 
If co a = oJa_~l ... ~oa_~ then obviously G is v-locally catenative. 
If G is v-locally catenative then there exists the minimal n, say n o , such that 
oJ~ ° = W~o_~  -" ~o~o_~k. If n o > d then we arrive at a contradiction as follows. 
We have ~on0_ i # o~%_1_i~ ... oJ~0_ i i~ but h(w% i) = co% = ~o~0_i~ ... oJ~o_i~  = 
h(o~0_i_~ "" oJ~o_i_i~ ) and so, by Corollary 1, h is simplifiable; a contradiction. 
One of the first natural questions posed when locally catenative D0L systems 
were introduced was whether it is decidable for an arbitrary D0L system G and 
a vector v whether G is v-locally catenative. The following result provides the 
affirmative answer to an even more general question: is it decidable whether an 
arbitrary D0L system is locally catenative of depth no larger than a given positive 
integer ?
THEOREM 5. It  is decidable for an arbitrary positive integer d and forWan 
arbitrary DOL system G whether or not G is locally catenative of depth no greater 
than d. 
Pro@ Let G = <27, h, ~o) with 2(G) = oJ0, ~o i .... and #Z = m. 
We claim that G is locally caternative of depth d if and only if ~oa+,,_ 1 is a 
catenation of some previous strings. Clearly it suffices to prove the only if part 
of this statement. But this follows from the fact that to find a simplification of G 
which is simple we have to make at most (m - -  1) consecutive simplifications of G, 
using pairs of homomorphisms (f l ,gi) , . . . ,  (ft ,g*) with t ~ m - -  1. Then in 
the resulting system its dth element must be a catenation of some previous 
strings (see Lemma 4). However then this sequence isshifted by a homomorphism 
gl "'" g~-igt into d°(G) in such a way that the ith element of this sequence is 
mapped into (i + t)th element of d~(G). Hence, by Lemma 3, OJa+ t and con- 
sequently ~oa+(~_i) must be locally catenative. 
5. APPLICATION 3 (DOL EQUIVALENCE PROBLEM) 
The (sequence) equivalence problem for D0L systems reads as follows: is it 
decidable whether or not two arbitrary D0L systems generate the same 
sequences. Although simply stated it turned out to be a challenging problem 
opened for several years; only recently it was shown in Culik I I  and Fris (1976) 
that the problem is indeed decidable. However the proof turned out to be really 
complicated. As a matter of fact even for a simpler case of polynomially bounded 
D0L systems (see Karhumaki (1976)) the proof of decidability of D0L equival- 
ence problem is quite complicated. Hence it is still a challenging research 
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topic to look for a simple proof of decidability of the D0L equivalence problem 
for the whole class of D0L systems or for its nontrivial subclasses. 
In this section we show how using the concept of simplification one can give 
a short and rather elegant proof that the equivalence for elementary polynomially 
bounded D0L systems is decidable. 
First we need some extra notation. Given two D0L systems G~ = ~Z, h I , co), 
G 2 = ~Z, h2, co} with d~(G1)= Wlol),co~),... and ~(G. , )=  co~02),co~2),..., let
~%%, ~Gr% and ~:%.% (or simply ¢, ~, ~ when G, ,  G 2 are understood) be three 
set-valued sequences defined as follows: 
and 
for every n ) O, 
¢(n) = {co~l)}, 
r (2L ¢(n) = ~co~, t, 
~:(n) = {h~, "- hq : q .... , i~ c {1, 2}}. 
Now let us describe an algorithm, called the ESP algorithm, which forms the 
basis for our next result. 
INPUT:  G1, G 2 
PROCEDURE:  Construct, starting with n = 0 and then increasing n iteratively 
by 1 ¢(n), ~(n), ~(n)(thus getting the sequence ¢(0), ¢(0), ~(0), ¢(1), ¢(1), ~(1),...). 
STOP CONDIT ION:  Stop at n such that either 
( l )  ¢(n) ~ ¢(n), or 
(2) the condition (1) does not hold and there exist two different sequences 
/~ "" 4 ,G  " ' J l  such that hi~ "'" hi 1 = h; n "'" hq.  
LEMMA 6. Given arbitrary two elementary polynomially bounded D0L systems, 
the ESP  algorithm always terminates. 
Proof. Let G 1 = (Z', hi ,  co) and G2 = (Z, h2, co) with d'(G1) = co(o 1), c@ ), 
co~l),.., and d~(G2) = co(o ~), col e), co~2),... Let k be such that alph(co(o 1)... co~)) = 
(clearly without the loss of generality we can assume that such a k exists). 
Assume that n ~> 1 and that for 0 ~< l ~< k @ n we have ¢(l) = ~(1). Consider 
z --  . . . .  ~0m ~1(1)'" co~l)~ . Then clearly, for every i 1 ..... i~ , j l  ,...,j~ ~ {1 ,2}, h~.. .  hq(z) = 
h~, '-- hq(z) (call it z~). The number of all possible parsings of z~ with respect 
to z does not exceed [ z~ [l*l and, if P is.a polynomial bounding the growth of G 1 , 
([I ~+7~ P(i))t~I which again a polynomial. However, the this does not exceed ,,_,i=~ 
number of possible sequences of length n from the set {1, 2} is 2 ~ and so there 
exists an n such that 2 ~ > (~+£~ P(i))l% I f  such a minimal n is n o then ESP 
algorithm terminates by the second termination condition on the n0th step. 
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THEOREM 6. The equivalence problem for elementary polynomially bounded 
DOL sequences i  decidable. Moreover given two elementary polynomially bounded 
DOL systems Gt,  Gz one can effectively calculate a constant Cot,% such that 
' t word if and only if ~(G1) #(G2). ~(G1) agrees with ~(G~) up to the Car % h = 
Proof. In view of Lemma 6 it suffices to prove that if the ESP algorithm 
terminates by the second condition then g(G1) = if(G2). Thus let us assume 
that the ESP algorithm terminates by the second condition on the nth step; i.e., 
there exist two different sequences 3"1 ..... in ,  il ,-.., in such that hi, "'" hi 1 = 
hj~ "" hi1. Let g be such that in = j~ , in-1 = jn -1  . . . .  , iq+l = Jq+l and iq ~ jq . 
Let ~- = hi, "'" hiq+ 1 = hj~ "" h~+~ , -r 1 = hi~ "'" hq and ~-2 = hj "" hi1. 
Let us assume to the contrary that g(G1) =# g(G~). Let m be the minimal 
integer such that eo~) =/= w~'. Then obviously oJ~_q = ~o~)q and ~(~o~) = 
r~(o)~2,)_q) (because before we reach ~o~ each application of h I is identical with the 
application of h2). However r r  1 = rr~ and so rrl(~o~)_q) = rr2(w~_q). On the 
other hand co~ ) 4: ~o~ ) but a) ~_ r(co~)) rr~(o~_q) = r~-(co~ )) and rr~(oJ~_q) which 
yields ' m ~o{~)~ (r~o,,, = ~ ,. But this will imply that one of the elementary homom~r- 
phisms h 1 , h 2 must be non-injective, which contradicts Corollary 1. 
Thus the algorithm to decide the equivalence of two elementary polynomially 
bounded D0L systems G 1 and G~ is as follows: 
1. Run the ESP algorithm for G1, G~. 
2. I f  it terminates by condition 1 then g(G1) @ g(G2). 
3. If  it terminates by condition 2 then g(G1) = g(G~). 
The termination of this algorithm is guaranteed by Lemma 4. 
The second part of the theorem follows from the proof of Lemma 4 and the 
fact (see Ehrenfeucht and Rozenberg (1976)) that for a given polynomially 
bounded D0L system one can effectively construct apolynomial P which bounds 
its growth. Thus to find a constant Cal,a~ it suffices to find an n satisfying the 
inequality 2n> R(n) where R is a given polynomial. Clearly, this can be 
effectively done. 
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