We consider a quantity that measures the roundness of a bounded, convex d-polytope in R d . We majorise this quantity in terms of the smallest singular value of the matrix of outer unit normals to the facets of the polytope.
Introduction
A well-known problem in convex optimisation involves finding the radius of the largest inscribed ball of a bounded convex d-polytope P ⊂ R d . For simplicity, we shall refer to bounded convex d-polytopes as 'polytopes'. We shall refer to the above-mentioned radius as the 'inner radius' and denote it by inrad(P ). Then inrad(P ) := sup{r > 0 : B(x c , r) ⊂ P for some x c ∈ P }, (1.1) where B(z, r) denotes the open ball with radius r and centre z with respect to the Euclidean norm |·| 2 . In (1.1), the centre x c of the corresponding ball is sometimes referred to as the 'Chebyshev centre' [2, Section 4.3.1] . Since the inner radius is invariant under translations of P , we may assume without loss of generality that the Chebyshev centre of our polytope is the origin. Let A ∈ R m×d be the matrix whose rows {a ⊤ i } m i=1 , a i ∈ R d are the outer unit normals to the m facets of P , and let b ∈ R m be the vector of offsets from the origin. Then we may represent P as the set {x ∈ R d : Ax b} of solutions to a system of linear inequalities, where Ax b means a ⊤ i x ≤ b i for i = 1, 2, . . . , m. Given these assumptions, the inner radius is then defined as the value of the optimisation problem maximise r subject to Au b |u| 2 ≤ r.
Given the Euclidean diameter
of a d-polytope P , we define the degeneracy ratio of the polytope P as
The degeneracy ratio may be defined for any bounded subset U of R d . Observe that 0 ≤ δ(U ) ≤ 1/2, where δ(U ) = 0 if and only if P is of strictly positive codimension and δ(U ) = 1/2 if and only if inrad(U ) = 1 2 diam(U ), i.e. if and only if U is a Euclidean ball. Thus the ratio in (1.4) quantifies how close P is to being 'round': if δ(P ) ≈ 0, then P may be 'thin' or 'flat'.
The motivation for defining this quantity is the following. Suppose we are given a d-polytope P with m facets {F i } m i=1 , a vector field J : P → R d , and a collection {φ i } m i=1 of scalars given by the surface integrals
where σ is the (d − 1)-dimensional surface measure induced by Lebesgue measure, and F i is the facet for which a i ∈ R d is the outward unit normal. The problem is to determine whether there exists a vectorJ ∈ R d such thatJ · a i σ(F i ) = φ i , for i = 1, . . . , m. That is, we wish to solve Problem: Given a polytope P ⊂ R d with m facets {F i } m i=1 defined by the system Ax b of linear inequalities, a vector field J : P → R d , and a vector φ with components given by the surface integrals {φ i } m i=1 , determine conditions on P such that there exists a unique solution J ∈ R d to AJ = φ.
Given that any d-polytope must have at least d + 1 facets, we observe that m ≥ d + 1, and hence it is not in general true that φ lies in the column space of A. However, by considering the normal equations A ⊤ AJ = A ⊤ φ, it follows that there exists a unique solution to AJ = φ if A ⊤ A is invertible. Since A ⊤ A is invertible if and only if its eigenvalues are strictly positive, and since the eigenvalues of A ⊤ A are the squares of the singular values of A, it follows that A ⊤ A is invertible if and only if the smallest singular value σ min (A) of A is strictly positive.
The main result of this paper is the following.
Proposition 1.1 characterises a geometric property of a polytope P in terms of an algebraic property of the matrix A that partly determines P , by majorising the degeneracy ratio of P in terms of the smallest singular value of A. The result can also be used to bound the smallest singular value of the matrix A away from zero, so we may use Proposition 1.1 to solve the aforementioned problem: if the degeneracy ratio δ(P ) of P is strictly positive, then there exists a unique solution J to AJ = φ. Note that Proposition 1.1 cannot be used to bound the smallest singular value of an arbitrary rectangular matrix A. This is because the vector b of offsets of the polytope is also important, and enters implicitly via the argument P of the degeneracy ratio δ(P ).
Related work
In the numerical analysis of finite element methods for solving partial differential equations (PDEs) defined over bounded domains, the geometry of the sets with which the bounded domain is discretised plays an important role. One of the main ideas is to impose conditions so that the discretisation sets stay sufficiently regular as the discretisation is refined, in order to ensure convergence with a suitable rate of the finite element approximation of the solution of the PDE. In particular, the inverse of the degeneracy ratio appears in P. Ciarlet's book [4] via the so-called 'regularity condition' or 'inscribed ball condition': a triangulation of a domain Ω ⊂ R 2 is said to yield 'regular' finite elements if there exists a constant σ > 0 such that diam(K)/inrad(K) ≤ σ and diam(K) ≤ 1 for every triangle K in the triangulation. Apart from the boundedness condition on the diameter, the regularity condition is equivalent to requiring that the degeneracy ratio of each triangle is bounded away from zero. Under this assumption, one can establish an error bound in the finite element approximation of a function [4, Section 3.1]. A similar condition was introduced in [6] , while a survey of conditions of this kind is available in [3] . We point out that the inscribed ball condition is known to be sufficient but not necessary for convergence of the finite element method [1] , and that other, weaker sufficient conditions such as the 'maximum angle condition' [7] are known.
Similar quantities appear also in the literature on finite volume methods. For example, in [5] , a finite volume method based on Voronoi tessellations of the sphere is constructed, and a 'regularity norm' is defined for the Voronoi tessellation by minimising the ratio |x i − x j | /diam(V i ) over all neighbours of each Voronoi cell V i generated by a point x i on the sphere, and over all Voronoi cells {V i } i∈I in the tessellation. Note that in both |·| and diam(·) above are computed with respect to the geodesic metric on the sphere. For any given Voronoi cell V i with generator x i , the smallest value of |x i − x j | /diam(V i ) over all generators x j of adjacent Voronoi cells V j resembles the degeneracy ratio of V i defined in (1.4). This is because if P = V i is a Voronoi cell with generator x i , and if min j |x i − x j | is small, then inrad(V i ) will be small, and vice versa.
To the best of our knowledge, the numerical analysis literature that examines geometric constraints on discretisation sets in terms of degeneracy ratio-like quantities does not consider these quantities from the point of view of singular values of the matrix of outer unit normals. Furthermore, in the literature on convex optimisation, we were likewise unable to find any results that relate the singular values of the matrix of outer unit normals to the 'roundness' of the polytope. On the basis of this evidence, it appears that Proposition 1.1 is new.
Proof of the result
We first fix our notation. Let A ∈ R m×d and b ∈ R m denote the matrix with outer unit normals and the vector of offsets of the polytope P respectively. Given any set A, ∂A and int(A) denote the boundary and interior of A respectively. Given any two distinct points x, y in the same Euclidean space, [x y] = {λx + (1 − λ)y : 0 ≤ λ ≤ 1} denotes the line segment joining x and y.
Before proving Proposition 1.1, we establish the following facts. Proof. By the Cauchy-Schwarz inequality and the fact that |a i | 2 = 1 for all i = 1, . . . , m, we have that sup{a ⊤ i u : |u| 2 ≤ r} = r. Thus, Au re, where e ∈ R m is the constant vector with components all equal to 1, and it follows that re b.
Proof of Proposition 1.1. Since both σ min (A) and δ(P ) are invariant under translations of P , we may assume without loss of generality that 0 ∈ int(P ).
Let A = U ΣV ⊤ denote the singular value decomposition of A, and let {u 1 , . . . , u m } and {v 1 , . . . , v d } denote the column vectors of orthogonal matrices U ∈ R m×m and V ∈ R d×d respectively. The matrix Σ ∈ R m×d contains the singular values
of A on its diagonal and zeros elsewhere. The matrix A can thus be written as Observe that the length of the line segment [f g] is
Since f, g ∈ ∂P , there exist i, j ∈ {1, . . . , m} such that (Af ) i = a ⊤ i f = b i and (Ag) j = a ⊤ j g = b j . If i = j, then f and g lie on the hyperplane {x ∈ R d : a ⊤ i x = b i }, which implies that the line segment [f g] is contained in this hyperplane; this in turn implies that the origin is contained in this hyperplane, i.e. 0 ∈ ∂P . Since we assume that 0 ∈ int(P ), it follows by taking the contrapositive that i and j are distinct.
The linear mapping A maps f , g, and 
by (2.3). We observed earlier that (Af ) i = b i and (Ag) j = b j for distinct i, j ∈ {1, . . . , m}. In addition, we note that where we used the definition of the diameter, (2.4), and (2.5). Recall from Lemma 2.2 that inrad(P ) is the value of the optimisation problem (2.1). The constraint in (2.1) implies that inrad(P ) ≤ b i for every i ∈ {1, . . . , m}. By (2.6),
and applying the definition (1.4) of δ(P ) completes the proof.
