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Abstract 
A procedure for submitting a process control strategy to 
subjective analysis for potential windup difficulties is developed. 
This method is then employed to evaluate a real control scheme to 
demonstrate the feasibility of designing control systems which are 
free from windup.  Although it is acknowledged to be the source of 
almost all operational difficulties in real control systems, the 
practical problem of controller windup is given very little attention 
in the technical literature, and is virtually ignored in control theory 
texts.  To fill this gap, this thesis defines windup as the improper 
storage or loss of control information, resulting in improper response 
or lack of response from the process controller.  Classical control 
theory is reviewed for both commonly used controller algorithms - 
desired value and desired increment - to identify the source of windup 
in the time-dependent operations of integration and differentiation in 
the computation of the control signals, and to investigate its 
consequences.  The solutions applied successfully by academic and indus- 
trial researchers are examined for underlying principles applied to 
compensate the problems which arise in these areas under varying 
conditions, such as periods of operation with constraints on the final 
control element, or auctioneering between controllers.  Evaluation of 
the examples for windup is observed to be highly qualitative.  This 
provides the basis for a disciplined approach to appraising control 
systems subjectively to aid in devising adequate windup protection. 
1.  Introduction 
Mention the term windup, and from many engineers you will 
receive only a blank stare.  Windup refuses to be quantified into 
neatly expressed equations.  For this reason, the subject has been 
almost totally excluded from texts on automatic control theory. 
Windup occurs in more than one form, in varying situations, and 
the solution for one form in one situation may not be appropriate for 
the same form in another.  Hence, the serious investigators often stop 
short of generalizing solutions for windup.  With so little material 
available in the technical literature, and no academic exposure to 
the problem, many a process control engineer has had his eduation. 
significantly broadened by his first encounter with a control strategy 
which was theoretically sound, but which failed to operate as 
anticipated because of windup. 
This paper treats the historically -troublesome problem of windup 
and the various solutions which have been applied.  Striving for 
completeness, a new definition is formulated which is simple, but 
powerful enough to' apply to each of windup's manifestations.  Current 
practice in industry is reviewed, followed by a review of classical 
control theory searching for the root causes of windup.  The examples 
which illustrate this review demonstrate the qualitative approaches 
required to intelligently handle windup situations.  This is also 
reflected in the more detailed discussion of the historical solutions 
for windup.  Opportunities are afforded to consider some special 
control configurations not normally treated in the classroom which are 
common in real control systems, and present serious windup problems. 
The reader will find some new terminology throughout the paper, 
designed to avoid confusion when the specifics of algorithm computation 
are discussed.  The traditional "position" or "demand" signal based 
control algorithm has been named "desired value", and the less common 
"velocity" or "rate" algorithm has been named "desired increment". 
This avoids the ambiguity of.discussing, for example, a "position" 
control for the speed ( ie.. velocity ) of a pump, and is more general. 
Qualitative analysis suggests the need for a subjective 
solution.  Therefore, a discipline for approaching control system 
strategies to identify windup will be proposed and applied to 
a practical control strategy to demonstrate that discovering anew 
the pitfalls of windup on each new application is not necessary. Too 
often, when a text book approach is taken, the wheel must be reinvented 
so to speak, because the real world limitations were not considered 
at the outset.  It is hoped that the guidelines set forth in this 
paper will short-circuit some of this effort in the future. 
2.  Windup Problem Definition 
2.1 What is windup? 
At least one author has noted that "... windup has remained 
ill-defined'.. . . " { 1 } for a variety of reasons.  Most of the 
difficulty stems from confusion between defining windup and the many 
causes of the phenomenon.  When studying the technical literature, 
one is not surprised to encounter statements such.as "windup arises 
when ..." or "windup occurs when . . . ".  Even Fertik and 
Ross { 1 }, who have treated the windup problem extensively, express 
their definitions in terms of the unique situations surrounding 
a particular manifestation encountered.  A definition of the problem 
which does not depend upon the circumstances is required. 
For the purposes of this presentation, the operational 
difficulties of practical control systems, referred to as windup, 
shall be: 
the improper storage or loss of control information. 
This storage or loss results in improper response or lack 
of response from the process controller. 
2.2 When and Why does Windup Occur? 
The technical literature is relatively void of material which 
deals with the windup problem. What there is usually pertains 
directly to the circumstances surrounding practical operating 
problems. 
The most frequently encountered treatment involves situations 
in which there are constraints on the manipulative variable: 
. . . the ultimate factor in determining the 
performance characteristics of every control 
system will be the limits on the capability of 
the final control elements to provide energy at 
the rate demanded by the controller. { 2 } 
. . . the controller is unable, for some period 
of time to drive the controlled variable back to 
its setpoint.  Typically, this occurs because 
the manipulative variable is temporarily unable 
to respond to changes in the controller output 
signal. { 3 } 
. . . there are constraints on the output of 
the controller . . . due to the limitations of 
actuator speed, end limits . . . and other limits 
generated by the control program . . . { 1 } 
In these instances, the designer of the compensating control 
has failed to account for physical reality.  The final control 
elements ( valves, motors, etc. ) are being asked to provide more 
energy to the controlled system than they are capable of, or to 
modify their delivery at a rate in excess of their maximum response 
rate.  Since most control engineers concentrate a large amount of 
effort on the intellectually stimulating task of deriving system 
transfer functions, it is a fair wager that not enough attention 
was given to the selection of the final control elements, and 
these are not matched properly to the demands of either the process 
or the controller. 
Fertik and Ross have authored one of the most complete and 
eloquent summations of windup effects which arise from final 
control element constraints: 
Controller windup is the improper storage or 
loss of control information due to constraints on 
the controller output.  In PID-*- controllers all three 
terms are potential suppliers of windup. .In general 
the form of windup depends upon the form of the control 
equations, eg., when the position equation is used, 
integral windup can occur and when the velocity 
equation is used, proportional and derivative windup 
can result. 
Integral windup takes place when integral action 
is stored in the controller ( by a digital accumulator 
or an analog integrator ) at a rate faster than the 
actuator can respond. 
Proportional windup occurs when the actuator 
cannot respond during the sampling interval to 
the amount of proportional action that is computed. 
Derivative windup results from the inability of 
the actuator to respond during the control sampling 
interval to the demands of the derivative term . . . 
.An improper storage of information can also happen 
when certain windup compensations are employed. { 1 } 
The authors deal in general with digital algorithms, and 
although their results are equally valid for analog controllers, 
perhaps proportional or derivative windup can be better appreciated 
intuitively from consideration of the programming approach. If the 
amount of desired control action resulting from the proportional and 
derivative terms exceeds the response ( or slew ) rate of the 
The authors refer to the conventional Proportional-plus-JEntegral- 
plus-Derivative type controllers. 
final control element, the difference between the amount output and 
the amount actually achieved during the nth interval will be lost 
during the next interval. 
Controllers may have other sorts of constraints placed upon 
them: 
. . . the increasing use of "override" or "selective" 
control systems . . . has increased the occurrence of 
reset windup problems since the manipulative variable 
can be controlled by one of several different controllers 
at different times.  The controllers that are not in use 
will windup if they have integral action. { 3 } 
Frequently, such selections are made by logic circuitry or 
programming which arrives at decisions based upon process 
conditions not directly related to the controlled variable.  For 
example, deaerator level controls are often provided with both 
proportional-plus-integral-plus-derivative and proportional-plus- 
integral controllers, with selection made by comparison of 
feedwater flow to an engineering-determined minimum flow.  The 
simpler "PI" control mode is used for low flows.  Control 
information may be lost or improper action taken when the switch 
between controllers occurs, and the industry has sought to 
provide "bumpless" transfer.  This situation is similar to that 
which occurs on transfer between manual and automatic.  If no 
consideration is made, the process experiences a "bump" until 
the controller has "balanced". 
Virtually any non-linearity or discontinuity in the control 
system caused by the finite nature of the real world can be singled 
out as a reason for windup.  However, the simplifying assumptions 
made by practicing control engineers usually reduce the causes to 
the two major classes discussed above. 
Today's economics are leading more and more industries into 
the search for greater efficiency from existing and new processes. 
Consequently, one additional area is increasing in significance as 
designers seek to create adaptive control schemes: 
Both analog and digital control systems . . . 
have been inadequate when the tunings for the pro- 
portional or rate functions ( in desired increment 
algorithms ) are to change with time whether by 
manual manipulation or in response to some process 
variable.  Other ( desired value algorithms ) 
control systems are similarly inadequate as a result 
of changes in the reset tuning.  The inadequacy 
involves the loss of information which occurs when 
the tunings are changed, that is, the control system 
fails to respond to the change in tunings in 
accordance with the response which would be 
appropriate for such a change.  This loss of 
information occurs whenever the control error is 
not at zero and causes adverse control effects. { 4 } 
In summary, controller windup - loss or improper storage of 
control action - occurs because of time-dependent computational 
difficulties inherent in the operations of integration and 
differentiation, and occurs when the manipulative variable or 
controller output1" is constrained, or when the control parameters 
are varied. 
2.3 What are Windup's Consequences? 
If "controller windup has long been recognized as one of 
the most serious pitfalls encountered" { 1 }, what are the effects 
of the phenomenon?  In essence, why are we even concerned? 
. . . windup results in a degraded control 
characterized by overshoot or sluggish recovery. { 5 } 
Integrator buildup can readily lead to 
a complete loss of control and an unstable system. 
In fact, it alone is the cause of almost all of 
the operational problems with real control 
systems. { 2 } 
Unfortunately, the problem is obscured by relatively harmless 
expressions such as "overshoot" or "loss of control".  To fully 
appreciate the magnitude of the problem, the real world must be 
entered! 
It takes actual field experience with controllers 
in critical loops to emphasize the consequences of 
windup.  For example, the danger of burning out 
the lining of a cement kiln or destroying certain 
characteristics of a metal by a temperature overshoot 
forces one's attention to the windup problem. { 1 } 
3.  Summary of Current Practice 
Because windup and the related operational difficulties have 
been defined as "improper storage or loss of control information", 
one would expect that the solutions applied would seek to prevent 
this improper storage or to preserve any information which would 
otherwise be lost.  Most of the methods which have been employed 
achieve these goals, though some do so more elegantly than others. 
Unfortunately, each of the solutions, being non-general, must be 
treated within the context of the situation to which it applies. 
For example, the earliest recognition of the problem was with 
respect to the desired value algorithm controllers, whose final 
control elements reached their physical limits.  The subsequent 
"reset windup" ( incorrect storage of the integral term of 
the controller output ) inhibits the ability of the controller to 
respond properly when the process begins to come back within linear 
control range.  The first "correction" was to limit the controller 
output ( in its crudest form, this is to allow the controller to 
saturate against its power supply ).  Others later recognized the 
need to modify the integrator. 
In some controllers, ( the constant of integration ) 
is set at the limits of the final element . . . with reset 
thus limited, control action begins at zero deviation. { 6 } 
This can be accomplished by a  priori knowledge of the limits on 
the final control element, or by introducing this intelligence through 
some appropriate external logic. { 7 } 
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A more sophisticated solution to this first example of 
this problem 
. . . involves disconnecting the controller internal 
feedback between the output and the reset circuit. 
The actual ( process ) signal, taken downstream of 
all limiters, summers, and selectors, is then fed 
back . . . { 8 } 
The integrator in the controller is thus responding to 
the manipulative variable and will not windup when this becomes 
constrained.  This solution was derived because of its proper 
insensitivity in situations involving overrides. 
When the control ( element ) is overridden, 
( the controlled variable ) is equal to the override 
signal and there is ... no integration. { 3 } 
Unfortunately, the above remedies either introduce errors 
into the proportional and / or derivative terms when the setpoint 
or tuning parameters are modified, often regardless of whether such 
changes occur during a period of constrained operation or not. 
This is not necessarily the fault of the researchers who proposed 
the method.  Each pursued the problem of Immediate urgency. 
Desired increment outputting controllers inherently avoid 
the problem of integral windup, since the integral term is simply 
proportional to the error signal, and is not stored in the process 
controller.  However, the derivative and proportional terms rely on 
correct storage of information which reflects the past history of 
control action.  When the final control element can not accept 
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the portion of control action resulting from these terms, or can 
not do so at the rate which the controller requires, the action will 
be lost.  Improper action will result if this loss can not be 
recovered and applied to future output.  One successful correction ' 
is 
. . . determining the maximum possible output allowed 
by the constraints on the system, comparing them and 
outputting the.desired value if-it does not exceed 
the maximum possible.  Otherwise, that part of 
the control signal computed from stored values 
indicative of past control actions which were not 
effective is determined and that value is added to 
the desired output . . . { 5 } " 
Consider a digital implementation, where the controller 
algorithm outputs a desired increment and then "goes away" for 
the remainder of the control interval.  If the assumption is made 
that all- of this action was actually accepted by the final control 
element, proportional and derivative action may be lost.  It is 
therefore essential to 
. . . accumulate control action which can not be 
outputted during one control interval. ( However ) 
this method often leads to integral windup and 
initialization problems. { 1 } 
Both the desired value and desired increment algorithms are 
sensitive to proportional and derivative windup when setpoint or 
tuning parameters are changed.  In each case, utilizing the controlled 
variable instead of the error to compute these quantities, depending 
12 
X 
upon implementation, has been shown to help correct the problems. 
To summarize, the current practices for handling windup 
are: 
1. Limiting the controller output. 
2. Modifying the controller constant of integration. 
3. Employing the measured variable to provide external 
"reset" feedback. 
4. Accumulating unoutputted control action to apply to 
the output in future, unconstrained control intervals. 
5. Employing the measured variable to compute 
proportional and derivative action. 
and variations of these. 
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4.  Desired Value Algorithm 
In keeping with the practical subject of this discussion, 
control theory will now be approached from the perspective of 
the real world.  The objective of this brief review is to present 
algorithms which are of interest to the practicing control 
engineer, and within this frame identify the computational 
elements which inherently result in the operational difficulties 
\ 
referred to as 'windup.  The first algorithm to be dealt with is 
the traditional desired value ( historically, "position")algorithm. 
/' 
f 
4.1  Zeroth-Order Processes 
A controlled system of zeroth-order is one in which 
the output is related to the input by a constant.  An example might 
be that of a spring.  This system is described by the simple 
relation kc = m, where c is the position, m the applied force, and 
k the proportionality constant.  Although few zeroth-order systems 
can be found in reality, the simplicity of the mathematics involved 
reveals the principles which are being sought. This will provide 
the background for considering systems of higher order. 
The derivation which follows is according to Phelan { 2 }. 
4.1.1  Proportional Control of Zeroth-Order Processes 
Consider the system of Figure 1.  For this simple system, 
the process position, c, is a fixed fraction of the setpoint, r : 
c = r*Kp/(k + Kp) (1) 
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Figure 1 
Zeroth-Order System, 
Proportional Controller 
:,max 
M2,min 
Figure 2 
"Ideal" Final Control Element 
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c.u. 
M- 2, max 
Figure 3 
Overdriven Response of Zeroth-Order System, 
Proportional Controller 
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The final control element is "ideal" as illustrated in 
Figure 2.  When the process is overdriven, perhaps by an excessive 
setpoint demand, the output of the controller runs the final control 
element to a minimum or maximum value, and the controlled variable 
c
 = 
M2,max / k      or    c = M2,min / k < 2 ) 
The response is illustrated in Figure 3.  The important 
conclusion drawn from this system is that "the instant M. comes back 
within the region of linear operation, the system performs exactly 
as predicted." No control action is incorrectly lost or stored. 
There is no windup. 
4.1.2 Integral Control of Zeroth-Order Processes 
The same proportional system with integral controller is depicted 
by Figure 4.  The transfer function is 
c = r * K± / ( kD + Ki ) ( 3 ) 
where D is the operation of differentiation.  The response of 
this system to a step setpoint input is 
c = r0 ( 1 - e~(Ki/k)t ) ( 4 ) 
and the response to a ramp setpoint input is 
c = r0 ( t - (k/K-j.) * ( 1 - e-CKi/k)t ) ) ( 5 ) 
The response when the system is overdriven is more complicated 
to predict, since it "is dependent upon the length of time an error 
exists as well as upon the magnitude of the error." The overdriven 
response is illustrated by Figure 5.  Obviously, a considerable time 
decay occurs for recovery.  This type of behavior will be present 
when the control algorithm contains the operation of integration. 
17 
'-$ 
> D 
Mi 
■> 
Un 
•>  r 
Controller    Final        Plant 
Control Element 
> 
Figure 4 
Zeroth-Order Process, Integral Desired Value Controller 
c.u. 
M, 2, max 
*- t 
\  ^ 
Figure 5 
Overdriven Response, 
Zeroth-Order Process, Integral Controller 
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This is the classical "integral windup", the very bane of 
the desired value algorithm where the operation of integration is 
employed.  And yet, the integral control is desirable because no 
steady-state error is exhibited for a step input.  That is 
lim { r0 ( 1 - e_( Ki/k }t ) } = r0 ( 6 ) 
t -> oo 
This constrasts sharply with the proportional-only control, 
where the controlled variable never equals the setpoint. 
The negative error depicted in Figure 5 suggests one of 
the "solutions" to the windup problem.  If a proportional term were 
added to the controller algorithm, resulting in "PI" control, then 
the contribution of the proportional term would help "unwind" 
the controller.  However, the introduction of this term, even in 
this simple system, can have detrimental side-effects. 
Consider Figure 6, which shows the root locus of the integral- 
only control, with its single pole at s = -k/Ki .  This system is 
stable.  When the proportional term is added, as in the system of 
Figure 7, the transfer function becomes 
c = r * ( DKp + K±  ) / { D( Kp + K±  ) + K±  }   ( 7 ) 
The root locus of this system appears in Figure 8.  The zero 
which was introduced to the system by the proportional term, and 
the pole now appear closer to the jto axis than did the single pole. 
Depending on the values of Kp and K-^ , the response of Figure 9 
may result. 
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Figure 7 
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M2, max 
Figure 9 
Response of Proportional Process, 
Proportional-plus-Integral Controller 
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4.2 First-Order Processes 
A very important class of practical problems is embodied by 
first-order controlled systems.  Typically, practicing control 
engineers will consider a complex process to consist of two or more 
cascaded first-order "lags".  The term lag is applied because of 
the shape of the response of such a system to a step setpoint change, 
which is characterized by the controlled variable following, that is 
lagging, the setpoint in time.  Deadtimes and other process 
irregularities are usually considered after the main control problems 
have been treated. 
4.2.1 Proportional Control of First-Order Processes 
Figure 10 represents a first-order process with a proportional- 
only controller. The controlled variable is related to the setpoint 
by 
c = r * Kp / ( aD +. Kp ) ( 8 )   ., 
The system will respond to a step setpoint change with 
the controlled variable given by 
c = r0 ( 1 - e_(KP/a) t ) ( 9 ) 
When only the setpoint is considered, the integral nature of 
the process results in a response which has no steady state error. 
However, it would be erroneous to conclude that an integral process 
will have this quality under all conditions when the controller does 
not contain the operation of integration.  A more complete story 
includes the effects of system loading.  With regards to an applied 
load, the controlled variable is expressed by 
22 
Figure 10 
First-Order Process, 
Proportional Controller 
c.u 
Figure 11 
Response to Step Setpoint Change 
of First-Order Process 
with Proportional Controller 
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c 
Kr 
c = 10 / ( aD + Kp ) ( 10 ) 
and a step change in the system load results in a response of 
= lo ( 1 _ e"(Va) t ) (   u  ) 
CP 
Therefore, a fixed system load of value lc would result in a final 
value of the controlled variable, c = 10 / Kp . 
When the system is overdriven by a large step change in load 
or setpoint, the response is smooth even though the final control 
element may not be able to deliver energy to the system at the rate 
required by the controller.  The process integrates this lower energy  ^ 
input rate until the error is reduced enough for linear operation to 
resume.  The values of the important variables during an overdriven 
period caused by a large step setpoint change are sketched in 
Figure 12.  As in the case of the proportional-only control of 
a zeroth-order process, no windup is exhibited. 
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4.2.2 Integral Control of First-Order Processes 
If a first-order system is to have zero error in response to 
loads and other disturbances, in addition to setpoint changes, then 
the operation of integration must be introduced into the controller. 
This arrangement is depicted in Figure 13.  The controlled variable 
is related to the setpoint by 
c = r * Ki / ( aD2 + Ki ) ( 12 ) 
The characteristic equation of this system has two purely 
complex roots at s = ±j/Ki/a or ±jwn .  This describes an undamped 
second-order system.  "In terms of stability, the system is neutrally 
stable, and therefore unusable as a control system." The form of 
the response of this system to a step setpoint change would be 
c = Ci cos /Ki/a t + C2 sin /Ki/a t + ar0 ( 13 ) 
which is illustrated in Figure 14. 
In order to obtain damped, stable response characteristics, 
the controller must be compensated to yield a characteristic 
equation of the form 
aD2 + bD + c = 0 ( 14 ) 
Two approaches towards accomplishing this compensation are now 
presented. 
4.2.3 Proportional-plus-Integral Control of First-Order Processes 
Classical "PI" ( proportional-plus-integral ) control, as 
illustrated by Figure 15, relates the controlled variable to the 
setpoint by 
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c = r * '( DKp + Ki ) / ( aD2 + DKp + K± ) ( 15 ) 
which has the form being sought.  A zero occurs at -Kp/Ki , and 
poles at -Kp/2a ± / (Kp/2a)2 - K±/a   .     The root locus of Figure 15b 
demonstrates that this system will be stable. 
The response of this system to a step change in setpoint is 
given by 
c = r0 { 1 + (1//1 + £2_) e~^lt' sin(u>i/l - Z2~t +  <JJ) }  ( 16 ) 
where 
ijj = tan" {qoii/l - C2  / (1 - qu)i)} 
- tan_1(/r^T2_ /-C) 
and 
r 
q = Kp/Ki = 2c/wi ;  OJI2 = a/Kt    { 9 } 
The response is sketched in Figure 16, and as predicted, this 
indicates a stable response of a sinusoid decaying to the expected 
final value of rD • 
The response of this system to a ramp setpoint change is 
somewhat more complex, given by 
c = ( 16 ) + r0 { t - 2?/u>i 
t 
+ (1//T^T2_) e~Ca)lt sin(u1/T^T2t - y) }  ( 17 ) 
where y= 2 tan"  (/l- C2~7 -?) { 9 } 
and the other definitions remain the same.  This response is sketched 
in Figure 17.  This is qualitatively similar to the response'of 
the proportional process with integral controller.  Therefore, if 
the system is overdriven, the controller can be expected to wind up in 
a similar fashion, accumulating unoutputted integral action. 
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Figure 16 
Step Response of First-Order System, 
Proportional-plus-Integral Controller 
c.u. 
Figure 17 
Ramp Response of First-Order System, 
Proportional-plus-Integral Controller 
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4.2.A Controlled Variab.le Compensation 
The proportional-plus-integral control just discussed is one 
of the most widely employed forms of the "conventional" controller. 
Some uses have also been found for the proportional-plus-integral- 
plus-derivative ( "PID" ) controller, in which a term proportional 
to the derivative of the error is also computed.  In the time domain, 
this additional term gives rise to another sinusoid in the response, 
which decays even more rapidly than the other terms present, but 
with initially greater amplitude.  Such a characteristic has been 
used historically to provide a "lead" signal which helps to compensate 
for deadtimes.  During periods in which the system is overdriven, 
the response and windup problems encountered are substantially 
the same as those of the PI controller for the first-order process. 
When the derivative of the error, or error rate, alone is used 
to compensate integral control, no damping influence is introduced. 
Recent investigators have recognized the essence of the compensation 
problem { 2 }, which is to introduce the damping term to the system 
characteristic equation.  Possibly the simplest method for achieving 
this is to use the actual value of the controlled variable, as shown 
in Figure 18a. The response which results from the system ( a lag 
has been used in place of the purely integrative process to illustrate 
their similarity ), is given by 
c = r * K± / ( aD2 + (k + Kd)D + K±  ) ( 18 ) 
The stability of this system is determined by the relative values of 
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Kd and K± .  Specifically, Kd < 0 and (K±/a)   < (Kd/2a)2 . 
The root locus of the system is given in Figure 18b. 
The time response of this system is very similar to those of 
the first-order systems with integrating controllers, which have 
already been discussed.  When the system is overdriven, the controller 
can be expected to exhibit the integral windup characteristic 
response. 
4.3   Appraisal of Desired Value Algorithm 
This review of automatic control theory has revealed 
the primary cause of windup in controllers employing a desired value 
algorithm.  Windup is seen to occur when ,the final control element 
can not respond to the demands of the controller.  The operational 
difficulties which arise in the integrating elements of desired value 
controllers are this windup phenomenon. 
A less obvious problem occurs when the controller parameters 
are changed.  For example, consider the very simple proportional 
process with proportional controller first examined.  Equation 1 
revealed that the output of this system was always a fixed fraction 
of the setpoint, and that there would be a steady state error 
ess = k /. ( k + Kp ) ( 19 ) 
From these relationships, it is obvious that a change in 
the controller gain Kp will result in an immediate response in 
the controller and process to bring the controlled variable to 
the new state dictated by the change.  Of course, this is exactly 
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the behavior desired in this instance. 
However, the situation is somewhat different for the integral 
process with the proportional controller.  As was already pointed out, 
this system behaves in a manner similar to the proportional process 
with integral controller with respect to changes in reference input, 
or setpoint.  If the system is disturbed from equilibrium by 
a change in load, it will not respond by moving back to its setpoint, , 
but instead will reach a new equilibrium characterized by a steady- 
state error given by 
ess = 10 / Kp ( 20 ) 
If the proportional gain is modified, control action ( which, 
one might acknowledge, might reduce the error ) not directly 
solicited by the process dynamics or setpoint, will result.  Most 
other effects of controller parameter changes, in the processes and 
controllers which have been examined, will be apparent only when 
the system is in the act of responding to a disturbance.  In these 
instances, changes to any parameter will result in a "proportional" 
step change in the term associated with the parameter. ( In the so- 
called "interacting" proportional-plus-integral controller, where 
the controller output M^ = Kp * ( 1 + K±/D  ) * e , a change in 
the proportional gain will affect the controller output profoundly 
if the error is not zero at the time of the change. ) 
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5.  Desired Increment Algorithm 
The theory of automatic control traditionally has been . 
restricted to consideration of algorithms which produced the desired 
value of the controlled variable in response to an error between 
the controlled variable and its setpoint.  These algorithms, examples 
of which were discussed in the preceding seciton, developed from 
the first practical technology available to implement controllers 
and final control elements.  Most systems were pneumatic, and 
required the desired value constantly to maintain the desired 
relationship.  Often, the desired value was referred to as the "demand" 
signal. 
Alternatively, it is intuitively inviting to consider 
a controller which outputs a desired increment in position in 
response to an error.  Such an output is more analogous to the error. 
For example, when there is no error, there is no output from the 
controller.  All that is required is a final control element which can 
accept these increments and respond accordingly.  Because the change 
in ya~lue. is approximated by the derivative of the desired value signal, 
this type of controller has become known as an "incremental" or 
"velocity" controller.  Its practical application has been made 
possible by the advent of large, easily positioned, high inertia 
( ie. lock-in-last-position ) electric drive units. 
The chief motivation for the desired increment algorithm has been 
operational safety.  The loss of control power, for example, air 
pressure in a pneumatic system which operates on desired value, 
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results in each affected final control element running to a limit. 
While this is very desirable behavior in many processes, for example, 
large chemical processes where the only safe mode in such an emergency 
is shut down and purge of the system, it may be just as undesirable 
in others.  The most striking example in the author's experience is 
that of the furnace pressure control on a balanced-draft boiler, where 
such action would result in the implosion of a very expensive facility. 
For this reason, some interest has accrued to desired increment 
controllers, and they are now treated. 
The mathematics of the desired increment algorithm are no more 
involved than those of the desired value algorithm.  As a matter of 
fact, under linear operation, the systems behave almost identically. 
However, the algorithms exhibit remarkable differences when systems 
are overdriven.  Windup raises its ugly head. 
5.1 Zeroth-Order Processes 
For initial understanding of the principles involved in desired 
increment controllers, we return to the most simple of processes. 
5.1.1 Proportional Control of Zeroth-Order Processes 
A proportional process with proportional desired increment 
controller is illustrated in Figure 19.  The ideal drive unit or final 
control element is now represented by a pure integrator, 1/D, capable 
of accepting increments of output value and thereby developing 
the desired value of the manipulative variable as its output. With 
integration being performed by the final control element, it is 
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tV 
necessary to differentiate the error signal in the controller to 
obtain purely proportional control.  Under linear conditions, 
the response of this system is identical to that of its desired value 
relative, given by Equation 1. 
When the system is overdriven, however, it behaves much 
differently than its desired value algorithm counterpart.  In Figure 20, 
the various signals resulting from an overdriving ramp setpoint change 
are sketched.  When the error begins to decrease, at t =  t^ , the sign 
of its derivative changes.  The controller generates an output signal 
which causes the final control element to decrease, even though 
the setpoint is still above the controlled variable.  The net result is 
an overshoot as the process returns to zero, and a delayed recovery from 
the overdriven condition. 
Depending on the value of Kp , a significant final standoff error, 
es0 may actually persist after the controller output has returned to 
zero.  This occurs because the point at which the error ceases to change 
does not necessarily correspond to the point at which the error equals 
zero, as it would had the system remained within its linear region of 
operation. 
5.1.2 Integral Control of Zeroth-Order Processes 
With the desired increment algorithm, integral control is 
achieved by replacing the controller of Figure 19 ( DKp ) with 
a constant term ( M]_ = K.j_ * e ) .  When the system is operated linearly, 
response to setpoint changes will be governed by Equation 3.  Under 
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overdriven conditions, the desired increment algorithm displays 
a remarkable characteristic.  Since the controller does not itself 
accumulate any unoutputted control action, as did its desired value 
counterpart, and since the integrator is, in fact, the very part of 
the system which is constrained, there is no windup.  While this 
response is not unlike the behavior of the proportional desired value 
control of a first-order process, they are not the same.  The latter 
will display steady-state error when operating linearly.  Also, note 
that integral control of a zeroth-order process by a desired value 
algorithm, while providing zero steady-state error, sufferred severe 
windup.  In the case of the desired increment controller, the operation 
of integration has been introduced to rhe controller in a manner which 
does not cause integrator buildup when the final control element is 
constrained. 
5.1.3 Proportional-plus-Integral Control of Zeroth-Order Processes 
The situation described for the proportional-only or integral-only 
[ 
desired increment controller of the zeroth-order process suggests, as 
it did in the case of the desired value algorithm, a "solution" to 
the windup problem.  That is, when the proportional and integral action 
are combined, the integral term will tend to "hold up" the proportional 
term, which otherwise reacts to the change in the error regardless of 
the actual relationship of the controlled variable to its setpoint. 
The system compensated by such a controller will respond as described 
in Section 4.1.3 for the proportional process with proportional-plus- 
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integral desired value controller. 
Observant engineers { 2 },  { 5 }, have noted that when the 
proportional and integral terms of the controller have opposite 
numerical senses, the process is returning towards setpoint.  During 
overdriven periods, this information may be used in avoiding windup. 
5.2 First-Order Processes 
5.2.1 Proportional Control 
Figure 22 represents a first-order process with a desired 
increment proportional-only controller.  When this system is operated 
linearly, its response will be identical to that of its desired value 
algorithm relative, as given by Equations 8 and 9.  However, the 
quantities involved are somewhat different.  It is apparent from 
Figure 23 that this system is not "overdriven" in a manner similar to 
its equivalent in the desired value algorithm.  For example, this 
desired increment controller is able to handle a ramping setpoint 
change without problems because it does not attempt to develop 
a signal which follows the setpoint.  To overdrive this system, a ramp 
of sufficiently great slope must be input, as depicted in Figure 24, 
such that the final control element can not respond rapidly enough to 
the demands of the process controller.  As would be expected, the final 
value exhibits a stand-off error, a recognizable windup characteristic 
of the proportional desired increment algorithm. 
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5.2.2 Proportional-plus-Integral Control 
As in the desired value algorithm, one of the raost-often 
encountered controls is the proportional-plus-integral controller. 
Systems  controlled in this fashion display zero steady-state error 
to step setpoint changes and finite steady-state errors to ramp 
setpoint changes.  And as in the desired value algorithm, one term 
of this controller is observed to offset the deleterious effects of 
the other.  In the desired increment controller, the integral term 
will partially cancel the windup tendencies displayed by the propor- 
tional term.  Under linear operating conditions, the responses will 
be those indicated in Figures 16 and 17.  As previously discussed, 
the integral term causes no difficulties, because the integration is 
actually done by the final control element. 
5.3 Appraisal of Desired Increment Algorithm 
This brief introduction to automatic control implemented by 
a desired increment algorithm with integrating final control elements 
has revealed the primary cause of windup for this type of controller. 
Windup occurs in the proportional ( and derivative ) term when the final 
control element can not respond to the demands of the controller, 
because the proportional term of such a controller - DKp - relies on 
knowledge of the past history of the error.  Because this information 
is lost, incorrect control action can occur when the system begins to 
return from an overdriven state. 
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A somewhat less obvious but related problem occurs whenever 
the controller tuning parameters are modified while the error is 
non-zero.  For example, changes in the proportional gain, Kp , of 
the controller will result in an exaggerated proportional step in 
controller output, since the history of errors up to the time of 
the change was subject to a different proportional gain. 
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6.  Desired Value and Increment Algorithm Windup Problems Summarized 
Sections 4 and 5 presented the practical controller algorithms 
encountered in traditional automatic control applications.  Both kinds 
of controllers exhibited operational difficulties when the controlled . 
systems were subjected to conditions which forced non-linear operation. 
This non-linearity was introduced by considering the limitations of 
physically realizable final control elements.  That is, real valves, 
motors, etc. are incapable of delivering infinite energy to the system 
in zero time.  Often, they may be overdriven, unable to satisfy 
the demands of the process controller.  When this practical consideration 
is taken into account, the problems of attendant windup are revealed. 
Both algorithms experienced difficulties in time-dependent 
calculations.  The operations of differentiation and integration were 
the culprits.  For the desired value algorithm, an integral term in 
the controller was seen to continue to accumulate the error even though 
the final control element could not respond to its requirements.  The 
result was a delayed recovery from the overdriven condition.  For 
the desired increment algorithm, a derivative term was seen to cause 
premature action by detecting a change in the sense of the error.  This 
could result in a final value of the controlled variable which differed 
from setpoint by a considerable amount.  Finally, both algorithms were 
susceptible to improper actions when the controller parameters were 
changed, especially if the error was not zero. 
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7.  Detailed Examination of Current Practices for Avoiding Windup 
The windup problems discussed for the desired value and desired 
increment algorithms in the preceding sections have been pursued 
from a variety of points of view.  Herewith are the successes and 
near successes. 
7.1 Controller Output Limiting 
The earliest "solution" to the windup problem is barely 
a solution at all.  To combat integral windup in desired value 
algorithm controllers, control system designers simply provided little 
or no headroom in the power supply to the controller.  By allowing 
the controller to reach its physical limit at about the same time as 
the final control element reached its limits, integral windup was 
almost completely avoided. 
In analog implementations, .with electronic circuitry; this is 
accomplished when the operational amplifier comprising the integrator 
saturates to its power supply.  When the circuit must be employed in 
varying situations ( control system vendors prefer to design and build 
circuits which can be produced in quantity and made useful on more than 
one customer project ), some relatively simple networks, as illustrated 
by Figure 25, can be employed to limit the output to any arbitrary 
quantity related to the final control element constraints.  However, 
these limits must be identified in advance ( ie. in the absence of 
overrides, or as a preliminary step in the design of the windup 
protection for the controlled system ). 
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Consider the system of Section 4.2.1 ( Proportional Controller 
of a First-Order Process ).  This system will be linear when 
^1 = M2 _S M2,max • Since M^ = Kpe , the designer is faced with 
choosing the maximum error which the system will tolerate while 
continuing to operate linearly.  In terms of setpoint changes, he 
might determine the maximum step change for which the system is to 
respond linearly.  For this system, the error in response to step 
setpoint changes is given by e = r0 e  P     which implies that 
the proportional gain for the maximum linear response, Kp)Tni , is 
equal to M2>max / ro ml wnere *o ml is the  value of the selected 
maximum step. 
The system designer must be aware that as the linear region of 
operation is extended by decreasing the maximum linear proportional 
gain, Kpjmi , a classical engineering tradeoff is quickly encountered. 
The response time constant, in the above example given by T = a/Kp , 
is increased, resulting in a more sluggish response. 
7.2 Manipulating the Constant of Integration 
The integral windup of the desired value algorithm can be 
remedied effectively by manipulating the integrating element's 
constant of integration.  This is not the same procedure as that 
of controller output limiting discussed in Section 7.1, which allows 
linear operation to resume following a constrained period when 
the error is essentially zero, and from a point at which the constant 
of integration has been adjusted to equal the maximum allowed output. 
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Occasions arise when it is desirable for the integration to start 
from some other point.  An arrangement which provides the same 
protection as that of the output limited controller, but which also 
affords opportunity for further modification, is depicted in Figure 26. 
With integrator constant modification, the response character- 
istics of the system can be modified to suit other important goals of 
the designer.  Traditionally, "batch" controllers in the integrator 
feedback path have been employed to obtain response profiles which 
otherwise would be unachievable.  For example, soaking pit temperature 
should reach setpoint as quickly as possible, but no overshoot can be 
tolerated.  This is impractical with a traditional controller, which 
would normally respond with a predetermined overshoot and settling 
time in order to obtain the rapid rise time.  ( It is lamentable that 
classical control theory texts place such strong emphasis upon 
selection of overshoot, settling time and damping ratio when discussing 
design of controllers, when many critical processes can not thus be 
compensated. )  As the error decreases with the rise of the controlled 
variable, the controller output from proportional action will also 
decrease, but as the error persists, it will be integrated, resulting 
in larger controller output than is desirable to avoid an overshoot. 
The "batch" controller overcomes this problem by limiting the integral 
term of the controller output as a function of the error magnitude. 
This limit is essentially infinite for large errors, to allow the 
tunings required for the rapid rise time to be effective. As the error 
decreases, however, the magnitude of the integral term is slowly and 
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smoothly decreased to achieve an approach to setpoint without over- 
shoot. If this limiting were done outside the controller, integral 
windup would occur. However, with the batch controller inserted as 
shown in Figure 27, protection is still provided. 
If the batch controller drove the integrator output to zero at 
zero error, the controller would not be able to respond to "normal" 
operating disturbances about the target setpoint.  For this reason, 
a minimum value, referred to as a "preload" in that it pre-conditions 
the controller relative to the anticipated operating conditions { 6 }, 
is often established by the designer and incorporated in the batch 
controller. 
When controllers are cascaded, the primary controller is subject 
to the process limitations seen by the secondary controller.  It could 
be protected for windup by limiting its output, but a more reasonable 
approach is to use the intelligence of the final control element 
limitations directly on the primary controller. By establishing 
the constant of integration in this manner, the feedback to the 
integrator of the primary controller will be essentially stopped by 
the final control element reaching a limit, and integration will 
cease.  This has also been known as "external reset feedback" because 
the integrating component's feedback signal is derived not from the 
controller output, but from an external value. ( This practice is 
common enough for control vendors to bring the feedback lead of an 
integrating capacitor to the printed circuit card edge to allow 
the process engineer to select the mode of feedback. )  Such a control 
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is depicted in Figure 28, for a superheater outlet temperature 
control, with superheater inlet temperature set in cascade.  Water is 
normally sprayed into the steam to control the latter, but at low 
loads, the spray valves will be closed because of low steam temper- 
ature.  A conventional outlet-temperature controller would continue 
to raise its output and wind up.  This configuration halts primary 
controller action when it is recognized that the demands will not be 
met. 
7.3   Controlling with the Controlled Variable 
External reset feedback handled the problem of integral windup 
in the desired value algorithm controller by introducing intelligence 
of final control element constraints into the constant of integration. 
Further, the example of cascade control in the previous section 
illustrated the use of the controlled variable to halt accumulation 
in the integrator which tended towards unobtainable desired values. 
A similar remedy is available for the proportional ( and derivative ) 
windup exhibit by the desired increment algorithm. 
The controller of the system of Figure 29 employs the controlled 
variable to compute the proportional term. { 4 } Under linear oper- 
ating conditions, the controlled variable is related to the setpoint 
by 
c = K± * r / ( D( Kp + k ) + K±  ) ("21 ) 
However, when the final control element ( and hence controlled 
variable ) becomes constrained, the proportional term becomes zero. 
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The remaining integral controller exhibits no windup characteristics 
( Section 5.1.2 ) and the response given by Figure 21 applies to 
the situation. 
7.4 Accounting for Unoutputted Control Action 
The form of Equation 21 of the preceding section differs greatly 
from the form of Equation 7 of Section 4.1.3, which applied to 
a proportional process with proportional-plus-integral desired 
increment or desired value controller under linear conditions. This 
form computed the proportional term from the error signal. Although 
the characteristic equations of both systems 
DKpC + kDc + Kjc = 0      _ ( 22 ) 
suggests similar behavior, the system of Section 4.1.3 will actually 
respond more rapidly to setpoint step changes by virtue of the zero 
appearing in the numerator of the expression.  In many situations, this 
response may be required for important design goals to met. 
As pointed out earlier, unoutputted control action could be 
accumulated and applied to later output.  This accumulator performs 
the integration from which the final control element is constrained. 
Although proportional windup may be prevented in this manner, any such 
accumulator, ie. integrator, may be subject itself to integral windup. 
Thus, a satisfactory accumulator method must also incorporate effective 
means to deal with this familiar problem. 
Proportional windup was illustrated qualitatively by consideration 
of the problem encountered in digital implementation when the final 
56 
control element simply can not accept in one control interval all of 
the desired increment in position.  The following segment of "pseudo- 
code" gives an algorithm which could be used to implement a propor- 
tional-plus-integral desired increment controller on a digital 
computer: 
Set the increase and decrease limits: 
DM
maxi = MAXRATE *. TC 
DM
maxd = - DMmaxi 
Limit increase and decrease to physically realizable 
quantities: 
DM
raaxi = Minimum( DMmaxi , Mraax - POS ) 
DM^axd = Maximum( DMmaxd , -Mmin + POS ) 
Compute incremental proportional action: 
DMp = Kp * ( en - en_! ) + ACC 
e
n-l = en 
Limit Proportional Action to set limits, accumulating 
difference: 
If DMp is greater than ^^max± 
ACC = DMp - DMmaxi 
ACC = Minimum( ACC , DMmaxi ) 
DMp = DM^i 
Elseif DMp is less than DMmaxd 
ACC = DMp - DMroaxd 
ACC = Maximum( ACC , DMmaxd ) 
DMp = DMmaxd 
End if 
etc. 
where 
DMp = controller proportional action 
DMmaxi = maximum increase in final control element value 
DMmaxd = maximum decrease in final control element value 
Mmax , Mmin = the final control element maximum and minumum 
values 
TC is the control interval 
ACC is the proportional windup protection accumulator 
POS is the final control element value 
MAXRATE = the percent final control element travel per 
unit of control interval 
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This scheme can be modified to take advantage of the fact that 
the proportional and integral terms of a PI controller will be in 
opposite senses when the process is returning to setpoint, allowing 
the desired increment from integral action to be excluded from 
the accumulator. { 5 } 
It can be seen from the above that the proportional action 
which can not be accepted in the current control interval will be 
applied in subsequent intervals up to the physical limitations of 
the final control element.  The method effectively handles the problem 
of "velocity" limiting of the final control element. These limitations 
can occur at operating points far from the physical limits of the 
final control element, when it is requested to change more in one 
control interval than possible. 
The equivalent of the accumulator can be achieved without danger 
of integral windup by back-calculating an effective error en' which 
results in the actually obtained DMmax. { 1 } Given a desired 
increment proportional-plus-integral controller algorithm of 
DM = Kp ( en - en-i ) + Kp ( TC/TI ) en       ( 23 ) 
the effective error is 
en' = DMmax + Kp * en-i ( 24 ) 
Kp ( 1 + TC/TI ) 
where DMmax is the control action actually achieved, and TI is 
the integral time.  This method shares the problem of requiring 
the knowledge of actual final control element response with the 
accumulator method. 
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7.5 Let's Start at the Very Beginning ... 
With apologies to Oscar Hammerstein, attention is now turned to 
the starting place, and essential cause, of the windup problem - 
the final control elements.  Only recently was formal recognition of 
the source of windup achieved.  In the preface of his work, Richard 
Phelan writes that because the control engineer can make no changes to 
the controlled system, he must "select final control elements that 
can deliver energy to the controlled system at a rate sufficient to 
make it respond as desired." { 2 } Simply stated, the need for any 
of the remedies of Sections 7.1 through 7.A may not be necessary if 
a suitable final control element can be obtained. 
The process for determining the size and characteristics of 
the required final control element is itself simple, and therefore 
should not be neglected.  If, for example, the controlled system will 
be subjected to significant step setpoint changes, one identifies 
the maximum step change for which the system is to respond linearly. 
Then he determines the maximum value which the final control element 
must 'attain to support this goal. 
Consider the system of Figure 30.  A first order process is being 
compensated with a desired value integral-error-plus-controlled- 
variable-feedback controller. Phelan describes this arrangement as 
"Pseudo-derivative-feedback" of "PDF" control, because it approximates 
the situation of differentiating the controlled variable in the feed- 
back path, and then integrating it again in the controller.  The use 
of the controlled variable for control has been discussed in 
Section 7.3. 
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With regards to setpoint, this system's response is given by 
c = r * K± / ( aD2 + KJID + Ki ) ( 25 ) 
where K^i is Phelan's notation for a "pseudo-derivative" constant. 
This system has roots at 
s = -Kdi/2a ± / (Kdl/2a)z - Ki/a- ( 26 ) 
The form of this solution is similar to Equation 16.  However, 
if the conditions are chosen to give a critcally damped case, that is 
the terms under the radical of Equation 26 are equal, then for a step 
input 
c = r0 ( 1 - ( 1 + Kdit/2a ) e"(Kdl/2a)t       ( 27 ) 
Using the definition of the transfer function 
Mi = M2 = aDc = arQ (Kdl/2a)2 t e"(Kdl/2a)t    ( 2g ) 
Thus, the final control element will be required to provide 
M2 = rnKdl2 te"(Kdl/2a)t ( 29 ) 
4a 
These responses are sketched in Figure 31.  To find the maximum 
value of M2 required, differentiate Equation 27 and set this equal 
to zero 
M2,max = r0 Kdi e at t = 2a/Kdl ( 30 ) 
2 
If the final control- element can not provide this output, 
the engineer has several options. First, purchase a device which 
can handle the requirements.  This may not be possible for economic 
reasons, practical reasons, or because the problem has been discovered 
after several years of performance by an installed system.  Second, 
relax other design criteria to reduce the magnitude of K^.  This may 
result in other aspects of the response being degraded.  Finally, 
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consider one of the remedies discussed in the preceding sections. 
Often, the expense of a larger or faster final control element can be 
avoided by installation of a "bypass" element to accommodate peak 
demands.  Usually smaller and less expensive than the element which 
must operate under steady-state conditions, the bypass is operated 
when the demand exceeds that for which the primary element was chosen 
to operate linearly, providing a response equivalent to a larger or 
faster unit. 
7.6 Considerations in Situations involving Overrides 
Protective controls, or overrides, are becoming more and more 
important in a variety of control systems.  Overrides interfere 
directly with the control's ability to satisfy controller demands by 
preventing final control element motion, or directing the final 
control element contrary to the controller's wishes.  Therefore, 
systems which employ overrides are vulnerable to windup. 
Overrides may occur from a variety of conditions which may or 
may not be available to the system for detection and protection 
purposes.  In single-loop controllers, the "external reset feedback" 
technique of Section 7.2 will often suffice for integral windup 
prevention in desired value controllers.  The override will simply 
cause the physical constraint on the final control element to be 
some value other than its physical travel limit.  In cascade loops 
with "like" controlled variables, as in the example of Figure 28, 
external reset feedback to the integrator can do the same job. 
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In other instances, there may be no simple relationship between 
the manipulative variable of the secondary controller and the 
measured process variable of the primary controller.  A variation of 
"external reset feedback" was employed by W. Luyben and J. Khanderia 
in cascade control of a distillation column. { 3 } The steam flow 
rate to the reboiler of the system was controlled by an analog 
proportional-plus-integral controller whose setpoint was established 
by a digital controller executing in a DEC PDP 11/40 minicomputer. 
In this controller, the difference between the controller output 
( a predictive value ), and the actual steam flow value was used to 
detect the override conditions in the steam flow control loop.  When 
an override was detected,the controller output was "frozen".  Inte- 
gration would resume, with the constant of integration adjusted to 
the actual value of steam flow, when this difference returned within 
its "override detection tolerance." The FORTRAN source of this 
controller appeared in Luyben and Khanderia's paper.  To aid in 
understanding the principle involved, the author has "structured" 
this algorithm, and it appears in Figure 32. 
During experimentation, the originators of this method 
discovered that the controller behaved poorly when the setpoint was 
changed during an override period.  To combat this problem, a little 
bit of "batch" controller was injected, with the controller being 
reinitialized when a setpoint change occurred.  This was detected 
by a change in the sense of the error.  As indicated by Luyben and 
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Khanderia, the criterion for "unfreezing" the controller may have to 
be varied depending upon the particular situation.  Of course, this 
also holds true for the establishment of the error tolerance allowed 
before an override is declared.  In general,'the. relationship between 
the error in the primary controller and the error in the secondary 
controller must be examined to determine when this should be done. 
7.7  Considerations in Special Situations 
Two special applications are encountered often enough to warrant 
some examination.  Both require attention to the problems thus far 
discussed to avoid serious operational difficulties. 
7.7.1 Controller Auctioneering 
Frequently, a manipulative variable must respond to changes in 
more than one ( coordinated ) process variable.  For example, in 
common combustion controls, a primary air flow desired value may 
depend not only upon the firing rate demand set by the process to 
which energy is being supplied, but also on a variety of exhaust stack 
parameters such as exhaust gas temperature and oxygen content, which 
are monitored for environmental reasons.  The use of an "auctioneer" 
to select the controller with the highest or lowest output ( either 
desired value or desired increment ) accomplishes this function. 
However, the controller(s) NOT selected will be presented with 
a situation in which not all of the desired controller output is 
always satisfied by the process.  This can lead to an extreme windup 
condition, in which the non-selected controller winds in the opposite 
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direction of the selected one, attempting to drive the process back 
from the selected controller.  If a desired value implementation is 
involved, this will terminate only when the unprotected controller 
saturates its integral term.  The situation can be viewed as an over- 
ride situation in which the non-selected controller is subjected to 
an override defined by the difference between its desired value and 
that of the selected controller, an amount to which the final control 
element will not respond. 
The non-selected controller must be prevented from winding to 
ensure that it can become selected if conditions in the portion of 
the process which it involves warrant. 
Output limiting will definitely NOT be applicable.  Limiting 
simply allows the controller to reverse itself to the limit opposite 
the sense of the output from the selected controller.  An error in 
the non-selected controller's portion of the process would have to 
be large and sustained to overcome the deficit. 
External reset feedback from the signal beyond the auctioneer 
would keep the non-selected controller from integrating beyond 
the point at which the selected controller is satisfied.  In effect, 
the integrator of the non-selected controller is initialized to 
the output value of the selected controller.  This arrangement is 
illustrated by Figure 33.  Modifications can be made to alter 
the value used for feedback to account for final control element 
constraints. 
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Logic employed to detect the state of the auctioneer and suspend 
integration in the non-selected controller can also overcome this 
problem effectively.  Integration of error- in the non-selected 
controller is therefore not resumed until the error in that process 
/ 
variable is large enough to warrant/the auctioneer to switch based 
strictly on additional proportional action. 
A desired increment controller implementation presents a very 
interesting challange to the understanding of the nature of windup. 
As usual, the selected controller will require protection from final 
control element constraints.  However, the non-selected controller 
requires no special treatment.  Consider a high auctioneer.  If both 
controllers' required desired increments are positive, the output of 
the selected controller will completely satisfy that of the non-select- 
ed controller.  Allowing the latter to "free-run" will keep' its 
differentiator in the proportional term correctly initialized. When 
the auctioneer switches, the new selected controller must then be 
subjected to the actual final control element constraints.  If an 
accumulator technique is employed for windup protection, the element 
performing the accumulation can be located "downstream" in terms of 
signal flow, from the auctioneer element, resulting in a very simple 
and self-initializing arrangement. 
7.7.2  Controller Output Combining 
Another special control scheme, related to, but not identical to 
auctioneering, is controller output combining.  Sometimes referred to 
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as "sum-and-difference control", it is found where errors in two 
process variables must affect the desired value or increment of 
the manipulative variable in opposite directions.  Balanced draft 
furnaces harbor a prime example, since air demand and furnace pressure 
must be combined to provide a signal which reflects the opposing nature 
of the respective process variables.  The derived example must be 
applied to two final control elements, forced and induced draft fans, 
which affect the manipulative variable - air flow - in opposite 
directions.  This situation would present no problem at all if the con- 
straints on furnace pressure, for safety, would not cause "override" 
conditions in which the air flow demand controller could not be 
satisfied. 
If the desired value algorithm is implemented, the integral 
portion of the combined output originating in the controller whose 
output is in a direction to move the final control element harder 
against the constraint encountered must be dealt with as described 
in Section 7.6.  The proportional term of a desired increment 
controller must be dealt with similarly when that algorithm is 
employed. 
7.8 A Control Strategy without Windup 
Having examined the windup problem from as many angles as 
investigators have discovered, and having considered the methods used 
to correct the various situations, it remains only to integrate these 
considerations into a comprehensive set of steps for appraising control 
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systems subjectively for applying windup protection.  Although 
the actual type of protection required will depend upon the algorithm 
implemented - desired value or desired increment - the basic 
procedure is as follows: 
Step 1.  Select the appropriate final control element. 
From the desired response characteristics, determine 
the energy delivering rate and ability to respond to 
process controller output changes which will be 
required.  If such a device can be obtained within 
the project budget, acquire it.  Set the final 
control element limits at those of the device, and 
go to Step 3.  Otherwise, go to Step 2. 
Step 2.  Relax the desired response characteristics by 
choosing a less stringent set of anticipated inputs 
for which the system must respond linearly.  Determine 
the final control element constraints associated with 
these characteristics.  If a device of this nature can 
be obtained, do so and proceed to Step 3.  Otherwise, 
repeat Step 2. 
Step 3.  Choose a protection scheme appropriate to the algorithm 
being implemented, and the established final control 
element constraints, to protect the system from the 
windup which will inevitably result during periods of 
overdriven operation. 
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Step 4.  If overrides may be applied to the final control 
element in such a way that the constraints will 
exist at values other than the established final 
control element constraints even when operation 
is within the element's linear operating range, 
verify that the protection scheme chosen in Step 3 
will provide the same level of protection.  If not 
choose an alternate scheme, or add protection 
which will handle the override imposition.  Continue 
to Step 5. 
Step 5.  If more than one process controller can affect 
the final control element, by auctioneering, 
combining, or selection by independent logic, 
/' 
modify the protection scheme to account for 
the actual differences between the controller 
outputs, both for linear and non-linear periods 
of operation. 
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8.  Application Example 
The feedwater supplying the boiler of a fossil-fueled central 
generating station requires careful treatment to avoid damage to very 
expensive generating equipment and to maintain high efficiency in 
the heat transferring elements.  In addition to continuous chemical 
treatment introduced in the makeup water, dissolved oxygen is removed 
to reduce the potential corrosive action.  A deaerator placed in 
the path of the condensate flow from the turbine accomplishes this 
function. The deaerator fluid level control system of a typical plant 
will be used to illustrate the procedure of identifying windup 
situations and providing the required protection.  The physical system 
is sketched in Figure 34, and the symbolic representation of 
the control system appears in Figure 35. 
The deaerator level is controlled by one of two modes selected by 
the value of feedwater flow.  At low flows (which correspond to low 
unit loads) a proportional-plus-integral desired increment controller 
compares the deaerator level to an operator set desired value to manip- 
ulate the condensate valve.  At higher flows, a desired value 
controller compares the same variables to establish a condensate flow 
demand which is proportional to a deaerator level desired value.  This 
is summed with a feedforward signal proportional to feedwater flow. 
The total condensate flow desired value is compared to the actual 
condensate flow by a second desired increment controller to operate 
the condensate valve. 
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This control configuration presents many potential windup 
problems.  It includes controller selection by external logic,, 
cascade control and what may be an "override" hidden as a feedforward 
value.  In the analysis which follows, each problem is treated in 
turn to develop a control strategy free of windup, following 
the guidelines of Section 7.8. 
Step 1.  Select the appropriate final control element.  In this case, 
this is the condensate valve with its positioner.  In general, this 
device's specifications are beyond the control of the process control 
engineer.  The assumption is therefore made that the valve is capable 
of the flow associated with the maximum anticipated loading of this 
plant. More commonly, the vendor of the process control.equipment and 
instrumentation does provide the valve positioner.  Because this 
implementation involves desired increment controllers immediately 
before the positioner, consideration of the ability of the positioner 
to follow the output of the controller must be made.  The most rapid 
changes in deaerator level occur under emergency conditions, such as 
sudden load shed when the pressure drop and steam conditions in 
the turbine are apt to be drastically altered.  With positioners which 
can travel full stroke in as little as 40 seconds, even these 
disturbances should be handled without difficulty.  Apparently, 
the valve and its positioner are up to the task. As a final action 
in this step of the procedure, the final control element limits are 
established at those of the valve. 
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Step 2.  Skip as indicated. 
Step 3.  Choose a protection scheme.  With appropriate final control 
element selected and constraints set at the limits of this device, 
a protection scheme can be developed.  Each controller in the strategy 
must be considered.  The desired value controller establishing 
the condensate flow demand can get into windup trouble in either of 
two ways.  First, if a plant disturbance causes a drastic change in 
feedwater flow, the actual demand signal compared to the condensate 
flow will differ considerably from the output of this controller. 
Second, if the condensate valve has reached a physical constraint, 
deaerator level may not respond to the condensate flow demand set by 
this controller.  Because this controller is implemented with the 
desired value algorithm, a variable must be identified to serve as 
an initializing ( or "resetting" ) variable.  The most likely 
candidate is the condensate flow value.  If this variable is used to 
"reset" the controller, integration will be correctly initialized 
when a significant feedforward signal exists, and integration will 
cease when the condensate valve is constrained.  In either event, 
adequate windup protection will be provided. 
The two desired increment controllers must also have proper 
protection schemes devised.  With limits of the final control element 
set at those of the valve, initial protection must be provided for 
overdriven periods when the valve is forced either fully open or fully 
closed.  Since the deaerator tank represents a fair amount of storage, 
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either condition can occur in normal operation, depending on 
feedwater demand changes.  Either traditional protection scheme - 
back calculation or effective error or accumulation - can be success- 
fully employed.  Since either will be adequate, the question will be 
left for final determination upon consideration of the remaining 
problem areas. 
Step 4.  If overrides may be applied . . . verify that same level of 
protection is provided.  At first glance, the feedwater flow feed- 
forward would appear to present an override situation, since a value 
for condensate flow differing from the demand controller's output 
will be applied to the condensate flow controller's setpoint.  However, 
closer examination reveals that, while this may be true for small 
excursions over short periods of time, any increased feedwater flow 
inevitably reduces deaerator level.  This would appear in the flow 
demand controller's error.  Therefore, the feedforward will serve to 
reduce the error seen.  Any properly applied feedforward will display 
this characteristic.  However, the careful engineer will still 
investigate a control of this nature for possible windup complications. 
Step 5.  If more than one controller can affect the final control 
element . . . modify the protection scheme.  In this example, two 
controllers can affect the condensate valve, with selection based on 
the value of feedwater flow, and the protection scheme may have to 
be modified.  Some reflection should lead to the conclusion that 
the desired value controller which sets the condensate flow demand 
is adequately protected as already described.  However, the two 
desired increment controllers require more attention. 
Selection of the protection mechanism was postponed for 
precisely this reason.  Ultimately, final determination rests upon 
the mode of implementation of the control system.  For example, if 
an analog implementation is planned, the accumulation technique is 
somewhat awkward.  A "back-calculation" to keep the error 
differentiation in the controller properly initialized would be much 
easier to implement.  On the other hand, in a digital computer 
implementation, it is fairly simple to provide a selector with 
the capability of accumulating unoutputted action for the non- 
selected controller, and applying this in subsequent control periods. 
But a programmed implementation of the back-calculation technique 
requires that the controller algorithm be aware that it is not 
selected, either with logic or some other detection method. 
Once the appropriate protection method is chosen for the two 
desired increment controllers, its arrangement must take into 
account not only the problems of the non-selected controller, but 
also those of the selected controller when the condensate valve is 
at its physical limits.  Once again, the details of adding final 
control element response intelligence to the scheme is implementation 
dependent.  A computer program applying an accumulation technique 
can easily incorporate final control element response data in its 
algorithm.  Analog circuitry can be made to sense the actual drive 
unit response for the purposes of windup protection. 
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An alternate scheme involves separating the selector protection 
from the constraint protection.  The implementation is arranged to 
use the selector output signal to provide protection, whether for 
back-calculation or accumulation, to the non-selected controller. 
Subsequent circuitry or programming, as the case may be, then uses 
actual final control element response to protect the selected 
controller. 
It is interesting to consider the replacement of  the two 
desired increment controllers with desired value controllers, along 
with replacement of the condensate valve positioner with one which 
accepts desired value instead of increments.  The selector output 
would be used to "reset" the non-seiected controller in this situation, 
and the actual valve .position would protect the selected controller. 
Note, however, that loss of positioner power under normal operating 
conditions would run the condensate valve to a limit, creating severe 
problems.  Situations like this are accredited for generating some of 
the current interest in the desired increment algorithms. 
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9.  Summary 
Controller windup has been defined as the improper storage or 
loss of control information, resulting in improper response or lack 
of response from the process controller.  Its sources in control 
algorithm computations have been identified in the time-dependent 
operations of differentiation and integration.  Historical solutions 
for dealing with the difficulties have been reviewed.  Because 
the windup situations proved difficult to quantify, a subjective 
approach has been adopted for analyzing each example.  From this 
background a disciplined method for .evaluating controlled systems 
for potential windup problems has been developed.  This procedure 
provides a step-by-step framework within which every possible 
difficulty can be identified, if it exists in a particular system. 
The procedure has been applied to a practical system, demonstrating 
the feasibility of designing control strategies which are free from 
windup.  This example, however emphasizes the need for insight and 
subjective engineering judgement when considering control strategies 
for windup protection. 
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10.  Nomenclature 
Symbol Definition 
a proportionality constant 
c controlled variable 
Cl, C2 controlled variables, cascade control 
c.u. control units ( loop measurement, percent, etc. ) 
D differential operator 
DM incremental controller output 
e error 
en' effective error 
eso stand-off error, resulting from proportional 
windup in desired increment algorithm 
ess steady-state error 
FT flow transmitter 
k proportionality constant 
Kd controller derivative term gain 
Kdi controller "pseudo-derivative" term gain 
Kp controller proportional term gain 
Ki, KI controller integral term gain 
Kl relay coil, contact designation 
1 load 
10 value of step load change or slope of ramp load change 
LT level transmitter 
Mp primary controller output, cascade control 
M]_ controller output 
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Symbol        Definition 
M2 output of final control element 
r reference input, setpoint 
r0 value of step setpoint change or slope of ramp setpoint 
change 
a,  jo) coordinates in s-plane, root locus analysis 
t time 
T response time constant 
T^, TI integral time constant 
Tc, TC control interval, or temperature controller 
TS sample time 
TT temperature transmitter 
*, / multiplication and division, respectively 
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