Abstract: Genomic studies of plants often seek to identify genetic factors associated with desirable traits. The process of evaluating genetic markers one by one (i.e. a marginal analysis) may not identify important polygenic and environmental effects. Further, confounding due to growing conditions/factors and genetic similarities among plant varieties may influence conclusions. When developing new plant varieties to optimize yield or thrive in future adverse conditions (e.g. flood, drought), scientists seek a complete understanding of how the factors influence desirable traits. Motivated by a study design that measures rice yield across different seasons, fields, and plant varieties in Indonesia, we develop a regression method that identifies significant genomic factors, while simultaneously controlling for field factors and genetic similarities in the plant varieties. Our approach develops a Bayesian maximum a posteriori probability (MAP) estimator under a generalized double Pareto shrinkage prior. Through a hierarchical representation of the proposed model, a novel and computationally efficient expectation-maximization (EM) algorithm is developed for variable selection and estimation. The performance of the proposed approach is demonstrated through simulation and is used to analyze rice yields from a pilot study conducted by the Indonesian Center for Rice Research.
Introduction
Oryza sativa, or Asian rice, is a staple food in Asian countries, and its continual production is essential to food security. As the fourth most populous country in the world, Indonesia is also one of the biggest producers and consumers of rice. With a current annual population growth rate of 1.2% (World Bank, 2013) , the Indonesian population is predicted to reach 337 million in 2050 (People Facts, 2012) . With the current rate of rice consumption at 139 kg per capita per year (Shean, 2012) , Indonesia must reach an annual rice production of 47 million tons by 2050 to meet population needs. These needs have spurred research aimed at increasing crop yield by better understanding which rice varieties respond favorably/unfavorably to certain growing conditions. For example, the Indonesian Center for Rice Research (ICRR) is continuously evaluating new rice varieties from breeding programs. The practice of cross breeding plants to create new varieties with desirable characteristics dates back to the origins of agriculture. To aid this endeavor, this paper develops statistically sound methods that can identify genetic factors related to specific phenotypes of interest, while controlling for confounding variables, genetic similarities, and allowing for repeated measurements. Our methods provide agro-scientists with a new tool that can be used to predict the potential of new plant varieties, without requiring expensive field testing.
Several key concerns arise when new variety accessions are evaluated. For example, it is hypothesized that climate change will affect rice production through a rise in average temperatures and increasingly frequent and prolonged floods and droughts in Southeast Asia (Singh et al., 2014) . For every degree Celsius increase in temperature, rice yields are estimated to decline by 7% (Matthews et al., 1997) . Further, drought is the largest constraint to rice production in the rainfed agricultural systems of Asia (Pandley and Bhandari, 2009) . To address such issues, researchers seek to identify/develop varieties of rice that are resilient to adverse climate conditions and have desirable production qualities. The proposed methods, by controlling for covariate effects, have two beneficial characteristics. First, they allow for a more accurate assessment of genetic effects that could influence variety development. Second, they allow one to predict how a particular phenotype of interest will perform in conditions where data are not taken.
New plant development based on genetic variation has, of course, been extensively considered elsewhere. For example, marker-assisted selection (MAS) uses DNA markers to identify and develop plants with desirable traits, including disease resistance and yield improvements. This process involves linking variations in the genome, particularly single-nucleotide polymorphisms (SNPs), to important characteristics and then using those genetic variants to select seeds for planting or breeding. MAS programs have had limited success when multiple genetic and environmental factors are involved (Kilian et al., 2012; Schielzeth and Husby, 2014; Sun and Wu, 2015) . On the statistical side, rudimentary analyses often fail to appropriately control for environmental variables. A single genetic variant typically has a small effect on rice yield; however, their combined effects can be significant. On the other hand, field factors such as seasonal time of planting, duration in the field, intensity of stress, and overall climatic conditions strongly influence rice yield. Thus, by not appropriately accounting for the latter, evaluation of the former is a difficult task.
From a statistical point of view, this study seeks to identify and assess the joint effect of genetic markers while controlling for confounding covariates, a task tantamount to model selection in a high dimensional regression framework. Many techniques exist for such problems; e.g. the least absolute shrinkage and selection operator (LASSO) of Tibshirani (1996) , smoothly clipped absolute deviations regression of Fan and Li (2001) , the elastic net of Zou and Hastie (2005) , and the adaptive LASSO Zou (2006) , etc. These techniques treat the observed phenotypic responses as statistically independent, which is unrealistic since the rice varieties in question are genetically similar to each other. To account for this issue, Zhou et al. (2013) proposed a Bayesian sparse linear mixed model, which uses a "spike and slab" prior to induce sparsity. This innovative approach is not directly applicable here as it does not allow for repeated measurements taken on the same rice variety, which is needed to evaluate environmental factors. Another notable contribution in this area is that of Yazdani and Dunson (2015) , which proposed a two-stage approach that is a hybrid of a Bayesian single and simultaneous analysis; i.e. the first stage screens markers independently to develop a candidate set, the candidate set of markers is then jointly modeled in the second stage. In both of the aforementioned methods, joint estimation and inference is completed through standard Markov Chain Monte Carlo (MCMC) techniques, which can be computationally burdensome when the number of genetic markers is large. Thus, a general sparse regression methodology is developed here for variable selection in a high dimensional context in the presence of confounding and genetic variables. The proposed approach explicitly accounts for genetic similarities and allows for repeated measures (e.g. across fields, seasons, etc.). From the hierarchical representation of the proposed model, a computationally efficient expectation-maximization (EM) algorithm is developed for parameter estimation, providing almost instantaneous estimates of all model parameters for studies similar in size to the motivating application.
The remainder of this article is organized as follows. Section 2 introduces a sparse regression model and describes an EM algorithm for parameter estimation. Section 3 studies the finite sample properties of the proposed estimator through simulation. Section 4 applies the proposed methodology to yield data for 467 rice varieties planted in three fields in Indonesia. Section 5 concludes with comments about the limitations and extensions of the model and study design.
Model
To assess environmental and genetic effects while accounting for genetic similarities, the regression model genotypes, G i is a k-dimensional binary vector indicating the plant variety of the ith observation, and ϵ i is the error term. The regression coefficients β 1 and β 2 are covariate and genetic marker effects, respectively, with β 0 denoting the usual intercept and γ being a k-dimensional vector of variety specific random effects. For modeling purposes, it is assumed that the error terms are independent and follow a normal distribution with zero mean and common variance σ 2 ; i.e. ϵ|σ 2 ∼ N(0, σ 2 I), where ϵ = (ϵ 1 , . . ., ϵ n )′ and I is an n × n identity matrix. Through the specification of G i , one can handle multiple observations (i.e. repeated measurements) from the same plant variety by allowing them to share a common random effect. In this model, genetic similarities between distinct varieties are quantified through random effects. In particular, as in Zhou et al. (2013) and Zhou (2016) , we assume that
where C is a known k × k "relatedness matrix" that describes the genetic similarities between the k different plant varieties. Several forms of C have been proposed; for further discussion see Dodds et al. (2015) and the references therein. Most forms of C are based on measured genotypes, which are unique to the k varieties under consideration. The metric implemented by the genome-wide efficient mixed model association (GEMMA) algorithm is used here; for further details and discussion, see Zhou et al. (2013) and Zhou (2016) .
In particular, C = q −1 S u S u ′, where S u is a k × q matrix whose th row consists of the genotypes for the th plant variety, for = 1, . . ., k. Other relatedness matrices, such as those discussed in Dodds et al. (2015) , are easily incorporated into our approach. For ease of exposition, make the aggregations
′ , p = r + q, and X = (1, F, S), where 1 is an n-dimensional vector of ones. Then (1) is succinctly expressed as
where the ith row of the design matrix X is
It is worthwhile to point out that the proposed approach can also be used to evaluate SNP-SNP interactions and/or SNP-covariate interactions, by including the necessary and usual terms in the design matrix X. Although, due to the combinatorial explosion in the potential number of such interactions, it is generally advisable that these interactions be chosen judiciously. To complete the Bayesian model formulation, the following prior distributions for β 0 , β j , and σ 2 are specified:
Here θ ∼ GDP(ψ, α) indicates that the random variable θ has a generalized double Pareto distribution whose probability density function is
where ψ > 0 and α > 0 are scale and shape parameters, respectively. These prior specifications put a vague independent normal prior on β 0 when T 0 is large, and independent generalized double Pareto shrinkage priors on the other regression coefficients. For further details, see Armagan et al. (2013) . As such, our approach is referred to as the genetic generalized double Pareto (GGDP) regression model. Through the shrinkage prior, our method can handle the scenario where p > n, which are ubiquitous in genomic association studies such as the one considered herein. The hyperparameters α and η play a crucial role in the shrinkage prior. Larger values of α correspond to a more peaked prior density with lighter tails, thus imposing stronger shrinkage on the regression parameters. In contrast, larger η provide a flatter density with less shrinkage. As suggested in Armagan et al. (2013) , a suitable default choice for these hyperparameters is α = η = 1, which leads to priors with Cauchy-like tails. To circumvent specification of these hyperparameters, we use the following hyper-priors:
This makes the data inform us about the values of α and η, and serves as an attempt to prevent over/under shrinking the regression coefficients.
A key feature of the generalized double Pareto shrinkage prior is that it can be represented as a scale mixture of normal distributions, see Proposition 1 in Armagan et al. (2013) . Thus, for the regression coefficients, the following hierarchical representation provides for the same prior specifications as those above:
where T = diag(T 0 , . . ., T p ) and T 0 is again a specified constant. This hierarchical representation uses the rate parameterization of both the exponential and gamma distributions; for example, the mean of an Exponential variate with parameter λ is λ −1 .
Under the above hierarchy, an efficient Markov Chain Monte Carlo (MCMC) sampling algorithm can be constructed through a sequence of Gibbs and Metropolis Hastings steps. Unfortunately, inference via standard MCMC techniques will not provide a sparse estimate of β, despite the specified shrinkage prior. Obtaining a sparse estimator allows one to estimate the unknown parameters in the model while simultaneously identifying variables that are significantly related to the response. To this end, an EM algorithm is developed to obtain a sparse Bayesian maximum a posteriori probability (MAP) estimator of β. Essentially, this blends standard frequentist and Bayesian methods, as motivated by Armagan et al. (2013) . The use of a shrinkage prior and our non-standard estimator are the primary improvements over standard GEMMA implementations. In particular, GEMMA specifies a "spike and slab" prior for the regression coefficients and completes model fitting through MCMC techniques, which can be computationally burdensome and does not yield a sparse estimator.
Sparse estimation for variable selection
The key problem addressed here is to identify which covariates influence the response in (1). Motivated by the GDP prior framework and its hierarchical formulation, an EM algorithm will now be developed to facilitate both model fitting and parameter selection via a MAP estimator. The EM algorithm developed for the model in (1) is similar to that in Armagan et al. (2013) , with a few differences. Specifically, our formulation allows one to account for genetic similarities between plant varieties through the random effects γ, and the parameters that control the shrinkage/regularization (i.e. α and η) are estimated along with the other model parameters.
The EM algorithm is developed by viewing the posterior distribution, resulting from the hierarchical representation of the GDP prior, as a complete data likelihood in which T j and λ j are regarded as missing (i.e. latent) data, after integrating over the distribution of γ. After integrating over the distribution of the random effects, one obtains
where Q = I + GCG′. The parameters updated at the maximization (M) step of the algorithm are θ = (β, σ 2 , α, η). The derivation of the EM algorithm begins by computing the expectation of the logarithm of the complete data likelihood (i.e. the logarithm of the posterior distribution) with respect to the missing data, conditional on the observed data D = {Y, X, G} and current parameter estimates
(where d indicates the iteration level in the algorithm). This yields Q(θ,
, where
and
, but is free of θ. Here and elsewhere, the conditioned variables in expectations is suppressed for notational brevity; i.e. E(·) = E(·|D, θ (d) ). Using the model's hierarchical formulation, it is possible to express all needed expectations in closed form:
where
) over β and σ 2 yields the closed form updates
and are computed via standard numerical optimization techniques. Note, the uniform priors for α and η dictate that the updates of α (d+1) and η (d+1) be computed over the intervals (τ 1α , τ 2α ) and (τ 1η , τ 2η ),
respectively. The EM algorithm can now be succinctly stated: 1. Initialize θ (0) and set d = 0.
2. Compute β (d+1) and σ 2 (d+1) via the aforementioned expressions.
3. Obtain α (d+1) and η (d+1) as the maximizers of
4. Set d = d + 1, and return to Step 2.
Steps 2-4 are iterated until convergence, at which point a sparse estimator of the regression coefficients is obtained. Due to the penalty form in the GDP prior, once a regression coefficient is dropped from the model (i.e. is set to zero), it can not return. Thus, the computational burden lessens as the algorithm iterates through steps 2-4. Note, when p >> n the computationally expensive aspect of the proposed EM algorithm involves the inversion of a (p + 1) × (p + 1) dense matrix in order to compute the update of the regression coefficients. This computational burden can easily be avoided by exploiting the Sherman-Morrison-Woodbury formula, so that one has that
, where the inversion of D (d) is trivial since it is diagonal and the other matrix inversion step on the right-hand side involves only an n × n matrix. Utilizing this inversion formula, the proposed approach can be used when p is on the order of 10 5 , which is a situation which is commonly encountered in genome-wide association studies.
We point out that if Q = I, a model that ignores genetic similarities is fitted; i.e. the model reduces to Y = Xβ + ϵ. We refer to this model as the generalized double Pareto (GDP) regression model. Further, by setting α = τ 1α = τ 2α , η = τ 1η = τ 2η , and Q = I, the proposed approach reduces to that in Armagan et al. (2013) .
Numerical studies
A simulation study was conducted to evaluate the finite sample performance of our approach. The characteristics assessed include the method's ability to 1) identify significant covariates under various signal to noise ratios, 2) accurately estimate the effect size of significant covariates, 3) classify covariates not related to the response as such, and 4) capably handle the complex data structures that are ubiquitous in genomic association studies. To accomplish this, data were simulated to mimic the design of our ensuing application: k = 430 unique rice varieties, each of which are planted in three distinct fields. This results in n = 1290 observations. For this study, the 430 unique SNP vectors available in our application were used; thus, q = 1232. This setup allows us to include the complex SNP relationship that naturally exists between rice varieties that would be difficult to otherwise simulate. Yields were generated from the model
, S u is a k × q dimensional matrix whose rows contain the 430 unique SNP vectors, and G i is a k-dimensional binary variety identification vector for the ith observation. The study considers σ ∈ {0.5, 1.0, 2.0}.
To generate yields, we posit nine covariates as non-zero. In particular, the intercept and the two field effects were taken as β 0 = 3.00, β 1 = 3.50, and β 2 = 1.00. The six significant SNPs were selected at random, without replacement, from the set of common SNPs with minor allele frequency greater than 0.1, and the corresponding effects, after reordering the SNP values for notational convenience, were set to β 3 = 0.25, β 4 = 0.50, β 5 = 0.75, β 6 = 1.00, β 7 = 1.50, and β 8 = 2.00. All other regression coefficients are zero. The process of randomly selecting SNP values was repeated three times; for each replication, 500 independent data sets were constructed for each σ. Overall, the generating process produced 4500 independent data sets. Our algorithm used T 0 = 1000 and the tuning parameters τ 1α = τ 1η = 0.001 and τ 2α = τ 2η = 5. Other choices for the tuning parameters were investigated (results not shown) and produced no appreciable differences from those reported below.
Our results are compared to a standard marginal analysis, which is a staple in genome association studies. In particular, q models of the form
were fit to each data set and the estimate of β 3 along with its p-value was calculated. To assess the importance of including variety specific random effects (i.e. γ) in (1), the GDP regression model
was also fitted to each data set using the same parameter configurations as above. In order to provide a comparison between the proposed approach and existing methods, we also analyzed each data set using the methodology outlined in Armagan et al. (2013) , hereafter referred to as ADL. In this implementation we utilized the suggested default choice for the hyperparameters; i.e. we set α = η = 1. Table 1 summarizes simulation results obtained from the GGDP, GDP, and ADL regression models for the first set of randomly selected SNPs for all considered σ. This summary includes the empirical bias, empirical mean-squared error, and sample standard deviation of the parameter estimates that were estimated as nonzero, as well as the empirical percentage of runs where a regression coefficient was identified as being nonzero. From these results, all three methods seem to perform well across most of the simulation configurations. In particular, for all considered σ, the three techniques identified the significant regression coefficients nearly 100% of the time, with accuracy decreasing with larger σ and smaller effect sizes. Moreover, the estimators obtained from these techniques exhibit little evidence of bias in most configurations. It is worthwhile to point out that of the three approaches the GGDP model in general provided the smallest mean-squared errors.
Table 1 also provides the empirical false discovery rate (the number of insignificant covariates identified as being significant divided by the total number of insignificant variables) in all simulation configurations. While neither the GGDP or GDP methods perform poorly, some distinctions are apparent. In particular, the GGDP regression model, which makes use of the genetic similarity matrix, actually reduces the number of false discoveries, on average, by more than a factor of four. To clarify, in this study, a false discovery rate of 0.3% was obtained by the proposed approach, while a false discovery rate of 1.35% was obtained for the GDP regression model. Hence, the GGDP regression model, when compared to its counterpart that ignores genetic similarities, helps reduce false discoveries. In contrast, the false discovery rate for ADL was 26%, which was far worse than the other two procedures. Table 1 also provides the average number of iterations and computational time required to fit the three models. The time trials were run on a Dell Optiplex 790, with a 2.9 GHz Intel Core i7-2600 CPU. From these results one can see that the proposed approach is far more computationally efficient than the ADL method; i.e. the GGDP and GDP methods complete in far fewer iterations and in a shorter time frame when compared to the ADL method.
A few concluding remarks follow. From additional studies (results not shown), it was ascertained that the proposed EM algorithm, for both the GGDP and GDP models, is robust to initialization; i.e. in these studies multiple initial values were specified resulting in the same point of convergence. Results from the other two sets of randomly selected SNPs were almost identical to those in Table 1 and are therefore omitted. Marginal analyses again yielded higher false discovery rates (not shown here). Section 5 provides a more detailed discussion on the appropriateness and pitfalls of marginal analysis in these settings.
To complement the studies described here, an additional simulation study was conducted to examine the performance of the proposed methodology in higher-dimensional settings. In particular, this study considered values of q ∈ {10 4 , 10 5 }. Briefly, the findings from this additional study reinforces all of the findings discussed above. That is, these studies tend to indicate that the proposed methodology can be used to efficiently analyze genetics data sets consisting of a large number of SNPs. Moreover, this analysis can be completed in a relatively short period of time; e.g. when q = 10 4 and q = 10 5 the average model fitting time in this study was approximately 3.5 and 40 min respectively. Results were obtained through the GGDP and GDP models, as well as through applying the approach outlined in Armagan et al. (2013) . Presented results consist of the empirical bias (Bias), empirical mean-squared error (MSE), and sample standard deviation (SD) of the parameter estimates that were estimated as non-zero, as well as the percentage of the time that a coefficient was identified as being significant (Percent). Also included are the percentage of false discoveries (FDP) for each considered configuration and the average number of iterations the EM algorithm went through before convergence (Iter) with the average time (measured in s) being provided in parenthesis. The minor allele frequency is also reported (MAF).
Application
The developed methods were used in a genetic association study of rice varieties in Indonesia. The purpose of the study was to investigate genetic diversity and identify SNPs linked to crop properties, with the ultimate goal of improving rice varieties and ensuring food security. A diverse Indonesian rice germplasm collection of 467 accessions, including 136 local varieties, 162 improved lines, 11 wild species, 34 near-isogenic-lines, 29 released varieties, and 95 newly introduced varieties were used in this study. The land rice accessions were selected to represent the diverse geographic and climatic range of the many Indonesian islands. The other accessions were chosen to build upon several previous studies and related breeding programs.
The rice collection was extensively phenotyped for complex traits, including times to flowering and harvest, panicle number and length, total and productive tiller, plant height, grain numbers and weight, and yield. Our analysis herein focuses on the yield measurements, which were extrapolated to tons per hectare. Phenotyping was conducted in three fields representing different agro-ecosystems across two planting seasons. The three fields were located in Kuningan (rainy season 2010 -2011 ), Subang (rainy season 2011 -2012 ), and Citayam (rainy season 2012 -2013 . Regrettably, the available environmental variables (e.g. rainfall, temperature, humidity, etc.) purported to influence yield were practically identical at these three sites. As a consequence, this analysis only considers a field effect to account for the unmeasured confounders at the three sites.
The rice genome is approximately 389 megabases and consists of 12 chromosomes. Genotyping was performed on the 467 accessions using a custom Illumina high-throughput genotyping array (GoldenGate assay). The 1536 markers measured by this array were selected from several bioinformatics resources, including the Rice-SNP-Seek Database (Alexandrow et al., 2014) , an existing rice genotyping array (Zhao et al., 2010) , and the rice diversity project (www.ricediversity.org).
Genotypes were called using Illumina's GenomeStudio software. SNPs and samples were excluded when missing rates exceeded 25%. For the remaining 430 samples, dosages of the reference allele were imputed using BIMBAM (Servin and Stephens, 2007) for missing genotypes. Monomorphic SNPs were excluded, leaving 1232 SNPs. The correlation among these remaining SNPs vary in strength and are shown in Figure 1 . Overall, 697 yield measurements were available for joint analysis. The genetic relatedness matrix C needed in the GGDP is graphically depicted in Figure 2 and was computed as described in Section 3. The GGDP and GDP models were both fit to the data with T 0 = 1000, τ 1α = τ 1η = 0.001, and τ 2α = τ 2η = 5. Other tuning parameter choices were considered but did not produce appreciable differences. The EM algorithm described in Section 2 was run on a Dell Optiplex 790, with a Intel Core i7-2600 CPU 2.9 GHz, and completed model fitting in approximately 20 s for both the GGDP and GDP regression models. Standard techniques were employed to assess model adequacy, with no major violations being observed; e.g. normal quantile plots indicate that the residuals from both models are near to normally distributed (Figure 3 ).
The GGDP model identified that the two field variables and seven of the SNPs jointly influence rice yield. Not surprisingly, the field effects were strong (β 1 = 3.30, β 2 = 3.59), suggesting that yield is highly dependent on field factor conditions (see Table 2 ). The SNP effects were modest compared to the field effects. Five SNPs were associated with lower yields and two were judged to induce higher yields (Table 2 ). In contrast, the GDP model suggests that eight SNPs and all field variables jointly influence rice yield. There was much concordance between the estimates obtained from the two models. For differences, the GGDP model identified S 941 as influencing yield but the GDP model did not, while the GDP model identified S 664 and S 1118 as influencing yield but the GGDP model did not. Table 2 also provides a five-fold cross validation statistic for each model, as a means to evaluate their predictive performance. From this measure it appears that the GGDP model performs slightly better than the GDP model. Based on this finding and per the discussion in Section 3, we are more confident in the GGDP model's conclusions. It is worthwhile to note that the effect sizes for SNPs in both models sometimes differed, suggesting that genetic relatedness can indeed confound yield. These findings were annotated by the Rice Annotation Project (Sakai et al., 2013) and UniProt (UniProt, 2015) . One of the SNPs, S 64 , is within a gene that encodes for a mitochondrial processing peptidase (MEROP M41 family) that has been associated with cellular activities pertinent to rice growth and development (Huang et al., 2013; Teixeira and Glaser, 2013) . The protein product of another SNP, S 768 , is a mitogen-activated kinase, whose pathway plays a role in rice plant disease resistance and pathogenic defense (Sheikh et al., 2013; Yang et al., 2015) . While not directly related to rice, the S 941 SNP was found in a gene that encodes a protein product thought to be related to the salt tolerance protein 3 in sugar beets (Trivedi et al., 2012) . The S 1014 SNP was found within a gene encoding for a pentatricopeptide repeat protein, which is a part of a family of proteins with a wide range of roles from selection diversification (Geddy and Brown, 2007) to stress and developmental response (Sharma and Pandey, 2015) in a variety of plants, including rice. NS indicates that the SNP was not selected by a particular model and the minor allele frequency of the selected SNPs is reported (MAF). The prediction error (CV error ) is also provided, and was computed via five-fold cross validation.
Discussion
The introduced methods improve existing approaches for polygenic modeling of agriculture traits by allowing for important confounding factors and repeated measurements in the model. The proposed approach completes model selection and estimation via a Bayesian MAP estimator under the generalized double Pareto shrinkage prior. From the hierarchical representation of our model, a computationally efficient EM algorithm was developed for identifying the MAP estimator. The proposed methods were evaluated through an extensive simulation study and were used to analyze data collected during a genomic association study conducted by the Indonesian Center for Rice Research. A standard analysis in genomic association studies is a marginal scan, i.e. the SNPs are analyzed one at a time. As such, a marginal analysis for each of our Section 3 simulated data sets was also conducted based on the model in (4). Through this analysis, several key findings arose; first, the regression parameter estimates were often severely biased, and second, the false discovery percentages were egregiously high, even after applying standard multiple testing corrections in an effort to control the family-wise error rate. Further investigations attribute this to the strong correlations between the individual SNPs considered in our application, which are quantified in Figure 2 . For these reasons, these results were omitted from the manuscript; however, it is worthwhile noting that both the GGDP and GDP approaches were practically immune to the high correlation issues that were so detrimental to the marginal approach. Given the amount of correlation that exists, future work could be aimed at extending the proposed methodology to allow for the penalization of groups of highly correlated variables. This could be accomplished by following the development of the group lasso (Yuan and Lin, 2007) and/or sparse-group lasso (Simon et al., 2013) .
To further disseminate this work, code written in R has been developed and is available upon request. This code could benefit plant researchers studying large genomic and crop data sets. While the data analyzed here had limited environmental information, data collection and analysis of rice varieties is ongoing in Indonesia. Future data will include historic and new field factors (e.g. soil, weather, etc.), crop outcomes over seasons and locations, and genomic information on the rice varieties planted. A large database should produce yield prediction models and drive experimental designs to validate them. Ultimately, these models could advise farmers on optimal rice varieties for given or predicted field and climatic conditions.
