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The Kagiwada-Kalaba method of invariant imbedding for multidimensional 
systems is first derived for the split linear implicit boundary conditions. The 
justification for the Kagiwada-Kalaba procedure is explained in terms of the 
special nature of the split linear implicit boundary conditions. Extension of the 
Kagiwada-Kalaba method from the split linear implicit boundary conditions 
to general linear implicit boundary conditions is described. 
1. INTRODUCTION 
The purpose of this paper is to derive the multidimensional Kagiwada- 
Kalaba method of invariant imbedding [l-3] with the general linear implicit 
boundary conditions. 
A derivation will first be given for the simpler case of split linear implicit 
boundary conditions at the initial point and the terminal point. 
w(O) + BP(O) = 771 1 
(1.2) 
Y&X) + h,+q = 72 . 
This case in turn wiIl be the springboard to solve the general linear implicit 
boundary condition problem. 
In the vast literature on invariant imbedding the Kagiwada-Kalaba method 
has been applied to a number of problems with special boundary conditions such 
as separated explicit boundary conditions (u(0) = Q , V(X) = q2) and for each 
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set of boundary conditions a different set of invariant imbedding equations is 
is required. Until recently there does not appear to have been a uniform way to 
attack these problems via the Kagiwada-Kalaba method, and especially for 
multidimensional problems [6, 7, IO]. Most of the literature is devoted to the 
scalar case. 
The Kagiwada-Kalaba method is characterized by several features. First, it 
solves the original problem through the introduction of differential equations 
for auxiliary variables whose solution is generated as a function of a variable 
terminal point. By forming a suitable combination of the auxiliary variables, the 
solution of the original system is found. The original two-point boundary value 
problem is replaced by a system of initial value problems in the auxiliary 
variables. Second, an essential feature of the Kagiwada-Kalaba technique is that 
for each point in the interval for which a solution is desired, certain auxiliary 
equations are integrated forward from that point to the final point. Third, coupled 
with this feature is the important fact that the generation of a solution does not 
require taking an inverse at each point as is required in other methods such as 
Scott’s [I I]. Fourth, the Kagiwada-Kalaba method employs at least one and 
possibly two Riccati differential equations for certain auxiliary variables, 
depending on the boundary conditions. Fifth, then technique enfolds the 
boundary condition coefficient matrices into the auxiliary differential equations, 
much as the boundary conditions are introduced into a problem formulated by 
the Laplace transform. Sixth, as a result, the initial conditions for the Riccati 
equations and some other auxiliary variable equations are critically dependent 
on the boundary conditions. This is in contrast to the Scott method where the 
initial conditions for its auxiliary variable equations are independent of the 
boundary conditions of the original problem. 
Our development is somewhat similar to that in Casti and Kalaba [3, pp. 
X-66] for the scalar case with split-linear implicit boundary conditions. 
Their scalar case is, however, unnecessarily restrictive for it specifies one 
zero boundary condition and specifies only one forcing function in one of the 
two original differential equations. The Casti-Kalaba extension to multidimen- 
sional systems [3, p. 661 is incorrect since the inner product formulation of the 
boundary conditions leads to an underdetermined system for the boundary 
conditions; that is 4n variable components in the initial and terminal vectors 
are to be found from only two equations. Furthermore, as we show here, there 
is no need whatsoever to require all the vectors to be of dimension n and all the 
matrices to be square of dimensions n x n. In essentially the same article 
published three times under two different titles, (as an internal company 
report [12], as a chapter in a book [13], and as a paper [14], coauthored by 
Vandevender), Scott has given without derivation for the scalar case the invariant 
imbedding equations for the Kagiwada-Kalaba method for the split linear 
implicit boundary conditions. 
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2. SPLIT LINEAR IMPLICIT BOUNDARY CONDITIONS 
We consider first the multidimensional linear ordinary differential equation 
system. 
with the split linear implicit boundary conditions 
(2.2) 
The variables U(Z) and U(Z) are written here as U(Z, x) and V(Z, x) to emphasize the 
importance we place on the role of the terminal point x, especially in the deriva- 
tion of the Kagiwada-Kalaba method. Elsewhere in the paper we revert to the 
U(Z) and u(z) notation. 
The U(Z, x), e(z), and n1 are m-vectors; $2, x), f(z), 172 are n-vectors; A(z), 
~yi , y1 are (112 x m) matrices; B(z), pi , 6, are (m x n) matrices; C(Z), cy2, and 
y2 are (n x m) matrices; and D(Z), 8, , and 6, are (n x n) matrices. The matrices 
Yl 9 61 7 a2 , p2 appear in (1. I) for the general implicit boundary conditions. The 
qz, x) = (d/dz) u(z, x), d(Z, x) = (d/dz) v(z, x). 
It is important to observe at this point that the derivation is crucially depend- 
ent on the form of the boundary conditions (2.2). The first equation of (2.2) 
involves only the initial point, while the second equation involves only the 
terminal point. The split character of the boundary conditions is essential for 
the Kagiwada-Kalaba method to work. As we shall see later the most general 
linear implicit boundary conditions (1 .I) will be cast into the split boundary 
condition mold. 
The boundary value problem (2.1)-(2.2) . IS now formulated as two boundary 
value problems, System I and System II, the sum of whose solutions equals the 
solution of the original problem. 
System I 
(2.4) 
where a(~, x) is an m-vector, ‘;(a, x) is an n-vector, 0, is the n-dimensional null 
vector, z@, x) = (d/&x) a(~, x), and d(z, x) = (d/&x) 6(z, x). 
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System II 
(2.6) 
where p(z, X) is an m-vector, q(z, X) is an n-vector, 0, is the m-dimensional null 
vector, p(z, x) = (d/dz) p(z, x), and p(z, x) = (d/dz) q(z, x). 
The solutions of Systems I and II are combined to give the solution of the 
original system (2.1)-(2.2) 
(2.7) 
A check on the correctness of (2.7) may be made by showing (2.7) satisfies 
the differential equation (2.1) and the boundary condition (2.2). If we differen- 
tiate (2.7) and substitute into the resulting expression (2.3) and (2.5), we recover 
(2.1) 
If we substitute (2.7) into (2.2) and then employ (2.4) and (2.6), we recover (2.2) 
= c+qo, x) + P(O, x)1 + A[wA 4 + do? 41 
= [a#(O, x) + Blfi(O, x)1 + blP(O, 4 + As(O7 41 = rll + %I 9 
w’(x, 4 + wx, 4 
= y2rqx, x) + P(X, x)1 + W(X> -4 + dx, 41 
= [,.$qx, x) + W(x, x)1 + hP(% 4 + %dx, 41 = on + 72 * 
(2.9) 
While the procedure of partitioning the original system into Systems I and II 
and of combining the solutions in (2.7) is a correct one, Casti and Kalaba [3, 
p. 551 do not discuss the procedure or give any insights into it. The ultimate 
justification for this procedure is provided in Section 4. The explanation is 
necessary in order to understand how the general implicit boundary condition 
problem must be handled. 
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We observe that the System I employs the inhomogeneous differential 
equations while System II employs the homogeneous differential equations. The 
boundary conditions of (2.2) are shared so that System I takes on the specified 
initial value condition of ?r while its terminal condition equations are set to zero; 
and System II takes on the specified terminal value condition of nz while its 
initial condition equations are set to zero. The sharing of the boundary condi- 
tions in this way is important in the derivation. 
We now reformulate System II which is a matrix-vector system into a matrix- 
matrix system. 
Let 
(2.10) 
where P(z, x) is an (m x rr) matrix and Q(z, X) is an (n x n) matrix. 
Upon substituting (2.10) into (2.5) and (2.6), we obtain the matrix-matrix 
system of differential equations 
where P(z, x) = (d/dz) P(z, X) and Q(z, X) = (d/&z) Q(z, x), and the boundary 
conditions 
G’P, 4 + B,Q(O, x) = %t, , 
~d’(x, 4 + S,Q(x, 4 = 1, , 
(2.12) 
where O,, is the (m x n) null matrix and I, is the (n x n) identity matrix. 
The solution (2.7) is now expressed as 
u(z, x) = a(Z, x) + P(z, x) Q ) 
v(z, x) = 6(x, x) + Q(z, x) 12 . 
(2.13) 
The overall strategy of the Kagiwada-Kalaba method is to express the com- 
ponents of System I and System II as functions of the variable terminal point x. 
In particular differential equations will be developed for li(.x, x), 6(x, x), P(x, x), 
and Q(x, x). Suitable combinations of these variables will give the solution of the 
original problem. 
Returning now to System I, we want to show the dependence of the solution 
on the final point X. We differentiate (2.3) and (2.4) with respect to x: 
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Yz[& x) + 4?(% 41 + q&T 2) + %(x, x)1 = 0, , (2.15) 
Since (2.11) and (2.14) have the same system matrix, the same coefficient 
matrices in the boundary conditions, and the same zero initial boundary con- 
ditions, their solutions are proportional: 
(2.16) 
where K is an n-vector to be determined. If we substitute (2.16) into the second 
equation of (2.15) and collect terms, we find 
r&(x, x) + s&x, x) + [rdyx, x) + S,Q(x, x)1 K = 0, . (2.17) 
By the second equation of (2.12) the coefficient of K is I, , so (2.17) reduces to 
K = -[y2d(x, x) + 6,8(x, x)]. (2.18) 
Substituting (2.18) into (2.16) yields 
&(.? x) = -f+, x) [Y&(X, 4 + G&, $1, 
G(Z, x) = -Q(% x) [r&x, x) + s,&, x)1. 
(2.19) 
We now define 
m(x) = qx, x), 
n(x) = 6(x, x), 
(2.20) 
where m(x) is an m-vector and n(x) is an v-vector, and develop the differential 
equations for m(x) and n(x), 
m’(x) = ti(x, x) + &(x, x), 
n’(x) = i(x, x) + f&(X, x), 
(2.21) 
where m’(x) = (d/dx) m(x) and n’(x) = (d/kc) n(x). The m’(x) and n’(x) repre- 
sent the total derivative of ti(z, X) and G(.z, X) evaluated at z = X. 
We now introduce at z = x (2.3) and (2.19) into (2.21) 
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d(X) = -C(x) m(x) - D(x) ?z(X) -f(x) 
- !a 4 b44~) e> + w 69 + e(x)> 
- h?{W 44 + w 44 + fW>l- (2.22) 
The equations (2.22) for m(x) and n(x) are not as yet in their final form. We will 
return to (2.22) subsequently. 
Having found the dependence of the System I variables on the terminal point 
(m(x) and n(x) differential equations (2.22)), we apply the same process to 
System II to determine the dependence of P(x, x) and Q(x, X) on X. We now 
differentiate (2.11) and (2.12) with respect to X. 
where O,, is the (n x n) null matrix. 
As before, since (2.23) and (2.11) h ave the same system matrix, the same 
coefficient matrices in the boundary conditions, and the same zero initial 
boundary conditions, the solutions are proportional: 
(2.25) 
where Kl is an (n x n) constant matrix to be determined. Upon substituting 
(2.25) into the second equation of (2.24) and collecting terms, we find 
rz&, 4 + Q&x> 4 + WYx, 4 + U?(x, 41 G= On, . (2.26) 
By the second equation of (2.12), the coefficient of Kl is 1, , so (2.26) reduces to 
fG = -b&x, 4 + Se& 4. 
Substituting (2.27) into (2.25) gives 
p&G 4 = -PC% 4 [rz&, x) + @(x, x)1, 
Q&G x) = -sx% 4 h&, 4 + mx, x)], 
(2.27) 
(2.28) 
4917711-6 
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(2.29) 
where T(X) is an (m x n) matrix and S(X) is an (n x n) matrix, and develop the 
differential equations for Y(X) and S(X). 
y’(x) = P(x, 3) + P&, x), 
w = T&9 4 + Q&G 4, 
(2.30) 
where r’(x) = (d/dx) T(X) and S’(X) = (d/dx) S(X). As before the Y’(X) and S’(X) 
represent the total derivatives of P(z, x) and Q(z, X) evaluated at z = X. 
We introduce at z = X, (2.11), (2.28), and (2.29) into (2.30) and collect terms 
T’(X) = B(x) s(x) + A(x) Y(X) - +) [y,B(x) - &a(x)1 s(x) 
-44 [Y244 - W(414a 
s’(x) = -C(x) Y(X) - D(x) s(x) - s(x) [y,A(x) - S,C(x)] Y(X) 
(2.31) 
- 44 b2W - &P(41 44. 
To obtain the initial conditions for (2.31), we observe at x = 0 that (2.12) 
becomes on using the definitions (2.29) 
(2.32) 
While not stated in the problem statement (2.1)--(2.2), the Kagiwada-Kalaba 
method demands that the matrix 
a1 is, [ 1 Y2 62 
be non-singular. Solving (2.32) provides the initial conditions, r(0) and s(0). 
To obtain the differential equations of P(z, x) and Q(z, LX) in the appropriate 
form, we introduce (2.11) and (2.29) into (2.28): 
The initial conditions for (2.33) are found at x = z by (2.29) as 
f% 4 = 44, 
Qk 4 = 44. 
(2.34) 
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Upon substituting (2.29) into (2.22) an rearranging, we have the differential d 
equations for m(x) and H(X) in the appropriate form. 
m’(x) = A(x) m(x) + B(x) n(x) + e(x) - y(x) [{yzA(x) - W(x)) m(x) 
+ b?m) - W(~N 44 + w(x) - wG41, 
n’(x) = -C(x) m(x) - D(x) n(x) -f(x) - s(x) [{y@(x) - S,C(x)} m(x) 
L b&(4 - VW $4 + ww - ww (2.35) 
The initial conditions for (2.35) are found at x = 0 from (2.4) where the 
definitions (2.20) are introduced 
(2.36) 
Note that the matrix in (2.36) is the same as that in (2.32), so that r(O), s(O) 
matrices and the m(O), n(0) vectors both depend on the non-singularity of the 
same coefficient matrix. 
We may now express the solution (2.19) in terms of m(x) and n(x) by sub- 
stituting (2.3) and (2.30) into (2.19): 
fkh 4 = -PC% 4 Hr2&) - We +> 
+ b,W - ww~ 44 + WC-4 - VWI, 
44% 4 = -Q(G 4 bd4 - W(x)) 44 (2.37) 
+ hW-4 - WC4 44 + w+4 - QWI- 
The initial conditions for this equation at x = z are found from (2.20) as 
qx, z) = m(z), 
qz, z) = n(z). 
(2.38) 
Since (2.37) gives the solutions zi(z, x), G(z, X) and (2.33) gives the solutions 
P(z, x), Q(z, x), the solution of the original boundary value problem (2.1)--(2.2) 
may be constructed from (2.13). 
To summarize, the Kagiwada-Kalaba method is carried out as follows: 
1. Integrate once (2.31) from x = 0 to X, , the final value of the variable 
terminal point X, to obtain the profiles for Y(X) and s(x) matrices. The initial 
conditions for r(0) and s(O) are found from the solution of (2.32). Save the solu- 
tion at the specified internal points zi = xi , i = 1, 2,.... 
2. Integrate once (2.35) from x = 0 to X~ to obtain the profiles for the 
vectors m(x) and n(x). The initial conditions are found from (2.36). Save the 
solutions at the specified internal points zi = xi, i = 1, 2,.... 
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3. For each point .zi , in the interval 0 ,( zi = x < xr for which a solution 
is desired, integrate (2.33) for P(zi , x), Q(zi , x) from x = xi to X~ . The initial 
conditions at x = zi are found from (2.34) as 
P(% , Xi) = +%), 
where the Y(z<) and s(zi) have been saved in item 1. Save the solution at x,; that is, 
PC% > s), Q(3 , s>. 
4. For each point zi in the interval 0 6 zi = x .< x, for which a solution 
is desired, integrate (2.37) for 2i(xi , x), 6(zi , x) from x = zi to X, . The initial 
conditions at x = zi are found from (2.38) as 
qz, , Xi) = m(.q), 
where the nz(z,) and n(x,) have been saved in item 2. Save the solution at xr; that 
is, Qi , x,), d(zi , Pd. 
5. Form the solution at the point zi by (2.13) as 
4% , Xf) = f@i , x,) + P(% Y %I 72 J 
6. Return to item 3 until all the points xi , at which a solution is desired, 
are processed. 
The usual description of the Kagiwada-Kalaba process states that steps 1 and 
2 of the algorithm (the integration of r(x), s(x), m(x), n(x)) are carried out simul- 
taneously from x = 0 to z, , the first point at which a solution is desired. At this 
juncture, the P(.z, x), Q(z, x) and the zi(.z, x), 6(x, X) equations join the process, 
their initial conditions being given by r(zJ, s(zJ and m(zJ, n(sr), respectively, 
and all the equations are integrated simultaneously to the next point z, . At z2 , 
a second set of P, Q, and zi, 6 equations, with initial conditions again specified 
by I, s(z2) and m(x,), n(z2), respectively, are adjoined to the previous equa- 
tions, and all the equations are integrated to zs . At each point of the process 
where a solution is desired, an additional set of P, Q and li, 6 equations are 
adjoined. Finally at x = X, , the process gives ti(zi , x~), 6(z, , x~), P(q , +), and 
Q(zi , xf) for zi , i = 1, 2 ,.... The general solution is found then by (2.13). 
The usual recipe for carrying out the Kagiwada-Kalaba method may be 
characterized as the simultaneous solution of the equations, while the prescrip- 
tion we have given may be characterized as sequential. There is nothing inherent 
in this invariant imbedding process to require the simultaneous method to be 
employed. It is, however, the only recipe given in the literature as far as we are 
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aware. In fact, we believe the simultaneous algorithm unduely complicates the 
explanation and the understanding of the Kagiwada-Kalaba process. The 
simultaneous method has the advantage that terms such as (y,A(x) - S&(x)}, 
b2%4 - S2W9), and {r244 - ~2.f(~N w ear on the right-hand side of the 
y(x)> 44, 44 44, P(z, 4, Q( , >> ( , ), x x zi z x an 6 x x e ua ions and therefore d ( , ) q t 
need to be computed only once at each step. It has the disadvantage that for 
each point for which a solution is desired, it adds (m + n) x (n + 1) differential 
equations ((m + n) x n for the P, Q equations and (m + n) for the U, ZJ system). 
The sequential method has the disadvantage of having to recalculate 
b244 - ~2W1, b2W - S2Wh and (r&x) - &J(x)}, but avoids car- 
rying the (m + n) x (n + 1) additional differential equations for each zi . 
It may also have the potential advantage of speedier computation because it 
integrates fewer equations (actually the same number of equations for each 
point) than the simultaneous method. See [5]. 
3. DISCUSSION 
We have previously mentioned the importance of sharing the original 
boundary conditions (2.2) between Systems I and II as shown in (2.4) and 
(2.6), respectively. The Kagiwada-Kalaba method depends on System II 
having both the zero right-hand side for the boundary condition at the initial 
point and r/a as the right-hand side for boundary condition at the terminal 
point. If the original problem is stated so these conditions are not met, then the 
problem must be reformulated by such devices as interchanging the roles of zl 
and v and by backwards integrations. 
To understand more clearly why the Systems I and II boundary conditions 
must be as specified, let us recast the original boundary conditions (2.2) into 
revised System I boundary conditions as 
cxlzi(O, 2) + Blqo, x) = 0, , 
y&(x, x) + s,qx, x> = 0, 7 
(3.1) 
and a revised System II boundary conditions as 
%P(O, 4 + PldO~ 4 = 71, 
Y2P(? -4 + S2d% 4 = 7?2. 
If we substitute (2.10) into (3.2), we obtain 
(3.2) 
(3.3) 
S. M. ROBERTS 
or 
[%m 4 + AQP, 41 92 = 71 3 
Y&, 4 + S,Q(x, 4 = 4 
(3.4) 
. 
Equation (3.4) does not provide useful boundary conditions. We can no longer 
claim that 1 UX ( 1 II “X and Q:: z;, 
are proportional, and that 
are proportional unless each set of equations possesses zero initial boundary 
conditions. While 
equations do have zero initial conditions, the (,‘,‘i$) system does not. For this 
system to possess zero initial conditions would require qP(0, x) + 8Q(O, x) = 
0 mn 1 which cannot be extracted from (3.4) as long as the right-hand side of the 
first equation is ?I rather than 0,. 
The formulation of Kagiwada-Kalaba method hinges on the System I and 
System II formats, on the relationship (2.10) that utilizes 7s , and on the pro- 
portionality between 
An examination of the differential equations for I(X), s(x), m(x), n(x), P(x, x), 
Q(z, x), a(~, x), 6(z, x) shows that Y’(X) and s’(x) are Riccati differential equations 
but of differing dimensions (r(x) is an (m x rz) matrix, while s(x) is (n x n) 
matrix). The remaining equations are linear ordinary differential equations. All 
of the equations are treated as initial value systems. It is extremely interesting 
to observe that the right-hand side of the differential equations contain the 
coefficient matrices of the terminal boundary conditions yz and 6, but not the 
coefficient matrices of the initial conditions a1 and & . While yz and 8, appear 
in all the differential equations, the only place where the 0~~ and ,f3r enter is in the 
matrix of coefficients to determine the initial conditions for r(O), s(O) and m(O), 
n(O), and even there ya and 6, are present. One is almost tempted to say that 
ya and 6, are more important than 01~ and & . The m(x), n(x), and the &(.a, x), 
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G,(z, CC) differential equations are associated with the System I for they are the 
only equations which contain the forcing functions. If the original system (2.1) 
were a homogeneous system, they would still however be associated with 
System I. The P(z, X) and Q(z, X) d ff i erential equations are associated with 
System II, as are the r(x) and s(x) differential equations. As will be discussed 
below, under certain boundary conditions only one of the Riccati equations 
is required. 
The order in which the equations are solved is important for each set pro- 
vides information necessary for the remaining sets. The T(X) and s(x) must be 
solved first at each integration step for they appear explicitly in the m(x), n(x), 
P(z, x), Q(z, x) equations. It is preferable to solve next the m(x) and n(x) equa- 
tions since their initial conditions do not depend on the zi points. The P(z, X) 
and Q(z, x) equations are solved after the m(x) and n(x) equations, but could be 
solved before them since P(z, X) and Q(z, X) depend on r(x) and s(x) only. 
Finally the $(.a, X) and $(,a, X) equations are solved last because they require both 
the P(z, x), Q(z, X) and the m(x), n(x) solutions. 
The Y(X) and S(X) equations are a set of coupled Riccati differential equations. 
In the Y(X) equation, s(x) appears as part of the coefficient matrices, and in the 
s(x) equation, the F(X) appears as part of the coefficient matrices. It is well known 
that to every Riccati equation there is an associated homogeneous differential 
equation. The solution of the Riccati equation may be expressed in terms of the 
suitably partitioned fundamental matrix of the associated differential equation 
[4, 91. In the Scott method of invariant imbedding, the Riccati equation’s 
associated homogeneous differential equation is the homogeneous system of 
(2.1) [ 11 J. In the Kagiwada-Kalaba method this is not true in general, but is true 
for explicit boundary value problems. See the Appendix. As a matter of interest, 
we display the associated homogeneous differential equation, for r(x) and s(x), 
respectively, 
(W) = [ A(X)! B(x) 4-4 44 
14x) - W(x), WW - W(4) 44 I( ! ~(4 ’ (3.5) 
where w(x) is an m-vector and y(x) is an n-vector, and 
cy;) [ 
--D(x), -C(x) r(x) - 
AX = y,B(x) - &D(x), {yzA(x) - S2C(x))~(x) I( 1 ;;:; ’ (3.6) 
where a(x) is an n-vector and J(X) is an n-vector. The matrices in (3.5) and (3.6) 
are related to the system matrix in (2.1) as follows: 
[ 
A(x), B(x) 44 
WW - WM W(x) - V-WI 44 I 
(3.7) 
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From (3.7), the system matrix may be expressed as 
[ 
44 B(x) 
-C(x) -D(x) I (3.9) 
[ 
42 Qnn X I[ 44 B(x) 44 An %m -S,‘y, s;’ Y&(X) - W(x), WW - WW 44 I[ ‘km S-W I . 
If we substitute (3.9) into (3.8), we obtain the relationship between the system 
matrices associated with r(x) and s(x) 
[ --D(x), -w m Y&W - WW b+%4 - W(x)) +4 I (3.10) 
= 
[ 
-s,ly, s,l I[ A(X)? B(x) 44 0 mn 44 0 nm In Y,&) - W(x), WW - W(x)1 44 I[+(x) On, I - 
The formulation (2.1)-(2.2), while not completely general, is broad enough to 
include within it many important types of boundary conditions. By appropriate 
choices of values for the matrices 01~ , ,Q, , yz , 6, and for the vectors ~7, and r], , 
the formulation (2.1)-(2.2) reduces to simpler boundary value problems. For 
example, if 01~ = I, , ,B, = O,, , ya = O,, , S, = I, , Q = 0, the boundary value 
problem reduces to the familiar explicit case ~(0, x) = 0, V(X, x) = 7s. For this 
case and other explicit boundary value problems, the number of differential 
equations to be integrated is reduced. This occurs because the solution for the 
differential equation for s(x) reduces to s(x) = I, for all X. In the Appendix, 
several of the more important special cases are discussed with the appropriate 
differential equations to be solved. 
It is also important to realize that we can select values for 01~ , /3r , ya , 6, such 
that the matrix in (2.32) does not have an inverse, which means the problem 
cannot be solved by the Kagiwada-Kalaba method. 
If the original problem is a homogeneous system ((2.1) without e(z), f(s)) with 
the boundary conditions (2.2), then the procedures and equations utilized in 
Section 2 apply as for the inhomogeneous case. An alternate method to this 
might be to treat the System I equations as if they were System II equations by 
interchanging the roles of u and v and integrating backwards with qr playing 
the role of Q . System I would be integrated backwards, then transformed to 
the original variables and System II integrated forward and the solutions added 
to obtain the solution of the original system. 
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4. GENERAL SOLUTION OF SPLIT LINEAR IMPLICIT BOUNDARY VALUE PROBLEM 
One of the neat aspects of the Kagiwada-Kalaba method for the split linear 
implicit boundary value conditions is that the sum of the System I and System II 
solutions gives the general solution expressed in (2.7) of the original problem 
(2.1)-(2.2). We have shown that (2.7) satisfies both the differential equation and 
the boundary conditions for (2.1) and (2.2). We now want to look into this 
matter more deeply for it has an important bearing on the general linear implicit 
boundary value problem when undertaken by the Kagiwada-Kalaba method. 
Let us recall that the general solution of (2. I) consists of the sum of a particular 
solution plus a linear sum of (m + n) independent solutions of the homogeneous 
system. We recognize at first that the System I provides a particular solution of 
(2.1) while System II can be solved (m + rz) times to provide the homogeneous 
solutions. The general solution is theorefore given by 
where (ii:,‘) is the particular solution of (2.1), obtained here from System I, the 
ci are constants to be determined from the boundary conditions, and ($:$j) refer 
to the solutions of the homogeneous system, obtained here from System II, 
(2.5), with the boundary conditions 
aIp’yo) + j&qyo) = 0, 7 
yzp(i)(x) + &q(yx) = 7#‘. (4.2) 
The (0, , 7:)) vectors are chosen by the investigator and most be such that 
( $I~$, i = 1, 2 ,..., m + n are linearly independent. If the @ are linearly 
independent, then so will the solutions. 
Note that in contrast to other boundary value techniques, such as the method 
of adjoints [8] or the method of complementary functions [8], the particular 
solutions and the homogeneous solutions are found from the solution of two 
point boundary value problems (here by the Kagiwada-Kalaba method) rather 
than from an initial value problem. 
In summary the procedure is then 
1. Solve System I, (2.3), with the boundary conditions (2.4) to obtain the 
particular solution ($I$). Save ($00;) and (2::;) and the solutions at the specified 
internal points zj , j = 1, 2 ,.... 
2. Pick the linearly independent vectors 7:) for i = 1,2,..., m + n. 
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3. Solve System II, (2.9, (m + n) times with the boundary conditions 
(4.2) to obtain the homogeneous solutions. Save ($~$$) and (,$$,‘), i = 1, 2,..., 
m + n and the solutions at the specified internal points .zj . 
4. Evaluate the constants ci , i = 1, 2,..., m + n by substituting at z = 0 
and z = x (4.1) into (2.2) and solving the system of (m + n) equations. 
5. Use (4.1) to evaluate the solutions of (2.1)-(2.2) from the particular 
solution in item 1 and the homogeneous solutions in item 3. 
The first three steps of this algorithm correspond to to the Kagiwada-Kalaba 
algorithm described in Section 2. We should recognize that the profiles for Y(X), 
s(x), m(x), n(x), P(z, xr), Q(z, s), zi(z, x~), 6(x, x,) need be obtained only once 
and the solutions to System II are found simply from JV(.ZJ = P(+ , xf) # 
and @i)(zj) = Q(xi , x~) $), i = 1, 2 ,..., (m + n) for the specified internal 
points zj . 
Let us now carry out the evaluation of the ci constants in detail. We substitute 
(4.1) into (2.2) 
“1 
Upon collecting terms, we have 
[WqO) + PIWI + c +Ip’i’(o) + PIP’“‘m = 71 3 
i=l 
ry*fw + uwl + c dY2PW + Wi’(41 = 72 * 
i=l 
We now substitute (2.4) into (4.4) to obtain 
z1 &4”‘(4 f wiwl = rlz * 
Substituting (4.2) into (4.5) yields 
m+fl 
(4.3) 
(4.4) 
(4.5) 
(4.6) 
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While the first equation of (4.6), a system of m equations, does not provide any 
useful information on the cI’s, the second equation represents a system of n 
equations in (m + n) unknowns, ci . We can arbitrarily set m of the Q’S to zero, 
which is consistent with the first equation of (4.6), and then consider the system 
g VIP = 72 ) 
ci = 0, i = n + l,..., m + n. (4.7) 
The equations (4.7) can now be solved to find the coefficients ci , i = 1, 2,..., n. 
Since the investigator can choose any vectors for $‘, so long as they are 
linearly independent, let us select 
and the other $), i = 2, 3,..., 11, so the set of vectors is linearly independent. 
Then (4.7) becomes 
or 
Cl%! + c,$) + “’ + cn@ = 7)2, (4.9) 
(Cl - 1) 72 + c2?$) + C&a) + .‘. + c$$) = 0. (4.10) 
By the definition of linear independence, the coefficients of 72 , up’, 7i3’,..., $” 
in (4.10) must be zero. Therefore it follows that 
Cl = 1, 
c2 = c3 L ... = c, = 0, 
and (4.1) reduces to 
(4.11) 
(4.12) 
But (4.12) is (2.7) with p(l)(z) =p(z) and #l)(z) = q(z). 
Thus the proper choice of the boundary conditions for the homogeneous 
system is equivalent to setting (m + 12 - 1) constants in (4.1) equal to zero and 
one constant equal to 1. That proper choice of the boundary conditions is exactly 
the boundary conditions specified in (2.6), as seen from the right-hand side of 
of the first equation of (4.6) and (4.8). This then is the fundamental reason that 
the Kagiwada-Kalaba method obtains the general solution as the sum of the 
particular solution from System I and one homogeneous solution from System II 
for the split linear implicit boundary conditions. 
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The choice of the appropriate boundary conditions in the Kagiwada-Kalaba 
method follows a similar type of pattern for other two-point boundary value 
techniques such as the method of adjoints, the method of complementary 
functions, and the method of particular solutions [S]. All of these employ and 
exploit special sets of initial conditions for the particular or homogeneous 
systems of differential equations, which conditions simplify the computations 
and reduce the number of equations to be integrated. 
5. GENERAL LINEAR IMPLICIT BOUNDARY CONDITIONS 
We now consider the multidimensional linear ordinary differential equation 
system of (m + n) equations described in (2.1) 
with the general linear implicit boundary conditions 
where we write U(Z) and U(Z) instead of ~(.a, x), ~(.a, x). 
As in Section 4 we construct the general solution to (5.1)-(5.2) by forming the 
sum of a particular solution plus a linear combination of (m + n) homogeneous 
solutions. 
where (:I:,‘) is particular solution of (5. l), (8,~,(zr) scil(‘) is t e omo h h g eneous solution for 
the ith set of linearly independent initial conditions, and the ci are constants to be 
determined by the boundary conditions (5.2). 
To obtain the particular and homogeneous solutions we consider two systems 
with the appropriate boundary conditions; System A provides the particular 
solution, while System B provides the homogeneous solutions. 
As preparation for the System A, we choose the m-vector vr and the n-vector 
y2 so that 
(5.4) 
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It follows from (5.2) and (5.4) that 
We now define System A for the inhomogeneous system 
(5.5) 
(5.6) 
and select from (5.4) and (5.5), the boundary conditions 
As preparation for System B, we select the m-vectors &’ and the n-vectors 
py’, where the vectors 
so that 
pf) 
( 1 &) 2 i = 1, 2,..., m + n. are linearly independent, 
ollU(0) + p+?(o) = y!’ 
c&$4(0) + &D(O) = pp ’ 
i = 1, 2 ,..., m + 12. (5.8) 
It follows from (5.2) and (5.8) that 
Similarly, we define System B for the homogeneous ystem 
with the boundary conditions selected from (5.8) and (5.9) as 
q-p’(O) + @‘qo) zzz p(i) 1, 
y2g'"'(x) + sg'"'(x) = 7 2 - p(i) 2 9 
(5.11) 
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where the superscript i refers to the ith integration of System B for the ith set 
of boundary conditions. 
The solution to System A is carried out exactly as described in Section 2 where 
q plays the role of r], and Q - ~a plays the role of Q . Similarly the solution to 
System B is carried out exactly as described in Section 2, for each set of the 
(m + n) sets of boundary conditions. Here &’ plays the role of Q and q2 - ~2’ 
plays the role of rlz. 
Relative to System A, the solution of System A is the general solution; relative 
to (5. l), the solution of System A is a particular solution. For each set of boundary 
conditions, the solution of System B, relative to System B is a general solution, 
but relative to (5.1) the solution of System B is an homogeneous solution. 
Let us now investigate if, as in Section 4, we can make a particularly judicious 
choice of the vectors #, pa “) for the System B. We substitute (5.3) into (5.2): 
% [B(O) + y Citi"'(0)] + p1 [c(O) + y ciev)] 
i=l i=l 
(5.12) 
012 [g(o) + *f c&“‘(O)] + p2 [U(O) + yg C,W(O)] 
i=l 
Upon collecting terms, we have 
+ c ci[Lxlzz’yo) + ppyo) + ypyx) + S,W(x)] = 771 , 
i=l 
[~,f@) + /32%3 5 Y2%4 + ~25c41 
(5.13) 
mtn 
+ c ci[“2ii’yo) + /3,W’(O) + y2P’(x) + s,6yx)] = 72 . 
i=l 
Substituting (5.7) and (5.11) into (5.13) we find 
mtlz 
v1 + y&c) + s,qx> + c Ci[# + y1iP(x) + &“‘(x>] = q1 , 
i=l 
(5.14) 
rntn 
(72 - V2) + Or2ZZ(O) + b2V(O) + 1 Ci[(q2 - /l$)) + oL2i2(i)(o) + ~*6,‘“‘(o)] cz 72 ’ 
i=l 
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Rearranging (5.14) we write 
Wl+n 
z1 Cibli) + Yl~(%) + V’“‘(x)] = (Tl - VJ - [y,E(x) + S,qx)], 
m+n 
z1 Gh2 - 2 + o12zP(0) + /?J2di’(0)] = v2 - [OyqO) + /32”(O)]. (5.15) 
Equations (5.15) are a set of (m + n) linear algebraic equations in the (m + n) 
unknowns ci . The right-hand side is known from the solution of System A, and 
the right-hand sides of (5.2) and (5.4). Th e coefficients of the Q’S are known from 
the solutions of the System B and the chosen vectors pp), ~2). 
As shown in Section 4 for the split linear implicit boundary conditions it is 
theoretically possible to choose CL?) and ~2’ in such a way that ci = 1 and ci = 0, 
i = 2, 3,..., m + n. To be specific if we set 
Pl (l) = (a1 - vl) - [y,ii(x) + S,v(x)] - [y,d')(x) + S,fP'(x)], (5.16) 
I-% (I) = [Q - v2 + {a,qo) + rs,qo>> + {~2@(0) + /325’“‘(o)>], 
and choose 
$) 
( 1 pf) , i = 1, 2,..., m + n 
to be linearly independent, then (5.15) reduces to 
(Cl - 1) hl - 4 - bl%4 + Gw~ 
+ 1 c&q + yliP(x) + S,i+“‘(x)] = 0, 
i=2 
(Cl - 1) [v2 - b:,u(O) + B2w)N 
m+?l 
+ c Ci[T2 - p;’ + cd2iP(0) + p2a”‘(o)] = 0. (5.17) 
i=2 
Thus by the definition of linear independence, the coefficients of the bracketed 
expressions (which are linearly independent) must be zero. Therefore, 
c, = 1, 
Cd = 0, i = 2, 3 ,..., m + n. 
(5.18) 
Practically it is unlikely that we could construct # and &’ as specified in 
(5.16) for they require known values of G)(O), D(O), G(x), W(X), which are 
not determined until the homogeneous system is solved. 
In view of this, the general linear implicit boundary value problem (5.1)- 
(5.2) requires the solution of (5.15) f or all (m + n) constants ci . Once the coeffi- 
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cients are known, the general solution may be constructed by (5.3). Only the 
split linear implicit boundary condition problem possesses the very special 
property of having the boundary conditions for the System II exactly those 
which correspond to cr = 1 and the remaining Q’S equal to zero. 
The solution by the Kagiwada-Kalaba method for the general linear implicit 
boundary condition is a two-pass process. The first pass evaluates the constants 
in (5.3) while the second pass generates the solution. To summarize, the proce- 
dure is as follows: 
First Pass 
1. Select the vectors vr , v2 and form the boundary conditions (5.7) for 
the System A. 
2. Select the vectors #, ur), i = 1, 2,..., (m + n) and form the set of 
boundary conditions (5.11) for the System B. 
3. Solve System A as a split linear implicit boundary value problem, 
(5.6)-(5.7) to obtain a particular solution of (5.1). Save the solution at the speci- 
fied internal points zi , j = 1, 2 ,..., and at the end points, 0 and x, . 
4. Solve System B as a split linear implicit boundary condition problem, 
(5.10)-(5.1 l), (m + n) times, to obtain the homogeneous solutions of (5.1). Save 
the solutions at the specified internal points zj and at the end points 0 and X, . 
5. Solve (5.15) for the coefficients ci , i = 1, 2 ,..., m -t n with .r: = X~ . 
Second Pass 
6. Form the general solution of (5.1)-(5.2) by evaluating (5.3) at .zj and the 
end points using the particular solutions from item 3, the homogeneous solutions 
from item 4, and the ci’s from item 5. 
6. DISCUSSION GENERAL LINEAR IMPLICIT BOUNDARY CONDITIONS 
The solution of the general linear implicit boundary condition problem by 
the multidimensional Kagiwada-Kalaba method requires splitting the problem 
up into System A which provides the particular solution and System B which 
provides the homogeneous solutions. Both System A and System B are solved 
as split linear implicit boundary conditions as described in Section 2. To carry 
out the solution of the general linear implicit baundary value problem requires 
the investigator to select certain vectors and obtain solutions relative to these. 
In particular the investigator must choose the vectors vr and va to form the 
System A boundary conditions and must choose (m + n) linearly independent 
vectors &), ,&I for the (m + n) sets of boundary conditions for the homogeneous 
System B. The choices for these vectors for Systems A and B are non-unique. 
All that is required is these choices lead to a solution of the particular system 
and linearly independent solutions for the homogeneous systems. 
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As one variant on the approach given in Section 5 it is possible to select 
(i) directly values for u(O), o(O) and from these construct the or , v2, p1 , EL?‘. As 
another variation on the first and second passes of the algorithm, we suggest for 
the first pass, to solve only for the initial and terminal points. Do not compute 
solutions for Systems A and B at the internal points. Solve (5.15) for the constants 
ci and evaluate u(O), v(O), u(+), o(xI). N ow in place of the second pass formulate a 
simpler but equivalent boundary value problem. That is, form an explicit 
boundary value from the known values of u(O) and V(X). Solve (5.1) with the 
explicit boundary values to obtain the solutions at the internal points. The 
advantage to this procedure is that the explicit boundary value formulation 
requires fewer equations. See the Appendix for the equations. 
7. CONCLUSIONS 
We have given a derivation of the multidimensional Kagiwada-Kalaba 
method for split linear implicit boundary conditions. We have justified the 
choice of the boundary conditions for Systems I and II. Furthermore, we have 
disclosed for the first time why the solutions of System I and II are additive 
for the split linear implicit boundary conditions. With this as background 
we have extended the method to general implicit boundary conditions by 
reconstructing a particular solution and (m + n) homogeneous solutions to 
generate the general solution of the inhomogeneous differential equation system. 
To obtain the particular and homogeneous solutions required solving split 
linear implicit boundary condition problems. Our analysis shows that the 
additivity of the System I and II solutions is a unique characteristic of the split 
linear implicit boundary conditions and cannot be extended practically to more 
general boundary conditions. 
APPENDIX 
In this Appendix we consider several important boundary value problems 
that represent special cases of (2.1)-(2.2). By specifying that the matrices 
~yr , /3, , yz , 6, take on special values such as the identity matrix or the null 
matrix, we can generate various kinds of explicit boundary conditions. In many 
cases, the number of equations to be integrated is reduced. 
An important class of problems is the explicit boundary value problem such 
as u(0) = 0, V(X) = 7s. For these types of problems 01~ = I,, , & = 0, y2 = 0, 
6, = 1, , so the initial conditions (2.32) yield r(0) = O,, and s(O) = I, . Further- 
more, by (2.12), Q(x, X) = I, and by definition (2.29) s(x) = Q(.v, x), all of 
which implies that s(x) = 1, for all x. Consequently, the problem requires only 
one Riccati equation, that for Y(X) which is simplified version of (2.31) since 
s(x) = 1, , yz = 0, 6, = 1, . In addition, n’(0) = 0, n(O) = 0, and therefore, 
n(x) = 0 for all x’ 
409/77/l-7 
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Of particular interest is the explicit boundary value problem u(0) = 7, , 
V(X) = 0. This problem can not be solved in this form because the derivation 
depends heavily on the condition that the terminal boundary conditions be non- 
zero; that is, r], # 0. To circumvent this difficulty the problem is reformulated 
so that the roles of u and o are interchanged and the equations are 
integrated backwards. The equations in Section 2 cannot be used directly for 
this case but must be reformulated to accommodate the transformation. The 
approach of Section 2, however, is followed. By defining ~(a, X) = ~*(a, s), 
w(z, x) = u*(z, x), z = z - x, x = -x, u*(s, f) = P*($ z) -ql , w*g f) = 
Q*(%, 3) Q , P*(x, x) = Y*(Z), Q*(.F, 3) = s*(f), where P*(5, f) = (n x m) 
matrix, Q*(%, 5) = (m x m) matrix, the equations are derived similar to those in 
Section 2. 
The following boundary value problems are presented in Exhibit 1, where the 
required differential equations are listed. 
Case System Boundary conditions 
1 
2 
3 
4 
5 
case 1 
Homogeneous u(0, x) = 0, fJ(x, 4 = 72 
Homogeneous u(f-4 4 = 71 9 w(x, 4 = 72 
Inhomogeneous u(0, x) = 0, w(x, x) = 72 
Inhomogeneous u(O, x) = 71 9 4% 4 = 772 
Homogeneous u(0, x) = ‘I1 1 w(x, x) = 0 
EXHIBIT 1 
go, x) = 0, 
w(x, 4 = 72; 
a1 = L , p1 = 0, y1 = 0, 6, = 0, 
a2 = 0, #I32 = 0, y2 = 0, 6, = I,; 
Y’(X) = B(x) + A(x) Y(X) + Y(X) D(x) + Y(X) C(x) y(x); Y(0) = 0, 
p&f, 4 = P(z, 4 [C(x) Y(X) + D(x)]; qz, z) = Y(Z), 
Qzh 4 = Q(z, 4 [C(x) ~(4 + Qx)]; Q(z, z) = 1,; 
u(z, 4 = P(z, 4 7)s 9 
w(z, -4 = Q(z) x) 72 . 
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Case 2 
40,x) = 171  
w(x, 4 = 772; 
a1 =I, 1 p1 = 0, y1 = 0, 6, = 0, 
ci2 = 0, p2=o, y2=o, &=I,; 
r’(x) = B(x) + A(x) Y(X) + Y(X) D(x) + Y(X) C(x) y(x); Y(0) = 0, 
m'(x) =[A(x) + y(x) WI m(x); 40) = 91 ?
Pr(z, 4 = 4% x) [C(x) y(x) + D(x)]; P(z, z) = Y(Z), 
Q&G 4 = Qh 4 [C(x) ~(4 + W)]; Q(z, 4 = In; 
z&(Z, x)= P(z, x) [C(x) m(x)]; qz, z) = m(z), 
G(z, x) = Q(z, 2) [C(x) m(x)]; 6(z, z) = 0, 
u(z, x) = fi(z, x) + P(z, x) 72 , 
v(z, 4 = f+, 4 + Q(z, x) 72 . 
u(0, x) = 0, 
$x, x) = 12; 
q = L , /I1 = 0, y1 = 0, 6, = 0, 
cx2 = 0, p2=o, y2==o, a,==&&; 
Y’(X) = B(x) + A(x) Y(X) + Y(X) D(x) + Y(X) C(x) p(x); Y(0) = 0, 
m’(x) = A(x) m(x) + e(x) + y(x) [C(Jc) m(x) + f(x)]; m(O) = 0, 
PJZ, x) = P(z, x) [C(x) Y(X) + &)I; P(z, z) = y(z), 
Q&s, x) = Q(z, x) [C(x) Y(X) + WI; Q(z> 4 = A,; 
&(z, x) = P(z, x) [C(x) m(x) +f(x)l; qz, z) = m(z), 
6x(z, x) = Q(z, x) [C(x) m(x) +fWl; +G 2) = 0; 
u(z, x) = qz, x) + P(z, x) 12 , 
w(z, x) = g(z, x) + Q(z, -4 72 . 
Case 4 
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up, x) = q1 7 
v(x, x) = 72; 
‘yl = &I , p1 = 0, y1 = 0, 6, = 0, 
Lx2 = 0, p2 = 0, y2 = 0, 6, = I,; 
Y’(X) z B(x) + A(x) Y(X) + Y(X) D(x) + Y(X) C(x) y(x); Y(0) = 0, 
m’(x) = A(x) m(x) + e(x) + Y(X) [C(x) 44 + f(x)l; 40) = 71 7 
P&z, x) = P(z, x) [C(x) y(x) + WI; P(& 4 = 44 
Q&c x) = Q(z, 4 [C(x) ~(4 + W41; Qh 4 = In 9 
g&, x) = P(z, x) [C(x) m(x) $-f(x)]; qz, 2) = m(z), 
d&, x) == Q(z, x) [C(x) m(x) + f(x)]; S(z, z) = 0; 
Define 
~(2, X) = 0*(x, x), m-vector, 
~(2, X) = u*(z, x), n-vector; 
ic=z--x3, 
f=-x; 
P*(%, 3) = (72 x m) matrix; r*(f) = (n X m) matrix, 
Q*(%, 3) = (m x m) matrix; s*(Z) = (m x m) matrix. 
Reformulated Problem 
MULTIDIMENSIONAL KAGIWADA-KALABA METHOD 99 
y’*(x) = -c(a) - D(X) Y*(z) - Y*(E) A(%) - Y*(x) B(3) y*(X); y*(o) = 0; 
P,*(%, q = -P*(% f) [B(f) Y*(x) + A(Z)]; P*(,, X) = Y *(%), 
Qp, 3) = -Q*(.q z) [B(x) ~*(a) + A@)]; Q*(z, z) = I,; 
u*(%, x) = P*(z, a) 7]1 = v(z - x, x), 
v*(,q x) = Q*(z, a) q1 = u(z - x, x). 
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