The answer selection task is one of the most important issues within the automatic question answering system, and it aims to automatically find accurate answers to questions. Traditional methods for this task use manually generated features based on tf-idf and n-gram models to represent texts, and then select the right answers according to the similarity between the representations of questions and the candidate answers. Nowadays, many question answering systems adopt deep neural networks such as convolutional neural network (CNN) to generate the text features automatically, and obtained better performance than traditional methods. CNN can extract consecutive n-gram features with fixed length by sliding fixed-length convolutional kernels over the whole word sequence. However, due to the complex semantic compositionality of the natural language, there are many phrases with variable lengths and be composed of non-consecutive words in natural language, such as these phrases whose constituents are separated by other words within the same sentences. But the traditional CNN is unable to extract the variable length n-gram features and non-consecutive n-gram features. In this paper, we propose a multi-scale deformable convolutional neural network to capture the non-consecutive n-gram features by adding offset to the convolutional kernel, and also propose to stack multiple deformable convolutional layers to mine multiscale n-gram features by the means of generating longer n-gram in higher layer. Furthermore, we apply the proposed model into the task of answer selection. Experimental results on public dataset demonstrate the effectiveness of our proposed model in answer selection.
I. INTRODUCTION
The question answering (QA) is a hot and significant task within the fields of information retrieval and natural language processing. It aims to build systems that automatically answer questions posed by humans in natural language from mass heterogeneous information [1] , [2] .
The traditional information retrieval systems return a ranked list of relevant documents in response to query keywords of users, and the user have to spend time to select the answers to his query. Compared to the traditional information retrieval, QA receives users' questions represented in natural languages. Then QA seeks to analyze the question, retrieves related information, and selects the answer by using The associate editor coordinating the review of this manuscript and approving it for publication was Rajeeb Dey . lots of natural language processing technologies. Finally, QA returns the precise answer to the question rather than a list of documents that contain the answer [3] . These natural language processing technologies include natural language parsing, question classification, named entity recognition, knowledge reasoning and so on. Therefore, users do not need to think over query keywords carefully, and QA is convenient for users, and avoids inaccurate results caused by improper query keywords. In addition, QA saves users' time to locate answers from a bunch of related documents returned by keyword searching.
There are generally four types of QA: web-based question answering, knowledge-based question answering, community-based question answering and FAQ-based question answering. The construction of question answering is composed of three main steps: (a) analyze problems and retrieve candidate documents; (b) sort and select the documents that contain the answers; (c) extract and verify the answers [1] , [4] .
Answer selection technology is usually used in the second step above. Given a question and a set of candidate answers, answer selection is the task of identifying which of the candidates answers the question correctly. It is an important problem in natural language processing and has been applied into many areas. Recently, many deep learning based methods have been proposed for the task. They produced impressive performance without relying on any feature engineering or expensive external resources [5] .
Deep learning technology allows computational models that are composed of multiple processing layers to learn representations of data with multiple levels of abstraction [6] . Deep learning technology designs models to simulate human brain connection structure, and can automatically learn statistical properties with multiple layers in several phases, when processing image, audio and texts. Hence, deep learning technology is widely used in many areas, especially in speech recognition and computer vision, and achieves good performance [7] , [8] . In recent years, lots of efforts have been paid on word sense disambiguation [9] , machine translation [10] and other natural language processing tasks. Collobert et al. [11] proposed a unified neural network architecture and a learning algorithm that can be applied into various natural language processing tasks by learning internal text semantic representations on the basis of vast amounts of mostly unlabeled training data, instead of exploiting manmade input features carefully optimized for each task.
Convolutional neural network (CNN) is one of the deep learning network structures. CNN is a multi-layered artificial neural network, which is specifically designed for processing two-dimensional input data. Each layer of this network consists of a plurality of two-dimensional planes. And each plane consists of a plurality of individual neurons. There are connections between two neurons from adjacent layers, yet there is no connection between two neurons in the same layer [12] .
Typically, some works have used convolutional neural network to fulfill the answer selection task [5] , [13] , [14] , and have a better result than other methods such as the models based on the text similarity and the language grammar [15] - [17] . These works use the convolutional neural network with n-width kernels to capture the local n-gram feature over the sentence and employ a max pooling layer to generate a fixed-length sentence vector for the subsequent classification layer. However, because of the complex semantic composition of the natural language, there are many phrases with variable lengths and be composed of non-consecutive words. For example, there are many phrases whose constituents are separated by other words within the same sentences. Thereby the traditional CNN is unable to learn the variable length ngram features and non-consecutive n-gram features flexibly. To this end, the paper proposes a multi-scale deformable convolutional neural network (MSDCNN) to capture the nonconsecutive n-gram features.
The main contributions of this paper are given as follows.
• The deformable convolutional network is proposed to capture the non-consecutive n-gram features by adding offset to the convolutional kernel.
• We design multiple deformable convolutional network layers to capture the multi-scale n-gram features by generating longer n-gram in higher layer. We can extract short n-gram features in lower layers, and build longer n-gram features in higher layer by composing the shorter n-gram features in lower layers. Experimental results on public dataset demonstrate the effectiveness of our proposed model in answer selection task [13] , [18] - [21] . The organization of this paper are given as follows. Section II analyzes the related literature of answer selection and deep learning methods. Section III presents the proposed methods in this paper to capture flexible n-gram features by deformable CNN layer and stacking multiple layers of deformable CNN. Section IV introduces our experiments and parameter analysis of the kernel size and the number of layers. Finally, conclusion is given in section V.
II. RELATED WORK
There are plenty of approaches to answer sentence selection. Some traditional methods are based on semantics and grammar of texts. For example, Wang et al. developed an improved tree edit [18] used quasi-synchronous grammar and dependency tree to match each pair of question and sentence. Wang and Manning [19] proposed a tree kernel function together with conditional random field models to learn the associations between questions and answers. They cast the problem into the framework of structured output learning with latent variables. Heilman and Smith [17] developed an improved tree edit distance model for learning tree transformations in a q/a pair. They search for a good sequence of tree edit operations using complex and computationally expensive tree kernel-based heuristic. While the model of Yao et al. [16] applies linear chain Conditional Random Fields (CRFs) with features derived from tree edit distance to automatically learn associations between questions and candidate answers.
In addition, Severyn and Moschitti [20] applied tree kernels and semantic information (named entities, question focus and question category) automatically derived by machine learning modules to automatically learn complex syntactic/ semantic structural patterns occurring in question and answer passages for answer sentence selection. Yih et al. [21] introduced a lexical semantic correlation model based on synonymy/antonymy and hypernymy/hyponymy to select the answers. Furthmore, Bordes et al. [22] embedded words and knowledge to vectors in the same vector space and modeled answer sentence selection to vector correlation.
Others have focused on deep learning technology to address the issue of answer selection. Deep learning technology highly prompt the performance of answer sentence selection. Recently, there are three families of methods to solve the answer sentence selection via an end-to-end learning manner. The first one is recursive neural network. Iyyer et al. [23] modelled semantic composition with a recursive neural network for a question answering task. The second one is Long Short-Term Memory network (LSTM). Wang and Nyberg [24] proposed a stacked bidirectional LSTM, and solved the answer sentence selection by calculating the correlation between questions and answers. The third family of answer sentence selection methods are based on CNN. Yih et al. [25] used the convolutional neural network as a single semantic model to answer single-relation factual questions. Kalchbrenner et al. [26] proposed a dynamic convolutional neural network with a variable length k-maxpooling, and modeled sentences with this dynamic convolution model. Yu et al. [27] tried to solve answer sentence selection via means of distributed word representations, and learned to match questions with answers based on their semantic encoding. However, their sentence model which was to map questions and answers to vectors operated only on unigrams or bigrams. Additionally, Severyn and Moschitti [13] combined a convolutional layer, fully connected layers and similarity calculation functions and proposed a method of learning to rank to tackle the answer selection task. Furthermore, their method [13] achieved better performance on the QA task, beating previous state-of-the-art systems.
The traditional convolution network is originally used for image processing, it does not fit to capture the variable length n-gram features and non-consecutive n-gram features while those types of phrases exist in natural language text. Thus, this paper generalizes the traditional convolution network to the deformable convolution network by adding a kernel offset module to capture the variable length n-gram features.
III. METHOD
Answer sentence selection in QA system is a type of natural language processing task. Since the traditional convolution kernel is not very suitable for answer sentence selection, this paper proposes a multi-scale deformable convolutional neural network to solve the answer sentence selection problem. Our method firstly uses the proposed multi-scale deformable convolutional neural network to better encode the sentence's semantic information, and then feeds the embedded sentence vector into a siamese network and a classification network to predict whether the answer is right for the question.
A. THE ARCHITECTURE FOR ANSWER SENTENCE SELECTION
The overview framework of the our proposed network is illustrated as Figure 1 . It is a multiple layer siamese network, and takes question-answer pairs as the input. One subnet of the siamese network is used to process the question sentence, and the other subnet is used to process the answer sentence. The question subnet (the top left subnet in Figure 1 ) maps each word of the question sentence into the corresponding distributed word embedding vector based on the Word2Vec model [28] . The following multiple layers map each word's last hidden vector into new vector representation by our proposed multi-scale deformable CNN network, which we will discuss in subsection III-C in detail. The answer subnet (the bottom left subnet in Figure 1 ) processes the answer sentence using the same network as the question subnet uses.
Finally, we take an attention pooling operation over the whole vector sequence to get one vector to represent this sentence, and then feed the embedded sentence vector into a siamese network and a classification network to predict whether the candidate can answer the question.
B. WORD EMBEDDING LAYER
As in other neural network models, we begin by associating each word w in our vocabulary with a vector representation x w ∈ R d . These vectors are stored as the columns of a d × v dimensional word embedding matrix W e , where v is the size of the vocabulary and d is the embedding dimension.
The embedding matrix can be obtained from the pretrained models, such as Word2Vec [28] or just be initialized randomly and be updated during the train process.
Given the sentence Q = {q 1 , q 2 , . . . , q i , . . . , q m }, or answer A = {a 1 , a 2 , . . . , a j , . . . , a n }, where q i , a j are words, the word embedding layer lookups the embedding layer to get each word's embedding vector and feeds into the following deformable CNN layer, the word embedding layer is defined as follows:
In which, w i is the i-th word in one sentence, x i ∈ R d is the embedding vector for word w i . Then we get two sequence x q ∈ R m×d and x a ∈ R n×d , where m, n indicate the length of question sentence and the length of answer sentence respectively. These two sequence are fed into the following multiple deformable convolutional neural network layers.
C. DEFORMABLE CONVOLUTIONAL NEURAL NETWORK
Our proposed deformable convolutional neural network is the generalized version of conventional convolution neural network. This subsection first summarizes the conventional convolution network and then describes the proposed deformable convolutional neural network detailly.
The conventional convolutional neural network is a feedforward neural network which is composed of convolutional layer and pooling layer. The convolutional layer generates convolution features by summing up the convolution kernel weight value of the data of each input position in the convolution kernel. A convolutional layer typically comprises a plurality of convolution kernel, which generates a convolution feature in the output. The pooling layer transforms more data in the neighborhoods into less data based on certain rules, the common pooling methods include mean pooling, max pooling, k-max pooling, etc.
The conventional convolutional neural network only contains the traditional convolution kernel, which calculates weighted sum inside a continuous receptive field. However, in the natural language, the semantic information of a sentence is not always contained in the neighborhood words, and the conventional convolutional neural network does not fit to extract implicit semantic information for phrases in large intervals in natural language processing tasks. There are many phrases whose constituents are separated by other words within the same sentences, such as ''do sb. a favour'', ''have sth. to do with'', ''cannot. . .too. . .'', and ''both. . .and. . .''. Due to the variable padding word in these phrases, these phrases constituents have variable length intervals. The traditional CNN is not suitable for this phenomenon because its consecutive kernels aggregate the whole words. And the dilated CNN is also not suitable for this phenomenon because its dilations of kernels needed to be predefined, but the intervals in these phrases are variable, not fixed.
To this end, it is not always rational to use the conventional convolutional neural network in natural language processing tasks. In order to extract semantic information between words in large interval better, in this paper we generalize the conventional convolution neural network to the deformable convolution network by adding a kernel offset module. The kernel offset module can be trained during the traing process, and allows the deformable convolution to aggregate the information of phrases whose constituents are separated by other words. Furthermore, we stack multiple deformable convolutional neural network layer to capture the multi-scale n-gram features. The short n-gram features can be extracted in lower layers, and the longer n-gram features can be built in higher layer by composing the shorter n-gram features in lower layers.
The convolution models for natural language processing (NLP) tasks usually employ more than one kernels or channels. For simplicity, this paper provides the formulation for the case with one kernel and channel, but it is easy to extend to more complex cases.
In typical convolution, the shape of kernel can be described by the center position p 0 and the sampling locations p i , the relative distances from p 0 . We use C to represent the collection of p i . For instance, when the length of a kernel in conventional convolution is 5,
The outputted feature map is generated by a convolving operation between weight w and input x, which can be formulated as:
And every element in feature map y can be calculated by:
where p 0 is a location in outputted feature map and p i enumerates the points in collection C of sampling locations. Besides the above modules, the deformable convolution uses one additional CNN module to generate an location offset p i for each point p i . Then the offset are added to revise the sampling locations refer to (5) .
Now, sampling locations of kernel are redistributed, and are not in the shape of regular rectangular any longer. Considering that p i is often fractional, value of function x (·) is calculated by linear interpolation:
Here p denotes p 0 + p i + p i , q enumerates the locations in the whole input feature map, and K is the linear interpolation kernel. In linear space, K is computed by:
where max (·) functions as a ''mask'', limiting the dilation of the interpolation area into 1. According to (4), (5) and (6), the deformable convolution can be degraded to the traditional convolution when all items in p i are 0. Figure 2 shows the mechanism of one layer deformable convolution. The dynamic deviations p i at the top are learned from current input sequence or feature map via a plain convolution layer, whose values are added to sampling locations in C. Since they are generated from the previous layer, their values change dynamically according to the current features to fit current transformation patterns.
Overall, as the Figure 2 shows, the deformable convolutional neural network takes the input data x ∈ R L×d and the kernel offset x offset ∈ R L×k to generate the output tensor x out ∈ R L×d , where L, k and d denote the length of the sentence, the kernel size and the channels of input respectively. It firstly generate the kernel offset x offset by a traditional CNN (conv1) of kernel size k, where each row vector x i offset ∈ R k represents the k kernel sampling bins' offset for the i-th convolutional operation. And then resizes the offset to size of Lk × 1, and broadcasts it to size of Lk × d. Further, we gather elements from x by the original index and the broadcasted offset to form a new tensor x new ∈ R Lk×d . Finally, it uses another traditional CNN (conv2) with stride size k to generate the output x out ∈ R L×d . These modules effectively have dynamic and learnable receptive field. Furthermore, with consideration of the current word's combination of other words within same sentence, the current word's offset value should be fixed. So p 0 is set to 0, and this model just need learn k − 1 offset for each word.
Hyperparameters of our deformable convolution network mainly include learn rate, convolution kernel counts and convolution kernel shapes. Learn rate is the update rate of parameters, convolution kernel count is the count of the convolution kernel with same shape, and convolution kernel shape is the shape of the area the convolution kernel covers. In this paper, we use the deformable convolution kernels which cover the word vector with the variable interval. Therefore, convolution kernel shape can be expressed by two hyperparameters: convolution kernel width and convolution kernel offset. The convolution kernel width expresses the count of word vector that the receptive field of convolution kernel covers, and the convolution kernel offset expresses the offset of kernel.
Similar to the traditional convolutional neural network, the explanation of the deformable convolutional layer is given as follows. Here, the deformable convolutional layer with the deformable convolution kernel is able to better summarize the semantic information between variable-length interval words. Thereby it improves the performance of natural language processing tasks. The following cases illustrate the difference between the traditional convolution kernel and the deformable convolution kernel. When the convolution kernel width is 5, the traditional convolution kernel can only summarize semantic information for words with maximum interval 4. In contrast, the deformable convolution kernel with offset and width 5 can summarize semantic information for words within the whole sentence. This shows that with the same convolution kernel width, the deformable convolution kernel behaves better in summarizing semantic information for words with longer interval.
In this subsection, we introduce the mechanism of deformable convolution module, which have learnable shapes to adapt to the changes of features [29] . Conventionally, the shapes of kernels and chunks in convolution and pooling are fixed from the start. But the deformable modules add the learned position deviations into kernels or chunks, making their shapes flexible and adaptable. Position deviations are dynamic. At inference stage, the dynamic deviations are related to current input, whose values are actively learned from current features to capture the current transformation information.
D. MULTI-SCALE DEFORMABLE CNN FOR MODELING SENTENCE
Multiple deformable CNN layers are stacked for extracting multi-scale gram features. For example, given the input x 0 ∈ R L×d and kernel width is 3, the output of first deformable CNN layer is x 1 ∈ R L×d , each column of x 1 represents the 3-gram vector of word i, and each column of x 2 represents represents the 5-gram of word i, and so on. After stacking T layer of deformable CNN, longer n-gram features with the length of (k − 1) * T − 1 for each word are extracted. Figure 3(b) demonstrates the multi-layer architecture of deformable CNN.
Given the multi-scale n-gram features, the attention pooling mechanism is used to obtain the weighted average of each n-gram feature x i l in layer l for word at position i as the input to final layer, which is denoted as:
where L is the sentence length and T is the number of the stacked deformable CNN layer, and each x i l , indexed by i, denotes the d-dimensional features in the i-th position of a text at layer l. The attention weights α i are produced as follows:
After being processed by the above module, the each sentence representation x att = x 1 att , x 2 att , . . . , x L att ∈ R L×d is generated. Then, the max pooling operation is used over the word dimension to get each sentence final vector representation by q = max_pool {x att } ∈ R d .
Finally, as the model framework in figure 1 shows, each training sample's question representation q i with answer candidate representation d i and the bilinear similarity score are concatenated into a new vector, and then the new feature is fed to one fully-connected layer and one softmax layer to train the whole network. In this paper, the answer selection problem is treated as the 2-class classification task.
E. MODELING TRAINING
The model is trained to minimise the cross-entropy cost function:
where a is the output from the softmax layer, q i , d i and y i denote the i-th training sample question, answer candidate and candidate label respectively. θ contains all the parameters optimized by the network, includes the word embeddings matrix W, kernel weights and biases of all the convolutional layers, weights and biases of the hidden and softmax layers. The parameters of the network are optimized with stochastic gradient descent (SGD) using backpropogation algorithm to compute the gradients. To speedup the convergence rate of SGD, various modifications to the update rule have been proposed: Adagrad [30] , Adadelta [31] , etc. Adadelta uses both the error gradient history like Adagrad and the weight update history. It has the advantage of not having to set a learning rate at all.
While neural networks have a large capacity to learn complex decision functions they tend to easily overfit especially on small and medium sized datasets. To mitigate the overfitting issue we augment the cost function with L2-norm regularization terms for the parameters of the network. We also conducted experiment with another popular and effective technique dropout [32] to improve regularization of the neural networks. Dropout prevents feature co-adaptation by setting to zero (dropping out) a portion of hidden units during the forward phase when computing the activations at the softmax output layer. As suggested in [33] dropout acts as an approximate model averaging.
IV. EXPERIMENTS AND EVALUATION
We evaluate our proposed model on one of the most popular datasets for sentence matching task -TREC-QA [18] . After describing the experimental setup, we compare our proposed model against several conventional CNN models with the metrics of MAP and MRR, and report our experiments in subsection IV-F.
A. TREC-QA DATASET
TREC-QA dataset is a benchmark dataset created by [18] based on Text REtrieval Conference (TREC) QA track (8) (9) (10) (11) (12) (13) data. The dataset contains a set of factoid questions, where candidate answers are limited to a single sentence. To enable direct comparison with the previous work, we follow the approach of train/dev/test questions selection from [24] , in which all questions with only positive or negative answers are removed. In total, we have 1162 training questions, 65 development questions and 68 test questions. The maximum number of tokens for questions and answers are set to 11 and 60, respectively. The length of the vocabulary |V | = 55060 and for each question there are 38 candidate answers on average. Table 1 presents some statistics about the dataset, including the number of questions in each set, average length of questions and answers as well as average number of candidate answers in the development and test sets. 
B. BASELINE MODELS
The key competitors of the TREC-QA DATASET are the CNN QA model of [13] , the LSTM QA model of [24] . In addition, due to the long standing nature of this dataset, we also compare our model with these works based on traditional feature engineering approaches: the tree edit models of [17] , and the quasi-synchronous grammar QA model of [18] .
C. IMPLEMENTATION DETAILS AND HYPERPARAMETERS
This section describes the key evaluation protocol and metrics as well as implementation details of our experiments. The models are implemented in Pytorch. We use multiple deformable convolutional neural network layers for TREC-QA dataset, and the number of convolution kernels of each layer is 100.
The model parameters are optimized using Adam [34] optimizer with a learning rate of 0.001. A batch size of 50 are used for the dataset. The parameters are regularized with a per-minibatch L 2 regularization strength of 10 −5 , and a dropout of d = 0.3 is also applied to prevent overfitting. We initialized the word embeddings with 50-dimensional Word2Vec vectors. Embeddings for words which are not contained in the Word2Vec vectors are randomly initialized with each component sampled from the uniform distribution over [−0.25, 0.25]. The word embeddings are fixed during training. Since sequences within a mini-batch have different lengths, we use a mask matrix to indicate the real length of each sequence. We trained all models for a maximum of 25 epochs. We take MAP scores for TREC-QA on the development set at every epoch and save the parameters of the network for the top three models. We report the best test score from the saved models. All experiments were conducted on a Linux machine with Nvidia GTX Ti 1080 GPU (12GB RAM).
D. ADDITIONAL FEATURES
Given that a certain percentage of the words in our word embedding matrix are initialized at random (about 15% for the TRAIN-ALL) and a relatively small number of QA pairs prevents the network to directly learn these random initialized words from the training data, similarity matching performance will be suboptimal between many question-answer pairs. Additionally, even for the words found in the word matrix, as noted in [27] , one of the weaknesses of approaches relying on distributional word vectors is their inability to deal with numbers and proper nouns. This is especially important for factoid question answering, where most of the questions are of type what, when, who that are looking for answers containing numbers or proper nouns. To mitigate the above two issues, we follow the approach in [27] and include additional features establishing relatedness between question-answer pairs. In particular, we compute word overlap measures between each question-answer pair and include it as an additional feature vector in our model. This feature vector contains only four features: word overlap between all words, word overlap between only non-stop words, IDF-weighted word overlap between all words, and IDF-weighted word overlap between only non-stop words. Computing these features is straightforward and does not require additional preprocessing or external resources.
E. EVALUATION METRICS
Similar to evaluation methods used in other related works, our experiment uses two metrics which are commonplace in IR and QA research to evaluate the answer sentence selection. One is MRR (Mean Reciprocal Rank) and the other one is MAP (Mean Average Precision). Our experiment uses trec eval evaluation script supplied by TREC to evaluate experiment results. For all competitor methods, we report the performance results from the original paper. 
where rank(q) is the position of the first correct answer in the candidate list. Recall only measures whether the real item appears in the recommended list, but there is no factor to consider the rank, therefore we need to use other metrics. Mean reciprocal rank (MRR) is the average of reciprocal ranks of the desired items. The reciprocal rank is set to zero if the item is not in the recommended list.
Differently, MAP examines the ranks of all the correct answers. It is computed as the mean over the average precision scores for each query q. We use the official trec_eval scorer script to compute the above metrics. 
F. EXPERIMENT RESULT
Our results on TREC-QA dataset is summarized in Table 2 . Multi-Scale-Deform-1, Multi-Scale-Deform-3 and Multi-Scale-Deform-5 indicate the proposed model with 1, 3 and 5 deformable CNN layers respectively. Firstly, we observe that the performance of the deformable CNN is better than that of the conventional CNN, because Multi-Scale-Deform-1 model used deformable CNN and the rest is keep same with the baseline model [13] . Secondly, the result of model Multi-Scale-Deform-5 is better than the model Multi-Scale-Deform-3. This shows that multi-scale n-gram features extracted by the multi-layer deformable CNN are benefit for modeling sentence.
The results show that both the MRR and MAP benchmark performances of the proposed method based on the MSDCNN are better than those of the previous answer sentence selection methods. The reason for that fact is that the MSDCNN can summarize the semantic information better in large interval words.
G. PARAMETER INFLUENCE
The following experiments show the influence of the width of CNN kernel and the number of deformable convolution layers on performance. Results are shown in Figure 4 . Figure 4 (a) indicates the influence of the width of CNN kernel on performance. The number of the deformable convolutional neural network layers is set to 5, and the kernel width is ranged from 2 to 7. Larger the kernel is, more words the CNN kernel processes on one step, but more the parameters to be trained. But, the MAP and MRR scores decrease when the width of CNN kernel is larger than 5. the reason for this phenomenon maybe that there are too many parameters to be trained and many phrases are short than 6. Overall, the MSDCNN model with 5-width kernel obtains the best performance.
1) EFFECT OF CNN KERNEL WIDTH
2) EFFECT OF MULTI-SCALES Figure 4(b) shows the influence of the number of layers on performance. The kernel width is set to 3, and the number VOLUME 7, 2019 of the deformable convolutional neural network layers is ranged from 1 to 15. The MAP and MRR scores are unstable when the number of layers is smaller than 5, and keep stable mostly when the number of layers is larger than 5. Overall, the MSDCNN model with 5 deformable convolution layers obtains the best performance. This might be due to the fact that the question and answer sentences are rather short and often express two different aspects at most.
V. CONCLUSION
The traditional convolutional neural network is originally used for image processing, it does not fit to extract implicit semantic information for words within large interval in natural language. That is to say, it is unable to capture the variable length n-gram features and non-consecutive n-gram features while those types of phrases exist in natural language text because of the complex semantic composition of the natural language. In this paper, we propose a multiscale deformable convolutional neural network, by introducing deformable convolution kernels in the convolutional layer of CNN. Furthermore, we apply the MSDCNN to the task of answer sentence selection. Experimental results of the proposed MSDCNN method on public data demonstrate the effectiveness of our proposed model in answer selection task.
The limitation of the proposed deformable convolutional neural network will be the slightly slower training stage compared to the traditional convolution network, due to the additional offset module. But the proposed deformable convolution network can capture n-gram semantic feature better than the traditional convolution network. Based on our experiments, there may be two directions that can be further explored in the future. First, based on some new research on the attention mechanism, we will explore a variety of attention pooling methods to aggregate the multi-scale n-gram features to one sentence vector more effectively. Second, we can apply this model to more NLP tasks, such as text matching and machine reading. For example, in text matching task, we can treat one sentence as a question and the other one as a answer, then use the same model to predict the relativity of the two sentences. JIADI ZHANG received the B.E. and M.S. degrees in software engineering from the Beijing Institute of Technology, Beijing, China, in 2017 and 2019, respectively. His research interests include programming language processing and natural language processing. VOLUME 7, 2019 
