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Abstract
In the emerging fifth generation (5G) technology, communication nodes are expected to support
two crucial classes of information traffic, namely, the enhanced mobile broadband (eMBB) traffic with
high data rate requirements, and ultra-reliable low-latency communications (URLLC) traffic with strict
requirements on latency and reliability. The URLLC traffic, which is usually analyzed by a metric called
the age of information (AoI), is assigned the first priority over the resources at a node. Motivated by this,
we consider long-term average throughput maximization problems subject to average AoI and power
constraints in a single user fading channel, when (i) perfect and (ii) no channel state information at
the transmitter (CSIT) is available. We propose simple age-independent stationary randomized policies
(AI-SRP), which allocate powers at the transmitter based only on the channel state and/or distribution
information, without any knowledge of the AoI. We show that the optimal throughputs achieved by
the AI-SRPs for scenarios (i) and (ii) are at least equal to the half of the respective optimal long-term
average throughputs, independent of all the parameters of the problem, and that they are within additive
gaps, expressed in terms of the optimal dual variable corresponding to their average AoI constraints,
from the respective optimal long-term average throughputs.
I. INTRODUCTION
In the Internet of Things (IoT) applications supported by the emerging fifth generation (5G)
technology, multiple information streams may need to be transmitted from a source to a desti-
nation, in which certain information streams may be more critical than others in the sense that
they may require timely delivery with a certain quality requirement [1]–[4]. For instance, real-
time URLLC applications, such as the autonomous driving, remote surgery, augmented reality,
haptic communication and disaster management, require timely information delivery [1]. The
timeliness is measured by the age of information (AoI), the time elapsed since the generation
of the last successful update [3], [4], and the quality of information is quantified by the number
2of bits delivered for an update [5]. In these applications, timely but low-quality updates are not
useful for subsequent actions. Hence, it is sensible to deem an update to be successful only if
the number of bits delivered per update is above a threshold. Once a fraction of the available
resources has been allocated to satisfy the above requirements, expressed in terms of an average
AoI, the remaining resources at a node can be used for transmission of other information streams,
such as eMBB traffic, in a best-effort manner [1]–[3]. Hence, in this work, we aim to maximize
a long-term average throughput subject to a long-term average AoI. The resource constraint we
account for at the node is a long-term average power constraint.
The optimization of AoI and throughputs, independently, over wireless channels has been
widely studied in the recent and past years [6], [7]. However, AoI minimization and throughput
maximization problems subject to throughput and age constraints, respectively, have not been
widely studied. The authors in [8], [9] consider a problem of AoI minimization at an access point
in an uplink wireless communication channel subject to throughput constraints on information
transmitted from source nodes. The authors prove that a simple age-independent stationary
randomized policy (AI-SRP) has at most twice the average AoI of the optimal policy. The
authors in [10] study a multiple access channel with two objectives: minimization of an average
AoI of age-critical primary nodes subject to an aggregate throughput requirement in secondary
nodes and maximization of an aggregate secondary user throughput subject to an average AoI
constraint. Moreover, the authors in [3] consider the problem of minimizing peak AoI subject to
a throughput constraint over a downlink erasure channel. The authors in [11] consider a wireless
network with a base station serving packets from multiple streams to multiple destinations over
a wireless channel. They derive a lower bound on an average AoI using the queuing theoretic
framework. [12] proposes scheduling policies for the transmission of status updates over an
error-prone communication channel to minimize a long-term average AoI under a constraint on
the average number of transmissions at the source. The authors in [13] consider a wireless fading
channel modeled as a two-state Markov chain, where channel alternates between a good and a
bad state with certain transition probabilities, and derive a closed-form expression for an average
AoI.
Unlike in the above works, where communication occurs over simple two-state channels, we
consider a general wireless fading channel with a random channel power gain. Moreover, our goal
is to obtain transmit powers in every slot to optimize the considered problem, unlike in [3], [8]–
[12], where, the only decision to be made is whether to transmit or not in a given slot. To the best
3of our knowledge, the only work that considers a power adaptation to minimize an average AoI is
[14], where transmit power is varied based on the number of negative acknowledgments received
by the transmitter, communicating over a fading channel without CSIT. Unlike in [14], our goal
is to adapt transmit powers based on the channel power gain realization and/or distribution.
The main contributions of the work are as follows.
• We propose AI-SRPs that maximize long-term average throughputs subject to average AoI
and power constraints, based on the knowledge of the current channel state and distribution
information, when perfect CSIT is available, and only the channel distribution information,
when no CSIT is available, in a single-user fading channel.
• For the proposed AI-SRPs, when perfect CSIT is available, we provide a closed-form
expression for the optimal transmit power. When no CSIT is available, we adopt a broadcast
strategy where codewords are designed for each possible channel realizations and super-
imposed before transmissions, and depending on the channel realization, the receiver can
reliably recover a fraction of the codewords.
• We show that the maximum long-term average throughputs achieved in the proposed AI-
SRPs under perfect and no CSIT cases are at least half of the respective optimal long-term
average throughputs, independent of all the parameters of the problems, and that they are
within additive gaps from the respective optimal long-term average throughputs. We express
the additive gaps in terms of the optimal dual variables corresponding to the respective AoI
constraints.
In summary, we find that age-independent policies are near-optimal for maximization of long-
term average throughputs subject to average AoI and power constraints in fading channels.
The remainder of the paper is organized as follows. We present the system model, problem
formulation and an upper-bound to the problem in Section II. We propose AI-SRPs and bound
their performance for the perfect and no CSIT cases in Section III and Section IV, respectively.
We present numerical results in Section V and conclude in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we first describe the channel, rate and AoI models considered in the work.
We then present the long-term average AoI and power constraints followed by the long-term
average throughput maximization problem subject to these constraints. We finally present an
optimization problem whose optimal objective value is an upper-bound to that of the original
4problem, based on a technique proposed in [8]. We will exploit this upper-bound to obtain
bounds on the AI-SRPs that we propose in the subsequent sections.
A. Channel Model
We consider a block-fading channel in which the channel power gain realization remains
constant over a fixed duration of time, referred to as the channel coherence block length,
and changes across blocks independently. Let the random channel power gain in block k be
denoted by H(k). We assume that {H(1), H(2), . . .} is a sequence of independent and identically
distributed (i.i.d.) random variables, distributed as H over alphabets in H, a compact subset of
R
+, where R+ is the set of positive non-zero real numbers. We consider two cases: (i) when
the CSIT is perfectly available and (ii) when no CSIT is available, at the start of a channel
coherence block. For ease of presentation, we consider H to be a continuous random variable
with the probability density function, fh, where
∫
h∈H
fhdh = 1 for (i), and a discrete random
variable with N non-zero discrete realizations such that H = hi with probability pi > 0 for all
i ∈ {1, . . . , N}, where hi’s are ordered such that 0 < h1 < h2 < . . . < hN and Σ
N
i=1pi = 1
for (ii). The results presented in the paper for (i) and (ii) can be easily adapted for discrete and
continuous channel power gain distributions, respectively. Without loss of generality, we assume
that the length of each coherence block is unity.
B. Rate Model
In the emerging latency and age-critical applications, it is important to adopt packets with short
lengths to minimize overheads, such as transmission and processing delays [1], [2]. Motivated
by this, we consider the case when the status update packets (codewords) span a single channel
coherence block. Let P (k) and Rp(k) respectively be the transmit power and transmit rate in
frame k. In this case, depending on the channel realization, only a fraction of the transmitted
bits can be successfully decoded. Let Rs(k) ≤ Rp(k) be the number of bits that are reliably
decoded in frame k, which can be possibly random. Then, the long-term average number of bits
successfully delivered, referred to as the long-term average throughput, is given by
R¯ = lim
K→∞
1
K
K∑
k=1
E[Rs(k)], (1)
where the expectation is with respect to the channel power gain process {H(1), H(2) . . .}.
5C. AoI Model
Let the instantaneous AoI in block k be denoted by a(k). We deem an update to be successful
in frame k if the number of bits reliably decoded in frame k, Rs(k), is strictly greater than R0.
Whenever an update is successful, the age of information (AoI) is reset to 1, otherwise, the AoI
increases by 1. That is, the AoI evolves as follows:
a(k + 1) =


1 Rs(k) > R0,
a(k) + 1 otherwise.
(2)
Without loss of generality, we assume a(0) = 0. Then, the long-term average AoI is given by
a¯ , lim
K→∞
1
K
K∑
k=1
E[a(k)], (3)
where the expectation is with respect to the channel power gain process {H(1), H(2) . . .}.
D. Constraints
As discussed in the introduction, in various emerging applications, the timeliness of informa-
tion, measure by the AoI, is an important requirement. In order to incorporate this, we impose
the following average AoI constraint: a¯ ≤ α. We also impose the following average power
constraint:
lim
K→∞
1
K
K∑
k=1
E[P (k)] ≤ P¯ , (4)
where we recall that P (k) is the transmit power in frame k. The expectation in (4) is with
respect to the channel power gain process {H(1), H(2) . . .}.
E. Average Throughput Maximization
With the above setting, our goal is to maximize the long-term average throughput subject to
the long-term average AoI and long-term average power constraints, which can be accomplished
by solving the following optimization problem:
R∗ = max
P (1),P (2),...
lim
K→∞
1
K
K∑
k=1
E[Rs(k)], (5a)
subject to lim
K→∞
1
K
K∑
k=1
E[a(k)] ≤ α, (5b)
6lim
K→∞
1
K
K∑
k=1
E[P (k)] ≤ P¯ , (5c)
where (5b) and (5c) are the average AoI and power constraints, respectively.
The optimization problem in (5) has the structure of a constrained Markov decision process
[15], [16], with the state space given by the set H ∪ A, where A is the set of all possible
realizations of age, and the action space is given by R+ ∪ {0}. In slot k ∈ {1, 2, . . .}, the
policy P (k) is a mapping (possibly random) from (h(1), a(1), P (1), h(2), a(2), P (2), . . . , h(k−
1), a(k − 1), P (k − 1), h(k), a(k)) to R+ ∪ {0}. Let Π be the space of all such policies. A
stationary policy is of the form π = (φ, φ, . . .), where φ is a mapping (possibly random) from
H∪A to R+ ∪ {0}. In this work, we are interested in an AI-SRP with a bounded performance
gap from the optimal R∗ in (5). An AI-SRP is of the form π′ = (ψ, ψ, . . .), where ψ is a mapping
(possibly random) from H to R+ ∪ {0}.
Before we proceed to obtain AI-SRPs for the perfect and no CSIT cases in the subsequent
sections, in the following, we present an upper-bound to R∗, which we will eventually exploit
to bound the performance of AI-SRPs.
F. An Upper Bound on (5)
Define the following indicator variable:
u(k) ,


1 Rs(k) > R0,
0 otherwise,
(6)
and consider the following optimization problem:
U = max
P (1),P (2),...
lim
K→∞
1
K
K∑
k=1
E[Rs(k)], (7a)
subject to lim
K→∞
1
K
K∑
k=1
E[u(k)] ≥
1
2α− 1
, (7b)
lim
K→∞
1
K
K∑
k=1
E[P (k)] ≤ P¯ . (7c)
We now have the following result.
Proposition 1. The optimal value of (7), U , is an upper-bound to the optimal objective value
of (5).
7Proof. For obtaining the result, we first note the fact that
lim
K→∞
1
K
K∑
k=1
E[a(k)] ≥
1
2
1
limK→∞
1
K
∑K
k=1E [u(k)]
+ 1,
which can be proved along the lines in the proof of Theorem 1 in [8]. Now, applying the
constraint on the long-term average AoI in (5b), and re-arranging the terms, we get (7b). By
doing so, since we are constraining a lower bound on the long-term average AoI, the optimal
solution with (7b) is an upper-bound to that of (5). See Appendix A for details.
From the definition of u(k) in (6), the left-hand side of (7b) physically signifies the long-term
average number of successful updates.
III. PERFECT CSIT CASE
Since perfect CSIT is available, we can always transmit at the maximum rate of reliable
communication, i.e., we can transmit with rate Rp(k) = Rs(k). When the channel realization in
frame k is h(k) and transmit power is P (k), we assume Rs(k) = r(h(k)P (k)), where r(x) is
the maximum rate of reliable communication when the received signal-to-noise ratio is x, and
r(·) is an invertible, concave, strictly increasing function defined over [0,∞) such that r(0) = 0.
Hence, when perfect CSIT is available, (5) can be re-written as
R∗CSIT = max
P (1),P (2),...
lim
K→∞
1
K
K∑
k=1
E[r(h(k)P (k))], (8a)
subject to (5b), (5c), (8b)
and the upper-bound problem in (7) can be re-written as
UCSIT = max
P (1),P (2),...
lim
K→∞
1
K
K∑
k=1
E[r(h(k)P (k))], (9a)
subject to (7b), (7c). (9b)
In the remaining part of the section, we first propose an AI-SRP. We then transform the upper-
bound problem in (9) to an equivalent problem, which is identical to the proposed AI-SRP with
the average AoI constraint of α relaxed to 2α − 1. We finally note that the optimal throughput
of the proposed AI-SRP is concave in α and use this fact to obtain additive and multiplicative
bounds on its performance.
8A. AI-SRP
In this policy, when the channel power gain is h, we transmit with power
Ph =


P 1h with probability µh,
P 2h otherwise,
(10)
where P 1h > r
−1(R0)/h and P
2
h ≤ r
−1(R0)/h. Clearly, when Ph = P
1
h , the update will be
successful always, as Rs > R0 and the AoI will be reset to 1. Hence, the probability of success,
P(Rs > R0) = E[µh]. Since the channel power gains are i.i.d. across slots, the inter-success
interval, the number of blocks between two consecutive successful updates, is geometrically
distributed random variables with mean 1/E[µh] and we can evaluate the long-term average AoI
in (3) to be 1/E[µh] [8]. Now, the average AoI constraint in (5b) can be rewritten as E[µh] ≥ 1/α.
Further, the long-term average throughput in (8a) and the average power constraint in (5c) can be
re-written as
∫
h∈H
(µhr(hP
1
h ) + (1− µh)r(hP
2
h )) fhdh and
∫
h∈H
(µhP
1
h + (1− µh)P
2
h ) fhdh ≤
P¯ , respectively. We can now rewrite (8) as follows:
max
P 1
h
,P 2
h
,µh
∫
h∈H
(
µhr(hP
1
h ) + (1− µh)r(hP
2
h)
)
fhdh, (11a)
subject to
∫
h∈H
µhfhdh ≥
1
α
, 0 ≤ µh ≤ 1, (11b)∫
h∈H
(
µhP
1
h + (1− µh)P
2
h
)
fhdh ≤ P¯ , (11c)
P h1 ≥
r−1(R0 + ǫ)
h
, 0 ≤ P h2 ≤
r−1(R0)
h
, (11d)
for an arbitrarily small ǫ > 0. The above problem is non-convex, i.e., it is not jointly convex
in P 1h , P
2
h and µh. To transform it into a jointly convex problem, define v
1
h , µhP
1
h and v
2
h ,
(1− µh)P
2
h . We can now re-write (11) as the following jointly convex optimization problem:
RAI SRPCSIT (α) = max
µh,v
1
h
,v2
h
≥0
∫
h∈H
(
µhr
(
hv1h
µh
)
+ (1− µh)r
(
hv2h
1− µh
))
fhdh, (12a)
subject to
∫
h∈H
µhfhdh ≥
1
α
, 0 ≤ µh ≤ 1, (12b)∫
h∈H
(
v1h + v
2
h
)
fhdh ≤ P¯ , (12c)
vh1 ≥ µh
r−1(R0 + ǫ)
h
, (12d)
vh2 ≤ (1− µh)
r−1(R0 + ǫ)
h
, v2h ≥ 0, (12e)
for an arbitrarily small ǫ > 0.
9B. An Analytical Optimal Solution for the AI-SRP
Let µ∗h, v
1∗
h , v
2∗
h respectively be the optimal µh, v
1
h, v
2
h that solve (12). Then the optimal solution
to (11) is given by P 1∗h = v
1∗
h /µ
∗
h and P
2∗
h = v
2∗
h /µ
∗
h. In the following theorem, we now present
the optimal u∗h, P
1∗
h and P
2∗
h .
Theorem 2. For some λ ≥ 0, let
Pλ,h , min{P : hr
′(hP ) = λ, P ≥ 0}, ∀h ∈ H,
hα , max
{
h :
∫ ∞
h
fhdh =
1
α
}
,
hλ , min
{
h : h =
r−1(R0 + ǫ)
Pλ,h
}
,
where r′(x) is the first derivative of r(x) with respect to x. Then, we have
µ∗h =


1, ∀h ≥ hα,
0, otherwise,
,
P 1
∗
h =


r−1(R0+ǫ)
h
, ∀hα ≤ h < hλ,
Pλ,h, ∀h ≥ hλ,
, P 2
∗
h = Pλ,h, ∀h ≤ hα, (13)
for an arbitrarily small ǫ > 0, where λ is chosen to satisfy the average power constraint in
(11c), or equivalently, (12c).
Proof. The result can be obtained by first finding µ∗h, v
1∗
h , v
2∗
h of (12) and then assigning P
1∗
h =
v1∗h /µ
∗
h and P
2∗
h = v
2∗
h /µ
∗
h. The average AoI constraint in (12b) can be treated as an outage
probability constraint, when an outage event is said to occur if Rs(k) ≤ R0. With this observation,
if we let r(x) = log(1 + x), the optimization in (12) is in fact the throughput maximization
problem subject to an outage probability and average power constraints studied in [17], whose
optimal solution is given in Theorem 1 of [17] using the Karush-Kuhn-Tucker (KKT) conditions.
In other words, Theorem 1 of [17] provides the optimal solution to (12) when r(x) = log(1+x).
Following the proof of Theorem 1 of [17], we can obtain the solution of (12) for any invertible
concave increasing function r(x) with r(0) = 0, as stated in (13).
We now make the following comments on the above result. Note that the proposed AI-SRP
in (13) is achievable as it satisfies both the average power and AoI constraints, by design.
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Further, when r(x) = log(1 + x), as mentioned in the proof of Theorem 2, (13) specializes to
the following power allocation policy obtained in Theorem 1 of [17]:
P ∗h =


exp(R0+ǫ)−1
h
, ∀ hα ≤ h < λ exp(R0 + ǫ),(
1
λ
− 1
h
)+
, otherwise.
(14)
The optimal power allocation given in (14) can be interpreted as a combination of the well-
known channel inversion and water-filling algorithms [7], [17]. To see this, note that, for h ∈
[hα, λ exp(R0 + ǫ)), the optimal transmit power is inversely proportional to the channel power
gain, similar to the channel inversion algorithm. Otherwise, the optimal transmit power is
identical to the water-filling algorithm with water level 1/λ.
C. Multiplicative and Additive Bounds on the Performance of AI-SRP
In this subsection, we obtain additive and multiplicative bounds on the AI-SRP proposed in
(13). We begin by expressing the optimal objective value of the upper-bound problem, UCSIT in
(9) in terms of RAI SRPCSIT (·) in (12).
Theorem 3. The optimal objective value of the upper-bound problem in (9),
UCSIT = R
AI SRP
CSIT (2α− 1),
where RAI SRPCSIT (·) is given by (12).
Proof. To prove the above theorem, we first note that (9) has the form of a constrained Markov
decision process (MDP). We then transform it to an unconstrained MDP using the Lagrangian
method and note that it will have a stationary randomized policy (SRP) as the optimal policy.
We then show that the most general SRP one can employ in this case is similar to the AI-SRP
proposed in the previous subsection. See Appendix B for the details.
We now have the following main result of this section, where we obtain multiplicative and
additive bounds on the performance of the AI-SRP in (13).
Theorem 4. The following bounds hold true for the long-term average throughput achieved by
the AI-SRP in (13), obtained as the optimal solution to (12).
• For any (R0, H, α, P¯ ), we have, R
∗
CSIT ≤ 2R
AI SRP
CSIT .
• R∗CSIT −R
AI SRP
CSIT ≤ να(α− 1), where να is the optimal dual variable corresponding to the
AoI constraint in (12b).
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Proof. Consider (12) with α being replaced by x. Hence, when x = α and x = 2α−1, we obtain
RAI SRPCSIT and UCSIT (follows from Theorem 3), respectively. From Exercise 5.32 in [18], since (12)
is an concave maximization problem, the optimal value function, RAI SRPCSIT (·) is a concave non-
increasing function of 1/x. Moreover, since 1/x is convex in [1,∞) and because the composition
of a convex function and a concave non-increasing function is a concave function (see Section
3.2 in [18]), we conclude that RAI SRPCSIT (x) is concave in x. Since, increasing the x is relaxing the
average AoI constraint, RAI SRPCSIT (x) must be non-decreasing. Now, noting that for any concave
function, g(x), x ∈ R, the inequality, g(y + δ) − g(y) ≤ g(x + δ) − g(x) holds, for all y ≥ x
and δ ≥ 0, and letting, y = α, x = 1 and δ = α− 1, we have, RAI SRPCSIT (2α− 1)−R
AI SRP
CSIT (α) ≤
RAI SRPCSIT (α)−R
AI SRP
CSIT (1). Since, R
AI SRP
CSIT (1) ≥ 0, we have
RAI SRPCSIT (2α− 1) ≤ 2R
AI SRP
CSIT (α). (15)
Hence, we have
R∗CSIT
RAI SRPCSIT
≤
UCSIT
RAI SRPCSIT (α)
=
RAI SRPCSIT (2α− 1)
RAI SRPCSIT (α)
≤ 2,
where the last inequality follows from (15).
We now make the following comments on the above theorem. For any parameter tuple of the
problem, (R0, H, α, P¯ ), the first bound says that the maximum long-term average throughput of
AI-SRP is at least half of the optimal long-term average throughput. Moreover, for a specific
parameter tuple, (R0, H, α, P¯ ), we can obtain a potentially better bound from the second result.
For this, we need to find the optimal dual variables, να, corresponding to the average AoI
constraint.
IV. NO CSIT CASE
We now consider the case when the realization of the channel power gain, h(k) is not available
at the start of slot k. In this case, since we do not have knowledge of the instantaneous channel
state information, we allocate the transmit powers based only on the knowledge of the distribution
of channel power gain, H , by adopting the following broadcast strategy.
1) Broadcast Strategy: As pointed out in the system model section, in this case, we assume
H to be a discrete random variable, which can take N non-zero discrete values, such that
H = hi with probability pi > 0 for all i ∈ {1, . . . , N}, where hi’s are ordered such that
0 < h1 < h2 < . . . < hN , and Σ
N
i=1pi = 1.
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In the broadcast strategy, in a fading block, we first design N codebooks with rates,
Ri = r
(
hiPi
1 + hi
∑N
j=i+1 Pj
)
, ∀ i = 1, . . . , N, (16)
where Pi is the constant transmit power of codewords in the i
th codebook, r(x) is the maximum
rate of reliable communication when the received signal-to-noise ratio is x, and r(·) is an
invertible, concave, strictly increasing function defined over [0,∞) such that r(0) = 0. We
then superimpose and transmit N codewords, one from each of the above codebooks. We refer
to the transmitted codeword with rate Ri (from the i
th codebook), corresponding to the channel
power gain of hi, as the i
th layer. At the receiver, we adopt the following successive interference
cancellation (SIC) decoding: We first decode the 1st layer, treating the symbols from the other
higher layers as noise. Then, the decoded symbols from the 1st layer are subtracted from the
corresponding symbols of the received codeword, following which the layer 2 is decoded treating
the higher layers as noise. This process is continued until the last layer has been decoded.
We now obtain the average achievable rate of the above broadcast strategy. When the channel
power gain, H = hj , the received signal power corresponding to the i
th codeword is hjPi
for i, j = 1, . . . , N . In this case, in layer i, the maximum rate of reliable communication is
Cji , r(1 + hjPi/(1 + hj
∑N
k=i+1 Pk)) for i, j = 1, . . . , N . This implies that when H = hj ,
we can reliably decode only the layers 1, . . . , j, as Ri ≤ C
j
i for i = 1, . . . , j. For layers
i = j + 1, . . . , N , we have, Ri > C
j
i and hence we cannot reliably decode them. Hence,
the number of bits that can be reliably decoded when H = hj is
∑j
i=1Ri bits. Note that in the
above broadcast technique, the higher the channel power gain, the higher is the average rate,
and this shows that the broadcast strategy facilitates adaptation of communication rates to the
realized channel state, without requiring the CSIT.
Since prob[H = hj ] = pj , the number of bits reliably decoded, Rs, is a random variable with
the following distribution: Rs =
∑j
i=1Ri with probability pj . Hence, the average achievable rate
is E[Rs] =
∑N
i=1 qiRi, where qi ,
∑N
j=i pj . From (16), we note that the total transmit power,∑N
i=1 Pi, and the rates, R1, . . . , RN , are related as follows:
N∑
i=1
Pi =
N∑
i=1
h−1i r
−1(Ri)Π
i−1
l=1
(
r−1(Rl) + 1
)
. (17)
Hence, given the total transmit power, P , in order to maximize the average rate, E[Rs], we need
13
to solve the following optimization problem:
max
R1,...,RN≥0
N∑
i=1
qiRi, (18a)
subject to
N∑
i=1
h−1i r
−1(Ri)Π
i−1
l=1
(
r−1(Rl) + 1
)
≤ P. (18b)
We now comment on the convexity of (18). Clearly, the objective function is convex. In (18b),
we encounter products of the form r−1(R1)r
−1(R2) . . . r
−1(Ri) for i = 1, . . . , N . Since r(·)
is invertible, strictly increasing and concave, its inverse, r−1(·), is convex and non-decreasing.
Moreover, r−1(·) is positive. Now, since the product of convex, non-decreasing positive functions
is convex, r−1(R1)r
−1(R2) . . . r
−1(Ri) is convex [18], and hence (18b) is convex. This implies
that (18) is convex and it can be solved using standard numerical techniques. However, when
r(x) = log(1 + x), based on the KKT conditions, a simple analytical solution to (18) has been
obtained in [19], which we present in Appendix C. We will use this solution to propose an
iterative algorithm for the AI-SRP presented later in the section, when r(x) = log(1 + x).
2) Reformulation of (5) and (7) Under the Broadcast Strategy: When no CSIT is available,
we apply the broadcast strategy in (16) in every block for transmission. Let Ri(k) and Pi(k),
respectively, be the transmit rate and power for layer i in block k. Then the expected throughput
in block k with the broadcast strategy is given by E[Rs(k)] =
∑N
i=1 qiRi(k). Now, under the
broadcast strategy, (5) can be re-written as
R∗NoCSIT = max
Pi(1),Pi(2),...
lim
K→∞
1
K
K∑
k=1
qiE[Ri(k)], (19a)
subject to (5b), lim
K→∞
1
K
K∑
k=1
E
[
N∑
i=1
Pi(k)
]
≤ P¯ , (19b)
and the upper-bound problem in (7) can be re-written as
UNoCSIT = max
P (1),P (2),...
lim
K→∞
1
K
K∑
k=1
qiE[Ri(k)], (20a)
subject to (7b), lim
K→∞
1
K
K∑
k=1
E
[
N∑
i=1
Pi(k)
]
≤ P¯ . (20b)
In the remaining part of the section, we will first propose a simple AI-SRP under the broadcast
strategy. We then present an equivalent problem to (20) to obtain an upper-bound to (19) under
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the broadcast strategy. We finally present multiplicative and additive bounds on the maximum
achievable throughput of the proposed AI-SRP. We also obtain a simple iterative solution to
AI-SRP when r(x) = log(1 + x) in Appendix D, based on the discussion in Appendix C.
A. AI-SRP Under the Broadcast Strategy
In this policy, we design N rate tuples, each with N elements, represented by (Rj1, . . . , R
j
N),
such that
Rji = r
(
hiP
j
i
1 + hi
∑N
k=i+1 P
j
k
)
, ∀ i = 1, . . . , N,
where
∑j
i=1R
j
i > R0,
∑j−1
i=1 R
j
i ≤ R0, for all j = 1, . . . , N and P
j
i is the transmit power
corresponding to the ith entry in the jth rate tuple. In any given fading block, we choose the j th
rate tuple, (Rj1, . . . , R
j
N ), with probability µj . We then design N codebooks in which the rate
of the ith codebook is Rji and select N codewords (layers), one from each of the codebooks,
superimpose and transmit them. At the receiver, the SIC decoding is adopted.
We now specialize (19) for the above AI-SRP. Conditioned on the event that codewords
generated from the j th rate-tuple have been transmitted, the average achievable throughput is
equal to
∑N
i=1 qiR
j
i . Hence, the overall average throughput, averaged over all the possible rate-
tuples, is given by
∑N
j=1 µj
∑N
i=1 qiR
j
i =
∑N
j=1
∑N
i=1 µjqiR
j
i . Recall that an update is deemed
to be successful if the number of bits delivered in the update is greater than R0. In the above
broadcast strategy, when the j th rate-tuple is transmitted and when the channel power gain is
H = hk, the maximum achievable throughput is equal to
∑k
i=1R
j
i and, by design, we have,∑l
i=1R
j
i > R0 for all l ≥ j. Hence, conditioned on the event that j
th rate-tuple is transmitted,
the probability of success, P(success|j th rate-tuple is transmitted) = qj , as P(H ≥ hj) = qj .
Hence, the probability of success is given by
∑N
j=1 qjµj and, along the lines in the perfect
CSIT case in the previous section, the average AoI constraint in (5b) can be re-written as∑N
j=1 qjµj ≥ 1/α. Finally, recalling that the transmit power for layer i, corresponding to the
j th rate-tuple is P ji , the long-term average power is given by
∑N
j=1 µj
∑N
i=1 P
j
i . From (17), it
follows that
∑N
i=1 P
j
i =
∑N
i=1 h
−1
i r
−1(Rji )Π
i−1
l=1
(
r−1(Rjl ) + 1
)
. Now, under the above AI-SRP,
(19) can be specialized to the following optimization problem:
max
Rj
1
,...,Rj
N
,µj
N∑
j=1
N∑
i=1
µjqiR
j
i , (21a)
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subject to
N∑
j=1
µj
(
N∑
i=1
h−1i r
−1(Rji )Π
i−1
l=1
(
r−1(Rjl ) + 1
))
≤ P¯ , (21b)
N∑
j=1
qjµj ≥
1
α
,
N∑
j=1
µj = 1, (21c)
Rji , µj ≥ 0,
j∑
i=1
Rji ≥ R0 + ǫ, (21d)
for all j, i = 1, . . . , N , for an arbitrarily small ǫ > 0. The inequalities in (21b) and (21c) are
the average power and AoI constraints, respectively. The above problem is non-convex due to
coupling between the variables. Defining vji , µjR
j
i , the above problem can be transformed to
the following jointly convex problem:
RAI SRPNoCSIT(α) = max
vj1,...,v
j
N
,µj
N∑
j=1
N∑
i=1
qiv
j
i , (22a)
subject to
N∑
j=1
µj
(
N∑
i=1
h−1i r
−1
(
vji
µj
)
Πi−1l=1
(
r−1
(
vjl
µj
)
+ 1
))
≤ P¯ , (22b)
N∑
j=1
qjµj ≥
1
α
,
N∑
j=1
µj ≤ 1, (22c)
vji , µj ≥ 0, ∀j, i = 1, . . . , N, (22d)
j∑
i=1
vji ≥ µj(R0 + ǫ), ∀j = 1, . . . , N. (22e)
Since the optimization problem (22) is jointly convex, it can be solved using standard numerical
techniques for any invertible concave increasing r(·), defined over [0,∞), such that r(0) = 0.
However, when r(x) = log(1 + x), in Appendix D, we obtain a simple iterative algorithm for
solving (22).
B. Upper Bound
In the following theorem, we express the optimal objective value of the upper-bound problem
in (20) in terms of the optimal objective value, RAI SRPNoCSIT(·) of the AI-SRP policy in (22).
Theorem 5. In the no CSIT case, when the broadcast strategy is adopted, the optimal objective
value of the upper-bound problem in (20),
UNoCSIT = R
AI SRP
NoCSIT(2α− 1),
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where RAI SRPNoCSIT(·) is given by (22).
Proof. To prove the above theorem, we first argue that (20) must have a stationary randomized
policy (SRP) as the optimal policy. We then show that the most general SRP one can employ
in this case is similar to the AI-SRP proposed in the previous subsection. See Appendix E for
the details.
C. Multiplicative and Additive Bounds on AI-SRP
In the following theorem, we present multiplicative and additive bounds on the AI-SRP.
Theorem 6. Under the broadcast strategy, the following bounds hold true:
• For any (R0, H, α, P¯ ), we have, R
∗
NoCSIT ≤ 2R
AI SRP
NoCSIT.
• R∗NoCSIT − R
AI SRP
NoCSIT ≤ να(α − 1), where να is the optimal dual variable corresponding to
the average AoI constraint in (22c).
Proof. The above results follow from the concavity of the optimal long-term average throughput
in α and they can be proved along the lines in the proof of Theorem 4.
V. NUMERICAL RESULTS
In this section, we obtain simulation results, for which we consider an exponentially distributed
channel power gain H with unit mean with the PDF, fh = e
−h. We truncate fh at h = hmax
and quantize h to N evenly spaced levels in [0, hmax], obtaining hi = ihmax/N with probability
pi =
∫ ihmax/N
h=(i−1)hmax/N
fhdh for i = 1, . . . , N − 1, hN = hmax and pN =
∫∞
h=(N−1)hmax/N
fhdh. We
let hmax = 5 for all the plots.
In Fig. 1 and Fig. 2, we plot the variation of the multiplicative and additive bounds on the
performance gaps of the proposed AI-SRPs from the optimal performance under the perfect and
no CSIT cases with α and R0, respectively. From Theorem 4, recall that R
AI SRP
x ≥ R
∗
x/2 and
RAI SRPx ≥ R
∗
x − να(α − 1) for x ∈ {CSIT,NoCSIT}. However, from Fig. 1a and Fig. 2a we
note that, for the selected parameters, the multiplicative bound is much smaller than 2 both in
the perfect and no CSIT cases. Further, from Fig. 1b and Fig. 2b, it can be seen that R∗x is only
a fraction of bits away from the corresponding optimal performance for x ∈ {CSIT,NoCSIT}.
From the figures, it is also interesting to note that as α increases (R0 decreases), the gap between
performance of the proposed and the optimal policy decreases, and for a sufficiently large α
(small R0), the gap becomes zero.
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Fig. 1: The variation of multiplicative and additive bounds on the optimal objective values, RAI SRP
CSIT
and RAI SRP
NoCSIT
, of the proposed AI-SRPs
under the perfect and no CSIT cases, respectively, with the average AoI, α.
In Fig. 3a and Fig. 3b, we plot the variation of the long-term average throughput with average
power, P¯ in the proposed AI-SRPs under the perfect and no CSIT cases, respectively. The long-
term average throughput is a concave function of P¯ . This is because, the AI-SRPs proposed in
(12) and (22) for the CSIT and no CSIT cases, respectively, are convex optimization problems
and hence, they are concave functions of P¯ (see Exercise 5.32 in [18]). Further, as expected, the
long-term average throughput is non-increasing with the decreasing α and increasing R0. This is
because, for a smaller α and larger R0, more power needs to be allocated to lower channel power
gain realizations, to satisfy the average AoI constraint, and this results in a lower throughput,
due to the concavity of the rate function, r(·).
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Fig. 2: The variation of multiplicative and additive bounds on the optimal objective values, RAI SRP
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, of the proposed AI-SRPs
under the perfect and no CSIT cases, respectively, with R0.
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Fig. 3: The variation of the long-term average throughput of the proposed AI-SRP in the perfect and no CSIT cases with the maximum average
power, P¯ .
VI. CONCLUSIONS
We considered long-term average throughput maximization problems subject to average AoI
and power constraints in a single user fading channel, when perfect and no CSIT is available.
We proposed simple age-independent stationary randomized policies (AI-SRP), whose optimal
throughputs are at least equal to the half of the respective optimal long-term average throughputs,
independent of all parameters of the problem. Moreover, the optimal throughputs are within
additive gaps from the respective optimal long-term average throughputs, where we express the
additive gaps in terms of the optimal dual variable corresponding to their average AoI constraints.
We also obtain efficient algorithms to solve the proposed AI-SRPs. In summary, we found that
age-independent policies are near-optimal in maximizing long-term average throughputs subject
to average AoI and power constraints in fading channels.
APPENDIX
A. Proof of Proposition 1
Consider a feasible policy, π = (P (1), P (2), . . . , P (K)), over a finite horizon of K slots.
Now, for a given sample path of the channel gain process, (h(1), . . . , h(K)), the total number
of updates is equal to M(k) ,
∑K
k=1 u(k). For all l ∈ {1, . . . ,M(k)}, let the number of slots
between (l− 1)th and lth updates be denoted by I[l]. Let S be the number of slots since the last
update in K slots. Then, we have,
K =
M(k)∑
l=1
I[l] + S. (23)
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In the slot following the (l − 1)th update, the AoI is reset to 1. Then, the AoI increases as
{1, 2, . . . , I[l]} until the lth update. Hence, the total AoI from the (l − 1)th update to the lth
update is I(l)(I(l) + 1)/2. Hence, the time average of AoI over K slots can be expressed as
1
K
K∑
k=1
a(k) =
1
K

M(k)∑
l=1
I(l)(I(l) + 1)
2
+
S(S + 1)
2

 ,
(a)
=
1
2

M(k)
K
1
M(k)
M(k)∑
l=1
I2[l] +
S2
K
+ 1

 ,
(b)
≥
1
2

M(k)
K

 1
M(k)
M(k)∑
l=1
I[l]


2
+
S2
K
+ 1

 ,
(c)
=
1
2
(
1
K
(K − S)2
M(k)
+
S2
K
+ 1
)
, (24)
(d)
≥
1
2
(
K
M(k) + 1
+ 1
)
, (25)
where we substitute the linear terms in the above equation by (23) for (a), (b) is because of
the CauchySchwartz inequality,
(
1
n
∑n
i=1 a
)2
≤ 1
n
∑n
i=1 a
2 for a1, . . . , an ≥ 0, (c) is obtained by
replacing
∑M(k)
l=1 I[l] by K − S from (23), and (d) is obtained by analytically minimizing (24)
with respect to S.
Taking expectation of (25), we have,
1
K
EH1,...,HK
[
K∑
k=1
a(k)
]
,
≥
1
2
EH1,...,HK
[
K
M(k) + 1
+ 1
]
,
(a)
≥
1
2
K
EH1,...,HK [M(k)] + 1
+ 1,
=
1
2
1
1
K
EH1,...,HK [M(k)] +
1
K
+ 1,
(b)
=
1
2
1
1
K
∑K
k=1 EH [u(k)] +
1
K
+ 1, (26)
where (a) is due to Jensen’s inequality and (b) is obtained by using the definition of M(k).
Now, applying the limit K →∞ to (26), we have,
lim
K→∞
1
K
EH1,...,HK
[
K∑
k=1
a(k)
]
,
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≥ lim
K→∞
1
2
1
1
K
∑K
k=1 EH [u(k)] +
1
K
+ 1
=
1
2
1
limK→∞
1
K
∑K
k=1 EH [u(k)]
+ 1. (27)
Now, applying the constraint on the long-term average age, and re-arranging the terms, we get
the constraint, (7b). Since we are constraining a lower bound on the long-term average age, the
optimal solution with (7b) is an upper-bound to the original problem in (5).
B. Proof of Theorem 3
The upper-bound problem in (7) has the structure of a constrained MDP [15], [16], with state
space H and action space R+ ∪ {0}. Since the channel power gains are i.i.d. across frames, we
have, fh(h
′′|h′, P ) = fh(h
′′) for h′′, h′ ∈ H, i.e., the next state does not depend on the current
action or the state. When action P (k) is taken, we define two instantaneous rewards, namely
Rs(k) and u(k), and an instantaneous cost, P (k). Now, the optimization problem in (7) can be
transformed into the following unconstrained problem by the Lagrangian method:
min
P (1),P (2),...
lim
K→∞
−
1
K
K∑
k=1
E[Rs(k)]− ν lim
K→∞
1
K
K∑
k=1
E[u(k)] + λ lim
K→∞
1
K
K∑
k=1
E[P (k)],
(28a)
subject to P (k) ≥ 0, ∀k ∈ {1, 2, . . .}, (28b)
where λ, ν ≥ 0 are Lagrange multipliers. We now have the below result on the structure of the
optimal solution to (28).
Lemma 7. An SRP is optimal for solving (28).
Proof. For any given λ and ν, (28) is an infinite horizon expected average reward MDP. In this
case, it will have an SRP as the optimal policy, if the conditions W1-W3 in [20] hold for this
problem. We now present W1-W3 (in italics) and argue that (28) satisfies these conditions in
the following.
W1. H is a locally compact space with a countable base.
This condition holds because H is a subset of R, which is locally compact with a countable
base.
W2. The one-step cost function, −Rs(k) − νu(k) + λP (k) must be inf-compact, i.e., for all
β ∈ R, the set D(β) = {(h(k), P (k)) | −Rs(k)− νu(k) + λP (k) ≤ β} must be compact.
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This condition holds because, for any β ∈ R, ν, λ ≥ 0, R0 ≥ 0 and h(k) ∈ H, we can
find P0 < ∞ such that −Rs(k) − νu(k) + λP (k) ≤ β for all P (k) ∈ [0, P0], which is a
compact set. Note that for some negative values of β and ν, λ ≥ 0, R0 ≥ 0 and h(k) ∈ H,
there may not exist a P (k) ≥ 0 such that −Rs(k)− νu(k) + λP (k) ≤ β. In this case, the
set D(β) will be the null set, which is compact.
W3. Let r(h′|h, P ) denote the probability density of a transition from a state h to the state
h′. Then, r(h′|h, P ) must be weakly continuous. That is, for any bounded and continuous
function, l : H → R, ∫
H
l(h′)r(h′|h, P )dh′, (29)
must be continuous in (h, P ).
This condition holds because of the following. Since fh(h
′|h, P ) = fh(h
′), (29) evaluates to
a constant value irrespective of the value of h and P and a constant function is continuous.
Since the conditions W1-W3 hold for (28), it must have an SRP as the optimal policy [20].
Now, for a given λ, ν ≥ 0, the following is the most general randomized power policy one
can adopt: When the channel realization is h, transmit with random power P randh ≥ 0 with PDF,
g(P randh ) ≥ 0, where
∫∞
0
g(P randh )dP
rand
h = 1. The above policy is the most general SRP in the
sense that any SRP is a special case of the above policy, as the PDF, g(P randh ), is arbitrary. We
now have the following important lemma.
Lemma 8. For a given λ, ν ≥ 0, when the channel power gain is h, for the most general random
power policy, P randh , there exists a power policy of cardinality two with the following structure:
Transmit with power
Ph =


P 1h with probability µh,
P 2h otherwise,
(30)
where, µh , P
(
P randh >
r−1(R0)
h
)
, P 1h >
r−1(R0)
h
and P 2h ≤
r−1(R0)
h
, such that
Efh
[
Eg[P
rand
h ]
]
= Efh
[
µhP
1
h + (1− µh)P
2
h
]
, (31)
Efh
[
Eg
[
r(hP randh )
]]
≤ Efh
[
µhr
(
hP 1h
)
+ (1− µh)r
(
hP 2h
)]
. (32)
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Proof. The result can be proved along the lines in the proof of Proposition 3.1 in [21]. Essentially,
the result follows because of the concavity of r(·). Consider the fully randomized policy, P randh
and define the following deterministic quantities for a given h ∈ H:
P˜ 1h , Eg
[
P randh | P
rand
h >
r−1(R0)
h
]
,
P˜ 2h , Eg
[
P randh | P
rand
h ≤
r−1(R0)
h
]
.
Now, we note the following:
Eg[P
rand
h ] =Eg
[
P randh | P
rand
h >
r−1(R0)
h
]
× P
(
P randh >
r−1(R0)
h
)
+
Eg
[
P randh | P
rand
h ≤
r−1(R0)
h
]
× P
(
P randh ≤
r−1(R0)
h
)
,
=P˜ 1hµh + P˜
2
h (1− µh),
=⇒ Efh
[
Eg[P
rand
h ]
]
= Efh
[
P˜ 1hµh
]
+ Efh
[
P˜ 2h (1− µh)
]
.
This proves (31). To prove (32), note that
Eg
[
log(1 + hP randh ) | P
rand
h >
r−1(R0)
h
]
(a)
≤ r
(
hEg
[
P randh | P
rand
h >
r−1(R0)
h
])
(b)
= r
(
hP˜ 1h
)
, (33)
where (a) is due to the Jensen’s inequality and (b) follows from the definition of P˜ 1h . Similarly,
we have
Eg
[
log(1 + hP randh ) | P
rand
h ≤
r−1(R0)
h
]
≤ r
(
hP˜ 2h
)
. (34)
From (33) and (34), we get (32).
The above lemma says that in each fading state, for every fully general SRP, P randh with
some average power consumption, there exists another policy having the structure in (30) that
achieves the same or a higher throughput, with the same average power consumption as the fully
general policy. This implies that the optimal SRP that solves (28) has the structure of (30). In
the following, we apply (30) and re-write (28).
With (30), E[Rs(k)], E[u(k)] and E[P (k)] are given by (11a), and left-hand-sides of (11b)
and (11c), respectively. Defining v1h , µhP
1
h and v
2
h , (1− µh)P
2
h , (28) can be re-written as
max
µh,v
1
h
,v2
h
≥0
∫
h∈H
(
µhr
(
hv1h
µh
)
+ (1− µh)r
(
hv2h
1− µh
))
fhdh+ ν
∫
h∈H
µhfhdh
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− λ
∫
h∈H
(
v1h + v
2
h
)
fhdh, (35a)
subject to vh1 ≥ µh
(
r−1(R0 + ǫ)
h
)
, µh ≤ 1, v
h
2 ≤ (1− µh)
(
r−1(R0)
h
)
. (35b)
The above optimization problem is jointly convex and we can optimally solve it for various
values of λ, ν ≥ 0. Now, solving (35) for a choice of (λ, ν) pair gives the optimal solution to
the original constrained optimization problem, if it results in
∫
h∈H
µhfhdh ≥ 1/(2α − 1) and∫
h∈H
(v1h + v
2
h) fhdh ≤ P¯ , and the optimal objective function does not attain a higher value
for any other choice of (λ, ν). In order to obtain the optimal (λ, ν), consider the following
optimization problem.
max
µh,v
1
h
,v2
h
≥0
∫
h∈H
(
µhr
(
hv1h
µh
)
+ (1− µh)r
(
hv2h
1− µh
))
fhdh, (36a)
subject to
∫
h∈H
µhfhdh ≥
1
2α− 1
, µh ≤ 1, (36b)∫
h∈H
(
v1h + v
2
h
)
fhdh ≤ P¯ , (36c)
vh1 ≥ µh
(
r−1(R0 + ǫ)
h
)
, vh2 ≤ (1− µh)
(
r−1(R0)
h
)
, (36d)
By inspection, we can see that (35) is a Lagrangian formulation of (36), with λ and ν being the
Lagrange multipliers corresponding to (36c) and (36b), respectively. Hence, the optimal λ and
ν for which (35) attains its maximum value are respectively the optimal Lagrange multipliers
corresponding to (36c) and (36b).
We finally note that (36) is identical to (12) except that the α in (12) has been replaced by
2α− 1 in (36). Hence, we conclude that, UCSIT = R
AI SRP
CSIT (2α− 1).
C. The Optimal Solution to (18) with r(x) = log(1 + x)
When r(x) = log(1+x), an efficient algorithm, referred to as the layered water-filling (LWF)
algorithm, has been obtained in [19] as the optimal solution to (18). We present it here, as the
algorithm and its structural properties are useful in obtaining an iterative algorithm for optimally
solving the proposed AI-SRP, when r(x) = log(1 + x).
When r(x) = log(1 + x), (18b) becomes(
N∑
i=1
(h−1i − h
−1
i+1) exp
(
i∑
k=1
Rk
))
− h−11 ≤ P.
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P
max
al
=
(
pal(h
−1
al−1
− h−1al )
pal−1(h
−1
al − h
−1
al+1)
− 1
)h−1al − h−1al+1 +
A∑
j=l+1
(
(h−1aj − h
−1
aj+1
) exp
(
j∑
i=l+1
log
(
pai(h
−1
ai−1
− h−1ai )
pai−1(h
−1
ai − h
−1
ai+1)
)))
(38)
Since (18) is convex, the KKT conditions are necessary and sufficient for optimality. Let λ, βi ≥ 0
be the Lagrange multipliers corresponding to (18b) and the inequality Ri ≥ 0, respectively. Then,
based on the KKT conditions, we can find that the optimal solution to (18) admits the following:
λ exp
(
i∑
m=1
Rm
)
=
pi
h−1i − h
−1
i+1
+
βi − βi+1
h−1i − h
−1
i+1
, (37)
where hi+1 , ∞. Further, the complementary slackness condition requires βiRi = 0. Hence,
whenever Ri > 0, we must have, βi = 0. Moreover, based on the KKT conditions, an algorithm,
referred to as the layered water-filling (LWF) algorithm, presented in Algorithm 1 has been shown
to be optimal in [19]. The LWF algorithm has the following two important characteristics:
• Not every layer may be allocated a non-zero amount of power. Let A = {a1, . . . , aL},
L ≤ N , be the set of active layers for which a non-zero power is allocated. Further, let
a1, . . . , aL be such that ha1 < ha2 < . . . haL . The set A can be found as follows [19], [22]:
Assume that all the layers are active, i.e., let A = {1, . . . , N}. If pi/
(
h−1i − h
−1
i+1
)
≤
pi−1/
(
h−1i−1 − h
−1
i
)
for any i ∈ A, then we must have Ri ≤ 0 in order to satisfy (37). Since
Ri cannot be negative, we must have, Ri = 0. Noting this, we remove layer i from A and
assign pi−1 = pi−1 + pi as the probability mass of hi−1. We continue to merge the layers
until pai/
(
h−1ai − h
−1
ai+1
)
is strictly increasing with i = 1 . . . , L, where we recall that ai is
the ith element in A such that ha1 < . . . < haL and L = |A|. We summarize the above
procedure for computing A in steps 2-11 of Algorithm 1. Note that A depends only on the
channel power gain distribution.
• Among the active layers, power is allocated first to layer aL, followed by the consecutive
lower layers. The optimal power allocated to layer al, l = 1, . . . , L, is given by
P ∗al =


Pmaxal if P
max
al
≤ P −
∑L
j=l+1 P
max
aj
,
P −
L∑
j=l+1
Pmaxaj otherwise.
(39)
where Pmaxa1 =∞ and P
max
al
for l = 2, . . . , L is given by (38). Now, the corresponding rates
can be computed from (16). We summarize the above procedure for computing optimal
transmit powers and rates in steps 12-15 of Algorithm 1.
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Algorithm 1 The layered water-filling (LWF) algorithm
1: procedure LWF((h1, . . . , hN), (p1, . . . , pN ), P )
2: A := {1, . . . , N}, Ri, Pi := 0 ∀ i ∈ {1, . . . , N}.
3: ai := i
th element in A such that ha1 < . . . < ha|A| .
4: L := |A|.
5: for i = 2 to L do
6: if
pai
h
−1
ai
−h
−1
ai+1
≤
pai−1
h
−1
ai−1
−h
−1
ai
then
7: Update mass of hai−1 as pai−1 := pai−1 + pai .
8: Remove ai from A, i.e., A := A \ {ai}.
9: end if
10: end for
11: Repeat 3-10 until
pai
h
−1
ai
−h
−1
ai+1
>
pai−1
h
−1
ai−1
−h
−1
ai
∀ i = 2, . . . , L.
12: for j = aL to a1 do
13: Pal := min
(
Pmaxal , P −
∑L
i=l+1 P
max
ai
)
, where Pmaxal is defined in (38).
14: Compute Ri from (16).
15: end for
16: Output (R1, . . . , RN).
17: end procedure
D. Optimal Solution to (22) with r(x) = log(1 + x)
In this subsection, we obtain an algorithm to solve (22) when r(x) = log(1+x). Since (22) is
jointly convex, the KKT conditions are necessary and sufficient for optimality. The Lagrangian
of (22) is given by
L = λ
(
N∑
j=1
µj
(
N∑
i=1
(h−1i − h
−1
i+1) exp
(∑i
k=1 v
j
k
µj
))
− h−11
)
− λP¯ −
N∑
j=1
N∑
i=1
qiv
j
i − δ
(
N∑
j=1
qjµj − α
−1
)
+ β
N∑
j=1
µj − β
−
N∑
j=1
ωj
(
j∑
i=1
vji − µj(R0 + ǫ)
)
−
N∑
j=1
N∑
i=1
νji v
j
i −
N∑
j=1
ψjµj, (40)
where λ, δ, β, ωj, ν
j
i , ψj ≥ 0 are the Lagrange multipliers. The optimal solution must satisfy,
∂L
∂vji
, ∂L
∂vji+1
= 0 for all i, j = 1, . . . , N , from which we can obtain the following equation:
λ exp
(∑i
m=1 v
j
m
µj
)
=
pi
h−1i − h
−1
i+1
+
νji − ν
j
i+1
h−1i − h
−1
i+1
, for i = 1, . . . , j − 1, j + 1, . . . , N, (41a)
λ exp
(∑j
m=1 v
j
m
µj
)
=
pj + ωj
h−1j − h
−1
j+1
+
νjj − ν
j
j+1
h−1j − h
−1
j+1
, (41b)
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for all j = 1, . . . , N . Note that the above equations are identical to (37) when pj is replaced
by pj + ωj . Suppose we know ωj and P
j ,
∑N
i=1 P
j
i , we can apply the LWF algorithm in
Algorithm 1 and obtain optimal rates Rj,opt1 , . . . , R
j,opt
N as follows.
a) Obtaining Optimal Rates, Rj,opt1 , . . . , R
j,opt
N , for known ωj for j = 1, . . . , N: From the
LWF algorithm, we can obtain the following:
• The set of active layers for the jth rate tuple, which we denote by {aj1, . . . , a
j
Lj
} and
• The maximum transmit power and rate in the ith active layer of the jth rate-tuple, which
we denote by P j,maxi and R
j,max
i , respectively, for i = a
j
2, . . . , a
j
Lj
and j = 1, . . . , L.
Given P j,maxi and R
j,max
i for i = a
j
2, . . . , a
j
Lj
and j = 1, . . . , L, in order to find the transmit
power in the first layer of the jth rate tuple, P j1 , and the optimal transmit probability, µj , we
need to solve the following optimization problem:
max
Ej
1
,µj
N∑
j=1
µj q˜
j
1 log

1 + h˜j1Ej1
µj
(
1 + h˜j1
∑Lj
k=2 P
j,max
k
)

+ N∑
j=1
µj
Lj∑
k=2
Rj,maxk , (42a)
subject to
N∑
j=1

Ej1 + µj
Lj∑
k=2
P j,maxk

 ≤ P¯ , (42b)
N∑
j=1
qjµj ≥
1
α
,
N∑
j=1
µj ≤ 1, (42c)
j∑
i=1
vji ≥ µj(R0 + ǫ), ∀j = 1, . . . , N, (42d)
µj, E
j
1 ≥ 0, ∀j = 1, . . . , N, (42e)
where Ej1 , P
j
1µj , h˜
j
i , haji
, p˜ji , paji
and q˜ji =
∑Lj
k=i p˜
j
k for all i = 1, . . . , Lj and j = 1, . . . , N .
The above problem is jointly convex and we note the following.
• For fixed values of µj , using the KKT conditions, we can find that the optimal solution of
the above problem is
P j,opt1 =
1
δ
−
1
h˜j1
−
Lj∑
i=2
P j,maxi , ∀ j = 1, . . . , N, (43)
where δ is chosen to satisfy (42b) with equality.
• Now, for the fixed values of Ej,opt1 = P
j,opt
1 µj, ∀ j = 1, . . . , N , the above problem is convex
and we can solve it for obtaining optimal µ∗j using standard numerical techniques.
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From the above observations, it is clear that we can optimally solve (42) by repeating the above
steps in alternating manner until convergence to the global optimal solution, Ej,opt1 , µ
∗
j for all
j = 1, . . . , N . Then, the optimal Rj,opt1 = log
(
1 + (h˜j1E
j,opt
1 /µ
∗
j)/(1 + h˜
j
1
∑Lj
k=2 P
j,max
k )
)
, ∀ j =
1, . . . , N .
b) Obtaining Optimal ωj for known R
j,opt
1 , . . . , R
j,opt
N for j = 1, . . . , N: In order to obtain
the optimal ωj’s, consider the following dual function.
g(ω1, . . . , ωN) =−
N∑
j=1
N∑
i=1
qiv
j
i −
N∑
j=1
ωj
(
j∑
i=1
vji − µj(R0 + ǫ)
)
,
where we recall that vji = µjR
j,opt
i . From [18], we note that g(ω1, . . . , ωN) must necessarily be
concave, and the optimal ω∗1, . . . , ω
∗
N are given by
(ω∗1, . . . , ω
∗
N) = argmax g(ω1, . . . , ωN). (44)
The above problem can be efficiently solved using a sub-gradient descent method.
Finally, we can obtain the optimal solution to (22) by finding optimal Rj,opt1 , . . . , R
j,opt
N for
fixed ωj for j = 1, . . . , N and vice versa, until convergence. Since (22) is jointly convex, the
above alternating optimization will converge to the global optimal solution.
E. Proof of Theorem 5
In order to solve the upper-bound problem in (20), we note that since the CSIT is unavailable,
the decision on transmit powers in each block is made using only the channel power gain
distribution. Moreover, the action we take in a block does not impact the channel power gain
distribution in the subsequent fading blocks. Hence, the optimal action we take must be stationary
(possibly random). In the following, we show that the most general SRP one can adopt to solve
the upper-bound problem is identical to the AI-SRP proposed in Section IV-A.
The most general SRP under the broadcast strategy is the following: At each slot, a rate-tuple
(R1, . . . , RN ), with corresponding power-tuple (P1, . . . , PN), is chosen with an arbitrary joint
PDF, g(R1, . . . , RN). The above policy is the most general SRP in the sense that any SRP is a
special case of the above policy, as the PDF, g(R1, . . . , RN), is arbitrary. Then, N codewords
with rates R1, . . . , RN are selected, superimposed and transmitted. Define
µj , P
(
j∑
i=1
Ri > R0,
j−1∑
i=1
Ri ≤ R0
)
, (45)
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for j = 1, . . . , N . Now, in the broadcast strategy, conditioned on the event that the transmitted
rate-tuple satisfies
∑j
i=1Ri > R0 and
∑j−1
i=1 Ri ≤ R0, it will be successful whenever H ≥ hj ,
i.e., with probability qj . Hence, the success probability is given by
∑N
j=1 µjqj . Further, define
Gj ,
{
j∑
k=1
Rk > R0,
j−1∑
k=1
Rk ≤ R0
}
and Rji , Eg
[
Ri | G
j
]
, (46)
for j = 1, . . . , N . Now, the long-term average throughput achievable by the above policy is
Eg
[∑N
i=1 qiRi
]
, and we have
Eg
[
N∑
i=1
qiRi
]
=
N∑
j=1
µjEg
[
N∑
i=1
qiRi | G
j
]
,
(a)
=
N∑
j=1
µj
N∑
i=1
qiEg
[
Ri | G
j
] (b)
=
N∑
j=1
µj
N∑
i=1
qiR
j
i , (47)
where (a) follows from the Fubini’s theorem and (b) follows from (46). Moreover, the long-term
average power is given by Eg
[∑N
i=1 Pi
]
and we note the following:
Eg
[
N∑
i=1
Pi
]
= Eg
[
N∑
i=1
h−1j r
−1(Ri)Π
i−1
l=1
(
r−1(Rl) + 1
)]
,
=
N∑
j=1
µjEg
[
N∑
i=1
h−1j r
−1(Ri)Π
i−1
l=1
(
r−1(Rl) + 1
)
| Gj
]
,
(a)
=
N∑
j=1
µj
N∑
i=1
Eg
[
h−1j r
−1(Ri)Π
i−1
l=1
(
r−1(Rl) + 1
)
| Gj
]
,
(b)
≥
N∑
j=1
µj
N∑
i=1
h−1j r
−1(Eg
[
Ri | G
j
]
)Πi−1l=1
(
r−1(Eg
[
Rl | G
j
]
) + 1
)
,
(c)
=
N∑
j=1
µj
N∑
i=1
h−1j r
−1(Rji )Π
i−1
l=1
(
r−1(Rjl ) + 1
) (d)
=
N∑
j=1
µj
N∑
i=1
P ji , (48)
where (a) follows from the Fubini’s theorem, (b) is due to the Jensen’s inequality, (c) follows
from (46), and (d) is because, we define P ji , h
−1
j r
−1(Rji )Π
i−1
l=1
(
r−1(Rjl ) + 1
)
.
Now, consider the following policy, which we refer to as the UB-NoCSIT policy: We design N
rate-tuples, each with N elements, represented by (Rj1, . . . , R
j
N), where R
j
i is defined in (46). In
any given frame, we choose the j th rate-tuple, (Rj1, . . . , R
j
N), with probability µj , defined in (45).
Note that the UB-NoCSIT policy is identical to the AI-SRP proposed in Section IV-A. Moreover,
in the UB-NoCSIT policy, the long-term average throughput is given by
∑N
j=1 µj
∑N
i=1 qiR
j
i , the
long-term average power is given by
∑N
j=1 µj
∑N
i=1 P
j
i and the success probability is given by
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∑N
j=1 µjqj , which is the same as the success probability in the most general policy described
above. Now, from (47) and (48), it follows that the long-term average throughputs of both of the
above policies are the same, to achieve which, the average power consumed in the UB-NoCSIT
policy is less than or equal to that for the most general policy.
From the above discussion, we conclude that for every fully general SRP, with a certain
long-term average throughput, there exists another policy, similar to the AI-SRP proposed in
Section IV-A, that consumes the same or a lower power with the same long-term average
throughput as the fully general policy. This implies that the optimal SRP that solves (20) has
the structure of of the proposed AI-SRP without CSIT in Section IV-A. With this strategy,
limK→∞
1
K
∑K
k=1 E[Rs(k)], limK→∞
1
K
∑K
k=1E[u(k)] and limK→∞
1
K
∑K
k=1 E[P (k)] in (20) are
respectively given by (21a) and the left-hand sides of (21c) and (21b). Hence, the upper-bound
problem in (20) can be re-written as
max
Rj1,...,R
j
N
,µj
N∑
j=1
N∑
i=1
µjqiR
j
i , (49a)
subject to (21b), (21d)
N∑
j=1
qjµj ≥
1
2α− 1
,
N∑
j=1
µj = 1, (49b)
The optimization problems (21) (or equivalently (22)) and (49) are identical except that the
inequality
∑N
j=1 qjµj ≥ 1/α in (21) is replaced by
∑N
j=1 qjµj ≥ 1/(2α− 1) in (49). Hence, we
have, UNoCSIT = R
AI SRP
NoCSIT(2α− 1), where R
AI SRP
NoCSIT(2α− 1) is given by (22).
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