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DIARIZATION, LOCALIZATION AND INDEXING OF MEETING ARCHIVES
Himanshu Vajaria
ABSTRACT
This dissertation documents research performed in the areas of localization, diarization and indexing in meeting archives. It surveys existing work in these areas, identifies opportunities for improvements and proposes novel solutions for each of these problems. The framework resulting from this
dissertation enables various kinds of queries such as identifying the participants of a meeting, finding
all meetings for a particular participant, locating a particular individual in the video and finding all
instances of speech from a particular individual. Also, since the proposed solutions are computationally efficient, require no training and use little domain knowledge, they can be easily ported to other
domains of multimedia analysis.
Speaker diarization involves determining the number of distinct speakers and identifying the durations when they spoke in an audio recording. We propose novel solutions for the segmentation and
clustering sub-tasks, based on graph spectral clustering. The resulting system yields a diarization error rate of around 20%, a relative improvement of 16% over the current popular diarization technique
which is based on hierarchical clustering.
The most significant contribution of this work lies in performing speaker localization using only a
single camera and a single microphone by exploiting long term audio-visual co-occurence. Our novel
computational model allows identifying regions in the image belonging to the speaker even when the
speaker’s face is non-frontal and even when the speaker is only partially visible. This approach results
in a hit ratio of 73.8% compared to an MI based approach which results in a hit ratio of 52.6%, which
illustrates its suitability in the meeting domain.
The third problem addresses indexing meeting archives to enable retrieving all segments from the
archive during which a particular individual speaks, in a query by example framework. By performing
audio-visual association and clustering, a target cluster is generated per individual that contains mul-

vii

tiple multimodal samples for that individual to which a query sample is matched. The use of multiple
samples results in a retrieval precision of 92.6% at 90% recall compared to a precision of 71% at the
same recall, achieved by a unimodal unisample system.

viii

CHAPTER 1
INTRODUCTION

1.1 Motivation and Overview
Meetings are an important and frequently occurring event in our daily lives, where information
is disseminated, ideas are discussed and decisions are taken. They are a crucible for complex human interactions, where a variety of individual behaviors and group interactions manifest themselves.
Thus researchers from various fields such as behavioral psychology, human computer interface design,
computer vision and signal processing have focused efforts on analyzing meetings. In recent years,
with the advent of smart meeting spaces, vast amounts of meeting data are recorded. The overwhelming amount of information available from such recordings underscores the need for systems that can
automatically analyze meetings.
As shown in Figure 1.1, the thorough analysis of a meeting involves answering questions such
as “who?”, “when?”, “where?”, “which?”, “what?” and “why?”. This dissertation focuses on the
“who?”, “when?” and “where?” questions. Determining who attended the meeting, involves ascertaining the identity of each person in the meeting based on their face and speech samples, a task of
biometric recognition. The task of finding different instances when a participant spoke in the meeting
by analyzing the audio/visual signal is called as speaker diarization and finding where the person is
located in the video frame is a task of speaker localization.
Solving these three elementary problems enable returning results for a broad range of queries and
are also a prerequisite for various other tasks. As an example, speaker diarization is required for
generating intelligible transcripts. Also, valuable insights regarding the meeting such as mood of the
meeting and the type of the meeting can be gleaned by analyzing the speech durations and speaker
turn patterns. Localizing the current speaker is required for panning the camera to the current speaker
and also to highlight only that region of the video where the person is seated. Similarly, identifying
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Figure 1.1 Aspects of Meeting Analysis. The figure shows questions pertaining to various aspects of
meeting analysis along with sample queries. The questions addressed by this dissertation are marked
by a red rectangle (dotted). The specific chapter(s) dealing with a question are also listed.

the meeting participants is required for generating the meeting roster and also to return queries for
meetings which a particular individual attended.
The diarization problem has been viewed mostly as an audio-only processing task, where the
number of speakers and the durations when they speak are found by analyzing the audio. Similarly,
localization, which involves finding the image region where the person is seated is usually viewed as
a video processing task. However, since humans perceive the world through multiple senses in an
integrated manner, it is only natural that automated systems that desire to achieve a similar cognition
of human interactions adopt a multimodal approach. For example, it is hypothesized that speech and
movements are produced in conjunction to express the same thought. Thus a person exhibits more
movement when speaking than when listening. Such information can be used to aid both the speaker
diarization and localization tasks which is the approach taken in this work.
Much research has been carried out on meeting data that has been recorded in a special room rigged
with multiple microphones and multiple cameras. This is possible when the meeting is recorded in a
specially rigged smart room. In contrast, this work focuses on meetings recorded with a constrained
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setup consisting of a single camera and a single microphone. The motivation behind using such a
simple setup is that it is extremely portable - in essence any device with a camera and a microphone,
suitably placed can be used to record a meeting. This enables recording ad-hoc meetings in different
rooms using a laptop and then uploading them to a central archive. The use of a constrained setup raises
new problems that require radically different solutions than those already proposed in the literature,
making research in this area exciting.
Some recent works have addressed the problem of audio-visual association in single camera, single
microphone recordings all of which focus on finding instantaneous relations between the audio and
video signals. These approaches have been demonstrated on short video clips in which there are a few
(usually two) speakers facing the camera. However, as shown in this dissertation, these approaches
do not work well in the meeting room scenario because the faces are not always frontal and hence
an instantaneous relation between audio and video does not always exist. The approach taken in this
work instead focuses on finding long term audio-visual co-occurrences which is better suited to the
meeting room domain.
In summary, this work develops a framework to index meetings by jointly analyzing the audiovisual signals to solve core underlying tasks such as determining who spoke when, and the identity and
location of the speaker. The indexing enables different kinds of queries, such as query by discussion
topic, for an individuals comments or for activities (such as note-taking, drawing on the board, etc.)
and for searching all meetings attended by a particular individual. The core contributions and the scope
of this work is described in Section 1.2 and the outline of this dissertation is presented in Section 1.3.

1.2 Scope and Contributions
In this dissertation, the following assumptions are made regarding the meetings:
• The meeting involves multiple participants, but the number of participants are not known a
priori.
• The meeting is recorded using only a single stationary camera and a single microphone and
these streams are time synchronized.
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• No assumptions are made regarding the placement of the microphone and the camera. In particular, because the participants face each other, all faces may not be visible to the camera.
• The participants stay seated in their chairs throughout each meeting.
• The nature of the meetings are unknown - i.e. they may be group discussions, debates, brainstorming sessions or or any such kind of meetings.
• The system does not require training to learn parameters - i.e. all parameters are automatically
learned from the test data on the fly and different meetings will be processed with different
parameters.
The core aspects of this work are:
• Joint Audio-Visual Diarization and Localization: The major contribution of this work is the
synergetic use of audio and video to perform tasks that have been traditionally approached via a
single modality. In particular, at the time this work was performed, most approaches to speaker
diarization relied solely on audio analysis. Similarly, typical approaches to person localization
were based on features extracted only from the video signal. In this work, the diarization and
localization is performed jointly, in an iterative manner, by combining information from both,
the audio and the video streams.
• Indexing Meeting Archives: The second major contribution of this work is a novel framework
for indexing meeting archives using a query by example framework. The framework allows a
single face or voice sample to be submitted as the query. By performing audio-visual association, samples from the missing modality are found and this expanded sample set is used as the
query. Meetings in the archive are processed to group extracted face and speech samples and
generate clusters of face-speech samples per user. The availability of multiple samples per user
allows generating user-specific subspaces that results in better retrieval. At the same time, the
query sample can be matched to all samples in the cluster to make a decision regarding the cluster rather than matching the query to individual samples in the database. This leads to a more
robust decision. The amalgamation of these three ideas leads to a better retrieval performance,
in essence by casting the identification problem as a clustering problem.
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1.3 Outline of Dissertation
This dissertation is split into three main chapters. It has been written with a view to keep each of
these chapters modular so that the interested reader may skip directly to a chapter of interest. A brief
description of what is to be found in each chapter follows.
Chapter 2 takes a look at the task of speaker diarization using only the audio stream. It surveys
and briefly compares the two major approaches for speaker diarization. The segmentation-clustering
approach under which our proposed algorithm falls, is discussed in detail. This is followed by a
description of the algorithm and it’s performance on the NIST meeting room pilot corpus.
Chapter 3 carries the major contribution of this work - a proposed algorithm for joint audio-visual
speaker diarization and localization. The chapter begins with a survey of various Mutual Information
based techniques that have been applied to the task of finding audio-visual associations. It highlights
how the meeting room domain is different than domains in which these methods have been applied
and discusses why these algorithms fail in the meeting domain. The proposed algorithm for audioguided video localization and video-enhanced speaker diarization is then presented. A quantitative
comparison between the Mutual Information approach and the proposed algorithm is performed by
testing these approaches on the NIST meeting room pilot corpus.
Chapter 4 describes the approach used to index meeting archives. A novel framework is presented
that casts the identification problem as a clustering and verification problem. Since sample variations
affect the verification performance of biometric algorithms, a study quantifying this effect is presented
first. This is followed by a description of the three aspects of the framework. The first involves
expanding the search query by automatically associating samples from a missing modality. The second
is the clustering of multimodal samples into target clusters to enable a sample to cluster match. The
third is the generation of user-specific subspaces to generate similarity scores which obviates the need
for normalization and learning user-specific weights for fusion. The proposed indexing scheme is
evaluated for the task of extracting speaker segments from the NIST meeting archive.
Chapter 5 carries the conclusion of this dissertation and highlights the contributions of the research.
It also proposes improvements to the proposed approaches and highlights promising areas for future
work in the meeting analysis domain.
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CHAPTER 2
SPEAKER DIARIZATION USING ONLY AUDIO

Speaker diarization can be loosely defined as determining “who spoke when?” from an audio
signal containing speech from multiple people. This topic has been of much interest to the signal and
speech processing communities, with most of the emphasis laid on diarization of broadcast news and
telephone recordings [16,41,43,64,83,92]. This chapter deals with diarization in meeting rooms which
is in comparison, a fairly new domain. However, it has received much attention because diarization
is a key task in the analysis of meetings. For instance, it is a prerequisite for enabling queries such
as “who said what?” as well as for higher level tasks such as generating intelligible transcripts. In
addition, the analysis of speaker turn patterns is an integral part of meeting analysis, as it provides
information regarding the mood and the type of a meeting.
Most of the proposed systems [10, 83, 94, 118], involve some sort of hierarchical clustering of the
data into clusters, where the optimum number of speakers of their identities are unknown a priori. A
very commonly used method is called bottom-up clustering or hierarchical agglomerative clustering,
where multiple initial clusters are iteratively merged until the optimum number of clusters is reached,
according to some stopping criterion. This obviously requires determining the initial clusters, which
in itself is a difficult problem. The typical approach to determining the initial clusters is to partition the
recording into contiguous segments such that each segment contains speech from only a single person.
This task is commonly referred to as speaker segmentation or changepoint detection.
The proposed approach also follows the segmentation-clustering paradigm. First, a silence detector is used to discard durations of silence from the recording. Then segmentation is performed using
a modification of the popular Bayesian Information Criterion (BIC) based changepoint detector. Segments from the same speaker are then clustered together, but the hierarchical clustering algorithm is
not used because it has some drawbacks. First, due to the spontaneous nature of speech in meeting
room data, the segment sizes are usually small and do not yield robust models. Second, the approach
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is locally greedy, as merging is performed based only on the distance between two segments. Third,
the algorithm has significant computational complexity as it requires creating a new mixture model
and finding the distance between the new model and all existing models at each iteration. In meeting
conversations, where the number of initial segments are typically high, this approach is slow.
Instead, we propose a two level clustering algorithm, in which the model complexity is increased
based on the cluster size. The first level uses a graph spectral clustering scheme to cluster together
the audio segments that are modeled using unimodal Gaussians with a full covariance matrix. This
is more robust than agglomerative clustering as graph spectral clustering takes into account distances
between all segments. The output of this stage are intermediate clusters that have low coverage (do
not contain all segments from an individual) but are pure (all segments within the cluster belong to the
same individual). In the second stage, since the intermediate clusters, contain enough data, they can
be reliably modeled using Gaussian Mixture Models. Also, since the number of intermediate clusters
is much smaller than the original number of segments (typically by a factor of 10), the agglomerative
clustering scheme can be used without drastic speed reduction. The proposed approach compares
favorably to the hierarchical clustering algorithm as is quantitatively illustrated in Section 2.5.
The rest of this Chapter is structured as follows. Section 2.1 surveys the state of the art in speaker
diarization. The segmentation and clustering modules are discussed in sections 2.3 and 2.4 respectively. Section 2.5 presents the segmentation and clustering results, comparing this system to one that
uses agglomerative clustering. In addition, this section also presents a study to uncover factors that
explain the variation in performance across different meetings.

2.1 Related Work
This section reviews previous works that perform speaker diarization using either a single microphone or multiple microphones. Table 2.1 categorizes these approaches based on whether they are
designed for a single or multiple microphone setup, the problems they address, the assumptions they
make, the computational model and the datasets on which they illustrate their performance. Although
the review gives greater attention to the single microphone scenario as it compares directly to this
work, the multiple microphone scenario is briefly reviewed for completeness.
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Table 2.1 A Brief Review of Previous Work Dealing With Audio Based Speaker Diarization, Localization and Tracking.
Works
[6,43,64,68,92]

[29, 60, 112,
122]

[109, 110] (This
work)

Sensor
Setup
single
Microphone
(sM)
multiple
Microphones
(mM)
single
Microphones
(mM)

Problems
addressed
Speaker diarization

Assumptions Method

Typical Datasets

NonSpectral clusoverlapping tering
speech

NIST meeting
corpus [33]

Speaker localization,
tracking

Time delay of
arrival

Speaker diarization

NonTwo-stage
overlapping spectral clusspeech
tering

Meeting Room
data
from
NIST
[33],
CLEAR [100]
NIST Meeting
Room data [33]

Speaker diarization in a meeting room scenario has received much attention warranting large scale
evaluations such as the NIST speaker recognition evaluations [33]. The task definition involves identifying the number of distinct speakers in the speech recording and the times during which they spoke.
The NIST meeting setup actually involves multiple microphones at different locations but one of the
optional evaluation scenarios is performing speaker diarization with a single distant microphone.
Even for the multiple microphone condition, most methods use a delay and sum beamforming
to obtain a single enhanced channel with improved signal to noise (SNR) ratio and the time-delay
information between individual microphones is not used past this stage (e.g. for localization). Taking
this into consideration, although multiple microphones are used, for the purpose of comparison, we
consider this to be the case of a single microphone sM as no localization information is used. Since,
the dataset available for this work contained only such a single enhanced channel, the audio aspect of
our work falls in this category.
A good overview of audio based approaches to speaker diarization is provided in [105]. In general,
two distinct approaches exist for speaker diarization. The first is a sequential approach where speaker
changepoints are detected in the audio stream and then speech segments belonging to the same speaker
are clustered together. In the second approach, the changepoints and clusters are jointly estimated in
an HMM framework. In most audio works, the speech signal is represented by LPC or MFCC features
and Gaussian mixtures are used to model the signal.
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The sequential approach, introduced by [3] is the most widely used approach [6, 43, 92] and has
been shown to perform well at the NIST evaluations. A typical sequential approach has been described
in [68], which consists of three steps. The first step is to determine the segment boundaries, which is
usually done by computing the BIC criterion at each time instant and finding peaks in the resultant BIC
curve. The peaks indicate time instants where a speaker change is most likely to have occurred. Once
segment boundaries are obtained, the the next step is to model the segments which is typically done
using Gaussian Mixture Models (GMM). For robustness, the entire speech segment is first modeled
by a GMM which is then adapted for each segment using the maximum a posteriori (MAP) criterion.
The final step involves clustering the segments by an agglomerative clustering scheme. The distances
between each pair of segments is computed, usually using a generalized likelihood ratio and the closest
two segments are merged. The merged segments are remodeled by a new GMM and the distances
between the new segment and other segments are computed. This iterative clustering continues until a
stopping criterion is met. The stopping criterion typically uses a likelihood ratio measure, such as the
BIC.
In the second approach, changepoints and clusters are jointly estimated in an HMM framework.
The joint approach to speaker segmentation involves initially modeling the entire speech recording by
a single GMM assuming only one speaker and then iteratively adding speaker models till a stopping
criterion is met. This approach known as Evolutive HMM [63] involves building an initial GMM
from the entire speech segment. Then a short speech segment (about 3 seconds) is chosen such that
it maximizes the likelihood ratio between the current speaker model and an alternative background
model obtained from a training set. This segment is used for adapting a new speaker model. A Viterbi
decoding is carried out to resegment the initial speech segment followed again by an adaptation stage.
This resegmentation-adaptation is carried out iteratively until the segmentation does not change. Then
another three seconds of speech are sought that maximize the likelihood ratio between the current
speech and existing models and this segment is used to adapt the model for a new speaker. The
process stops if the overall likelihood does not increase by the addition of a new speaker, or if there is
no other 3 second interval available for training another model.
Most approaches that use multiple microphones mM to localize the source, can be classified as
those based on estimating the time delay of arrival or those based on direct methods [117]. Approaches
of the first type rely on the time delay of arrival (TDOA) principle, i.e. the fact that sound produced
9

at one instant will be heard at different instants at different microphones. When multiple pairs of
microphones are available, the source location can be inferred using the various pairwise delays if the
sensor geometry is known precisely. In these methods, the first step is to estimate the delay between
each pair of microphones, usually using a cross correlation of the spectrogram. A popular method
to do this is the generalized cross correlation phase transform GCC-PHAT [57] as it is resilient to
reverberations. Knowing the geometry of the individual microphones and the delay between each pair,
a Linear Intersection Algorithm (LIA) [13] is used to estimate the location of the source. The works
in [29, 112] are based on this method.
Direct methods perform source localization based on beamforming [58] or steered response power
(SRP) where the microphone array is steered through various angles to find the angle that maximizes
the summed response [60, 122]. Although, works in this category focus on their 3D localization
and tracking performance, the extension to speaker diarization is simple. For situations in which the
participants stay seated in the same location, the instantaneous location estimates can be clustered in
the spatial domain. Speech frames originating from distinct spatial clusters can be assumed to belong
to different speakers effectively performing speaker diarization.
Tracking the speaker over time involves filtering the instantaneous location estimates provided by
these methods using a Kalman or Particle Filter formulation. The tracking is performed using either the
Kalman filter or its extensions such as the extended Kalman filter (EKF), unscented Kalman filter and
iterative extended Kalman filter (IEKF). Another approach has been the use of Particle Filters(PF) for
tracking. The next section describes the proposed diarization method which follows the segmentationclustering paradigm.

2.2 Proposed Approach
The first step of the proposed diarization method involves detecting and discarding durations of
silence from the recording. The speech signal is then segmented into homogeneous segments - i.e.
segments containing speech from only a single individual. Next, individual segments are clustered
so that each cluster contains all the speech from only a single speaker and the number of clusters is
equal to the number of speakers. The clustering is done in two stages. First, the segments are modeled
using unimodal Gaussians and graph spectral clustering is used to derive intermediate clusters. The

10

intermediate clusters are then modeled using Gaussian Mixture Models and iteratively merged using a
hierarchical agglomerative clustering scheme to obtain the final clusters.
The flowchart in Figure 2.1 illustrates the method. The Bayesian Information Criterion (BIC) is
used to segment the audio stream into homogeneous segments i.e. durations of the clip where audio
and video information is similar. Graph spectral clustering is then used to obtain intermediate clusters
by fusing segments with similar audio characteristics. Since the intermediate clusters contain large
enough amounts of data, they can be used to robustly estimate audio models. In the second step
of merging, an hierarchical agglomerative clustering scheme is used to determined the final clusters.
Here, the closest pair of clusters is merged and a new audio model is derived for the resulting cluster.
The agglomerative clustering process continues iteratively until a BIC based stopping criterion is met.
Ideally there should be one cluster per speaker that contains all speech uttered by the speaker.
Section 2.3 describes the speech/silence detection and segmentation procedures. The two step
clustering procedure is described in section 2.4

2.3 Segmentation
The first step of processing involves detecting speaker changepoints, i.e. time instants when a
person stops or starts speaking. The audio signal was sampled at 16 kHz and the Mel-frequency
cepstral coefficients (MFCCs) were extracted using 32 filters and a bandwidth ranging from 166 Hz to
4000 Hz. These settings were chosen based on an empirical study [35] which found them to yield good
results on the speaker verification task. The MFCC features were extracted at a rate of 30Hz instead
of the commonly used 100Hz to maintain consistency with the video framerate for the audio-visual
experiments that are described in Chapter 3. The dimensionality of audio features was reduced by
projecting them in a PCA subspace. Let A(t) = [a1 (t), a2 (t), . . . , am (t)]T , where a1 (t), a2t, . . . , am (t)
are the MFCCs projected in a PCA space.
The segmentation module ideally partitions the timeline into non-overlapping contiguous segments such that each segment contains time instances where only a single person speaks. Although
a substantial speaker overlap may exist in some meetings, the formulation assumes non-overlapping
speech. The problem is formalized as follows: Consider the set {A}, each member of which represents
the MFCC feature vector A(t), i.e. A =

S

A(t) where t are the discrete time instants represented by the
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Figure 2.1 System Flowchart for Audio Based Speaker Diarization. The Bayesian Information Criterion (BIC) is used to segment the audio stream into segments with similar audio characteristics. The
first stage of clustering is performed via graph spectral clustering to find durations of speech from a
single speaker. Gaussian Mixture Models are built from the intermediate clusters and the final clusters
are obtained via agglomerative clustering. Ideally, each of the final clusters should contain all the
speech from each individual speaker.

set {τ} = [1, 2, . . . , T ]. Let {I} represent the set of N speakers in the meeting, {I}= [1, 2, . . . , N] and
G(t) ∈ I represent the true identity of the speaker at time t. Segmentation involves partitioning the set
{τ} into contiguous, non-overlapping subsets (segments) {sk }, such that {τ}= {sk } where each subS
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set consists of contiguous time instants,{sk }= [tk−1 , . . . ,tk ) where k = [1, 2, . . . , nS] for nS segments.
The set {S}=

S

sk of segments partitions the original timeline {τ} to maximize the objective function

in Equation 2.1

∑

SP =

sk ⊂{S}

max
i∈I

∑

δ(G(t) − i)

t∈{sk }

T

(2.1)

where δ(i) = 1 if i = 0 and 0 otherwise. The inner term counts the number of frames belonging
to the dominant speaker in the current segment and the outer summation sums this over all segments.
The total sum is normalized by the number of frames in the recording T . If the segmentation is ideal,
each segment will contain frames from only one speaker and the segmentation purity (SP) will be 1.
Although, Equation 2.1 measures the overall purity of the segments (SP), it does not take into
account the number of segments generated and so a partitioning where each frame is a segment will
have perfect performance. However, this does not happen in practice and so although flawed, the
metric is a useful indicator of the segmentation performance. Also, oversegmentation is not a critical
issue because of the clustering stage that follows.
The task of segmentation is now posed as one of finding the time instants tk that mark the beginning
(and ending) of segments. To determine whether a time instant t corresponds to a change-point, a set of
frames AW1 = xt−Tw , xt−Tw +1 . . . xt−1 preceding t is compared to a set of frames AW2 = xt+1 , xt+2 . . . xt+Tw
following it (where TW is the window size). The frames are modelled parametrically and if the two
sets are deemed to be generated by different models, the time instant t represents a change-point. If
we assume a unimodal Gaussian model for each speaker, i.e. Ai ∼ N(µi , Σi ), then the null hypothesis
can be expressed as:
H0 : (xt−Tw . . . xt . . . xt+Tw ) ∼ N(µc , Σc )
The alternate hypothesis is that two different models are needed to explain the data in each window
H1 : (xt−Tw . . . xt ) ∼ N(µ1 , Σ1 )and(xt+1 . . . xt+Tw ) ∼ N(µ2 , Σ2 )
Assuming that the frames x(t) are independent, and identically distributed with a unimodal distribution, the hypothesis that gives the maximum likelihood is chosen. Choose H0 if
p(xt−Tw . . . xt . . . xt+Tw )|µc , Σc ) > p(xt−Tw . . . xt |µ1 , Σ1 )p(xt . . . xt+Tw )|µ2 , Σ2 )
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However because H1 uses more model parameters, it is much more likely to fit the data better.
For an appropriate comparison, the number of model parameters must be taken into account. The
Bayesian Information Criterion (BIC) does exactly this by penalizing the log likelihood of each model
by a penalty term proportional to the number of model parameters. The BIC [90] is a model selection
criterion; given a set of features, A = (A1 , A2 . . . AN ), it selects the model that maximizes the likelihood
of the data. Since the likelihood increases with the number of model parameters, a penalty term
proportional to the number of parameters d is introduced to favor simpler models. The BIC for a
model M with parameters θ is defined as
1
BIC(M) = log p(A|θ) − λd log N
2

(2.2)

where λ=1 and N is the number of feature vectors.
The task of change-point detection is cast into the model selection framework. We want to determine whether the entire feature set A is better represented by a single model MC or whether there
exist two models M1 and M2 that can better represent feature sets AW1 = (A1 , A2 , . . . Ai ) and AW2 =
(Ai+1 , Ai+2 , . . . AN ) respectively.
Defining ∆BIC to be BIC(M1 ;M2 ) - BIC(MC ) and under the assumption that A follows a Normal
distribution, we have
i
N −i
log |ΣAW1 | +
log |ΣAW2 |
2
2
N
i
d(d + 1)
− log |ΣA | − λ(d +
) log N
2
2
2

∆BIC(i) =

(2.3)

A positive value for the BIC justifies the alternative hypothesis and suggests that the time instant i is a
change-point.
The use of the Bayesian Information Criterion (BIC) for speaker diarization was first suggested
in [19]. It was shown in [21] that this method outperforms segmentation methods based on the symmetric Kullback-Leibler distance (KL2) and generalized likelihood ratio. Various modifications have
since been suggested to improve the speed and robustness of the original algorithm [21, 106]. In this
work we propose a different modification to the original technique [19] that ensures continuity of the
BIC curve in addition to achieving better speed and reliability in detecting short segments. The modi-
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Algorithm 2.1 Three Subwindow Segmentation Algorithm
1:
procedure S EGMENTATION(X,T ,N)
⊲ Feature stream, Stream length, Window size
2:
shi f t ← 0
3:
while shi f t + N/3 6> T do
⊲ Do until end of the feature stream is reached
4:
SWL ← X[0 + shi f t, . . . , N/3 − 1 + shi f t]
⊲ Initializing the window, subwindows
5:
SWC ← X[N/3 + shi f t, . . . , 2N/3 − 1 + shi f t]
6:
SWR ← X[2N/3 + shi f t, . . . , N − 1 + shi f t]
7:
SW ← X[0 + shi f t, . . . , N − 1 + shi f t]
8:
for i ∈ SWC do
9:
XW 1 ← SW [0, . . . , i − 1]
10:
XW 2 ← SW [i, . . . , N]
11:
X ← SW
12:
Compute ∆BIC(i) using Equation 2.3
⊲ Compute BIC for middle subwindow
13:
end for
14:
shi f t ← shi f t + N/3
⊲ Shift all windows by one third of window length
15:
end while
16:
return BIC
17:
end procedure

fied segmentation technique, based on a sliding window approach is describe by algorithm Algorithm
2.1

and illustrated in Figure 2.2.
The sliding window is split into three equal subwindows and the BIC values are computed only for

frames in the middle subwindow. All frames in the window to the left of the current frame form the set
XW1 and frames to the right form the set XW2 . The union of these frames forms the set X. Equation 2.3
is then used to compute the BIC value for the frame. After BIC values for all frames in the middle
subwindow have been computed, the windows are shifted by a third of the window length and the
entire procedure is repeated.
After a BIC curve for the entire signal has been computed, the next step is to detect peaks. In
the original algorithm, all peaks that correspond to a positive value are considered as changepoints.
From Equation 2.3, it is apparent that this implicitly assumes thresholding the likelihood by a factor
dependent on λ. Although, in the original algorithm λ was set to 1, subsequent works suggest tuning
it to a different value based on the dataset. Alternatively, the penalty term can be discarded and an
explicit thresholding approach can be used as in [21], where peak values greater than ασ were chosen
as changepoints, where α is an empirically chosen parameter and σ is the standard deviation of the
BIC curve.
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Figure 2.2 Changepoint Detection Using the Bayesian Information Criterion. The first image (top left)
shows an audio sample which is then processed to extract twelve Mel- frequency cepstral coefficients
at 30 Hz (top right). The BIC (Bayesian information criterion) curve is then computed by a sliding
window approach. The window consists of three parts and the BIC values are only computed for
frames in the central window. The window is then slid by a third of its length and the computations are
repeated to obtain a BIC value for the entire signal (bottom right). The BIC is then low pass filtered
and differentiated to extract local maxima which correspond to audio changepoints (shown using red
diamonds in the bottom left image).

In our method, the BIC curve is first normalized to lie between 0 and 1, smoothed and a derivative is taken to find the peaks. Peaks in the signal that lie above the median are then chosen as the
changepoints. This obviates the need for empirically tuning any parameters. In addition to reduced
computations compared to the original method, this approach overcomes the two issues. By considering only small windows on each side, the method can reliably detect short segments. At the same
time, because for each frame the ratio of the largest to smallest subwindow does not exceed 2:1, the
computation is robust. The BIC curve does not suffer from sudden discontinuities because even when
the window is slid, there is a 66% overlap between the frames used for computation.

16

Figure 2.3 Illustration of Segmentation. Gray regions indicate durations when a person is speaking.
The smoothed BIC curve shown in blue is overlaid on the image. Correct detections are shown by
triangles, false alarms are shown by triangles within a circle and missed detects are marked by arrows.

Figure 2.3 illustrates the working of this technique on a clip where three people are conversing.
The gray areas indicate the time instants when an individual is speaking. The smoothed BIC curve is
shown in blue and the detected peaks are marked by red triangles. It can be seen that there are two
deletions and quite a few insertions. The insertions are not so much of a problem because similar
segments will be merged in the clustering stage.

2.4 Clustering
Once individual segments are obtained, the next task is to group together segments from the same
speaker. Formally speaking, the clustering task involves creating a set of clusters {C}= {c1 , c2 , . . . , cM },
where each cluster {c j } contains a set of segments s ⊂ S containing speech from the same dominant
speaker so as to maximize the objective function in Equation 2.4, where M is the number of clusters
found by the system.

∑

CP =

c j ⊂{C}

max
i∈I

∑

t∈{c j }

T
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!

δ(G(t) − i)

(2.4)

The measure for cluster purity (CP) is similar to the measure for segment purity. The inner term
counts the number of frames from the dominant speaker in each cluster, which is summed over all
clusters and normalized by the total length of the stream T . It should be noted that the optimal performance requires that M = N, i.e., the number of clusters found by the system is equal to the number of
speakers. In the ideal case, there is a one-one mapping between clusters and speakers and a penalty is
incurred when segments having different dominant speakers are clustered together. The purity of the
clusters is also affected by segmentation errors and the SP is an upper bound on the CP.
Most works that perform speaker diarization, using a single microphone [46, 118], follow a hierarchical agglomerative clustering scheme for merging segments. In these works, the audio features
from each segment (e.g. MFCCs, LPCs) are modeled using a Gaussian mixture model and pairwise
distances between all segments are found. The pair of segments having the least distance are merged
together and a new mixture model is created for the merged segment. This merging procedure continues iteratively until a stopping criterion is met.
However, this approach has some drawbacks - first, due to the spontaneous nature of speech in
meeting room data, the segment sizes are usually small as evident from Figure 2.3. The Expectation
Maximization (EM) algorithm does not produce consistent models when only small amounts of data
are available for learning. Additionally, the segmentation procedure produces many false changepoints
leading to shorter segments, exacerbating this problem.
Second, the approach is locally greedy as merging is performed based only on the distance between
two segments. Also, the algorithm has significant computational complexity as it requires creating a
new mixture model and finding the distance between the new model and all existing models at each
iteration. When the number of initial segments are high, this method is considerably slow.
To overcome drawbacks of the agglomerative scheme, we propose a two level clustering algorithm, in which the model complexity is increased based on the cluster size. The first level uses a graph
spectral clustering scheme to cluster together the audio segments which are modeled using unimodal
Gaussians with a full covariance matrix. The output of this stage is a smaller number of larger intermediate clusters. In the second stage, since the intermediate clusters, contain enough data, they can
be reliably modeled using Gaussian Mixture Models. Also, since the number of intermediate clusters
is much smaller than the original number of segments (typically by a factor of 10), the agglomerative
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clustering scheme can be used without drastic speed reduction. The second level is necessary to allow
incorporation of a stopping criterion, which is not possible in the graph spectral clustering framework.
For the first level, we formulate the clustering problem as a graph partitioning problem as shown
in Figure 2.4. In this framework, each segment is represented as a node and the similarity between
nodes serve as the edge weights wi j . Various distance measures have been used to compute distances
between segment models, such as the symmetric Kullback-Leibler (KL2) divergence [92], Gaussian
likelihood ratio [64] and the Bhattacharya distance [46]. In this work, similar to [118], we used the
BIC distance as the edge weights.

Figure 2.4 Graphs Spectral Clustering Framework. The clustering framework involves denoting each
segment as a node and the negative of BIC distance between two segments as edge weights to obtain a
fully connected graph. This leads to a matrix representation(bottom right). Graph spectral clustering
of the nodes (segments) results in clusters belonging to individual speakers.

The clustering problem now reduces to a graph partitioning problem where the objective is to
minimize the term

∑ wi j (Li − L j )2

(2.5)

ij

where Li is the label accorded to each segment. The idea being that similar segments (having large
weights) should be assigned the same label. To avoid trivial solutions i.e. L=1 or L=0, the following
constraints are imposed.

∑ Li = 0

and

i

∑ Li 2 = 1

(2.6)

i

It is shown in [89], that the solution to this problem is the second eigenvector of the Laplacian matrix
obtained from the edge weights as
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 ∑
j, j6=i wi j if i = j
LW (i, j) =


 −wi j if i =
6 j 

(2.7)

Given the second eigenvector, the nodes (segments) are partitioned into two clusters, based on the
sign of the eigenvector’s entries. Each cluster is then recursively bipartitioned till the desired number of
clusters is found. In this implementation, graph spectral clustering was used to obtain sixteen clusters
from the initial segments. The choice of sixteen clusters was motivated by the observation that meeting
room data usually contains less than sixteen speakers and so the data is not under-clustered. Also at
sixteen clusters, we find for our dataset that each cluster contains sufficiently large amount of data to
robustly estimate more complex models.
Although unimodal Gaussians may be appropriate to model initial audio segments because only a
limited amount of data is available, the intermediate clusters contain enough data to warrant the use of
more complex models. We model the intermediate clusters using the popular UBM-GMM technique
described in [84]. In this technique, a Universal Background Model (UBM) is built using the entire
speech in the meeting. The UBM is essentially a Gaussian Mixture Model, which in this implementation consists of sixteen mixtures with diagonal covariance matrices and is learnt using the Expectation
Maximization (EM) algorithm. This is followed by a mean only maximum a posteriori (MAP) adaptation [10] to produce GMMs for each cluster. The distance between the GMMs is computed using
using the Euclidean distance between the means as shown in Equation 2.8. It was shown in [10], that
this correlates with a Monte Carlo estimation of the KL2 distance.
v
uK
u
d(ai , a j ) = t ∑

D

∑ wk .

k=1 d=1

(mi,k,d − m j,k,d )2
σ2k,d

(2.8)

Here d(ai , a j ) is the distance between clusters i and j computed for a GMM with K components and
data with D dimensions. mi,k,d represents the mean of the d th dimension of the kth component for
cluster i. An agglomerative clustering scheme iteratively merges together the intermediate clusters till
a BIC based stopping criterion is met.
This approach for audio based clustering differs from previous works in two aspects - first a two
level clustering scheme is used with different model complexities for each level based on the the
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amount of data. Second, a graph spectral clustering scheme is used in the first stage that affords both
speed and performance improvement compared to using only hierarchical agglomerative clustering as
shown in Section 2.5.2.

2.5 Results
The proposed speaker diarization approach was tested on a subset of the NIST pilot room meeting
corpus [38]. The entire corpus contains 19 meetings recorded in a room rigged with five cameras and
four table mounted microphones. Of the four table microphones, three are omni-directional microphones and one is a 4-channel directional microphone. Each participant in the room has two personal
microphones - a head microphone and a directional lapel microphone.
There are two audio channels available from each meeting. The first audio channel is a gainnormalized mix of all the head-boom microphone recordings and the second channel is a gain-normalized
mix of all the distant microphones. The audio data has a sampling frequency of 44 kHz, and a resolution of 16 bits per sample. Of the 19 meetings in the corpus, two meetings did not have associated
speech transcripts and the excerpt from one meeting was dominated by a single speaker. The remaining 16 meetings were used for the study and their speech transcripts were used to generate the speaker
diarization ground-truth.
In all of the meetings, participants are seated around a central table and interact casually. Depending on the type of the meeting, the participants discuss a given topic, play games, make presentations
or use the blackboard. From time to time, participants take notes, stretch and sip water or coffee from
their mug. The audio signals from these meetings are quite complex because the meetings are unscripted and of long durations. The signal consists of short utterances, frequent overlaps in speech and
non-speech sounds such as wheezing, laughing, coughing etc.
From various evaluations [33, 100], it is apparent that speaker diarization and localization algorithms have a wide range of performance variation and that the performance seems to be extremely
data dependent. To investigate factors that affect the algorithm performance, we use the following
variables to quantitatively characterize the meeting.
• Number of participants in the room (No. Speakers): We assume this metric will correlate with
the video performance - the greater the number of speakers, the closer together they will be
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seated, leading to occlusions. Secondly, the overall amount of distracting motion may also be
proportional to the number of speakers. Also, although the number of speakers may not directly
correlate with audio performance, larger number of people results in a increases background
noise due to the various sounds that listeners make when they swivel in their chairs, tap the table
or flip pages.
• Speaker Entropy (Entropy): This is a measure of speaker domination in a meeting. A low
entropy indicates that only a few speakers speak for most of the time whereas a high entropy
indicates that the participants involved spoke more or less for about the same duration. The
entropy is computed as
N

H(meeting) = − ∑ P(Si )log(P(Si ))

(2.9)

dur(Si )
∑Ni dur(Si )

(2.10)

i

P(Si ) =

where N is the number speakers involved in the meeting, dur(Si ) is the total time duration for
which person Si speaks and P(Si ) is the percentage of time (i.e. probability) that person Si speaks
during the meeting.
• Short Utterance Ratio: Detection of short speech utterances still remains a challenge for the
speaker segmentation task. Also, robust modeling of short utterances is a problem leading to
lower clustering performance. The short utterance duration is the sum of all utterance durations
that are less than three seconds. The short utterance ratio is derived by normalizing the short
utterance duration by the total speech duration and is computed as

SUR =







if dur(U) > 3seconds 

0
∑i, j dur(Ui j ) ∗ k
k=

∑i, j dur(Ui j )
 dur(U) if dur(U) ≥ 3seconds 


(2.11)

where Ui, j is the jth utterance by the ith speaker.

The sixteen meetings used are listed in Table 2.2, along with the factors just described. In the
following sections, the impact of these factors on the diarization tasks will be studied.
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Table 2.2 Meeting Dataset and Associated Meta-Data for the Sixteen Meetings Used in the Experiments.
No. Name
Type
Speakers Entropy Short Seg. Ratio
1
20011115-1050 Focus Group
4
1.25
0.1049
2
20011211-1054 Planning
3
1.28
0.0785
3
20020111-1012 Planning
6
1.37
0.1211
4
20020213-1012 Staff Meeting
6
1.87
0.1796
5
20020214-1148 Interaction with expert
6
1.85
0.1822
6
20020304-1352 Game playing
4
1.59
0.1704
7
20020305-1007 Planning
7
1.79
0.1834
8
20020627-1010 Staff meeting
6
2.26
0.2905
9
20020731-1409 Game playing
4
2.03
0.3164
10
20020815-1316 Problem solving
4
1.61
0.1501
11
20020904-1322 Interaction with expert
4
1.93
0.1563
12
20020911-1033 Interaction with expert
7
1.39
0.0625
13
20030702-1419 Focus group discussion
4
1.88
0.1922
14
20030729-1519 Information gathering
4
1.97
0.1845
15
20031204-1125 Information gathering
4
2.26
0.2515
16
20031215-1412 Focus group discussion
5
1.89
0.1875
First the performance of the segmentation module is analyzed in subsection 2.5.1. In subsection 2.5.2, the diarization performance using the Hierarchical Agglomerative clustering is compared
to our two-level approach.

2.5.1 Segmentation
In the segment and cluster speaker diarization framework, the first task is the detection of changepoints that partition the clip into segments which contain speech from only a single individual. As
discussed in section 2.3, the segmentation performance is measured by the segment purity (SP) measure given by Equation 2.1. Figure 2.5 shows the segmentation performance for each of the sixteen
clips, using audio information. For each clip, segmentation was performed using both audio channels(individually) and the results are shown by the bars labeled as Audio 1 and Audio 2.
The average segment purity from audio channel 1 and 2 is 92.5% and 91.1%, respectively; the
difference in segmentation performance between the two channels is not remarkable. However, the
performance variation across meetings is significant with the best and worst performances at 96.2%
and 87.6% respectively. We then analyzed if any of the factors outlined earlier can explain the variation in performance across meetings. An ANOVA analysis reveals the R2 value as 0.78 and 0.74 for
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Figure 2.5 Segmentation Performance. Results obtained by using the BIC based method for segmentation. Audio 1 and Audio 2 denote the purity of the segments found using audio channels 1 and 2
respectively. The average segment purity from audio channel 1 and 2 is 92.5% and 91.1%, which is
not as significant as the difference in segment purity for each channel across the meetings.

channels one and two respectively with entropy (H) and short utterance ratio SUR factors significant
at the 95% confidence level.
It is intuitive that these two metrics should correlate with segmentation performance. The number
of meeting room attendees is not by itself an important predictor of performance because often some
attendees do not participate much in the conversation and hence do not impact the dynamics of the
conversation. The entropy is a measure of uncertainty in the identity of the current speaker. A high
entropy means that the speakers who participated spoke for more or less equal durations. This implies
that errors in segmentation and the ensuing clustering will drastically impact the performance metrics.
The SUR is probably the most intuitive metric for segmentation. When the SUR is high, it implies
that there are many short segments in the conversation and hence many changepoints. This affects
segmentation in two ways - firstly, more changepoints need to be determined and secondly, less data
is available to the BIC models from short segments to make decisions. The results and their ANOVA
analysis highlights the effect of SUR and entropy on the segment purity. We now add segment purity
(SP) as another factor during clustering performance analysis.
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2.5.2 Clustering
A two stage clustering is performed - the first step involves merging audio segments based on graph
spectral clustering. In the second step these intermediate clusters are used to build Gaussian Mixture
Models which are then merged via a hierarchical agglomerative clustering to obtain the desired number
of clusters. The clustering performance metric is similar to the segment purity metric and computed
using Equation 2.4.
Figure 2.6, compares the cluster purity obtained using the two stage clustering scheme (GSC +
HAC) with the hierarchical agglomerative clustering (HAC) approach. The cluster purity using the
traditional HAC approach is 76.68% and 72.3%, for channel 1 and 2 respectively. This is a sharp drop
from the segmentation performance. However, the two level clustering scheme performs better with
a CP of 80.84% and 77.45% for channel 1 and 2, respectively. In addition to the improved accuracy,
the (GSC+HAC) method is also considerably faster, taking an average of 45 seconds compared to the
average of 213 seconds taken by the HAC method.

Figure 2.6 Clustering Performance Using the Cluster Purity Metric. Comparison of two approaches
for audio-only clustering. The GSC+HAC method performs better than the traditional HAC method.

To understand reasons for the considerable drop in purity, relations were sought between the drop
in performance (SP −CP) and the variables described before. An ANOVA analysis indicated at 90%
confidence that the initial segment purity and entropy were the factors correlated with the drop in per-

25

formance. The R2 value for the model was 0.71. A similar effect of entropy on clustering performance
was also observed in [51]. The dependence of clustering performance on initial segment purity is
intuitive as segments containing speech from more than one speaker are likely to be incorrectly clustered. Also, entropy is a coarse measure of the speaker transition dynamics. A high entropy value of
entropy signifies that multiple people are speaking in the recording which makes the clustering task
harder. For instance, consider the case where a single person speaks for most of the meeting as in a
presentation. In this case the system is required to find one dominant cluster which will consist of contiguous segments. This is comparatively easier than determining the number of speakers and correctly
grouping disjoint segments for each speaker. As a result a lower entropy results in better performance.
The effect of SP on CP is also obvious because segments containing speech from multiple speakers
result in noisy models which are prone to incorrect clustering.
The final results of diarization were presented in Figure 2.6 using the Cluster Purity metric defined
by Equation 2.4. However, a popular measure for guaging the performance of a speaker diarization
system is the diarization error metric, defined by NIST in [38]. For the sake of completeness and to
enable comparison of this system with others, we also present results using this metric in Figure 2.7.
The average DERs of audio-only diarization are 19.15% and 22.54% for channels 1 and 2 respectively.
As of the most recent NIST evaluations, RT07, the best performing system was from ICSI. The system
had a DER of about 22% which indicates that the proposed system is quite competitive with other state
of the art systems although a proper evaluation requires comparing the two algorithms on the same
dataset.

2.6 Summary and Conclusions
The problem of speaker diarization requires determining “who spoke when?” from an audio
recording. Aside from being an important aspect of meeting analysis, it is also required to solve higher
level problems such as categorizing meetings and generating intelligible transcripts. As a result, this
problem is now receiving significant attention from researchers and large scale evaluations, such as the
ones by NIST [33], have been conducted to determine the state of the art. Most approaches for speaker
diarization follow a segmentation-clustering paradigm where the audio signal is first partitioned into
homogeneous segments and then segments from the same speaker are clustered together. The diariza-
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Figure 2.7 Clustering Performance Using the DER Metric. Comparison of two approaches for audioonly clustering. The GSC+HAC method has an average DER of 19.15% and 22.54% for channels 1
and 2 respectively, compared to DERs of 33.32% and 27.7% for the HAC method .

tion system described in this chapter follows the same approach, but achieves better performance than
comparable methods, by improving both, the segmentation and clustering algorithms.
For segmentation, we present a modification to the sequential BIC based method that uses a threepart sliding window and computes the BIC values for only the middle subwindow. The proposed
segmentation approach is better at detecting short speech segments that is typical of meeting conversations. In addition, it is also computationally efficient, operating in O(n) and does not require tuning
any parameters. The major contribution highlighted in this chapter is the novel two stage clustering
algorithm used to group together segments from the same individual. This framework allows to increase model complexity in response to the amount of data. Graph spectral clustering is used at the
first stage, to obtain a larger number of intermediate clusters by grouping together short segments
that are modeled by unimodal Gaussians. Unlike hierarchical clustering, which is a greedy approach,
graph spectral clustering takes into account distances between all segments when making clustering
decisions. Secondly, it does not have to iteratively compute the distance between all segments which
results in faster computations. The diarization results indicate an average relative improvement of 16%
compared to the hierarchical clustering based approach with a speedup by a factor of 5.
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Although it is obvious that the performance of any system depends on the data on which it operates,
an understanding of the precise factors that affect the performance is desired. The study conducted
examined the effects of number of speakers, entropy, short segments on the performance of the segmentation module. It was found that entropy and short utterances were the major factors that affect
the performance and that an inverse relation exists between these factors and the purity of segments.
These findings resonate well with the intuition held by most researchers in the field. Secondly, we
also found that for our system, the clustering performance is directly related to the segment purity.
This is expected as impure segments tend to combine erroneously during the clustering stage. These
studies also highlight that the performance of the above system can be improved by incorporating a
resegmentation stage prior to clustering as has been done in other works.
To summarize, the system has a diarization error rate of around 20% and performs in less than 0.1
× real-time. These metrics place it well when compared to state of the art systems. The significant
gains in speed and accuracy are gained through the incorporation of graph spectral clustering and a
modified segmentation system. The next chapter shows how the diarization accuracy can be improved
by incorporating video information.
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CHAPTER 3
AUDIO-VISUAL DIARIZATION AND LOCALIZATION

The overwhelming amount of information available from meeting videos underscores the need
for comprehensive event-detection techniques to enable different kinds of queries such as query by
discussion topic or for an individual’s comments or for specific activities (such as note-taking, making a presentation, illustrating using the whiteboard, etc.). Determining who spoke when (speaker
diarization) and locating the current speaker (speaker localization) are prerequisite tasks for enabling
such queries. Speaker diarization and localization is also required for other higher level tasks such
as generating intelligible transcripts or automatically panning the camera to the current speaker. This
chapter describes a novel framework to jointly perform diarization and loclization using a synergetic
fusion of audio and video.
Since semantic analysis of meetings is considered an important area of research, many evaluations
on speaker diarization and speaker localization have been conducted such as the ones by NIST [33]
and CLEAR [101], where meetings are recorded in special rooms rigged with multiple microphones
and cameras. However, this work focuses on meetings recorded using a constrained recording setup
consisting of a single camera and a single microphone. The reason to focus on this constrained scenario
stems from its broader applicability - as audio and video sensors are integrated into small portable
devices such as laptops and cell phones; they too can be used to record meetings, converting any
location into a virtual meeting room.
Speaker localization and diarization in the single camera, single microphone scenario has been
investigated in works such as [27, 34, 44, 55, 71], where the problem is posed as one of detecting
synchronous audio and video events. In these works, mutual information (MI) based approaches have
been successfully demonstrated on short duration clips which involve a few (usually two) speakers
facing the camera. In situations such as broadcast news and people interacting with a kiosk, the
person looks directly at the camera when speaking and the face(s) covers a large portion of the image.

29

Since the faces are frontal and the speaker’s face and lips are clearly visible when speech is heard, an
instantaneous correlation between the audio and video channels exists, and MI based approaches work
quite well.
However, meeting room videos are very different as multiple persons are seated facing each other,
and so all faces observed by the camera are not frontal. Also, since the camera is placed much farther
from the participants, faces have a low resolution. Additionally, participants often exhibit a high degree
of movement for short intervals even when they do not speak such as when taking notes, sipping coffee,
or swiveling in a chair and such movements are falsely correlated with the speech. For these reasons,
we have found that MI based approaches do not perform well on meeting datasets [109].
We propose a different framework for audio-visual integration motivated by the following observations. It is obvious that a strong correlation exists between the lip movements of a speaker and the
resultant speech which has been exploited in MI based works. There also exists a loose correlation
between a person’s speech and head/hand gestures which has been demonstrated in works such as
[54, 82, 88, 111]. In addition to the correlation of speech with lips and gestures; we also observe that,
in general, a person exhibits more movement during speech. To maintain eye contact, the head turns
from one listener to the other and usually bobs up and down during speech because of the jaw movement. Also, the speaker’s hands and shoulders move involuntarily when an idea is expressed. Such
movements are not correlated with the speech, i.e. there does not exist an instantaneous mapping between audio and video features. Rather, a long term co-occurence of speech and movement exists, i.e.
over longer time durations, people tend to exhibit more body movements when speaking than when
listening. In this work, we exploit this phenomenon of co-occurrence of speech and body movements
to perform the speaker diarization and localization tasks with the underlying assumption that, on an
average, a speaker exhibits more movement than a listener.
The flowchart in Figure 3.1 illustrates our approach. The audio and video features are first concatenated to form a joint feature stream. The Bayesian information criterion (BIC) is used to find
discontinuities in the joint feature stream, effectively partitioning it into atomic temporal primitives
(ATPs) that have homogeneous audio-visual characteristics. Ideally, each ATP contains speech from a
single individual. However, because an ATP is of short duration, the visual information in it may not be
reliable. For e.g., a speaker may exhibit hand-movements in one ATP, but not in another, or a listener
may exhibit spurious movement in an ATP. Hence a one-step audio-visual clustering of the ATPs is
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Figure 3.1 System Flowchart for Joint Localization and Diarization. Audio and Video features are
fused to form a joint feature stream. The Bayesian Information Criterion (BIC) approach is used to
segment the joint stream into segments that are similar in audio and video characteristics. Since global
video features are computed, durations of speech from the same speaker may be segmented because
of different motion characteristics in the video such as movement from other speakers or different
movements from the same speaker. The first stage of clustering is performed using only the audio
signal to find durations of speech from a single speaker. Using the intermediate clusters, Gaussian
mixture models are built for the audio and eigen-blob models are built for the video. The second
stage of clustering uses distances between both these models to arrive at the final clustering solution.
Ideally, each of the final clusters should contain all the speech from each individual speaker. The
second eigenvector corresponds to the dominant motion mode in the image and localizes the speaker.

error prone. Instead, ATPs are first clustered using only the audio by graph spectral clustering (GSC)
to obtain intermediate clusters of longer duration. The number of intermediate clusters is chosen to be
more than the actual number of clusters, to ensure that they have high purity - i.e., each intermediate
cluster contains speech from a single person. This also means that the clusters have lower coverage,
i.e., there are multiple intermediate clusters that contain speech from the same person, which need to
be merged to obtain the final results.
Since the intermediate clusters are of longer durations, the effect of spurious listener movements
in it’s video frames are mitigated. Also, the longer temporal interval allows to aggregate motion
evidence from different body regions of the speaker. Robust video models can thus be built from these
intermediate clusters which can then be used along with the audio models in an iterative clustering
framework to merge clusters from the same person.
The distance between each pair of clusters is a weighted combination of the distance between their
audio and video models. At each step of the iterative clustering procedure, the closest pair of clusters
are merged, refining the diarization results. Since the merged cluster is of longer duration, eigen-blob
models built from the video will lead to better localization of the speaker in the corresponding video
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frames. In turn, better video models will positively influence the clustering procedure in the next
iteration. This clustering-modeling cycle continues till the number of final clusters equals the number
of speakers which is determined by a stop criterion that uses both audio and video. Ideally, each of
the final clusters should contain all the speech from only a single person and it’s video model should
precisely localize the speaker in the image.
The outline for the rest of this chapter is as follows. The creation of a joint feature stream and partitioning of the meeting into ATPs is described in section 3.2. Section 3.3 deals with clustering ATPs
into intermediate clusters and the iterative audio-visual clustering framework. Section 3.4 presents
the improvements in diarization by incorporating video and compares eigen-blob and MI based localization results. Section 3.5 carries the conclusion of this paper and outlines directions for future
work. The next section compares this work to previous approaches that have used audio, video, or
their combination to perform speaker diarization and localization.

3.1 Related Work
Person detection/tracking and speaker diarization are two tasks that have been heavily studied by
the computer vision and signal processing communities respectively and until recently, there has been
relatively little effort to use one modality to complement the other. As a result, speaker diarization
has been viewed mostly as a purely audio processing task whereas speaker localization is viewed as
a subset of the person detection/tracking task. However, in the past few years there has been much
emphasis on integrating audio and video information to perform these tasks. Evaluation efforts such
as the Rich Transcription evaluation (RT) [33] conducted by NIST, and the CLassification of Events
Activities and Relationships (CLEAR) [100] conducted jointly by NIST and CHIL, aim to further such
research by providing a common database and evaluation framework to assess the state of the art.
In this section, previous works that use audio/video or their combination to perform speaker diarization and localization (and tracking) are reviewed. Table 3.1 categorizes them based on the number
and types of audio/video sensors used, the specific problems they address, the characteristics of the
audio-video data that their methods exploit and typical datasets on which their methods are illustrated.
Since the focus of this work is on using a single camera and a single microphone to localize the current
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speaker, this review gives greater attention to the single camera, single microphone (sCsM) scenario.
However, in the interest of completeness, other scenarios are briefly reviewed.
Table 3.1 A Brief Review of Previous Work Dealing With Joint Audio-Visual Diarization, Localization
and Tracking.
Works

Sensor Setup

[80, 104, 114, 119]

Single camera (sC)
single Camera
single
Microphone
(sCsM)

[23, 34, 44, 55, 67,
71, 73, 96, 97]

[7, 9, 15, 18, 20, 25,
52, 79, 95, 113, 123]

[109, 110] (This
work)

multiple
Cameras
multiple
Microphones
(mCmM)
(sCsM)

Problems
addressed
Person detection, tracking
Speaker localization(2D),
tracking,
diarization

Method

Typical Datasets

Motion, appearance models
Audio-Visual
synchrony

TRECVID [98]

Speaker
diarization,
localization and
tracking

Kalman or Particle Filter based
integration of
unimodal cues

Speaker
diarization,
localization

Long
term
co-occurence
between speech
and movement

Broadcast
news
[98],
CUAVE [72],
generic
data
from
Kiosk
scenarios
Meeting
Rooms,
Lectures [33, 100]

NIST meeting
room
pilot
corpus [38]

The computer vision community has laid great emphasis on solving the person (and face) detection
and tracking problem since the last few decades, especially under the constraint of a single camera
view. Works in the single camera (sC) scenario differ from each other based on the appearance and
motion models used for detection, the framework used for tracking and the classifier that is employed.
The visual appearance of an object can be factored into its shape, color and texture. Typically, the shape
information is based on the contour of the foreground blob [40,103]. Color information is captured via
histograms in the normalized RGB [30], YUV [119] or other color spaces and the foreground texture
is usually quantified via an edge histogram [26]. Since human gait has a typical periodic motion and
the short term trajectory is usually smooth, motion cues can serve to distinguish people from other
moving objects and clutter. Thus, motion characteristics for person detection and tracking have been
used in [24, 42, 91]. As always, a combination of different appearance and motion models can be used
to make the system robust [115, 120, 121].
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Various classifiers such as SVMs [26, 91], Neural Networks [103], MAP [119] have been used for
the person detection and tracking task. Recently, interest has developed beyond the coarse tracking of
humans and the focus is on tracking body parts to estimate pose, gaze and gestures which are essential
features for higher level analysis in meeting rooms. A good survey of works that approach this problem
can be found in [1, 39, 74, 80, 116].
Since no audio information is available in the sC scenario, the tasks are limited to detecting and
tracking people (and/or faces) in the 2D plane. Speech activity cannot be truly inferred just from video
analysis but it serves as an essential module when used in conjunction with an audio based tracking
scheme as will be seen when reviewing mCmM works.
The multimodal approach (for a single camera and a single microphone) has usually been demonstrated in scenarios where the speakers are facing the cameras. As a result the faces are frontal and
an instanteous synchrony between the audio and video signals exists. In the sCsM scenario, the problem is typically formulated as finding projections that maximize the mutual information between the
projected audio and video signals.
The germinal work in this area is due to Hershey and Movellan [44]. In their work, image pixels
are assumed to be conditionally independent given the audio signal and the joint distribution of pixel
intensity and audio energy is assumed to be Gaussian. They then evaluate the mutual information
between the audio energy and each pixel’s intensity which is equivalent to computing the correlation
under the Gaussian assumption. In [55, 96], the approach was modified by considering multidimensional audio and video vectors. Canonical correlation was used to learn projections that maximize the
correlation between the projected variables.
In [27, 34], projections are learnt so that the Mutual Information between the projected audio and
video signals is maximized. Their contribution was the use of non-parametric densities to represent the
joint signal space. In [23], a time delayed Neural Network was used to learn audio-visual correlations
and a spatio-temporal search performed in test sequences to detect correlated pixels. In [67], a sparse
representation of the Video signal enables representing contours of moving objects in an intuitive
way. The image is decomposed and represented as a weighted sum of transformed basis functions. A
correlation between each transformed basis function and the audio energy is used to find the image
regions that correlate with the audio. This approach allows to perform instantaneous audio-video
correlation even when the sound emitting object is moving across the scene.
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In all of the above audio-visual works, the focus is on modeling relationships between the audio
and video signals. The formulation focuses on finding pixels that are highly related to the audio. Thus
the assumption is that the underlying cause due to which the audio and video signals arise, always
expresses itself in both modalities and that this relationship is instantaneous. This assumption holds
for cases where two people are facing the camera and taking turns at speaking or when the object
generating the sound is visible in the video. However, in the meeting room scenario where only a
single camera is used, it is not possible to capture the frontal faces or even the profile views of all
participants. Thus our problem formulation focuses on finding the average correlation between the
audio and video signal, rather than focusing on the instantaneous correlation.
The recent availability of meeting room data [5] captured from a wide number and variety of
audio and video sensors has made it possible for researchers to develop and demonstrate techniques
for the mCmM scenario. The approaches developed are similar to those mentioned for the multiple
microphone scenario in the previous chapter.
In [15, 25, 52, 79, 95, 123], audio and video cues are used to independently locate and track the
speaker and the final location estimates are obtained by integrating the individual estimates at a higher
level. In [25], audio and video estimates are used for localization, but only visual tracking is performed. However, for track verification, both audio and video cues are used. In [52], skin detection
is used to find people in the image and the steered response power (SRP) is evaluated only over those
regions to determine the speaker. In [79], motion, head shape and skin color are used to detect the
angular location of a person from the video and a time delay of arrival method is used to find a hyperbola of possible source locations from the audio. The final location estimate is obtained from the
intersection of the video and audio estimates. In [15], 3D localization is performed independently
using audio and video, speech models are built for each individual and the entire information is used
to determine the location and speaking activity. A similar approach is used in [95], but instead of
identifying speakers based on the spectral content, audio-visual synchrony is used to determine the
current speaker.
In [7,9,18,20,113], a particle filter formulation is used to jointly estimate the location and speaking
activity of individuals using audio and video cues. The works differ in terms of whether a multi-person
or single-person state spaces are considered, the sampling paradigm and the observation and dynamic
models.
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3.2 Atomic Temporal Primitives
The first step of our approach involves splitting the meeting into contiguous durations that we term
as Atomic Temporal Primitives (ATPs). Each ATP should be homogeneous - i.e. it should contain
speech and movement from only a single speaker. This implies that it’s joint audio-visual features
should be well modeled using a single Gaussian. By definition, neighboring ATPs will be explained
using significantly different models and so the task of splitting the meeting into ATPs involves finding
time instances where the underlying model changes. The primary focus of this step is to derive strictly
homogeneous ATPs, even at the cost of over-segmentation, since contiguous ATPs containing speech
from the same person can be clustered together later.
The ATP boundaries are found using the joint audio-visual stream. The audio signal is sampled
at 16 kHz, and the Mel-frequency cepstral coefficients (MFCCs) are extracted using 32 filters with
the bandwidth ranging from 166 Hz to 4000 Hz. These settings are chosen based on an empirical
study [35] which found them to yield good results on the speaker verification task. The video features,
which intend to capture motion, are obtained using image differences (three frames apart). The difference images are thresholded to suppress jitter noise, dilated by a 3x3 circular mask, downsampled
from the original size of 480x720 to 48x72, and finally vectorized. The audio/video features are then
projected onto PCA subspaces to reduce their dimensionality, and a joint audio-visual subspace is obtained by concatenating the coefficients using Equation 3.1. Since, the video framerate is 30 Hz, to
enable a concatenation of the features, MFCC features from the audio were also extracted at the same
rate.




 α.A(t) 
X(t) = 

V (t)

(3.1)

Here A(t) = [a1 (t), a2 (t), . . . , am (t)]T , where a1 (t), a2t, . . . , am (t) are the MFCCs projected in a PCA
space. Similarly, V (t) = [v1 (t), v2 (t), . . . , vn (t)]T , where v1 (t), v2t, . . . , vn (t) are obtained by projecting
the video features onto a PCA space. The scaling factor α = |ΣV |/|ΣA | is used to make the variance of
the audio features equal to that of the video features.
The Bayesian Information Criterion (BIC) is then used to split the joint feature stream into primitives containing consistent audio and video features. The task is posed as one of finding the time
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instants tk that correspond to ATP boundaries. To determine if tk corresponds to a boundary, subsets
of the signal X, preceding and following tk , are examined to infer whether they are produced by the
same person or by two different persons. Let Tw represent the length of each subset, XW1 = {X(tk − Tw ),
X(tk − Tw + 1), . . . , X(tk − 1)} represent the subset preceding tk , XW2 = {X(tk + 1), X(tk + 2) . . . X(tk +
Tw )}, represent the subset following it and XC represent the union of the two. The BIC is used to
determine if XC can be adequately represented by a single model MC or if two models M1 and M2 are
required to represent XW1 and XW2 , respectively.
The BIC for a model with parameters θ is defined as
1
BIC(M) = log p(X|θ) − λd log N
2

(3.2)

where λ=1, d is the number of model parameters, and N is the number of feature vectors. The second
term, proportional to d, penalizes complex models. Defining ∆BIC to be BIC(M1 ;M2 )-BIC(MC ) and
modeling XW1 , XW2 , XC by unimodal Gaussian distributions with full covariance matrices, we have
N2
N1
log |ΣXW1 | −
log |ΣXW2 |
2
2
N
1
d(d + 1)
+ log |ΣX | − λ(d +
) log N
2
2
2

∆BIC(tk ) = −

(3.3)

where N1 and N2 are the number of features in XW1 and XW2 , respectively and N = N1 + N2 . A positive
value for the BIC justifies the use of two models, indicating that tk is a change-point.
Prior to detecting ATP boundaries, a speech-silence detector is run to eliminate silence frames.
A k-means clustering algorithm is initialized with the mean and the minimum of the audio energy.
MFCCs in the resulting speech and silence clusters are model by unimodal Gaussians and the maximum likelihood criterion is used to identify silence frames. Contiguous silence frames, longer than
half a second in duration are termed as silence segments and eliminated prior to further processing.
Our implementation of the BIC framework is described in detail in 2.3. In essence, it uses a
sliding window approach for finding ATP boundaries, similar to [21] with the major difference being
the incorporation of video information. The motivation for using both audio and video features to
obtain the primitives stems from the following observation: A change in the speaker is indicated by
a change in the model producing the audio features which is the premise of the BIC approach. Often
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times, a change in speaker is also reflected by a change in the video dynamics. After a person stops
speaking, they often change posture - by leaning back further into their chair indicating through a
non-verbal mechanism that the floor is open. Similarly, just prior to speaking, a person attempts to
gain their audience’s attention by leaning forward or extending their arm into the common space to
indicate a desire to hold the floor. Thus, a change in speaker is also reflected by a change in the image
regions where motion occurs.
Since the difference images are projected as a low dimensional vector and modeled as by unimodal
multivariate Gaussian (across time), a change in the image region will be modeled by a different
Gaussian model. The joint Gaussian is more sensitive to speaker changes than models built for either
modality alone. This however comes at the cost of increased false detections due to the video - such as
when a person reaches out to grab a cup of coffee when someone else is speaking. However, since the
primitives will be merged together in the clustering stage, false detects are not as expensive as missed
detects.

3.3 Clustering and Localization
Once the feature stream has been split into ATPs, the next goal is to merge all ATPs containing
speech from the same individual. The localization task involves determining the image region in the
video frames of those ATPs where the speaker is seated. These two tasks can be performed sequentially
- speaker diarization can be performed first using only the audio and then video frames from the final
clusters can be analyzed to locate the speaker. Alternatively, since the video contains information
about the current speaker, both audio and video features can be used from the ATPs to jointly perform
diarization and localization.
However, since individual ATPs tend to be of short durations, the visual information in them
is not very consistent. For example, where a person utters just a few sentences, we observe that
there is little accompanying motion and that this situation exacerbates when the person is facing away
from the camera. Similarly an ATP can contain speech from one person but motion from more than
one individual - as occurs when someone is taking notes. The hypothesis on which this work is
based, is that on an average, a speaker exhibits more movement than a listener and this holds when
considering longer time durations. Thus, instead of obtaining video models from the ATPs, the ATPs
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are first clustered using only the audio to obtain fewer large clusters. Video models can be reliably
estimated from these larger intermediate clusters, and then be used to influence diarization in the
iterative diarization-localization process.
The rest of this section is structured as follows. In subsection 3.3.1, we describe the procedure of
obtaining intermediate clusters from the ATPs. In subsection 3.3.2, we describe how audio and video
models are built from these intermediate clusters and in 3.3.3 we describe the iterative diarizationlocalization procedure.

3.3.1 Intermediate Clusters

Figure 3.2 Graph Spectral Clustering Framework. The clustering framework involves denoting each
ATP as a node and the ∆BIC distance between two ATPs as edge weights to obtain a fully connected
graph. This leads to a matrix representation (bottom right). Graph spectral clustering of the nodes
produces intermediate clusters.

The initial clustering of ATPs is performed using only audio by modeling its MFCCs by a unimodal
Gaussian with a full covariance matrix. The clustering problem is formulated as a graph partitioning
problem as shown in Figure 3.2. Each ATP is represented as a node and the similarity between ATPs
serves as the edge weight (wi j ). Various distance measures have been used to compute distances
between Gaussian models such as the symmetric Kullback-Leibler (KL2) divergence [92], Gaussian
likelihood ratio [64], and the Bhattacharya distance [46]. In this work, similar to [118], we used
the ∆BIC distance as the edge weights. The clustering problem now reduces to a graph partitioning
problem where the objective is to minimize the term
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∑ wi j (Li − L j )2

(3.4)

ij

where Li is the label accorded to each segment. To minimize the error term, similar segments (having
large weights) should be assigned the same label. To avoid trivial solutions i.e. L=1 or L=0, the
following constraints are imposed.

∑ Li = 0

and

i

∑ Li 2 = 1

(3.5)

i

It is shown in [89], that the solution to this problem is the second eigenvector of the Laplacian matrix
obtained from the edge weights as





 ∑

j, j6=i wi j if i = j
LW (i, j) =



−wi j if i =
6 j 

(3.6)

Based on the second eigenvector, the nodes are partitioned into two clusters, based on the sign of
the eigenvector’s entries. Each cluster is then recursively bipartitioned till the desired number of clusters is found. The number of clusters can be chosen based on domain information. In our experiments,
graph spectral clustering was used to obtain sixteen clusters from the initial segments. The choice of
sixteen clusters was motivated by the observation that meeting room data usually contains less than
sixteen speakers and so the data is not under-clustered. Also at sixteen clusters, we find for our dataset
that each cluster contains sufficiently large amount of data to robustly estimate GMMs for the audio
and eigen-blob models for the video.

3.3.2 Audio and Video Models
Audio features of an intermediate cluster are modeled using the UBM-GMM technique described
in [84]. In this technique, a Universal Background Model (UBM) is built using the entire speech in the
meeting. The UBM is essentially a Gaussian Mixture Model, which in this implementation consists of
eight Gaussians with diagonal covariance matrices learned using the Expectation Maximization (EM)
algorithm. This is followed by a mean only maximum a posteriori (MAP) adaptation [10] to produce
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GMMs for each cluster. The distance between the GMMs is computed using using the Euclidean
distance between the means as shown in Equation 3.7. It was shown in [10] that this correlates with
a Monte Carlo estimation of the KL2 distance. Here d(ai , a j ) is the distance between clusters i and j
computed for a GMM with K components and data with D dimensions. mi,k,d represents the mean of
the d th dimension of the kth component for cluster i.
v
u
u
d(ai , a j ) = t

K

∑

D

∑ wk .

k=1 d=1

(mi,k,d − m j,k,d )2
σ2k,d

(3.7)

The intermediate clusters also serve as the starting point for speaker localization. A video model
is built for each intermediate cluster by analyzing the eigenvectors of its video features (difference
images). Let the matrix Z represent the set of vectorized difference images of an intermediate cluster
and let CZ represent the covariance of Z. Solving Equation 3.8 yields the eigenvectors of CZ as the
column entries of V , where Λ is the corresponding eigenvalue matrix.
CZ V = V Λ

(3.8)

Since eigenvectors are projections that reduce the covariance of the projected variables, they effectively group pixels that move together. If the dominant speaker moves the most in the set of frames,
the primary eigenvector partitions the image into two regions - one belonging to the speaker and the
other to spurious background movements. However, it cannot be determined which of the two regions
corresponds to the speaker from only the primary eigenvector. Since the second eigenvector is orthogonal to the first, it splits the dominant component of the first eigenvector - which is the region that
represents the speaker’s location.
Mathematically, if v1 is the largest eigenvector and v2 is the second largest eigenvector of frames
from the cluster ci , then the part vi which represents the selected region is given by Equation 3.9,
−
where v+
1 and v1 are the positive and negative parts of the primary eigenvector, and T is the transpose

operator. The dominant region vi is then normalized so that it’s sum equals one and serves as the
eigen-blob model for the cluster ci . This eigen-blob model (vi ) is basically a probability density
function representing the likelihood of a pixel belonging to the speakers location.
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(a)

(e)

(b)

(f)

(c)

(g)

(d)

(h)

Figure 3.3 Illustration of the Eigen-Blob Method for Speaker Localization. Figures (a) and (e) show
sample images from two intermediate clusters in which the speaker is located at the top-left and
bottom-left respectively. (b) and (f) show the respective principal eigenvectors. The second eigenvectors shown in (c) and (g), split the dominant region (positive or negative) of the primary eigenvectors.
The dominant region represents the speaker’s location and is shown in (d) and (h).

vi =





 |v+ | if |vT v+ | < |vT v− | 
2 1
2 1
1


 |v− | if |vT2 v− | < |vT2 v+ | 
1
1
1
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(3.9)

Figure 3.3 illustrates the eigen-blob localization for two intermediate clusters from a meeting of
four people. The first eigenvector has non-zero components corresponding to the moving parts of
the image; in addition, the sign of the eigenvector further divides the moving portions into two parts
(shown by two different colors). The second eigenvector, which captures the next dominant mode of
motion correlation and is orthogonal to the first eigenvector, is used to identify the portion from the
speaker.
Intermediate clusters belonging to the same speaker should have similar video characteristics.
Specifically, the eigen-blob models should overlap, and the degree of overlap can be considered as
a measure of similarity. Since the eigen-blob models are non-parametric densities signifying the
speaker’s location within the image, the distance between two models is computed using the symmetric Kullback-Leibler (KL2) measure as shown in Equation 3.10.
1
d(vi , v j ) =
2



v j (α)
vi (α)
∑ vi (α) log v j (α) + ∑ v j (α) log vi (α)
α
α



(3.10)

As a comparison to the eigen-blob localization approach, we also implemented the mutual information based localization technique, using an implementation similar to that in [71]. The mutual
information between two multivariate random variables A and V is given by Equation 3.11, where
p(a, v) is the joint probability distribution and p(a) and p(v) are the marginal distributions.

I(A;V ) =

p(a, v)

∑ ∑ log( p(a)p(v) )

(3.11)

a∈A v∈V

The audio signal a(t) is represented by the MFCCs and the video signal v(t) consists of the pixel-wise
difference of images three frames apart. The MI is computed between each video pixel vxy (t) and
the audio signal a(t). The MI is computed every frame using a two second window to estimate the
probability distributions (p(a), p(v) and p(a, v) which are assumed Gaussian.
Figure 3.4 illustrates sample results of localization using the MI approach. The Mutual Information
is computed between the audio and each pixel in the image. Pixels that are highly correlated with the
audio have a higher Mutual Information value. The Mutual Information image is thresholded to discard
low value pixels and the resulting filtered image is displayed in (b) and (d). Since pixels belonging to
a single person are connected, the localization output is considered as the connected component with
the largest average MI.
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(a)

(c)

(b)

(d)

Figure 3.4 Illustration of the Mutual Information Method for Speaker Localization. Figure (a) shows
a sample image where the person in the top left is speaking and (c) shows a sample image where the
person on the bottom left is speaking. (b) and (d) show the mutual information images for (a) and (c)
respectively.

The representative MI localization images in Figure 3.4 show that the MI performs better when
the speaker is facing the camera as seen in (b) than when the person is facing away from the camera
as in (d). Interestingly, (d) shows that even when the face is not visible, there are regions around the
speaker’s body that are correlated with the speech. Compared to Figure 3.4 (b) and (d), the localization
results are better in Figure 3.3 (d) and (h). We believe that this is because the MI approach seeks
instantaneous correlations between the pixels and the speech - a relation which is non-robust in the
meeting domain whereas the eigen-blob approach seeks correlated pixels in frames that are determined
to belong to the same speaker using the audio channel. Since the eigen-blob approach considers longer
durations, spurious movements by non-speakers are averaged out leading to better localization results.
A quantitative comparison of the two localization approaches is presented in section 3.4.2.

3.3.3 Iterative Clustering
Once audio and video models have been built, the intermediate clusters are merged using an agglomerative clustering framework in which the audio and video models are refined at each step. The
procedure involves merging the closest pair of clusters into a new cluster and obtaining a new audio
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and a new video model for that cluster. Since the merged cluster contains more data than either of the
individual clusters, models derived from it would be more robust and representative of the speaker’s
audio-visual characteristics.
The distance between each pair of clusters is computed by combining distances between the audio
and video models as shown in Equation 3.12, where d(ai , a j ) and d(vi , v j ) are computed using Equation 2.8 and Equation 3.10 respectively and βi j is a weighting term that determines the influence of
video on the overall distance and is calculated using Equation 3.13.

d(ci , c j ) = (2 − βi j ) d(ai , a j )

+

βi j

d(vi , v j )

βi j = min(βi , β j ) where βi = ∑ vα,i

(3.12)

(3.13)

Equation 3.13 requires some explanation. The eigen-blob model vi for a cluster is sometimes fragmented over multiple persons. This happens because of consistent co-occurring motion such as hand
movements of a person who takes notes when someone else is speaking. Such fragmentation incorrectly reduces the distance between video models of the involved persons, and negatively influences
the clustering procedure. Let vα,i be the connected component of vi , that represents the maximum
fraction of vi , i.e. it is the blob that captures the maximum fraction of the pdf. Then, βi , which is
the sum over vα,i can be considered a fragmentation measure of the eigen-blob model vi ; βi will be
one if (vi ) is not fragmented, and low if vi is severely fragmented. The weighting term βi j represents
the confidence in the computed video distance. If either the two eigen-blob models is fragmented, βi j
will have a low value, reflecting lesser confidence in the localization and reducing the contribution of
d(vi , v j ) to the inter-cluster distance.
Equation 3.12 is used to compute the pairwise distance between all of the intermediate clusters
and the pair with the lowest distance is merged. GMMs for speech and eigen-blob models for video
are now built from the merged cluster and the iterative procedure continues till a stopping criterion
is met. The stopping criterion is a function of the distance between audio and video models. If the
∆BIC of the two audio clusters being merged is negative or if there is no overlap between the eigenblob models, the algorithm terminates. The incorporation of eigen-blob models into the stop criterion
prevents merging clusters belonging to different speakers that have similar vocal characteristics.
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Figure 3.5 The NIST Meeting Room Setup [38]. Meetings are recorded using four fixed cameras,
one on each wall and a floating camera on the east wall. The audio is recorded using four table
microphones and three wall mounted microphone arrays in addition to a lapel and a microphone for
each participant.

3.4 Results
3.4.1 Dataset and Performance Measures
The proposed audio and audio-visual speaker diarization and localization approaches are tested on
a subset of the NIST pilot room meeting corpus [38]. The corpus contains 19 meetings recorded in a
room rigged with five cameras and four table mounted microphones. Of the five cameras, four are fixed
cameras mounted on each wall of the room facing the central table, and the fifth is a floating camera
that zooms onto salient activities in the scene such as the speaker, the whiteboard, or the projection
screen. Of the four table microphones, three are omni-directional microphones, and one is a 4-channel
directional microphone. Each participant in the room also wears a head microphone a directional lapel
microphone. The meeting room setup is shown in Figure 3.5.
The database available to us contains the five camera feeds for each meeting and the videos have a
spatial resolution of 720 x 480 sampled at 29.97 Hz. There are two audio channels packaged with each
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video; one is a gain-normalized mix of all the head microphones, and the second is a gain-normalized
mix of all the distant microphones. The audio data is sampled at 44 kHz and has a resolution of 16
bits per sample. Of the 19 meetings, three meetings were excluded from the experiments because two
of them did not have associated ground truth and the third consisted entirely of a presentation by one
person. Eight audio-visual pairings are considered for each meeting by pairing each of the four fixed
cameras with each of the two audio channels, resulting in 128 (16 x 8) meeting clips. From each clip,
the first 30 seconds are discarded, and the next 10 minutes are chosen resulting in approximately 21
hours of data.
In all of the meetings, participants are seated around a central table and interact casually. Depending on the type of the meeting, the participants discuss a given topic, plan events, play games or attend
presentations. From time to time, participants may take notes, stretch, and sip drinks. In some of the
meetings (5 and 9-12), participants leave their chairs to use the whiteboard or distribute materials. The
audio and video signals from these meetings are quite complex because the meetings are unscripted
and of long durations. Since only a single camera view is considered at a time, most faces are nonfrontal and sometimes participants are only partially visible. In some meetings, a participant may not
be visible at all in a particular camera view. Even when the faces are frontal, they are often occluded by
the person’s own hand. Similarly, the audio signal is complex, consisting of short utterances, frequent
overlaps in speech, and non-speech sounds such as wheezing, laughing, coughing etc. Sample images
of all clips from camera 1 and 2 are shown in Figures 3.6 and 3.7 respectively.
To quantitatively assess the localization performance, a coarse ground-truth is defined by static
boxes around each person. The output of the eigen-blob localization method is the dominant blob vα
obtained from the final cluster. This is a static region in the image which localizes the person in all
meeting frames where the person spoke. The output of MI localization is the connected component
of the MI image with the highest average MI and so this region varies from frame to frame. For a
frame i, a hit occurs if the region output by a localization method for that frame S(i), intersects with
the ground-truth box around the speaker B(i) as shown in Equation 3.14.

h(i) =



 1

 0

if



S(i) ∩ B(i) 6= 0/ 

otherwise
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(3.14)

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)
Figure 3.6 A Sample Image for Each of the Meetings Recorded by Camera 1. Each figure shows one
image from the entire meeting. Some of the participants face the camera while the others face away
from it. Camera 3 is mounted on the opposite wall and provides a similar view.
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Figure 3.7 A Sample Image for Each of the Meetings Recorded by Camera 2. The figures show one
image for each of the meetings recorded by camera 2. Most of the participants are visible in profile
view with varying degrees of occlusion. Camera 4 is mounted on the opposite wall and provides a
similar view.
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Only non-overlapping speech frames where the speaker is visible (completely or partially) in a
camera view are evaluated. Representing the subset of frames over which localization is scored as Te ,
the hit ratio is computed as the ratio of hits to the number of frames in Te as shown in Equation 3.15.

HitRatio =

∑i∈Te h(i)
|Te |

(3.15)

The diarization performance is measured using the diarization error rate (DER) defined in [38]. To
compute the DER, a one-one mapping is performed between the M system clusters (final clusters) and
the N reference clusters (one for each speaker), such that the mapping maximizes the total number of
frames in agreement. The DER is then computed on non-overlapping speech frames as the ratio of the
number of incorrectly mapped frames to the total number of frames in the recording.

3.4.2 Localization
For the eigen-blob localization method, the vα blob obtained from a final cluster serves to localize
the speaker in the video frames of that cluster. Figures 3.8 and 3.9 illustrate the eigen-blob models for
some of the final clusters in meetings - 3 and 6. The two meetings have very different characteristics
- meeting 3 is a planning meeting with frequent note taking activity, while meeting 6 is a card game
scenario with participants frequently reaching out to the center of the table to pick and drop cards.
Figures 3.8 (a)-(d) show the eigen-blob models for the final clusters of meeting 3. The model
correctly localizes only the speaker for the two difficult cases in (a) and (c), where the speaker is facing
away from the camera and where the speaker is partially visible respectively. The frontal person in
(b) is also correctly localized, but in (d), a blob of the model lies on a non-speaker. Similarly, (e)-(h)
shows the models for four of the six final clusters of meeting 6. Although the models mostly localize
the current speaker, fragmented blobs lying on other speakers are seen in (f) and (h). Particularly (h)
reveals that there is note-taking activity associated with the person’s speech.
Figure 3.9 shows the eigen-blob models for the same data in the second camera view where only
the profiles of the participants are visible. The models correctly localize the speaker in most clusters,
but blobs lie on non-speakers in (c),(d) and (f). A green bounding box shows the true location of the
speaker and the red box indicates non-speakers covered by the model. In most cases, the dominant blob
(vα ) of the eigen-blob model correctly localizes the speaker. However, when a non-speaker exhibits
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consistent motion that exceeds the speaker’s motion, (vα ) incorrectly localizes the non-speaker, which
happens for the cluster shown in Figures 3.8 (d).

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 3.8 Localization of Speakers In the First Camera View. Figures (a)-(d) show localization of the
four speakers from meeting 3 and (e)-(h) show localization of four of the six speakers from meeting
6. In (d), (f), and (h), fragments of the eigen-blob model lie on the non-speakers, either because
of imperfect clustering or co-occuring motion as in (h) where note-taking activity usually co-occurs
with the speech of this particular speaker. The true speaker location is marked by a green box and a
non-speaker covered by the model is marked by a red box.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 3.9 Localization of Speakers In the Second Camera View. Figures (a)-(d) show localization of
four persons from meeting 3 and Figures (e)-(h) show localization of four of the six participants of
meeting 6. In Figures (c), (d), and (h), fragments of the eigen-blob model lie on the non-speakers.
True speaker locations are marked by green boxes and non-speakers covered by the model are marked
by red boxes.
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Figure 3.10 Localization Performance Using the Eigen-Blob and Mutual Information (MI) Based
Methods. For the eigen-blob method, the vα blob is considered as the system’s output and for the
MI method, the region with the highest average mutual information is considered as the system’s output. A hit occurs if the system output overlaps with the speaker’s true location. Only non-overlapping
speech frames in which the speaker is visible are scored. Since, each audio channel in each meeting
can be individually coupled with either of the four camera views, four performances are obtained for
each camera-channel combination per meeting. A solid bar indicates the mean of these values and
range bars indicate the maximum and minimum of the performances.

3.4.3 Comparison With Mutual Information Based Localization
Figure 3.10 compares the localization performances of the MI and eigen-blob methods using the
HitRatio metric defined in Equation 3.15. Each audio channel is paired with the four cameras and
the localization result is presented as the mean of the four HitRatios with error bars indicating the
maximum and minimum of the four values. The localization results for the two audio channels are
shown separately for the two localization methods resulting in four bars per meeting. For each meeting,
the subset of frames Te over which the HitRatio is computed may differ if all speakers are not visible
in all camera views.
At first glance we observe that, the eigen-blob localization procedure works well in most meetings
but performs poorly on a subset of meetings (5, 9-12). As mentioned earlier, these meetings violate the
assumption that the participants stay seated, which leads to poor localization results. This is because
the eigen-blob models are split between the true speaker and a moving participant. The large motion
magnitude generated by a moving person, causes the vα blob to localize the moving person instead
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of the speaker. Incidentally, these are the only meetings where MI based localization performs better.
This is because the MI is computed over short time windows and hence adapts to a change in speaker
location.
The average HitRatio across the dataset for the eigen-blob localization method is 65.24% and
62.04% for channel 1 and 2 respectively which is substantially higher than the 51.65% and 49.93%
obtained using MI. If the five meetings (5, 9-12) are dropped, the difference is even more pronounced,
with eigen-blob localization yielding 73.8% and 69.97% for channels 1 and 2 respectively compared
to MI’s 52.67% and 51.44% for the respective channels.
Comparing across channels, we observe that the localization methods tend to performs better with
channel 1 as it’s speech quality is better than that of channel 2. We also see that the variation of
performance across cameras is much lower for the eigen-blob method than the MI method. The MI
method performs better when the dominant speaker faces the camera whereas the eigen-blob method
is much more invariant to change in camera views.
Errors in eigen-blob localization stem from two sources: one, an intermediate cluster may contain speech from other speakers and those frames will be marked with the location of the dominant
speaker. Two, non-speakers that exhibit continuous motion over a long duration (swiveling on a chair
throughout the meeting), will cause fragments of the eigen-blob model to lie on their location. If
the non-speaker motion is consistent and of larger magnitude than the speaker’s motion, the vα blob
incorrectly localizes the non-speaker.
Since no audio clustering is performed in the MI based methods, the method is not affected by
diarization errors. Errors occur when a non-speaker’s movements show stronger correlation with the
audio signal, which occurs when a listener exhibits significant motion for short durations. The MI
technique incorrectly localizes such movements incurring a drop in performance. The situation worsens when the speaker is facing away from the camera - as visible motion from the speaker is less to
begin with and hence easily overwhelmed by spurious background motion.

3.4.4 Diarization
In this subsection we present the results of speaker diarization - the task of determining “who spoke
when?”. We compare the performance of audio-only diarization to that of audio-visual diarization
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using the DER metric. The audio-only speaker diarization framework is similar to the audio-visual
diarization framework described earlier; except that no video features were used. ATPs were found
using only the audio signal, the distance between intermediate clusters was based only on the distance
between GMMs and the stopping criterion was based only on the ∆BIC.
For each meeting, two audio-only diarization results are obtained - one for each channel. Similar
to Localization, four diarization results are obtained for each audio channel, by combining each of
the four cameras individually with the audio channel. The results are presented as the mean of the
four results, with error bars indicating the maximum and minimum of the four results. The DER is
computed over all non-overlapping speech frames irrespective of whether the speaker is visible or not
in a camera view.

Figure 3.11 Comparison of Diarization Performance Using Audio-Only and Audio-Video Information.
For most meetings, the incorporation of video information results in lower DER. Meetings 5, 9-12 do
not gain much improvement by incorporating video because of poor localization in these meetings.
Since each audio channel is paired individually with four camera views, four results are obtained with
the solid bar indicating the mean and range bars indicating the maximum and minimum of the four
DERs.

Figure 3.11 compares the performance of the diarization scheme when using only audio to that
when using both audio and video. The average DERs of audio-only diarization are 19.15% and 22.54%
for channels 1 and 2 respectively. The incorporation of localization results in average DERs of 16.27%
and 18.42% which corresponds to relative improvements of 15.0% and 18.02% respectively. However,
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it can be seen that the contribution of video is not consistent in all meetings. Specifically meetings 5
and 9-12 do not gain much by incorporating video distances. The reason is that in these meetings, some
participants leave their seats for short durations leading to fragmented video models and resulting in
a low value of β when computing inter-cluster distances using Equation 3.12. If these meetings are
eliminated, the average DERs for channel 1 and 2 are 19.62% and 24.01% for audio-only diarization
and 15.47% and 17.8% for audio-video diarization. This represents relative improvements of 21.16%
and 25.87% respectively.
Figure 3.11 reveals that the average DER for channel 2 is higher than that for channel 1. This is
expected, since channel 1 is obtained from head microphones and thus has better quality than channel
2 which is recorded from distant microphones. A similar pattern is found for audio-visual diarization,
since the localization process is essentially guided by the audio.
Errors in the audio-only diarization stem from multiple sources such as the speech/silence detector,
missed ATP boundaries and incorrect clustering. In addition to the above sources, poor localization
contributes to errors in the audio-visual diarization. Poor localization, may place fragments of vi on a
non-speaker, incorrectly reducing the video distance between models belonging to different speakers.
In the extreme case, where the speaker is not visible in a particular camera - this situation is inevitable.
However, in such cases, the eigen-blob model is split almost evenly amongst the other participants.
This results in a low value of β for vi , reducing the contribution of the video to the inter-cluster distance
and preventing the poor localization from adversely affecting the diarization process.

3.5 Summary and Conclusion
Speaker diarization and localization are problems that are receiving increasing attention from various research communities. Most of the work is on meetings recorded in rooms which are rigged with
multiple audio-visual sensors, which limits the meeting venue to such smart rooms. This work focuses
on meetings recorded using a simple setup consisting of one camera and one microphone which is
easily portable, eliminating this limitation. Previous approaches that perform joint audio-visual analysis in the single camera, single microphone scenario seek correlations between the two spaces. These
solutions assume that the audio and video signals are instantaneously correlated, but as demonstrated
in this work, the assumption does not hold in the meeting domain.
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In the proposed approach, instead of formulating the problem as finding correlations across spaces,
clustering is performed in individual spaces. The association across spaces is based on the assumption
that on an average, a speaker exhibits more body movements than a listener. Clustering in the audiospace is performed first to find longer durations in which a single person is speaking. Assuming that
the dominant motion in the corresponding video frames is due to the speaker’s movement, speaker
localization involves finding pixels with high temporal correlation in the movement space using a
novel eigen-analysis approach. Clusters are then merged iteratively based on their distances in both
the audio and visual spaces. By merging clusters from the same speaker, better audio and video
models are progressively built until the number of clusters is equal to the number of speakers. Here,
localization is essentially guided by the audio and diarization benefits from the visual information.
The approach is evaluated on a substantially large dataset (21 hours) of unscripted real meetings.
The dataset is obtained by pairing two audio channels of different sound qualities with four different
camera views. Localization results on this challenging dataset find that the eigen-blob based method
outperforms the MI based method by about 40% relative. In addition, the eigen-blob based localization
is less sensitive to changes in camera view. The novelty of the diarization process is in its use of motion
information from the entire body, rather than just the face.
Results obtained by incorporating video information into the clustering process leads to a relative
improvement of about 16% over that of using audio alone. These are encouraging results given the
nature of the meetings and the quality of the video signal. Of course, the video results would be much
more accurate in predicting the speaker if each participants face was visible, and the lips were tracked.
However, these results show that there are cues in the video beyond the face that tell of speech activity.
This work exploits such video information on a global scale without relying on explicit face/head/hand
detection and without assuming frontal faces. Also, since the approach does not require training or a
priori information, it is readily adaptable to other domains.
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CHAPTER 4
INDEXING MEETING ARCHIVES

Meetings are an important aspect of any organization’s day to day working - where information
is disseminated, ideas are discussed and decisions are taken. Recognizing their significance, many
organizations have begun archiving their meetings, and as can be expected, the size of such archives is
growing constantly. For the archives to be of practical use, an efficient query mechanism is needed that
can accurately identify portions of a meeting, that match a user’s query. While the previous chapter
dealt with determining “who spoke when?” and localizing the speaker in a single meeting, this chapter
describes the retrieval of meeting segments from the entire archive that match a user’s query.
A variety of individual behaviors and group interactions manifest themselves in meetings, and thus
meeting recordings are complex multimedia documents that form the basis for a rich set of queries.
Some of the ways in which a user might want to query a meeting archive are
• By the participants who attend a meeting
• By durations of the meeting when a participant spoke
• By activities that characterize a meeting (note-taking, vote of agreement)
• By the meeting category (presentation, group discussion, etc.)
This work specifically focuses on indexing archives based on “who spoke when?”. This allows
various queries such as finding all segments of the archive where a particular person spoke. In addition, such indexing is a prerequisite to other higher level queries such as meeting categorization and
activity/event recognition.
The way in which a user may query the archive can vary, such as query by keyword or query by
example. Figure 4.1 shows a schematic outlining the two frameworks. To support queries by keywords, the various types of targets have to be defined in advanced and annotated by the keywords. For
example, to search the archive for all of John’s speech samples, at least some of his speech samples
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Figure 4.1 Comparison Between Query by Keyword and Query by Example. The figure shows the
requisite steps in the two frameworks. Query by keyword requires that the user possesses the domain
knowledge required to express his query by an appropriate keyword. In addition, targets the database
have to be annotated with corresponding keywords. In the query by example framework, the user must
supply sample data as the query. The onus is on the system to extract targets from the database and
match them with the sample to return appropriate results.

must be tagged by his name and modeled. Querying the archive is then a classification problem, where
features from untagged speech samples are matched against John’s speech model. One shortcoming
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is that the user needs domain knowledge, for example a user browsing a meeting cannot find a participant’s samples unless he knows his/her name. A second and more sever limitation is that queries can
only be run for targets whose models already exist.
The query by example framework is much more flexible, the user may select a speech sample from
the meeting as a query. The user does not need to know the identity of the speaker. The user presents
this query to the system and the system extracts all speech segments from the meeting and matches it
with the query sample to generate the results. In concept, the query by example framework is much less
restrictive as it can be directly defined from the data without trying to describe the concept in words.
This overcomes two issues, there is no loss in translation which occurs when a complex multimodal
event is described by a few keywords. Secondly, it is possible to search for events that have not been
specifically categorized. Because of these reasons, a query by example framework is pursued in this
work. Also, the query by example framework can be used first to generate clusters containing similar
targets, which can then be annotated with appropriate keywords.
In the proposed retrieval framework, the recognition of individuals using speech and/or face plays
a major role. This facet of the indexing falls under the realm of biometrics. Typically in biometrics
applications, biometric samples are obtained through explicit user co-operation and these segmented
samples are compared to similar samples in the database. In practical applications, care is taken to
attenuate variations in the system and the environment so that samples are acquired under similar conditions. Unfortunately, in the meeting room scenario, such variations are inevitable. The participants
may be seated in different positions in different meetings or meetings may be held in entirely different
rooms, affecting the sample acquisition process.
Thus the evaluation of a retrieval system consists of evaluating the algorithms that perform biometric recognition and then evaluating the retrieval performance of the entire system. Section 4.1 of
this chapter first evaluates the performance of biometric algorithms on static samples using a special
database that enables studying the performance of algorithms when samples are collected under varying conditions. This provides an insight into the robustness of the algorithms to sample variations and
benchmarks their performance. In addition, studies are also conducted to ascertain the best method to
combine information from face and voice for the purpose of biometric identification. The findings of
this study influenced the design of the meeting indexing system described in section 4.2.
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4.1 Evaluation of Biometric Algorithms
As mentioned earlier, the performance of the retrieval system, depends in large on the performance
of the systems that perform recognition using face and/or voice. The performance of these biometric
recognition systems in turn is affected by sample variations that arise due to variations in the system/environment. Although the effect of sample variations on accuracy is a well known phenomenon,
the effect must be quantified to understand the contribution of sample variations to retrieval accuracy. Thus, prior to evaluating the performance of the retrieval system, we first conducted studies to
evaluate the performance of the face and voice recognition system under controlled and mismatched
conditions. Studies were also conducted to evaluate popular normalization and fusion techniques, to
find the optimal method to combine information from the two modalities under different conditions.
For the sake of completeness, a thorough introduction to biometric systems is provided in section 4.1.1. The section highlights the issues that affect the performance of such systems and describes
the popular approaches used to overcome them. Section 4.1.2 describes the face and voice database
that was created specifically to study the effect of sample variations on the system accuracy. Section 4.1.3 describes the normalization and fusion procedures used to combine information from multiple samples and multiple modalities. The results of this study, and their implications on the meeting
indexing system are presented in Section 4.1.4.

4.1.1 Description of a Typical Biometric System
This section provides a brief description of biometric systems. We first present a schema of a
typical biometric system , followed by definitions of relevant terms and then highlight the various
factors that affect system performance and the approaches taken to overcome them. The overview
provided here is by no means comprehensive; for a more detailed introduction, we refer the interested
reader to the publication by Jain et al. [50].
Figure 4.2 shows the various components of a typical biometric system. The first step of any biometric system is data collection, also called sample acquisition. Here, the user presents his/her biometric to the system which is captured using an appropriate sensor. For example, face images are captured
using a regular RGB camera whereas voice samples are captured using a cardioid microphone. Various
presentation effects affect the biometric sample; face images can vary due to expressions and voice
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Figure 4.2 Components of a Typical Biometric System. A typical biometric system consists of four
modules that perform data collection, signal processing, storage and decision making. The first step
involves acquiring a biometric sample using a suitable sensor. Features extracted from the sample are
stored in the database. During matching, features from the database are matched with features from
the current sample to generate a decision.

samples can be affected by the user’s mood. Often times, the acquired sample undergoes preliminary
checks to ensure that it is of sufficient quality.
Once the sample has been acquired and deemed to be of good quality, it passes through the signal
processing stage. The first step of this stage is usually segmenting the region of interest from the
biometric sample. In the case of biometric samples that are images, such as face and fingerprint, this
means foreground-background segmentation and discarding the background. In the case of voice, this
means removing durations of silence from the speech sample. This is followed by a feature extraction
stage, whose goal is to extract representative and discriminative features from the sample. The features
may be stored in a database as a reference for future matching. During matching, the features are then
represented in a manner required by the classification algorithm, e.g., voice features may be used to
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generate a Gaussian mixture model and, fingerprint minutiae may be represented in polar co-ordinates.
During the matching stage, the classifier compares features from the current sample to features from
one or more samples in the database and outputs a score. The decision module compares the score
with a pre-set threshold to determine if the user’s claim should be accepted or rejected.
The field of biometrics is fairly new and borrows heavily from various fields such as signal processing theory, probability theory, database indexing, and pattern recognition to name a few. Consequently, various terms have been borrowed from the literature and more often than not their meanings
have been modified to better suit this application domain. In addition, new terms have been introduced
to denote entities for which there already exist definitions in other fields. Here, we present a short list
of terms and definitions, frequently encountered in the biometrics literature, and used in this chapter.
For an exhaustive list, the reader is referred to [62].
• Modality: This refers to the physiological or behavioral trait exploited by the system to perform
recognition. A modality may be face, voice, iris, fingerprints, gait, DNA, etc.
• Enrollment: This is the process by which new users are added to the system. The process involves adding one (or more) samples from on (or more) modalities of the individual. Additional
meta-information is collected with each template of a particular user.
• Verification: This is one of the two modes of biometric recognition. The user claims to be a
particular identity and provides a sample to the system. The system then matches the enrolled
sample of the claimed identity with the user’s current sample to determine if the identity claim
is valid.
• Identification: This is the second mode of biometric recognition. The user only presents the
system with a sample and makes no claim about his/her identity. The system matches the user’s
sample with all of the enrolled samples to determine the true identity of the person.
• Gallery: The gallery consists of all samples that are enrolled by the system.
• Probe: The term probe is used to denote the sample presented to the system by the user. This
probe is then matched to one or more samples in the gallery
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• Score: A biometric system computes the similarity (or distance) between the probe and a gallery
sample. This similarity (or distance) is reported as a scalar value also called as score.
• Match Score (or Genuine Score): If it is known that the probe and gallery samples came from
the same person, the score is termed as a match score or a genuine score.
• Non-match Score (or Impostor Score): If it is known that the probe and gallery samples came
from different persons, the score is termed as a non-match or impostor score.
• Decision Threshold: A biometric system computes the score by computing the similarity (or
distance) between two samples. The system binarizes the score, i.e. outputs a decision indicating match or non-match by comparing the score with a preset value also called as a decision
threshold.
• False Acceptance Rate (FAR): A False Acceptance occurs when the system incorrectly determines that samples from two different persons belong to the same person. The False Acceptance
Rate is the percentage of time that an impostor will be accepted by the system.
• False Rejection Rate (FRR): A False Rejection occurs when the system incorrectly determines
that samples from the same person come from two different persons. The False Rejection Rate
is the percentage of time that a genuine person will be rejected by the system.
• True Acceptance Rate (TAR): The True Acceptance Rate is the percentage of time that a genuine
person will be accepted. It is related to the FRR: TAR = 100% - FRR.
• Receiver Operating Characteristic Curve (ROC): For a biometric system, the TAR and FAR
changes based on the decision threshold and there exists a monotonic relation between the two,
i.e., if the system threshold is varied to reject more of the impostor claims, certain genuine
claims will also be rejected and vice versa. The ROC curve is generated by varying the decision
threshold between two extremes and plotting the resulting TAR against the FAR. The ROC
provides a comprehensive measure of system performance.
• Multimodal Biometric System: A multimodal biometric system combines information from
more than one modality, in most cases improving the overall system accuracy.
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• Fusion: The term fusion as used in biometrics, loosely means to combine information from
multiple sources.
• Intramodal Fusion: In this work, intramodal fusion is used to denote fusion where the sources
of information are multiple samples of the same person from the same modality.
• Multimodal Fusion: Here, the sources of information are from samples of different modalities.
• Score level fusion: One of the most popular ways in which to combine information from two
systems is to perform a weighted summation of their individual scores to obtain a final score
which is then compared against the decision threshold. This is referred to as score level fusion.
• Decision level fusion: When only binary decisions (accept/reject) are available from the individual systems, rules such as AND/OR can be applied to obtain a final decision from the decisions
of individual systems. This is known as decision level fusion.
• Feature level fusion: Often when combining information from multiple systems operating on
the same modality, feature level fusion is used to first obtain a better sample from the individual samples and perform recognition based on this enhanced sample. E.g., combining two
simultaneously recorded speech signals to obtain a signal with higher signal to noise ratio or
obtaining a face image with increased resolution using a super-resolution algorithm on multiple
face images.
A biometric system is essentially a pattern classification system that involves feature extraction,
representation and matching. Like any pattern classifier, it’s performance depends on the input data.
The key sources of error in biometric recognition, stem from the following effects.
• Channel effects: These are errors introduced by changes in system parameters assuming that
the sample provided by the user is always the same. As shown in 4.2, the system consists of
the acquisition sensor that captures the user sample, the signal processing stage that extracts
features from the sample and the the matching module that computes the distance between two
samples. Imperfections in either of these three modules contribute to the system error. However,
the sensor parameters are the most susceptible to environmental and temporal variations and
changes in the sensor also affect the downstream modules. For example, the gain of a camera
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may vary with ambient brightness, a change in humidity affects fingerprint sensors, ambient
noise affects parameters of a microphone. This leads to different images of the same sample
which affects recognition accuracy.
• Presentation effects: When a user presents a sample to the system, he/she may not be consistent
over all trials. For example, a person might smile when posing for one face image and not do
so for another. Finger placement on the fingerprint sensory may have variations in orientation
and translation. Voice samples may be uttered at different speeds. These are referred to as
presentation effects in the biometrics literature. The variations in a user’s particular sample
may make it more similar to a sample from another user rather than the user’s enrolled sample
affecting system performance.
There are many issues that can be studied when carrying out a thorough evaluation of a biometric
system. However, in this dissertation we conducted only the following studies that focus on quantifying the effect of sample variations and identifying the optimal method of combination of information
when more than one sample and more than one modality are available. The two modalities investigated in this study are face and voice, because they are relevant to the meeting scenario where face and
voice samples can be obtained in an unobtrusive manner by analyzing the video and audio streams.
• Sample variations: To introduce a natural variation in samples, we collect samples in two starkly
different environments. The first is in a typical office environment. In this indoor environment,
illumination and background noise variations are at a minimum. The second is outside a building, where there is no control over illumination or noise. Sample variations due to varying
environmental conditions are known to degrade the performance of biometric systems that are
known to perform well under controlled conditions. One aim of this study was to quantitatively
evaluate such performance degradation.
• Score normalization: The adage that “two heads are better than one”, holds well in pattern
recognition where multiple algorithms are regularly combined to yield a system with better
performance than it’s individual constituents. However, there are certain issues that must be
addressed prior to such combination. The two algorithms being combined may have different
output ranges. In our case, the face system outputs a score between 0 and 10 whereas the voice
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system outputs a score between 0 and 1. The ranges must normalized prior to combination. The
study investigates two well schemes, min-max and z scaling for the purpose of normalization.
• Score fusion: The role of fusion is to find the optimal way in which information from two or
more systems can be combined to obtain a single score. Essentially, it is to find the mapping of
two scores x ∈ ℜ and y ∈ ℜ to s = f (x, y) : s ∈ ℜ that leads to the optimal performance.
• Combining information from multiple samples: Typically, the performance of the system improves as the number of samples on which the decision is based increases. This is very relevant
to the meeting scenario as multiple samples can be extracted per individual from a meeting
recording. Consequently, studies are conducted that assess the performance improvement when
using multiple samples.
• Combining information from multiple modalities: Using information from more than one modality, increases both system performance and robustness. Since meetings are audio-visual recordings, speech and face images are two modalities that are readily available. Studies were conducted to quantitatively assess the advantage of using both modalities over a single modality.
In this study, commercial biometric systems were used to collect face and voice samples from the
same subjects in varying environment conditions. This realistic evaluation on a dataset of 116 subjects
shows that the system performance degrades when samples are affected by uncontrolled variations,
but by multimodal score fusion the performance is enhanced by 20%.
To study the effect of environmental variations, a database containing samples acquired in different
environments is required. However, most multimodal databases for face and voice are collected in an
indoor environment. The M2VTS [78] and XM2VTSDB [65] databases contain voice, 2D and 3D face
images, collected in an indoor environment. Similarly, the CMU-PIE database (sim03cmu) captures
pose, illumination and expression variations of face images only in an indoor environment. Certain
databases that were created to study the effect of variations, contain samples collected both indoors and
outdoors, but unfortunately are not multimodal, e.g., the FERET database [76] consists of face images
collected both indoors and outdoors, but does not contain voice. When voice is recorded outdoors,
usually cellular phones are used as the capturing device, [81] which would be unsuitable for meeting
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rooms. Studies on voice databases where the same subject is recorded both indoors and outdoors have
not been published either.
Because of the dearth of suitable databases, most face-speech fusion studies have been conducted
on indoor databases which have limited variations. Various approaches have been explored for scorelevel and decision-level fusion. Brunelli and Falavigna [14] fused face and voice samples collected
in an indoor environment using the weighted product approach. The multimodal fusion resulted in a
recognition rate of 98%, where the recognition rates of the face and voice systems were 91% and 88%,
respectively. Bigun et al. [12] used Bayesian statistics to fuse face and voice data using the M2VTS
database (which only contains indoor samples). Jain et al. [47] performed fusion on face, fingerprint
and voice data based on the Neyman-Pearson rule. The database used for this experiment consists
of samples from 50 subjects in an indoor environment. Sanderson and Paliwal [87] compared and
fused face and voice data in clean and noisy conditions. Although the data was collected indoors, they
simulate a noisy environment by corrupting the data with additive white Gaussian noise at different
signal to noise ratio levels.
Thus from the literature surveyed, we see that most fusion experiments involving face and voice
use an indoor dataset or try to induce variations by adding noise. Table 4.1 summarizes different
studies and contrasts them with this work which focuses on experiments which use face and voice
samples collected in indoor and outdoor environments.
From a biometrics perspective, this study is unique in three aspects. Firstly, our dataset contains
face and voice samples that are collected in both, indoor and outdoor environments. Secondly, in many
fusion studies, a multimodal sample is created by randomly clubbing together independent unimodal
samples. Researchers [77] express the need for a corpus that reflects realistic conditions. In response,
for this study, we have created a truly multimodal database where the two modalities are collected
from the same subjects. Thirdly, most fusion studies report an improvement in performance due to
multimodal fusion. However it has been suggested [77] that this improvement could partly be credited
to the larger number of samples used. To ensure a fair comparison, where the number of samples used
is the same, the multimodal fusion performance is compared to that of intramodal fusion.
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Table 4.1 Summary of Existing Literature Dealing With Biometric Recognition Using Face and Voice.
Study

Brunelli [14] Face: Hierarchical correlation
Voice: MFCC

DB Covariates
size of Interest
200 Time:
1-2
month separation (indoor)
87 Time: 3 sessions, time unknown (indoor)

Jain [47]

50

UKBWG [62]

Sanderson
(Sanderson
and
Paliwal,
2002)
This Study

Algorithm
used
Face,
voice:
Commercial

Face: Eigenface
Voice:
Cepstrum
Coeff.
Based
Face:
PCA
Voice: MFCC

Face,
voice:
Commercial

Time:
Two
weeks (indoor)

43

Time: 3 sessions (indoor)
Noise addition
to voice Equal
Error Rate
116 Location:
Indoor and Outdoor (same day)

Top Individual
Performance
TARa at 1% FARb
Face:
96.5%
Voice: 96%
Face:
TAR =
92% at 4.5% FAR
Voice: TAR =
63% at 15% FAR
TAR
at
1%
FAR Face: 43%
Voice:
96.5%
Fingerprint: 96%
Face: 10% Voice:
12.41%

Fusion
Performance
-

TAR =98.5%
at 0.5% FAR

Face + Voice +
Fingerprint =
98.5%
Equal Error
Rate 2.86%

TARs at 1% FAR TAR = 98% at
Indoor-Outdoor
1% FAR
Face: 80% Voice:
67.5%
b
FAR - False Acceptance Rate

TARa - True Acceptance Rate
4.1.2 Database

For a realistic testing of multimodal authentication systems, the dataset should mimic the operational environment. Many of the reported tests for biometric fusion are conducted on a multimodal
database that is composed of single biometric databases collected for different individuals. Some
databases like XM2VTS [65], DAVID [22], MyIdea [28], Biomet [36] that contain face and voice samples from the same user are populated from an indoor controlled lab environment. The BANCA [8]
database contains outdoor face and voice samples, but they were collected in four different geographical locations and four different languages making it unsuitable for this study. A recent overview of
multibiometric databases is given in [31].
For evaluating the robustness of algorithms to sample variations, a database that captures variations
that occur naturally in operational scenarios is needed. Since none of the existing public databases
were suitable for this study, a new database had to be created, details of which are also provided
in [108].
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Figure 4.3 Camera Setup for Indoor Collection of Face Images. Three light sources L1, L2, L3 were
used in conjunction with normal office lights.

The database contains face and speech samples of 116 subjects collected at indoor and outdoor
locations on the same day. While creating the database, care was taken so that it would involve
extreme variations but under naturally occurring conditions. The outdoor environment was near the
entrance to a building. The indoor environment was similar to a quiet office environment. A separate
section of the office was rigged to collect the face images. Figure 4.3 shows the indoor setup to capture
the face photos.
The subject is seated on a chair with adjustable height. Two images of the subject were taken. For
the first one, the lights - L1, L2 and L3 were turned off and only regular office lights remained on.
The second one is taken with all three lights and office lights turned on. This captures illumination
variation similar to that in [66].
For the outdoor environment, the two photos were against different backgrounds. Figure 4.4 shows
the indoor and outdoor face images for one of the subjects. Figure 4.4 (a) was taken with all three lights
on and Figure 4.4 (b) was taken with only the normal office lights on. Figures 4.4 (c) and (d) show the
outdoor face image against two different backgrounds. The cameras used had an effective resolution
of 8 mega-pixels and each image was 3264 x 2448 pixels in size.
For speech samples, the user utters a fixed phrase, “University of South Florida 33620”. The indoor samples were captured simultaneously using a steerable array microphone and a regular cardioid
microphone. The outdoor samples were captured using only the cardioid microphone. The sampling
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(a)

(b)

(c)

(d)

Figure 4.4 Sample Indoor and Outdoor Face Images. Figure (a) was taken with all lights on. Figure (b)
was taken with only normal office lights on. Figures (c) and (d) show outdoor background variations.

frequency was 11 kHz. For this study only samples using the cardiod microphone were used to avoid
effects of equipment bias in the indoor-outdoor scenario.

4.1.3 Methods
We study the performance of the individual unimodal systems in the indoor-indoor, indoor-outdoor
and outdoor-outdoor scenarios. Next, we evaluate the performance improvement obtained through
intramodal fusion on face and intramodal fusion on voice in the indoor-outdoor scenario. The performance improvement obtained by multimodal fusion is then compared to the intramodal performances.
Information fusion in biometrics is possible at the sensor, feature, score or decision levels [4]. In
sensor level fusion, data from multiple sensors of the same modality are combined (e.g. via summing
microphone outputs or mosaicing images from different cameras). The combined signal may offer
a better SNR or more information and lead to lower classification errors. Fusion at the feature level
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usually involves concatenating feature vectors from individual modalities. The features may be from
the same modality such as infrared and color images of the face or from different modalities such as
face and speech features.
Score level fusion approaches involve using the scores from individual matchers to arrive at a
classification decision, whereas in decision level schemes, accept/reject decisions are made by the
individual systems and the final decision is obtained via a voting (e.g. majority, AND, OR) between
the decisions of individual systems.
From the biometric literature it is apparent that fusion at the score level is the most preferred
approach, because score level fusion allows fusing two modalities without requiring knowledge of the
individual systems or access to the extracted features [48]. Also, having greater information than that
available at the decision level, allows for more flexible fusion approaches. Score level approaches can
be further classified into classification and combination approaches. In the classification approach, a
decision boundary is learned in the score space that separates the genuine and impostor classes whereas
in the combination approach, outputs of individual systems are combined into a single score based on
which the classification is made.
Amongst the more popular classification approaches are support vector machines [37], neural
networks [53], decision trees [11], and random forests [61]. In [59], these and other classification
approaches are compared for the task of verification using hand shape and texture. In the combination
approach, the raw scores have to be preprocessed before they can be combined into a single score. This
is to account for the different score ranges of individual systems and the nature of the scores (similarity
vs. difference). The scores can then be combined into a single score and the final accept/reject decision
is taken based on this score.
In this work we illustrate the effectiveness of simple score combination schemes in improving
performance for the intramodal and multimodal performance in indoor and outdoor scenarios. Similar to the investigation in [99], commercial systems are used in this study to ensure that the system
performance does not depend on fine tuning algorithm parameters which increases the generality and
reproducibility of the results. Also, the results obtained will be better predictors of performance in an
operational scenario where commercial systems are usually deployed.
We chose one of the top three performing systems at the FRVT 2002 [75] for face. The face
recognition system uses Local Feature Analysis (LFA) to represent face images in terms of local
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statistically derived building blocks. In this technique, face images can be represented by an irreducible
set of building elements. These building elements are universal features like eye co-ordinates, nose
position etc. The uniqueness of a sample is based upon these characteristics as well as their relative
geometrical position on a face image. The enrollment time was 15 seconds and verification time was
less than 2 seconds.
The speaker recognition system is text dependent and uses a time warping algorithm to align the
time axes of the input utterance and reference template model of a speaker. The system will accept
a voice sample for upto 10 seconds and enroll the user in less than 0.2 seconds. The matching procedure takes approximately one tenth of a second. The range of scores for the face system was 0-10
and for the voice system was 0-1. Thus score normalization was required prior to fusion. Various
approaches have been proposed for normalization and fusion and many works empirically evaluate
various combinations to find the best performing combination for their experiments. However, a recent study [85] comparing seven different normalization techniques on different multimodal biometric
systems concludes that no single normalization method performs best for all systems. Similarly, Ulery
et al. [107] evaluate different combinations of normalization and fusion on a variety of fusion tasks
and conclude that the best combination depends on a variety of factors. Since most multibiometric experiments (like this study) are conducted on a single multibiometric database, different studies lead to
different conclusions regarding the best normalization and fusion scheme on that database. In light of
such observations, it was decided to experiment with two simple normalization (z-score and min-max)
schemes and two basic fusion (sum and max) rules that have been used as a baseline in most studies.
These normalization and fusion schemes evaluated in this study are discussed below.
Normalization involves transforming the raw scores of different modalities to a common domain
using a mapping function. When the function parameters are determined from a fixed training set, it
is known as fixed score normalization [14]. Alternatively, these parameters can be derived for each
probe-gallery interaction yielding different parameters for different probes. This is known as adaptive
normalization where user and modality specific information can be incorporated in the normalization
framework [99]. In this work, adaptive score normalization is used to transform a score and the
function parameters are determined from the set of scores obtained by matching the current probe to
the entire gallery.
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Formally speaking, let G represent the gallery templates, P represent the probe samples, and S pg
represent the match score of a particular probe ’p’,p ⊂ P with gallery template ’g’, g ⊂ G. Then S pG
represents the vector of scores obtained when a probe ’p’ is matched against the entire gallery G. In
min-max normalization, the minimum and the maximum of this score vector are used to obtain the
normalized score according to Equation 4.1. The normalized scores lie in the range 0 to 1.

′

S pg =

S pg − min(S pG )
max(S pG ) − min(S pG )

(4.1)

In z-score normalization, the mean and standard deviation of the score vector S pG are used to
normalize the scores as shown in Equation 4.2. The normalized score vector will have a mean of 0 and
a standard deviation of 1.

′

S pg =

S pg − meann(S pG )
std(S pG )

(4.2)

Once normalized, the scores from different modalities can be combined using simple operations
such as max, min, sum or product. The sum and product rules allow for weighted combinations of
scores. The weighting can be matcher specific, user-specific [99] or based on sample quality [70]. In
matcher specific weighting, weights are chosen to be proportional to the accuracy of the matcher (e.g.
inversely proportion to the Equal Error Rate for the matcher). In user specific weighting, weights are
assigned based on how well the matcher is known to perform for a particular individual. Similarly, in
quality based weighting, the weights are assigned based on quality of the sample (features) presented
to the matcher.
Although weighting techniques do offer performance improvements, the performance of simple
sum and max fusion does not lag far behind [99]. In addition these fusion methods do not require any
training. Hence in this work, we evaluated two basic fusion techniques - sum rule and max rule, the
details of which are discussed in [56]. For the simple sum technique, we take the average of the scores
being fused. Let N be the number of modalities we wish to fuse. Let Si represent the score matrix of
modality ’i’, where i = 1, 2 . . . N. The simple sum technique is then given by Equation 4.3.

′′

S =

∑ Si
N
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(4.3)

′′

S = max(Si )

(4.4)

The max score is simply the largest score of the scores obtained from each modality as seen from
Equation 4.4.

4.1.4 Results and Discussion
This section carries results of the following studies
• The performance of individual biometric systems in the indoor-indoor, indoor-outdoor and
outdoor-outdoor environments.
• Improvement of performance in the indoor-outdoor scenario by the use of multiple samples of
the same modality (intramodal fusion).
• Improvement of performance in the indoor-outdoor scenario by the use of samples from different
modalities (multimodal fusion).
First we compare the system performance when the samples are acquired under varying conditions to the performance when samples are acquired under the same conditions. The performance
under varying conditions is studied by using indoor samples as the gallery and outdoor samples as the
probe. We also refer to this as the indoor-outdoor scenario. This performance is then compared to
performances in two other scenarios. In one, both gallery and probe samples come from an indoor environment (indoor-indoor scenario) and in the other, both samples come from an outdoor environment
(outdoor-outdoor) scenario.
For the indoor-indoor scenario, 116 genuine scores were generated by treating one set of indoor
samples as the gallery and the other as the probes. The number of impostor scores was 13,340 (116 x
115). Another set of genuine and impostor scores were generated by reversing the gallery and probe
samples. This could be done because the algorithm is not symmetric (swapping the gallery sample
with the probe sample yields a different score). Thus a total of 232 genuine and 26,680 impostor
scores were used to generate the indoor-indoor ROC (Receiver Operating Characteristic) curve. The
same procedure was followed for the outdoor-outdoor scenario. For the indoor-outdoor scenario, each
outdoor sample was matched to both the indoor samples and so four genuine scores and 460 impostor
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(a)

(b)

Figure 4.5 Performance of Individual Modalities in Different Environments. ROC curves describing
the performance of (a) face and (b) voice systems in different scenarios.

scores were generated for each subject. Thus, the ROC curve was generated from a total of 464 (116
x 4) genuine and 53,360 (116 x 460) impostor scores.
Figure 4.5 compares the performance of both modalities in all three scenarios. From Figure 4.5
(a) we observe that the face system performs very well in the indoor-indoor scenario achieving 98%
TAR at 1% FAR. When both, probe and gallery are outdoor samples, the performance drops by 10%.
The worst performance is in the indoor-outdoor scenario where the performance drops by about 20%
compared to the indoor-indoor scenario.
Figure 4.5 (b) shows that the voice system has 88% TAR at 1% FAR in the indoor-indoor scenario.
The system performance is almost the same even in the outdoor-outdoor scenario. Although a little
surprising, this can be accounted by the fact that outdoor samples were corrupted by ambient noise,
whereas indoor samples were subject to noise from people speaking in the background. The signal
to noise ratio in the outdoor-outdoor scenario is lower than that in the indoor-indoor scenario, but the
noise energy is distributed over a wide range of frequencies. On the other hand, noise in the indoorindoor scenario is from other people talking in the background. This noise has lower energy but occurs
in the same frequency range as the speaker’s signal. We hypothesize that these conflicting factors even
out and result in similar performance for voice in the indoor-indoor and outdoor-outdoor scenario. The
worst performance of the voice system occurs in the indoor-outdoor scenario - where the performance
drops to 67 % TAR at 1 % FAR.
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We observe that both the face and voice systems suffer a drastic reduction in performance (about
20%) in the indoor-outdoor scenario compared to the indoor-indoor scenario. The face system suffers
because a model built solely from indoor templates cannot capture the light variations of outdoor
images. Similarly, the voice system suffers because of mismatched noise conditions.
Now we study how the poor performance of unimodal systems in the indoor-outdoor scenario
can be improved by exploiting information from multiple samples of the same modality. First, we
study the role of min-max and z-score normalization in improving the system performance. Next, we
investigate the effects of sum and max fusion on system performance. Finally, we study the combined
effects of normalization and fusion on the individual face and voice system performances.
For each subject, the two outdoor probes were matched to two indoor samples generating four
genuine and 460 impostor scores. Thus for the raw and normalized ROCs, a total of 464 genuine and
53,360 impostor scores were used. Because there are six ways of combining four genuine scores (4C2 ),
a total of 696 genuine and 80,040 impostor scores were used for the fusion ROCs.
Figure 4.6 shows several ROCs characterizing the performance of the face system in the indooroutdoor scenario. Figure 4.6 (a) shows the effect of score normalization. The raw performance of
the face system is 80% TAR at 1% FAR. Both, z-score and min-max normalization are effective,
improving the performance by 13% and 15%, respectively.
Figure 4.6 (b), (c), and (d) show the result of sum and max rule fusion of the raw, min-max
normalized and z-score normalized scores, respectively. The performance improvement in each case
is about 3%-5%. These curves also show that the max rule performs better than the sum rule and that
min-max normalization slightly outperforms z-score normalization.
Min-max normalization and max fusion results in 96.4% TAR at 1% FAR., yielding a 16.4%
improvement over the original system. The major contribution to this improvement is from normalization.
The drastic improvement in performance after normalization can be explained with the aid of
Figure 4.7. The genuine scores generated by the system have a high variance as can be seen from
Figure 4.7 (a). However, the separation between an individual’s genuine and impostor scores is low.
Thus a probe that generates high genuine scores will also generate considerably high impostor scores.
Since the genuine distribution has high variance, some genuine scores are lower than such a probe’s
impostor scores, leading to classification errors. Score normalization results in translating and stretch76
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(d)

Figure 4.6 Results for Intramodal Fusion for Face in the Indoor-Outdoor Scenario. Figure (a) shows
the effect of different score normalization techniques. Figure (b) shows the effect of different fusion
techniques. Figures (c) and (d) show the effect of fusion on the min-max and z-score normalized
scores respectively.

ing the scores so that the overlapping area between the genuine and impostor scores is reduced as seen
in Figure 4.7 (b) resulting in better performance.
Figure 4.8 shows various ROCs characterizing the voice system in the indoor-outdoor scenario.
Figure 4.8 (a) shows that min-max normalization performs better than z-score normalization and improves the original performance by 12%. Figure 4.8 (b) shows that for the raw scores, fusion using the
max rule is better than the sum rule, improving the original performance by 7%. Figures 4.8 (c) and
(d) show the effect of different fusion schemes on the min-max and z-score normalized scores, respectively. The additional improvement from fusion is 4-7 %. Overall, using min-max normalization and
max rule fusion, the original system performance improves by 17%.
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(a)

(b)

Figure 4.7 Effect of Score Normalization on Face Probability Densities. Figure (a) shows the genuine and impostor score distribution of the raw voice systems scores and Figure (b) shows the score
distributions for the z-score normalized scores.
Interestingly, from Figure 4.8 (a), we observe that z-score normalization worsens the performance
at FARs below 1%. To further investigate this, we studied the histograms of the raw and z-score
normalized scores. From Figure 4.9 we observe that the raw genuine score distribution is skewed so
that the mode is greater than the mean. It is also evident that the distribution is not Gaussian and hence
Z-score normalization will not yield optimal results [65,78,93]. Z-score normalization pulled the mode
closer to the mean, leading to greater overlap with the tail of the impostor distribution, worsening the
system performance at low FARs.
From Figures 4.6 and 4.8 we observe that min-max normalization has a slight edge over z-score
normalization as reported in various indoor-indoor studies. Also, we find that max rule fusion outperforms sum rule fusion which differs from observations in some other studies [45, 48, 86]. This is
because the score distributions in our indoor-outdoor study vary from those found in indoor studies.
We conjecture that the optimality of the fusion rule depends on the distribution of the genuine scores if the genuine scores are Gaussian distributed, then the sum rule usually performs better. However, if
the match scores distributions are skewed, as seen in Figure 4.7 (a) and Figure 4.9 (a), then max rule
seems to be better.
Having studied the performance of the individual algorithms in different scenarios and the possible improvements by using information from multiple samples of the same modality, we now turn
our attention to fusing information from multiple modalities (multimodal fusion). For multimodal fu-
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Figure 4.8 Results for Intramodal Fusion for Voice in the Indoor-Outdoor Scenario. Figure (a) shows
the effect of different score normalization techniques. Figure (b) shows the effect of different fusion
techniques. Figures (c) and (d) show the effect of fusion on the min-max and z-score normalized
scores respectively.

sion in the indoor-outdoor scenario, two outdoor probe samples were matched to two indoor gallery
samples generating four genuine scores. Four genuine scores for each modality give rise to sixteen
possible multimodal fusion combinations (4C1x4C1). Thus for each normalization and fusion scheme,
the ROC curve was generated using 1856 genuine and 213,440 impostor scores.
Scores from the face and voice system were normalized using either min-max or z-score normalization and fused using the sum or max rule. Figure 4.10 (a) shows the system performance obtained
using these different normalization and fusion schemes. We see that schemes using the max rule fusion
outperform those using the sum rule. As with intramodal fusion, we see that min-max normalization
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(a)

(b)

Figure 4.9 Effect of Score Normalization on Voice Probability Densities. Figure (a) shows the genuine and impostor score distribution of the raw voice systems scores and Figure (b) shows the score
distributions for the z-score normalized scores.

(a)

(b)

Figure 4.10 Results of Multimodal Fusion in the Indoor-Outdoor Scenario. Figure (a) shows the performance of different normalization and fusion schemes for combining face and voice scores. Figure
(b) compares the performance of multimodal fusion to intramodal fusion of the individual modalities.

followed by max rule fusion has the best performance. Compared to performance of original face
system (shown in Figure 4.5, this scheme yields an 18.7% improvement in performance.
Figure 4.10 (b) compares the performance of multimodal fusion to the intramodal fusion performance of face and voice. After intramodal fusion, the face system performs almost as well as the
multimodal system. The multimodal system performance is 2.4% greater than the face system.
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4.2 Identification in Meeting Videos
Meeting recordings are complex audio-visual signals that capture individual and group behaviors.
The study of such interactions is of significant interest in various fields such as behavioral psychology
and human computer interface design. Since meeting recordings serve as an accurate recording of
interactions between individuals of an organization, the automatic processing of meetings is an important application in its own right. For instance, organizations may want to automatically extract minutes
of the meeting or have a list of all topics discussed in a particular meeting. Thus many organizations
have begun archiving their meetings, leading to huge archives. For the archives to be of practical use,
an efficient query mechanism is needed to extract information from such meetings.
Determining the identity of individuals participating in a meeting is probably one of the most
important tasks from a query point of view. Often a user might want to find all meetings attended by
a person and solving the identification task equates to answering this query. Other higher level tasks
such as finding who proposed a particular idea also require solving the identification problem. Unlike
the traditional biometric identification scenario where only static samples of faces and speech are to
be matched across a gallery, recognition in meeting rooms is essentially continuous. Multiple samples
of a person’s speech and face images can be extracted from a meeting and used for matching. An
additional level of difficulty is also introduced in this domain because the samples are inherently nonoptimal as they are obtained without requiring user co-operation. For example, the speech samples
obtained may contain speech from other persons or background noise and face images may be nonfrontal. The difficulty is compounded by the fact that no explicit information regarding sample quality
is available. The problem is essentially open-set identification, it is not known a priori that the person
exists in any other meeting of the archive.
This section details a query system to find all segments containing speech from a particular speaker
from a meeting archive. Finding all speech segments from a particular user is an important task by
itself as well as a prerequisite for other higher level queries. For e.g., in queries such as “Find where
John speaks about the budget”, the first step would be to query the archive for all of John’s speech and
then analyze the corresponding transcript for the word “budget”.
The query to the system consists of a single speech sample or a single face image of the participant. The first step is to partition the meeting into homogeneous segments - contiguous durations of
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the meeting which contain speech from only a single person. In the next step, we perform cross-modal
association and clustering within the meeting to group speech segments belonging to the same person
and find the associated face images. The resulting clusters, containing multiple speech and face samples from the same individual, serve as targets to which the query is matched. Since each individual’s
cluster contains multiple face-voice samples, match and non-match distributions can be learned for
each individual. The query to the system is a single sample from a single modality, so audio-visual
association is first performed to find the associated second modality from the query meeting. The
expanded query, consisting of a face and a voice sample is matched to all face-voice samples in the
target cluster. Since the match and non-match distributions for the cluster’s segments are known, a
likelihood ratio based decision framework is employed. The average of the likelihood ratio over all
samples of the cluster is used to determine if the cluster matches the query.
The proposed system is based on three novel ideas. First, we observe that typically in a meeting,
there are a few participants and multiple speech samples from them. Rather than match a query speech
sample individually with each speech segment from a target meeting, speech segments within the
target meeting can be clustered first to obtain target clusters, one for each speaker. Since the recording
conditions within the meeting are the same, samples from the same meeting can be compared more
accurately. The query sample can then be matched to multiple samples of a target cluster, allowing for
a more robust decision.
Second, since meetings consist of audio-visual recordings, face images of the speaker can be associated with the speech samples. The comparison of two meeting segments can now use the distances
between their respective speech and face samples, instead of relying on either face or speech alone.
The addition of a second modality improves the retrieval performance.
Third, different modalities provide better discrimination amongst different users. For certain subjects, speech can be more discriminative than face and for others, the opposite may hold true. Thus
a decision framework in which speech and face distances are combined using user-specific weights
outperform a framework that uses static weighting [49].
The system schema shown in Figure 4.11, illustrates how the proposed approach combines these
three ideas. Meetings in the archive are first segmented into individual segments containing speech
from only a single user. Using audio-visual clustering, speech segments from the same speaker are
clustered together and the speaker’s face image is associated with each speech segment. Since each
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Figure 4.11 System Schema for Meeting Indexing. Each meeting of the archive is preprocessed as
follows: Audio-visual segmentation is carried out to partition the meeting into homogeneous segments
which contain speech from only a single speaker. Using a novel audio-visual association system, each
person’s an association is found between a person’s speech and face images, and samples from the
same person are grouped together to form target clusters. From these clusters, user-specific match
and non-match score distributions can be generated. The query to the system can be either a single
face image or a speech sample. By performing audio-visual association, a sample from the missing
modality can be found to produce a bimodal query. The bimodal query sample is then matched with
each bimodal sample from the target cluster and a likelihood ratio decision framework determines if
the target cluster belongs to the query.

of these target clusters contain multiple face-voice samples, match and non-match score distributions
can be learned for each individual.
Given a speech or face sample from the query meeting, audio-visual association is performed first
to find samples from the second modality. This converts the unimodal query sample into an expanded
bimodal query. This bimodal query is matched to each face-voice sample from a target clusters,
generating multiple bi-variate scores. The decision whether the target cluster belongs to the query
sample is based on the average likelihood ratio of the scores.
The outline of the rest of this paper is as follows. The partitioning of the meeting into segments is
described in section 4.2.1. Section 4.2.2 describes the audio-visual clustering framework that merges
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segments from the same speaker and associates a face image with each speech segment. Section 4.2.3
deals with modeling the match and non-match score distributions per individual. Section 4.2.4 presents
the improvements in segment retrieval and section 4.3 carries the conclusion of this chapter.

4.2.1 Meeting Segmentation
The first processing step involves splitting the meeting into contiguous durations that contain
speech from only a single speaker. A detailed description of this process is described in Section 3.2
and brief overview is presented here for completeness.
Segment boundaries are found using the joint audio-visual stream. The motivation for using both
audio and video features to determine speaker change-points stems from the observation that speech
and movement are coexpressive [111]. Typically, since a speaker exhibits more movement than a
listener, a change in speaker is also reflected by a change in the image region where movement occurs.
The audio signal is sampled at 16 kHz, and the Mel-frequency cepstral coefficients (MFCCs) are
extracted using 32 filters with the bandwidth ranging from 166 Hz to 4000 Hz. These settings are
chosen based on an empirical study [35] which found them to yield good results on the speaker verification task. The video features, which intend to capture motion, are obtained using image differences
(three frames apart). The difference images are thresholded to suppress jitter noise, dilated by a 3x3
circular mask, downsampled from the original size of 480x720 to 48x72, and finally vectorized. The
audio/video features are then projected onto PCA subspaces to reduce their dimensionality, and a joint
audio-visual subspace is obtained by concatenating the coefficients using Equation 4.5.




 α.A(t) 
X(t) = 

V (t)

(4.5)

Here A(t) = [a1 (t), a2 (t), . . . , am (t)]T , where a1 (t), a2t, . . . , am (t) are the MFCCs projected in a PCA
space. Similarly, V (t) = [v1 (t), v2 (t), . . . , vn (t)]T , where v1 (t), v2t, . . . , vn (t) are obtained by projecting
the video features onto a PCA space. The scaling factor α = |ΣV |/|ΣA | is used to make the variance of
the audio features equal to that of the video features.
In this work, the Bayesian Information Criterion (BIC) [19] is used for segmenting the meeting
into homogeneous audio-visual segments. The task is posed as one of finding the time instants tk that
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correspond to segment boundaries. To determine if tk corresponds to a boundary, subsets of the signal
X, preceding and following tk , are examined to infer whether they are produced by the same person
or by two different persons. Let Tw represent the length of each subset, XW1 = {X(tk − Tw ), X(tk −
Tw + 1), . . . , X(tk − 1)} represent the subset preceding tk , XW2 = {X(tk + 1), X(tk + 2) . . . X(tk + Tw )},
represent the subset following it and XC represent the union of the two. The BIC is used to determine
if XC can be adequately represented by a single model MC or if two models M1 and M2 are required to
represent XW1 and XW2 , respectively.
Defining ∆BIC to be BIC(M1 ;M2 )-BIC(MC ) and modeling XW1 , XW2 , XC by unimodal Gaussian
distributions with full covariance matrices, we have
N1
N2
log |ΣXW1 | −
log |ΣXW2 |
2
2
N
1
d(d + 1)
+ log |ΣX | − λ(d +
) log N
2
2
2

∆BIC(tk ) = −

(4.6)

where N1 and N2 are the number of features in XW1 and XW2 , respectively and N = N1 +N2 . λ is a tuning
parameter set to 1 and d is the number of model parameters. A positive value for the BIC justifies the
use of two models, indicating that tk is a change-point and thus a segment boundary.
4.2.2 Audio-Visual Association
The next goal is to generate target clusters, one for each speaker that contain all speech segments
for that speaker. The association task is to find the speaker’s face image for each segment. The
clustering of segments is based on their acoustic and visual content. MFCCs extracted at 30Hz are used
as audio features and absolute difference images (three frames apart) capture the motion. Assuming
that the speaker’s do not leave their positions, the association task is three-fold. First we find time
durations during which an individual speaks by performing temporal clustering of the audio signal.
This groups together multiple segments in which the same person is speaking. Then, we perform
spatial clustering in the corresponding video frames using an eigen-analysis method to find the modes
of motion, which are different image regions belonging to the different participants. Since a speaker
exhibits more movement than the listeners, the dominant motion mode will be the one associated with
the speaker. Thus an association between the person’s speech and location (image region) is found.
For details on the audio-visual segmentation-localization algorithm, the reader is referred to [109,110]
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and to Section 3.3 of this dissertation. Once the speaker’s region in the image is found, a Haar face
detector [115] is run on the region of interest to find the speaker’s face.
The overall query system is not restricted to using the proposed method for audio-visual association. Techniques that rely on instantaneous audio-visual synchrony [55, 67, 96], can also be used to
determine the speaker’s face region. The proposed audio-visual association method outperforms such
Mutual Information(MI) based techniques when only a single camera is used to record the meeting and
the speaker’s face may not be frontal. However, if a meeting is recorded from multiple camera views,
the speaker’s face may be frontal in atleast one of these views, satisfying the instantaneous synchrony
assumption on which MI methods are based.

4.2.3 Modeling Individual Score Distributions
In the past few years, significant effort has been devoted to learning user-specific modality weights
and thresholds [2, 102]. Most of the focus has been on learning user-specific discriminative models
and using SVMs for classification. Recently, a generative framework, that uses a likelihood ratio based
decision was proposed by Nandakumar et al. [69]. Their fusion scheme has several advantages, the
most salient of which is its ability to handle arbitrary scales and distributions of match scores and
correlation between the scores of multiple matchers. In addition, the framework is elegant because it
performs implicit weighting of modalities. However, the proposed framework models all match(nonmatch) scores as a mixture of Gaussians and hence is not adapted to learning user-specific models. In
this work, we extend the proposed likelihood ratio based fusion framework to learning user-specific
models, to provide better discrimination and hence better retrieval performance.
In our approach, the speaker’s face images are found by running a Haar face detector on the
speaker’s image region. The individual segments from each target cluster are used as speech samples.
One face image is associated with each speech sample. Thus a target cluster now contains multiple
speech-face paired samples for a user. For computing distances between speech segments, a KL2GMM speaker recognition algorithm is used [84]. For face recognition a commercial algorithm is
used.
From the clustering phase of the audio-visual association, the segment-individual memberships
are known. Thus, for each individual, the scores can be categorized as match-scores (score between
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two segments belonging to the same individual) and non-match scores (score between one segment
belonging to the individual and the other segment belonging to a different individual). Similarly, face
images extracted from a speech cluster’s associated image region are matched against themselves and
with faces extracted from other regions to generate match and non-match face scores, respectively. A
mixture of Gaussians is then used to model the match and non-match distributions for each individual.
Estimation of the Gaussian mixture model from the score distribution is done using the algorithm
proposed in [32].
Each query face-voice sample is then matched to all face-voice pairings in the target cluster. Let Sqi
= [Fqi Vqi ] represent the generated bivariate score obtained by matching the query with the ith sample
from a target cluster. For each target cluster, C, the likelihood of the cluster belonging to the query LqC
is computed using 4.7.

LqC =

p(Sqi | θM )
1
∑
|C| ∀i∈C p(Sqi | θNM )

(4.7)

Here θM and θNM represent the densities of the match and non-match score distributions, repectively.

4.2.4 Results
The proposed approach improves the segment retrieval performance over using only a single sample of one modality as the query. The improvements stem from three major factors. First, by clustering
segments in the archive, multiple samples of a modality are obtained which allows a sample-cluster
match that outperforms decisions based on sample-sample matching. Second, the use of audio-visual
association to find the complementary modality allowing a multimodal comparison rather than a unimodal one. Third, the modeling of match and non-match distributions per individual, which equates
to learning user-specific weights for combining information from the two modalities, improves results
over using the same modality weights for combination. The results presented here intend to highlight
the individual contributions of these three factors.
The proposed segment retrieval method is tested on a subset of meetings from the NIST pilot meeting room archive [38]. The dataset used consists of 16 meetings, recorded from four different camera
views. The audio channel consists of a gain normalized mix from multiple distant microphones. The
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video framerate is 29.97 Hz with a spatial resolution of 720 x 480 and the audio data is sampled at
44 kHz and has a resolution of 16 bits per sample. The number of participants in each meeting varies
from three to nine and the total number of unique participants in the dataset is 50. The number of
different meetings that a person participates in varies from one to six.
As illustrated in Figure 4.11, each meeting of the archive undergoes audio-visual segmentation,
which partitions the meeting into contiguous segments containing speech from only a single user.
Then by performing audio-visual association, the image region locating each speaker in the meeting is
found in each of the four camera views. The Haar face detector [115] is run on these region of interest
to find the speaker’s face in all four camer views. Since it can detect only frontal faces, typically faces
are found in one or two of the camera views. Also, since a significantly long duration of speech is
considered, multiple faces of the speaker are found. To simplify the design of the experiments and to
aid comparison, only a single face image is randomly chosen from the found faces and associated with
the speech sample.
The retrieval performance using the unimodal samples is shown in Figure 4.12. The precision of
the face and voice systems at 90% recall is 64% and 71%, respectively. Since audio-visual association
allows us to associate the person’s face with the speech sample, the distance between two segments
can be computed as a function of the distances between the segments’ face and voice samples. Since
the systems provide scores in different ranges, z normalization was used to transform the scores into
comparable ranges and the scores were summed to compute the final distance. This equates to assigning equal weights to both modalities in the score combination framework. As can be expected,
this results in an improvement of about 10%, over the best performing individual system, yielding a
precision of 80% at 90% recall.
The evaluation of improvement due to multiple voice samples proceeds as follows. For each
segment used as the query, the remaining segments of the meeting undergo audio-visual clustering
to form target clusters.By matching all the samples within a cluster to each other, the distribution of
match scores can be generated per cluster. Similarly by matching the samples of the current cluster
with samples from other clusters, the non-match distribution can be generated. Since we have two
modalities, these scores have a bivariate distribution. The bimodal query is then matched to each of the
target cluster’s face-speech samples and the average likelihood ratio is computed for the query-target
match using the match and non-match distributions for that cluster. It should be noted that modeling the
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Figure 4.12 Retrieval Performance in the Sample-Sample Matching Framework. Each segment’s face
or voice sample is matched with all corresponding samples from the archive to generate the precisionrecall curves shown in red for face and blue for voice. The fusion performance, obtained by z normalization and sum rule fusion is shown in green. At 90% recall, the precision if 64% for face and 71% for
voice. By performing audio-visual association to associate face and voice samples, the performance
after fusion is 81% precision at 90% recall, an improvement of about 10% over the best individual
modality.

score distributions per individual, facilitates both normalization and user-specific modality weighting.
This performance, obtained by fusing face and voice using individual specific models is shown in
Figure 4.13 by a black curve. The precision is 92.6% at 90% recall.
If we do not use user-specific models, and instead group together match and non-match scores arising from different clusters, we forgo the advantage of having user-specific weighting of the modalities
and instead have the same modality weights for all users. This generates the same decision boundary
for all users and is akin to having the fixed modality weights. The performance under this condition is
shown using a magenta curve in Figure 4.13. The precision is 88% at 90% recall.
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Figure 4.13 Retrieval Performance in the Sample-Cluster Matching Framework. The meetings are
partitioned into clusters, such that each cluster contains all speech and face samples from a single individual. These samples are used to learn user-specific score distributions. The retrieval performance is
evaluated using a leave-one-out framework, where segment samples acting as a query are segregated
from the cluster and then matched with each segment in the cluster. The black curve shows the performance of the fused system when individual specific models are used - at 90% recall, the precision is
92.6%. If match and non-match scores from different clusters are grouped together to generate global
match and non-match models, the performance drops to 88% precision at 90% recall. The performance for the individual face and voice systems is a precision of 78% and 77%, respectively at 90%
recall.
Next, we evaluate the performance of the individual systems when multiple samples are used,
which is similar to the evaluation of global models, except that the models are built using only one
modality. The performance of the two systems is shown in Figure 4.13, using a red curve for face and
a blue curve for voice. The performance of the face system is 78% precision at 90% recall and the
voice system has a similar performance of 77% precision at the same recall rate.
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4.3 Summary and Conclusions
In conclusion, this chapter describes in detail all the necessary components for creating a meeting
indexing system that finds all segments of a meeting archive where a particular individual spoke. Solving this problem enables solving various other queries such as finding all meetings which a particular
user attended or finding meetings attended by a specific set of users. In addition, other higher level
tasks such as meeting categorization require solving this subproblem.
This chapter proposed a fully automatic meeting method for querying meeting archives to find
speech segments from the same person. The method uses audio-visual processing to first partition the
meeting into homogeneous segments that contain speech from only a single user. Then audio-visual
clustering and association is performed that associates face and voice samples from the same user and
groups these samples into target clusters. The speech query is expanded by audio-visual processing
to find the associated face sample and the expanded bimodal query is used to retrieve target clusters.
A novel matching framework was introduced that exploits the nature of meeting videos. Multiple
samples from an individual are used to learn user-specific, joint face-voice distributions. By directly
using the user-specific models to generate likelihood ratios, the system performs implicit normalization
and user-specific modality weighting.
In this first section of this chapter, we described studies conducted on a novel, truly multimodal,
database that contained sample variations due to differences in environmental conditions. This is one
of the first studies which deal with both face and voice, and their intramodal and multimodal fusions in
a scenario where samples are subject to natural environmental variations. The study mimics a realistic
scenario as face and voice samples were collected from the same person under conditions typical to
that of an operational scenario.
From this study, we uncover certain interesting observations. Firstly, we observe that for both face
and voice, the indoor-outdoor performance is the worst. The fact that the outdoor-outdoor performance
is better than the indoor-outdoor performance suggests that the performance of the systems is better if
the enrollment and verification conditions are similar, even if the conditions are noisy. This observation
can be used to guide the design of the meeting indexing system by noting that recognition performance
in the same meeting will be better than recognition across meetings.
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Secondly, we find that the max rule performs better than the sum rule in our dataset which differs
from previously reported results. This is probably due to the indoor-outdoor nature of our database
which results in highly skewed genuine score distributions. In meetings, this means that the optimal
fusion rule will be data dependent and that under adverse conditions, when one of the modality is
prone to noise, the max rule may be a better choice.
Thirdly, we find that score normalization significantly improves the performance (12-15% at 1%
FAR) for both systems. This improvement is much greater than that observed in other studies and can
be attributed to the indoor-outdoor nature of the dataset. Since we expect similar variations in meeting
rooms, normalization of the scores will be an important processing step.
Finally, we find that in the indoor-outdoor scenario, the performance of intramodal fusion of the
stronger modality approaches that of multimodal fusion. Similar observations are made in [17], where
a fusion of 2D and 3D face images is studied. Thus in order to improve the meeting indexing performance, exploiting information from multiple samples is a key idea, especially because multiple
samples are readily available from the continuous audio-visual recording.
These findings indicate that to improve the accuracy of a retrieval system, one must exploit all
possible modalities. Secondly, one must use multiple samples if available to improve the decision
framework. Thirdly, since the modalities may not perform the same for all users, a mechanism is required to generate user-specific modality weights. These findings influenced the design of the meeting
indexing system described in Section 4.2.
The proposed retrieval system was tested on an archive consisting of 16 meeting excerpts of 20
minutes each. The archive contains 50 unique subjects, most of which appear in multiple meetings. Retrieval results indicate that the proposed system performs much better than a system based
on sample-sample matching. The system is fast and robust because it uses low dimensional samples
and high level features which can be extracted in real-time from the audio-visual signal.
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CHAPTER 5
SUMMARY AND CONCLUSIONS

This dissertation proposed solutions to three distinct but related problems that are fundamental
to the analysis of meetings. The first problem addressed was that of audio-only speaker diarization,
which is the task of automatically determining the number of speakers and the durations when they
spoke from the audio portion of a meeting recording. The proposed solution involves a split and merge
paradigm, where a modified three-part sliding window technique, based on the Bayesian Information
Criterion, was used to split the meeting into segments containing speech from only a single speaker.
This modification to the original BIC segmentation, yielded improvements in both, speed and accuracy.
The second contribution to the audio-only diarization problem was the use of a two stage clustering
solution, where the model complexity was increased in response to the amount of data. Initial segments
which contain less data were modeled with unimodal Gaussians and graph spectral clustering was used
to merge them into larger intermediate clusters. These intermediate clusters, containing more data
were modeled by a mixture of Gaussians and clustered using a hierarchical agglomerative clustering
scheme till the stopping criterion was met. The proposed diarization solution resulted in a diarization
error rate of 20% compared to 25% which was the performance of a typical segmentation-clustering
solution.
We also introduced a novel paradigm to jointly perform diarization and localization using both
audio and video in an iterative framework. The novelty of the proposed solution lies in its use of
motion cues from the entire body rather than just the face to predict the speaker in a meeting. First
a coarse speaker diarization is performed to find durations of speech from the same speaker, then
by performing an eigen-analysis on the corresponding video frames, regions with highly correlated
movement are found. These regions are assumed to lie on the speaker’s image, resulting in a coarse
localization. The diarization and localization results are then iteratively refined by incorporating video
information into the diarization process and using the refined diarization results to guide localization.
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It was shown that incorporating video information improved the diarization performance by reducing
the DER from 20% to 16%. The localization results obtained using this approach outperformed the
localization results obtained using the Mutual Information approach by about 40%.
Finally, we also performed meeting indexing using a query by example framework. The proposed
solution involves using audio-visual association to expand a unimodal query to a bimodal query. Meetings of the archive are processed to generate target clusters, one per individual again using audio-visual
association. Each cluster contains multiple face and speech samples of a user. The occurrence of multiple samples allows making a single decision per target cluster based on multiple matches rather than
making multiple decisions using sample-sample matching which is typically done in identification
problems. As a second advantage, multiple multimodal samples allow generating user-specific subspaces and using a classification framework rather than a score combination framework. This allows
learning user-specific decision boundaries without the need to explicitly learn user specific modality
weights for fusion. A comparison of the two frameworks shows that the proposed solution yields a
precision of 92.6% at 90% recall versus a system that uses only a single sample, unimodal query that
has a precision of 71% at the same recall.
In summary, the contributions of this work can be categorized as those that introduce new paradigms
for solving the problems and as those that demonstrate superior solutions to a problem using algorithms
novel to the field. Contributions that fall in the first category include the use of motion cues from the
entire body to predict the current speaker, and the idea of posing identification as a clustering problem
for meeting indexing. The use of a two-stage clustering for audio-visual association, and the use of
user-specific subspaces to perform indexing in meeting rooms fall in the second category.
One of the core contributions of this work was the joint audio-visual association to determine the
speaker and his/her location in the image. The solution proposes the use of long term co-occurrences
between speech and video to perform these tasks rather than use instantaneous association which may
not always be possible in the meeting domain. However, some of the speaker faces are frontal in a
camera view and for such participants, audio-visual association is a plausible alternative. It is desired
to have a solution that takes into account both, long term co-occurrences as well as instantaneous
association to solve the diarization and localization tasks.
The proposed solutions for speaker diarization like other approaches that use only a single microphone cannot handle overlapping speech. In some kinds of meetings such as group discussions,
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a significant portion of the meeting may contain overlapping speech, making this a problem worth
addressing. Although Independent Component Analysis has been used to solve the blind source separation problem, it requires the signal to be recorded with as many microphones as there are sources.
Lately, methods have been proposed that allow separation when the number of microphones are less
than the number of sources. However, the problem of separating multiple simultaneous speech sources
from a single microphone is largely unaddressed and warrants research.
A direction for future improvement of the proposed diarization-localization framework could be
to deal with participants walking around in the room. One solution to this problem can be to perform eigen-analysis over shorter durations and using appearance based models to compute similarity.
Another possibility is to use region tracking to account for such movement prior to performing the
eigen-analysis.
This work has shown that there are cues beyond the face that tell of speech activity. It was observed
that in general, over long enough time durations, the speaker tends to exhibit more movement than the
listener. In a sense, only the magnitude of motion was exploited in this work. However, each person
has a unique body language, which can also be used to recognize the individual. It would be interesting
to determine if the “motion-mannerism” of an individual can be used as a soft biometric. Finally, an
extension of the proposed work would be to use the framework to detect events and activities in the
video and perform meeting categorization based on the speaker turn patterns and movements.
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