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Abstract
We find the exotic matrix bialgebras which correspond to the two non-
triangular nonsingular 4 × 4 R-matrices in the classification of Hietarinta,
namely, RS0,3 and RS1,4. We find two new exotic bialgebras S03 and
S14 which are not deformations of the of the classical algebras of functions
on GL(2) or GL(1|1). With this we finalize the classification of the matrix
bialgebras which unital associative algebras generated by four elements. We
also find the corresponding dual bialgebras of these new exotic bialgebras and
study their representation theory in detail. We also discuss in detail a special
case of RS1,4 in which the corresponding algebra turns out to be a special case
of the two-parameter quantum group deformation GLp,q(2).
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1 Introduction
Until now there was no complete list of the matrix bialgebras which are unital asso-
ciative algebras generated by four elements. Naturally, since the co-product relations
are the classical ones we first mention the two related to GL(2), namely, the standard
GLpq(2) [1] and nonstandard (Jordanian) GLgh(2) [2] two-parameter deformations.
For the supergroup GL(1|1) there are also two: the standard GLpq(1|1) [3–5] and the
hybrid (standard-nonstandard) GLqh(1|1) [6] two-parameter deformations. Recently,
in [7] it was shown that there are no more deformations of GL(2) or GL(1|1). In
particular, it was shown that these four deformations match the distinct triangular
4 × 4 R-matrices from the classification of [8] which are deformations of the trivial
R-matrix (corresponding to undeformed GL(2)).
Naturally, there are matrix bialgebras generated by four elements, which are not
deformations of the classical algebra of functions over the group GL(2) or the super-
group GL(1|1). Those should correspond to 4× 4 R-matrices which are not deforma-
tions of the trivial R-matrix. Studying the classification of [8] we noticed altogether
five nonsingular such R-matrices. The triangular ones were introduced in [7] and
their duals were found and studied in detail in [9]. In the latter paper we called these
bialgebras exotic.
In the present paper we finalize the explicit classification of the matrix bialge-
bras generated by four elements, by studying those that correspond to the two non-
triangular nonsingular 4× 4 R-matrices of [8], namely, RS0,3 and RS1,4 which also
are not deformations of the trivial R-matrix.
The paper is organized as follows. Section 2 just introduces general notation. In
Section 3 we study the matrix bialgebra S03 which corresponds to RS0,3 . We find
the dual bialgebra s03 and study the representation theory of s03 in detail. In
Sections 4 and 5 we study the matrix bialgebras S14 and S14o which correspond
to RS1,4 for two distinctive regions of the deformation parameter q : q
2 6= 1 and
q2 = 1, respectively. In both cases we find the corresponding dual bialgebras and
their representation theory. In Section 6 we present our conclusions and outlook.
2 Generalities
In this paper we consider matrix bialgebras which are unital associative algebras
generated by four elements a, b, c, d. The co-product and co-unit relations are the
classical ones:
δ
(
a b
c d
)
=
(
a⊗ a+ b⊗ c a⊗ b+ b⊗ d
c⊗ a+ d⊗ c c⊗ b+ d⊗ d
)
(2.1a)
ε
(
a b
c d
)
=
(
1 0
0 1
)
(2.1b)
1
However, the bialgebras under consideration are not Hopf algebras, except one. This
shall be discussed separately in each case.
It shall be convenient to make the following change of generators:
a˜ = 1
2
(a + d), d˜ = 1
2
(a− d), b˜ = 1
2
(b+ c), c˜ = 1
2
(b− c). (2.2)
With the new generators we have:
δ
(
a˜ b˜
c˜ d˜
)
=
(
a˜⊗ a˜ + b˜⊗ b˜− c˜⊗ c˜+ d˜⊗ d˜ a˜⊗ b˜+ b˜⊗ a˜− c˜⊗ d˜+ d˜⊗ c˜
a˜⊗ c˜+ c˜⊗ a˜− b˜⊗ d˜+ d˜⊗ b˜ a˜⊗ d˜+ d˜⊗ a˜− b˜⊗ c˜+ c˜⊗ b˜
)
ε
(
a˜ b˜
c˜ d˜
)
=
(
1 0
0 0
)
(2.3)
3 Algebra S03
3.1 Bialgebra relations
In this Section we consider the matrix bialgebra S03. We obtain it by applying the
RTT relations of [10]:
R T1 T2 = T2 T1 R , (3.1)
where T1 = T ⊗ 12 , T2 = 12 ⊗ T , for the case when R = RS0,3 , where:
RS0,3 ≡


1 0 0 1
0 1 1 0
0 1 −1 0
−1 0 0 1

 (3.2)
This R-matrix is given in [8].
The relations which follow from (3.1) and (3.2) are:
b2 + c2 = 0 , a2 − d2 = 0 , (3.3)
cd = ba , dc = −ab ,
bd = ca , db = −ac ,
da = ad , cb = −bc .
In terms of the generators a˜, b˜, c˜, d˜ we have:
b˜2 = c˜2 = 0 , a˜d˜ = d˜a˜ = 0 , (3.4)
a˜b˜ = 0 , b˜d˜ = 0 ,
d˜c˜ = 0 , c˜a˜ = 0 .
2
In view of the above relations we conclude that this bialgebra has no PBW basis.
Indeed, the ordering following from (3.4) is cyclic:
a˜ > c˜ > d˜ > b˜ > a˜ (3.5)
Thus, the basis consists of building blocks like a˜k c˜ d˜ℓ b˜ and cyclic. Explicitly the
basis can be described by the following monomials:
a˜k1 c˜ d˜ℓ1 b˜ · · · a˜kn c˜ d˜ℓn b˜ a˜kn+1 , n , ki , ℓi ∈ Z+ (3.6a)
d˜ℓ1 b˜ a˜k1 c˜ · · · d˜ℓn b˜ a˜kn , n , ki , ℓi ∈ Z+ (3.6b)
a˜k1 c˜ d˜ℓ1 b˜ · · · a˜kn c˜ d˜ℓn , n , ki , ℓi ∈ Z+ (3.6c)
d˜ℓ1 b˜ a˜k1 c˜ · · · d˜ℓn b˜ a˜kn c˜ d˜ℓn+1 , n , ki , ℓi ∈ Z+ (3.6d)
We shall call the elements of the basis ’words’. The one-letter words are the
generators a˜, b˜, c˜, d˜; they are obtained from (3.6a), (3.6b), (3.6c), (3.6d), resp., for
n = 0, k1 = 1, n = 1, k1 = ℓ1 = 0, n = 1, k1 = ℓ1 = 0, n = 0, ℓ1 = 1, resp. The unit
element 1A is obtained from (3.6b) or (3.6c) for n = 0.
3.2 Dual algebra
Two bialgebras U ,A are said to be in duality [11] if there exists a doubly nondegen-
erate bilinear form
〈 , 〉 : U × A −→ C , 〈 , 〉 : (u, a) 7→ 〈 u , a 〉 , u ∈ U , a ∈ A (3.7)
such that, for u, v ∈ U , a, b ∈ A :
〈 u , ab 〉 = 〈 δU(u) , a⊗ b 〉 , 〈 uv , a 〉 = 〈 u⊗ v , δA(a) 〉 (3.8a)
〈1U , a〉 = εA(a) , 〈u, 1A〉 = εU(u) (3.8b)
Two Hopf algebras U ,A are said to be in duality [11] if they are in duality as
bialgebras and if
〈γU(u), a〉 = 〈u, γA(a)〉 (3.9)
It is enough to define the pairing (3.7) between the generating elements of the
two algebras. The pairing between any other elements of U , A follows then from
relations (3.8) and the standard bilinear form inherited by the tensor product.
The duality between two bialgebras or Hopf algebras may be used also to obtain
the unknown dual of a known algebra. For that it is enough to give the pairing between
the generating elements of the unknown algebra with arbitrary elements of the basis
of the known algebra. Using these initial pairings and the duality properties one
may find the unknown algebra. One such possibility is given in [10]. However, their
approach is not universal. In particular, it is not enough for the algebras considered
here, (as will become clear) and will be used only as consistency check.
3
Another approach was initiated by Sudbery [12]. He obtained Uq(sl(2))⊗U(u(1))
as the algebra of tangent vectors at the identity of GLq(2). The initial pairings
were defined through the tangent vectors at the identity. However, such calculations
become very difficult for more complicated algebras. Thus, in [13] a generalization
was proposed in which the initial pairings are postulated to be equal to the classical
undeformed results. This generalized method was applied in [13] to the standard
two-parameter deformation GLp,q(2), (where also Sudbery’s method was used), then
in [14] to the multiparameter deformation of GL(n), in [15] to the matrix quantum
Lorentz group of [16], in [17] to the Jordanian two-parameter deformation GLg,h(2),
in [6] to the hybrid two-parameter deformation of the superalgebra GLq,h(1|1), in [18]
to the multiparameter deformation of the superalgebra GL(m|n), in [9] to the firstly
discussed three exotic bialgebras. (We note that the dual of GLp,q(2) was obtained
also in [19] by methods of q-differential calculus.)
Let us denote by s03 the unknown yet dual algebra of S03, and by A˜, B˜, C˜, D˜
the four generators of s03. Like in [13] we define the pairing 〈Z, f〉, Z = A˜, B˜, C˜, D˜,
f is from (3.6), as the classical tangent vector at the identity:
〈 Z , f 〉 ≡ ε
(
∂f
∂y
)
, (3.10)
where (Z, y) = (A˜, a˜), (B˜, b˜), (C˜, c˜), (D˜, d˜) . Explicitly, we get:
〈
A˜ , f
〉
= ε
(
∂f
∂a˜
)
=
{
k for f = a˜k
0 otherwise
(3.11a)
〈
B˜ , f
〉
= ε
(
∂f
∂b˜
)
=
{
1 for f = b˜a˜k
0 otherwise
(3.11b)
〈
C˜ , f
〉
= ε
(
∂f
∂c˜
)
=
{
1 for f = a˜kc˜
0 otherwise
(3.11c)
〈
D˜ , f
〉
= ε
(
∂f
∂d˜
)
=
{
1 for f = d˜
0 otherwise
(3.11d)
Using the above we obtain:
Proposition 1: The generators A˜, B˜, C˜, D˜ introduced above obey the following
4
relations:
[A˜, Z] = 0 , Z = B˜, C˜, (3.12a)
A˜D˜ = D˜A˜ = D˜3 = B˜2D˜ = D˜B˜2 = D˜, (3.12b)
[B˜, C˜] = −2D˜, (3.12c)
D˜B˜ = −B˜D˜ = C˜D˜2 = D˜2C˜ , (3.12d)
{C˜, D˜} = 0 , (3.12e)
B˜2 + C˜2 = 0 , (3.12f)
B˜3 = B˜ , (3.12g)
C˜3 = −C˜ , (3.12h)
B˜2A˜ = A˜ . (3.12i)
δU(A˜) = A˜⊗ 1U + 1U ⊗ A˜ (3.13a)
δU(B˜) = B˜ ⊗ 1U + (1U − B˜2)⊗ B˜ (3.13b)
δU(C˜) = C˜ ⊗ (1U − B˜2) + 1U ⊗ C˜ (3.13c)
δU(D˜) = D˜ ⊗ (1U − B˜2) + (1U − B˜2)⊗ D˜ (3.13d)
εU(Z) = 0 , Z = A˜, B˜, C˜, D˜ . (3.13e)
A˜, B˜2 = −C˜2 and D˜2 are Casimir operators. The bialgebra s03 is not a Hopf
algebra.
Proof: Using the assumed duality the algebraic relations (3.12) are shown by calcu-
lating their pairings with the basis monomials f from (3.6). In particular, we have
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(giving only the nonzero pairings):〈
A˜B˜ , f
〉
=
〈
B˜A˜ , f
〉
= k + 1 , for f = b˜a˜k (3.14a)〈
A˜C˜ , f
〉
=
〈
C˜A˜ , f
〉
= k + 1 , for f = a˜kc˜ (3.14b)〈
A˜D˜ , f
〉
=
〈
D˜A˜ , f
〉
=
〈
D˜3 , f
〉
=
〈
B˜2D˜ , f
〉
=
〈
D˜B˜2 , f
〉
=
= −
〈
B˜C˜ , f
〉
=
〈
C˜B˜ , f
〉
=
〈
D˜ , f
〉
= 1 , for f = d˜ (3.14c)〈
B˜C˜ , f
〉
=
〈
C˜B˜ , f
〉
= 1 , for f = b˜a˜kc˜ (3.14d)〈
D˜B˜ , f
〉
= −
〈
B˜D˜ , f
〉
=
〈
C˜D˜2 , f
〉
=
=
〈
D˜2C˜ , f
〉
= 1 , for f = c˜ (3.14e)〈
D˜C˜ , f
〉
= −
〈
C˜D˜ , f
〉
= 1 , for f = b˜ (3.14f)〈
B˜2 , f
〉
= −
〈
C˜2 , f
〉
= 1 , for f = a˜k (3.14g)〈
B˜3 , f
〉
=
〈
B˜ , f
〉
= 1 , for f = b˜a˜k (3.14h)〈
−C˜3 , f
〉
=
〈
C˜ , f
〉
= 1 , for f = a˜kc˜ (3.14i)〈
B˜2A˜ , f
〉
=
〈
A˜ , f
〉
= k , for f = a˜k (3.14j)
For the proof of (3.14h,j) is used (3.14g). The facts that A˜, B˜2 = −C˜2 and D˜2
are Casimir operators follow easily from (3.12) having in mind also (3.14g,j) and that
〈D˜2, a˜〉 = 1 is the only nonzero pairing of D˜2. For the proof of (3.13a-d) we use the
duality property (3.8a)
〈 Z , f1 f2 〉 = 〈 δU(Z) , f1 ⊗ f2 〉
for every generator Z of s03 and for every f1, f2 ∈ S03, then we calculate separately
the LHS and RHS and compare the results. We also use that
B˜2Z = Z , for Z = A˜, B˜, C˜, D˜ (3.15)
- this is contained in (3.12) except for Z = C˜ for which we use that 〈B˜2C˜, a˜kc˜〉 = 1 is
the only nonzero pairing of B˜2C˜. Formulae (3.13e) follow from εU(Z) = 〈 Z, 1A 〉,
cf. (3.8b), and the defining relations (3.11). To show that s03 is not a Hopf algebra
we suppose that it is, i.e., there should exist an antipode γ. Then then we use one of
the Hopf algebra axioms:
m ◦ (id⊗ γ) ◦ δ = i ◦ ε (3.16)
as maps s03 −→ s03, where m maps to the usual product in the algebra: m(Y ⊗Z) =
Y Z , Y, Z ∈ s03 and i is the natural embedding of the number field C into s03 :
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i(µ) = µ1U , µ ∈ C. Applying this to the generator B˜ we would get:
B˜ +
(
1U − B˜2
)
γ(B˜) = 0
which is a contradiction, since 1U − B˜2 is zero when multiplied by anything except by
1U , and in the latter case the product is not equal to −B˜. From this we see that γ
can not be defined on C˜ and D˜ since their coproducts involve B˜. The antipode may
be introduced only if we restrict to the subalgebra generated by A˜, but the bialgebra
s03 as a whole is not a Hopf algebra. ♠
Corollary 1: The algebra generated by the generator A˜ is a sub-bialgebra of s03.
The algebra s03′ generated by the generators B˜, C˜, D˜ is a nine-dimensional sub-
bialgebra of s03 with PBW basis:
1U , B˜, C˜, D˜, B˜C˜, B˜D˜, D˜C˜, B˜
2, D˜2 (3.17)
Proof: The statement follows immediately from relations (3.12,3.13). We comment
only the PBW basis of the subalgebra s03′. Indeed, a priori it has a PBW basis:
B˜k D˜ℓ C˜m , k, ℓ ≤ 2, m ≤ 1 (3.18)
the restrictions following from (3.12b,f,g). Furthermore it is easy to see that there
are no cubic (and consequently higher order) elements of the basis. For some of the
cubic elements this is clear from (3.12). For the rest we have:
B˜D˜C˜ = − D˜2C˜2 = D˜2B˜2 = D˜2 (3.19a)
B˜2C˜ = − C˜3 = C˜ (3.19b)
B˜D˜2 = − C˜D˜3 = D˜C˜ (3.19c)
also using (3.12). Thus, the basis is given by (3.17) the algebra is indeed nine-
dimensional. ♠
Remark 1: The algebra s03 is not the direct sum of the two subalgebras described in
the preceding Corollary since both subalgebras have nontrivial action on each other,
e.g., B˜2A˜ = A˜, A˜D˜ = D˜. The algebra s03 is a nine-dimensional associative
algebra over the central algebra generated by A˜. ♠
3.3 Regular representation
We start with the study of the left regular representation (LRR) of the subalgebra
s03′. For this we need the left multiplication table:
1 B˜ C˜ B˜2 B˜C˜ · · ·
B˜ B˜ B˜2 B˜C˜ B˜ C˜ · · ·
C˜ C˜ B˜C˜ + 2D˜ −B˜2 C˜ −B˜ + 2D˜C˜ · · ·
D˜ D˜ −B˜D˜ D˜C˜ D˜ −D˜2 · · ·
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· · · D˜ D˜2 B˜D˜ D˜C˜
B˜ · · · B˜D˜ D˜C˜ D˜ D˜2
C˜ · · · −D˜C˜ −B˜D˜ D˜2 D˜
D˜ · · · D˜2 D˜ −D˜C˜ −B˜D˜
The LRR hence contains the subrepresentation generated as a vector space by
{D˜, D˜2, B˜D˜, D˜C˜}, which decomposes into two two-dimensional irreps
v10 = D˜ + D˜
2 , v11 = B˜D˜ + D˜C˜ , (3.20)
B˜
(
v10
v11
)
=
(
v11
v10
)
, C˜
(
v10
v11
)
=
(−v11
v10
)
, D˜
(
v10
v11
)
=
(
v10
−v11
)
(3.21)
and
v20 = B˜D˜ − D˜C˜ , v21 = D˜ − D˜2 , (3.22)
B˜
(
v20
v21
)
=
(
v21
v20
)
, C˜
(
v20
v21
)
=
(−v21
v20
)
, D˜
(
v20
v21
)
=
(
v20
−v21
)
(3.23)
These two irreps are isomorphic by the map (v10, v
1
1)→ (v20, v21). On both of them the
Casimirs B˜2, D˜2 take the value 1. (Also the Casimir A˜ of s03 has the value 1.)
The LRR contains also the trivial one-dimensional representation generated by
the vector v = B˜2 − 1U . On this vector all Casimirs and moreover all generators
of s03 take the value 0.
The quotient of the LRR by the above three sub-modules has the following mul-
tiplication table:
1 B˜ C˜ B˜C˜
B˜ B˜ B˜2 B˜C˜ C˜
C˜ C˜ B˜C˜ −B˜2 −B˜
D˜ 0 0 0 0
Thus the quotient decomposes into a direct sum of four one-dimensional representa-
tions, generated as vector spaces by
vǫ,ǫ′ = B˜ + ǫ1U − iǫǫ′C˜ − iǫ′B˜C˜ , ǫ, ǫ′ = ± (3.24)
On the latter vectors we have the following action:
B˜vǫ,ǫ′ = ǫvǫ,ǫ′ , C˜vǫ,ǫ′ = iǫ
′vǫ,ǫ′ , D˜vǫ,ǫ′ = 0 . (3.25)
Obviously, on all of them the Casimirs B˜2, D˜2 take the values 1, 0, respectively.
However, these four representations are not isomorphic to each other.
To summarize, there are seven irreps of s03′ which are obtained from the LRR:
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• one-dimensional trivial (all generators act by zero)
• two-dimensional with both Casimirs B˜2, D˜2 having value 1.
• four one-dimensional with Casimir values 1, 0 for B˜2, D˜2, respectively.
Turning to the algebra s03 we note that it inherits the representation structure
of its subalgebra s03′. On the representations (3.20,3.22) the Casimir A˜ has the
value 1, while on the trivial irrep generated by v = B˜2 − 1U the Casimir A˜ has
the value 0. However, on the one-dimensional irreps generated by (3.24) the Casimir
A˜ has no fixed value. Thus, the list of the irreps of s03 arising from the LRR is:
• one-dimensional trivial
• two-dimensional with all Casimirs A˜, B˜2, D˜2 having value 1.
• four one-dimensional with Casimir values µ, 1, 0 for A˜, B˜2, D˜2, respectively,
µ ∈ C.
Finally, we note that we could have studied also the right regular representation
of s03. The list of irreps would be the same as the one obtained above.
3.4 Weight representations
Here we consider weight representations. These are representations which are built
from the action of the algebra on a weight vector with respect to one of the generators.
We start with a weight vector v0 such that:
D˜ v0 = λ v0 (3.26)
where λ ∈ C is the weight. As we shall see the cases λ 6= 0 and λ = 0 are very
different.
We start with λ 6= 0. In that case from from D˜3 = D˜ follows that λ2 = 1,
while from B˜2D˜ = D˜ follows that B˜2v0 = v0 . Further, from (3.12d) follows
that C˜ v0 = −λ B˜ v0 . Thus, acting with the elements of s03 on v0 we obtain a
two-dimensional representation, e.g.:
v0 , B˜ v0 , (3.27)
(and we could have chosen v0 , C˜ v0 as its basis). This representation is irreducible.
The action is given as follows:
v0 B˜v0
B˜ B˜v0 v0
C˜ −λB˜v0 λv0
D˜ λv0 −λB˜v0
9
Both Casimirs B˜2, D˜2 take the value 1.
Let now λ = 0. In this case acting with the elements of s03 on v0 we obtain a
five-dimensional representation:
v0 , B˜ v0 , C˜ v0 , B˜C˜ v0 , B˜
2 v0 . (3.28)
This representation is reducible. It has a one-dimensional subrepresentation spanned
by the vector w = v v0 = (B˜
2 − 1U)v0 . This is the trivial representation
since all generators act by zero on it. After we factor out this representation the
factor-representation splits into four one-dimensional representations spanned by the
following vectors wǫ,ǫ′ = vǫ,ǫ′ v0 , where vǫ,ǫ′ are from (3.24) and the action of the
generators is as given in (3.25). Thus, these irreps are as those obtained from the
LRR.
To summarize, there are six irreps of s03′ which are obtained as weight irreps of
the generator D˜ :
• one-dimensional trivial
• one two-dimensional with both Casimirs B˜2, D˜2 having value 1.
• four one-dimensional with Casimir values 1, 0 for B˜2, D˜2, respectively.
Turning to the algebra s03 we note that it inherits the representation structure
of its subalgebra s03′, however, the value of the Casimir A˜ is not fixed except on
the trivial irrep. Thus, the list of the irreps of s03 which are obtained as weight
irreps of the generator D˜ is:
• one-dimensional trivial
• one two-dimensional with Casimir values µ, 1, 1 for A˜, B˜2, D˜2, respectively,
µ ∈ C.
• four one-dimensional with Casimir values µ, 1, 0 for A˜, B˜2, D˜2, respectively,
µ ∈ C.
Finally, we note that it is not possible to construct weight representations w.r.t.
generator B˜ (or C˜).
3.5 Representations of s03 on S03
Here we shall study the representations of s03 obtained by the use of its right regular
action (RRA) on the dual bialgebra S03. The RRA is defined as follows:
πR(Z)f ≡ f(1)
〈
Z, f(2)
〉
, Z ∈ s03 , Z 6= 1U , f ∈ S03 , (3.29a)
πR(1U)f ≡ f , f ∈ S03 , (3.29b)
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where we use Sweedler’s notation for the co-product: δ(f) = f(1) ⊗ f(2) . (Note
that we can not use the left regular action since that would be given by the formula:
πL(Z)f =
〈
γU(Z), f(1)
〉
f(2) and we do not have an antipode.) More explicitly, for
the generators of s03 we have:
πR(A˜)
(
a˜ b˜
c˜ d˜
)
=
(
a˜ b˜
c˜ d˜
)
(3.30a)
πR(B˜)
(
a˜ b˜
c˜ d˜
)
=
(
b˜ a˜
d˜ c˜
)
(3.30b)
πR(C˜)
(
a˜ b˜
c˜ d˜
)
=
(−c˜ d˜
a˜ −b˜
)
(3.30c)
πR(D˜)
(
a˜ b˜
c˜ d˜
)
=
(
d˜ −c˜
−b˜ a˜
)
(3.30d)
πR(Z) 1A = 1A 〈Z, 1A〉 = 1A εU(Z) = 0 , Z = A˜, B˜, C˜, D˜ (3.30e)
For the action on the elements (words) of S03 we use a Corollary of (3.29):
πR(Z)fg = πR(δU(Z))(f ⊗ g) (3.31)
where f, g are arbitrary words from (3.6). Further we shall need the notion of the
’length’ ℓ(f) of the word f . It is defined naturally as the number of the letters of f ;
in addition we set ℓ(1A) = 0. Now we obtain from (3.31):
πR(A˜) f = ℓ(f) f (3.32a)
πR(B˜) f · g = (πR(B˜)f) · g (3.32b)
πR(C˜) f · g = f · (πR(C˜)g) (3.32c)
πR(D˜) f = 0 , if ℓ(f) > 1 (3.32d)
From (3.32b,c) it is obvious that the only nonzero action of B˜, C˜ actually is:
πR(B˜)
(
a˜ b˜
c˜ d˜
)
· f =
(
b˜ a˜
d˜ c˜
)
· f (3.33a)
πR(C˜) f ·
(
a˜ b˜
c˜ d˜
)
= f ·
(−c˜ d˜
a˜ −b˜
)
(3.33b)
From (3.32a) it is obvious that we can classify the irreps by the value µA of the
Casimir A˜ which runs over the nonnegative integers. For fixed µA the basis of the
corresponding representations is spanned by the words f such that ℓ(f) = µA .
Thus, we have:
• µA = 0
This is the one-dimensional trivial representation spanned by the unit element
1A on which all generators of s03 have zero action.
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• µA = 1
This representation is four-dimensional spanned by the four generators a˜, b˜, c˜, d˜ of
S03. It is reducible and decomposes in two two-dimensional irreps with basis
vectors:
v10 = a˜ + d˜ = a , v
1
1 = b˜+ c˜ = b , (3.34a)
and
v20 = b˜− c˜ = c , v21 = a˜− d˜ = d . (3.34b)
The RRA of B˜, C˜, D˜ on these vectors is as (3.21,3.23) :
πR(B˜)
(
vk0
vk1
)
=
(
vk1
vk0
)
, πR(C˜)
(
vk0
vk1
)
=
(−vk1
vk0
)
, πR(D˜)
(
vk0
vk1
)
=
(
vk0
−vk1
)
(3.35)
These two irreps are isomorphic by the map (v10, v
1
1) → (v20, v21). On both of
them the Casimirs B˜2, D˜2 take the value 1.
• µA = 2
This representation is eight-dimensional spanned by a˜2, a˜c˜, b˜a˜, b˜c˜, c˜b˜, c˜d˜, d˜2, d˜b˜.
It is reducible and decomposes in eight one-dimensional irreps with basis vectors:
v1ǫ,ǫ′ = (a˜+ ǫb˜)(a˜+ iǫ
′c˜) (3.36a)
v2ǫ,ǫ′ = (d˜+ ǫc˜)(d˜+ iǫ
′b˜) (3.36b)
ǫ, ǫ′ = ±
The RRA of B˜, C˜, D˜ on these vectors is as (3.25) :
πR(B˜)v
k
ǫ,ǫ′ = ǫv
k
ǫ,ǫ′ , πR(C˜)v
k
ǫ,ǫ′ = iǫ
′vkǫ,ǫ′ , πR(D˜)v
k
ǫ,ǫ′ = 0 . (3.37)
The irrep with vector v1ǫ,ǫ′ is isomorphic to the irrep with vector v
2
ǫ,ǫ′ . Thus,
there are only four distinct irreps parametrized by ǫ, ǫ′. On all of them the
Casimirs B˜2, D˜2 take the value 1,0, respectively.
• µA = N > 2
These representations are reducible and decompose in one-dimensional irreps
with basis vectors:
v1ǫ,ǫ′ = (a˜+ ǫb˜) · f1 · (a˜+ iǫ′c˜) (3.38a)
v2ǫ,ǫ′ = (d˜+ ǫc˜) · f2 · (d˜+ iǫ′b˜) (3.38b)
v3ǫ,ǫ′ = (a˜+ ǫb˜) · f3 · (d˜+ iǫ′b˜) (3.38c)
v4ǫ,ǫ′ = (d˜+ ǫc˜) · f4 · (a˜+ iǫ′c˜) (3.38d)
ǫ, ǫ′ = ± , ℓ(fk) = N − 2
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The RRA of B˜, C˜, D˜ on these vectors is as exactly as (3.25). The irrep with
vector vkǫ,ǫ′ is isomorphic to the irrep with vector v
n
ǫ,ǫ′ . Thus, there are only four
distinct irreps as in the case above. On all of them the Casimirs B˜2, D˜2 take
the value 1,0, respectively.
To summarize the list of irreps of s03′ is the same as given in subsection 3.3. The
list of irreps of s03 here is smaller since the Casimir A˜ can take only nonnegative
integer values. Thus, the list of the irreps of s03 using the dual bialgebra S03 as
carrier space is:
• one-dimensional trivial
• two-dimensional with all Casimirs A˜, B˜2, D˜2 having value 1.
• four one-dimensional with Casimir values µ, 1, 0 for A˜, B˜2, D˜2, respectively,
µ ∈ N + 1.
The difference in the two lists is natural since here more structure (the co-product)
is involved. Speaking more loosely the irreps here may be looked upon as ’integrals’
of the irreps obtained in subsection 3.3.
4 Algebra S14
4.1 Bialgebra relations
In this Section we consider the matrix bialgebra S14. We obtain it by applying the
RTT relations (3.1) for the case R = RS1,4 , when q
2 6= 1 where:
RS1,4 ≡


0 0 0 q
0 0 1 0
0 1 0 0
q 0 0 0

 (4.1)
This R-matrix is given in [8].
The relations which follow from (3.1) and (4.1) when q2 6= 1 are:
b2 − c2 = 0 , a2 − d2 = 0 (4.2)
ab = ba = 0 , ac = ca = 0
bd = db = 0 , cd = dc = 0
In terms of the generators a˜, b˜, c˜, d˜
b˜c˜+ c˜b˜ = 0 a˜d˜+ d˜a˜ = 0 (4.3)
a˜b˜ = b˜a˜ = 0 a˜c˜ = c˜a˜ = 0
b˜d˜ = d˜b˜ = 0 c˜d˜ = d˜c˜ = 0
13
From the above relations it is clear that the PBW basis of S14 is:
a˜kd˜ℓ , b˜kc˜ℓ (4.4)
4.2 Dual algebra
Let us denote by s14 the unknown yet dual algebra of S14, and by A˜, B˜, C˜, D˜ the
four generators of s14. We define the pairing 〈Z, f〉, Z = A˜, B˜, C˜, D˜, f is from
(4.4), as (3.10). Explicitly, we obtain:
〈
A˜ , f
〉
= ε
(
∂f
∂a˜
)
=
{
kδℓ0 f = a˜
kd˜ℓ
0 f = b˜kc˜ℓ
(4.5a)
〈
B˜ , f
〉
= ε
(
∂f
∂b˜
)
=
{
0 f = a˜kd˜ℓ
δk1δℓ0 f = b˜
kc˜ℓ
(4.5b)
〈
C˜ , f
〉
= ε
(
∂f
∂c˜
)
=
{
0 f = a˜kd˜ℓ
δk0δℓ1 f = b˜
kc˜ℓ
(4.5c)
〈
D˜ , f
〉
= ε
(
∂f
∂d˜
)
=
{
δℓ1 f = a˜
kd˜ℓ
0 f = b˜k c˜ℓ
(4.5d)
We shall need (as in [9]) the auxilliary operator E such that
〈E, f〉 =
{
1 for f = 1A
0 otherwise
(4.6)
Using the above we obtain:
Proposition 2: The generators A˜, B˜, C˜, D˜ introduced above obey the following
relations:
C˜ = D˜B˜ = −B˜D˜ (4.7a)
[A˜, D˜] = 0 (4.7b)
A˜B˜ = B˜A˜ = D˜2B˜ = B˜3 = B˜ (4.7c)
EZ = ZE = 0 , Z = A˜, B˜, D˜ . (4.7d)
δU(A˜) = A˜⊗ 1U + 1U ⊗ A˜ (4.8a)
δU(B˜) = B˜ ⊗ E + E ⊗ B˜ (4.8b)
δU(D˜) = D˜ ⊗K + 1U ⊗ D˜ , K ≡ (−1)A˜ (4.8c)
δ(E) = E ⊗ E (4.8d)
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εU(Z) = 0 , Z = A˜, B˜, D˜ (4.9a)
εU(E) = 1 (4.9b)
A˜, B˜2 and D˜2 are Casimir operators. The bialgebra s14 is not a Hopf algebra.
Proof: Using the assumed duality the algebraic relations (4.7) are shown by calcu-
lating their pairings with the basis monomials f from (4.4). In particular, we have
(giving only the nonzero pairings):〈
D˜B˜ , f
〉
= −
〈
B˜D˜ , f
〉
=
〈
C˜ , f
〉
= 1 , for f = c˜ (4.10a)〈
A˜D˜ , f
〉
=
〈
D˜A˜ , f
〉
= k + 1 , for f = a˜kd˜ (4.10b)〈
A˜B˜ , f
〉
=
〈
B˜A˜ , f
〉
=
〈
D˜2B˜ , f
〉
=
=
〈
B˜3 , f
〉
=
〈
B˜ , f
〉
= 1 , for f = b˜ (4.10c)
The facts that A˜, B˜2 and D˜2 are Casimir operators follow easily from (4.7). The
proof of (4.8) is done as the proof of (3.13). We also use that〈
A˜n , a˜kd˜ℓ
〉
= knδℓ0 (4.11)
and hence: 〈
K , a˜kd˜ℓ
〉
= (−1)kδℓ0 (4.12)
There is no antipode for the bialgebra s14. Indeed, suppose that there was such.
Then by applying the Hopf algebra axiom (3.16) to the operator E we would get:
E γ(E) = 1U
which would lead to contradiction after multiplication from the left with Z =
A˜, B˜, D˜ (we would get 0 = Z). From this follows also that the generator B˜ does
not have an antipode, since from (3.16) to the B˜ we would get:
B˜ γ(E) + E γ(B˜) = 0
Thus, the bialgebra s14 is not a Hopf algebra. ♠
Corollary 2: The algebra generated by the generator A˜ is a sub-bialgebra of s14.
The algebra s14′ generated by B˜, D˜ is a subalgebra of s14, but is not a sub-
bialgebra (cf. (4.8b,c). It has the following PBW basis:
B˜, B˜2, D˜B˜, D˜B˜2, D˜ℓ, ℓ = 0, 1, 2, ... (4.13)
where we use the convention D˜0 = 1U . ♠
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4.3 Regular representation
We start with the study of the right regular representation of the subalgebra s14′.
For this we use the right multiplication table:
B˜ B˜2 D˜B˜ D˜B˜2 D˜2k D˜2k+1
B˜ B˜2 B˜ D˜B˜2 D˜B˜ B˜ D˜B˜
D˜ −D˜B˜ D˜B˜2 −B˜ B˜2 D˜2k+1 D˜2k+2
From the above table follows that there is a four-dimensional subspace spanned
by B˜, B˜2, D˜B˜, D˜B˜2. It is reducible and decomposes into four one-dimensional rep-
resentations spanned by:
vǫ,ǫ′ = B˜ + ǫB˜
2 − ǫ′D˜B˜ + ǫǫ′D˜B˜2 (4.14)
The action of B˜, D˜ on these vectors is:
B˜vǫ,ǫ′ = ǫvǫ,ǫ′ , D˜vǫ,ǫ′ = ǫ
′vǫ,ǫ′ (4.15)
The value of the Casimirs B˜2, D˜2 on these vectors is 1.
The quotient of the RRR by the above submodules has the following multiplication
table:
D˜2k D˜2k+1
B˜ 0 0
D˜ D˜2k+1 D˜2k+2
This representation is reducible. It contains an infinite set of nested submodules
V n ⊃ V n+1, n = 0, 1, ..., where V n is spanned by D˜n+ℓ, ℓ = 0, 1, .... Correspondingly
there is an infinite set of one-dimensional irreducible factor-modules F n ≡ V n/V n+1,
(generated by D˜n) which are all isomorphic to the trivial representation since the
generators B˜, D˜ act as zero on them. Thus there are five irreps arising from the
RRR of s14′ :
• one-dimensional trivial
• four one-dimensional with both Casimirs B˜2, D˜2 having value 1.
Turning to the algebra s14 we note that it inherits the representation structure
of its subalgebra s14′. On the representations (4.14) the Casimir A˜ has the value
1. However, on the one-dimensional irreps F n the Casimir A˜ has no fixed value.
Thus, the list of the irreps arising from the RRR of s14 is:
• one-dimensional with Casimir values µ, 0, 0 for A˜, B˜2, D˜2, respectively, µ ∈ C.
• four one-dimensional with all Casimirs A˜, B˜2, D˜2 having value 1.
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4.4 Weight representations
Here we study weight representations, first w.r.t. D˜, as in (3.26). The resulting
representation of s14′ is three-dimensional:
v0 , B˜ v0 , B˜
2 v0 . (4.16)
It is reducible and contains one one-dimensional and one two-dimensional irrep:
• one-dimensional
w0 = (B˜
2 − 1U)v0 , (4.17)
B˜w0 = 0 , D˜w0 = λw0 , (4.18)
λ ∈ C.
• two-dimensional
{v0, v1 = B˜ v0} (4.19)
B˜
(
v0
v1
)
=
(
v1
v0
)
, D˜
(
v0
v1
)
= λ
(
v0
−v1
)
(4.20)
with λ = ±1.
Turning to the algebra s14 we note that it inherits the representation structure
of its subalgebra s14′. On the one-dimensional irrep (4.17) the Casimir A˜ has no
fixed value since B˜ is trivial, and [A˜, D˜] = 0. On the two-dimensional irrep (4.19) the
Casimir A˜ has the value 1 since A˜B˜ = B˜.
Thus, there are the following irreps of s14 which are obtained as weight irreps
of the generator D˜ :
• one-dimensional with Casimir values µ, 0, λ2 for A˜, B˜2, D˜2, respectively, µ, λ ∈
C.
• two two-dimensional with all Casimirs A˜, B˜2, D˜2 having the value 1.
Next we consider weight representations w.r.t. B˜ :
B˜ v0 = ν v0 , (4.21)
with ν ∈ C. From B˜3 = B˜ follows that ν = 0,±1. Acting with the generators we
obtain the following representation vectors: vℓ = D˜
ℓ v0 . We have that D˜vℓ = vℓ+1.
Further we consider first the case ν2 = 1. Then we apply the relation D˜2B˜ = B˜
to vℓ and we get:
D˜2B˜vℓ = (−1)ℓνvℓ+2 = B˜vℓ = (−1)ℓνvℓ
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from which follows that we have to identify vℓ+2 with vℓ . Thus the representation is
given as follows:
{v0, v1 = D˜ v0} (4.22)
B˜
(
v0
v1
)
= ν
(
v0
−v1
)
, D˜
(
v0
v1
)
=
(
v1
v0
)
(4.23)
On this irrep both Casimirs B˜2, D˜2 have value 1, (ν2 = 1).
Further we consider the case ν = 0. This representation is reducible. It con-
tains an infinite set of nested submodules V n ⊃ V n+1, n = 0, 1, ..., where V n is
spanned by D˜n+ℓv0, ℓ = 0, 1, .... Correspondingly there is an infinite set of one-
dimensional irreducible factor-modules F n ≡ V n/V n+1, (generated by D˜nv0) which
are all isomorphic to the trivial representation since the generators B˜, D˜ act as zero
on them.
Turning to the algebra s14 we note that it inherits the representation structure
of its subalgebra s14′, with the value of the Casimir A˜ being not fixed if B˜ acts
trivially, and being 1, if B˜ acts non trivially.
Thus, there are the following irreps of s14 which are obtained as weight irreps
of the generator B˜ :
• one-dimensional with Casimir values µ, 0, 0 for A˜, B˜2, D˜2, respectively, µ ∈ C.
• two two-dimensional with all Casimirs A˜, B˜2, D˜2 having the value 1.
4.5 Representations of s14 on S14
Here we shall study the representations of s14 obtained by the use of its right regular
action (RRA) on the dual bialgebra S14. The RRA is defined as in (3.29). For the
generators of s14 we have:
πR(A˜)
(
a˜ b˜
c˜ d˜
)
=
(
a˜ b˜
c˜ d˜
)
(4.24a)
πR(B˜)
(
a˜ b˜
c˜ d˜
)
=
(
b˜ a˜
d˜ c˜
)
(4.24b)
πR(D˜)
(
a˜ b˜
c˜ d˜
)
=
(
d˜ −c˜
−b˜ a˜
)
(4.24c)
πR(E)
(
a˜ b˜
c˜ d˜
)
=
(
0 0
0 0
)
(4.24d)
πR(Z) 1A = 1A 〈Z, 1A〉 = 1A εU(Z) =
{
0 , Z = A˜, B˜, D˜
1 , Z = E
(4.24e)
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For the action on the basis of S14 we use formula (3.31). We obtain:
πR(A) a˜
nd˜k = (n+ k)a˜nd˜k , πR(A) b˜
nc˜k = (n + k)b˜nc˜k (4.25a)
πR(B) a˜
nd˜k = δk0δn1b˜+ δn0δk1c˜ , πR(B) b˜
nc˜k = δk0δn1a˜+ δn0δk1d˜ (4.25b)
πR(D) a˜
kd˜ℓ = (−1)ℓ+1ℓa˜k+1d˜ℓ−1 + (−1)ℓka˜k−1d˜ℓ+1 (4.25c)
πR(D) b˜
kc˜ℓ = (−1)ℓℓb˜k+1c˜ℓ−1 + (−1)ℓ+1kb˜k−1c˜ℓ+1 (4.25d)
We see that similarly to subsection 3.5 the Casimir A˜ acts as the length of the elements
of S14, i.e., (3.30) holds. Thus, also here we classify the irreps by the value µA of the
Casimir A˜ which runs over the nonnegative integers. For fixed µA the basis of the
corresponding representations is spanned by the elements f such that ℓ(f) = µA .
The dimension of each such representation is:
dim (µA) =
{
2(µA + 1) for µA ≥ 1
1 for µA = 0
(4.26)
The classification goes as follows:
• µA = 0
This is the one-dimensional trivial representation spanned by 1A .
• µA = 1
This representation is four-dimensional spanned by the four generators a˜, b˜, c˜, d˜ of
S14. It decomposes in two two-dimensional isomorphic to each other irreps with
basis vectors as in (3.34) - this is due to the fact that the action (4.24b,c) is the
same as the action (3.30). The value of the Casimirs B˜2, D˜2 is 1.
• Each representation for fixed µA ≥ 2 is reducible and decomposes in two
isomorphic representations: one built on the basis a˜kd˜ℓ, and the other built on
the basis b˜kc˜ℓ, each of dimension µA + 1. Thus, for µA ≥ 2 we shall consider
only the representations built on the basis a˜kd˜ℓ. These representations are also
reducible and they all decompose in one-dimensional irreps. Further, the action
of B˜ is zero, thus, we speak only about the action of D˜.
• µA = 2n, n = 1, 2, ...
For fixed n the representation decomposes into 2n+1 one-dimensional irreps.
On one of these, which is spanned by the element:
w0 =
n∑
k=0
(
n
k
)
a˜2n−2kd˜2k , (4.27)
the generator D˜ acts by zero. The rest of the irreps are enumerated by the
parameters: ± , τ , where τ = 2, 4, ..., 2n = µA , and are spanned by the
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vectors:
u±τ = u0 ± τu1 , (4.28)
u0 =
n∑
k=0
αk a˜
2n−2kd˜2k , α0 = 1 ,
u1 =
n−1∑
k=0
βk a˜
2n−2k−1d˜2k+1 , β0 = 1 ,
on which D˜ acts by:
πR(D˜) u
±
τ = ± τ u±τ (4.29)
which follows from:
πR(D˜)
(
u0
u1
)
=
(
τ 2 u1
u0
)
(4.30)
Note that the value of the Casimir D˜2 is equal to τ 2. The coefficients αk , βk de-
pend on τ and are fixed from the two recursive equations which follow from
(4.30):
τ 2 βk = 2(n− k)αk − 2(k + 1)αk+1 , k = 0, ..., n− 1; (4.31a)
αk = (2k + 1)βk − (2n− 2k + 1)βk−1 , k = 0, ..., n, (4.31b)
where we set β−1 ≡ 0, βn ≡ 0.
• µA = 2n+ 1, n = 1, 2, ...
For fixed n the representation is (2n + 2)-dimensional and decomposes into
2n + 2 irreps which are enumerated by two parameters: ± , τ , where τ =
1, 3, 5, ..., 2n+ 1 = µA , and are spanned by the vectors:
w±τ = w0 ± τw1 , (4.32a)
w0 =
n∑
k=0
α′k a˜
2n−2k+1d˜2k , α′0 = 1 ,
w1 =
n∑
k=0
β ′k a˜
2n−2kd˜2k+1 , β ′0 = 1 ,
on which D˜ acts by (4.29). Note that the value of the Casimir D˜2 is equal to
τ 2. The coefficients α′k , β
′
k are fixed from the two recursive equations which
follow from (4.29):
τ 2β ′k = (2n− 2k + 1)α′k − 2(k + 1)α′k+1 , k = 0, ..., n; (4.33)
α′k = (2k + 1)β
′
k − 2(n− k + 1)β ′k−1 , k = 0, ..., n, (4.34)
where we set α′n+1 ≡ 0, β ′−1 ≡ 0.
20
To summarize the list of irreps of s14 on S14 is:
• one-dimensional trivial
• two two-dimensional with all Casimirs A˜, B˜2, D˜2 having the value 1.
• one-dimensional enumerated by n = 1, 2, ... which for fixed n have Casimir
values 2n, 0, 0 for A˜, B˜2, D˜2, respectively.
• pairs of one-dimensional irreps enumerated by n = 1, 2, ..., τ = 2, 4, ..., 2n, which
have Casimir values 2n, 0, τ 2 for A˜, B˜2, D˜2, respectively.
• pairs of one-dimensional irreps enumerated by n = 1, 2, ..., τ = 1, 3, ..., (2n+1),
which have Casimir values 2n+ 1, 0, τ 2 for A˜, B˜2, D˜2, respectively.
Finally, we note in the irreps of s14 on S14 all Casimirs can take only nonneg-
ative integer values.
5 Algebra S14o
5.1 Bialgebra relations
In this Section we consider the matrix bialgebra S14o. We obtain it by applying the
RTT relations (3.1) for the case R = RS1,4 , cf. (4.1), when q
2 = 1. We shall
consider the case q = 1 (the case q = −1 is equivalent, cf. below). For q = 1 the
relations following from (3.1) and (4.1) are:
a2 = d2 , b2 = c2 = 0 , ab = ba = ac = ca = bd = db = cd = dc = 0 (5.1)
or in terms of the generators a˜, b˜, c˜, d˜ :
b˜a˜ = a˜b˜ , c˜a˜ = −a˜c˜ , d˜a˜ = −a˜d˜ , c˜b˜ = −b˜c˜ , d˜b˜ = −b˜d˜ , d˜c˜ = c˜d˜ (5.2)
(The case q = −1 is obtained from the above through the exchange b˜↔ c˜.)
From the above relations it is clear that we can choose any ordering of the PBW
basis. For definiteness we choose for the PBW basis of S14o :
a˜k b˜ℓc˜md˜n (5.3)
5.2 Dual algebra
Let us denote by s14o the unknown yet dual algebra of S14o, and by A˜, B˜, C˜, D˜ the
four generators of s14o. We define the pairing 〈Z, f〉, Z = A˜, B˜, C˜, D˜, f is from
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(5.3), as (3.10). Explicitly, we obtain:
〈
A˜ , f
〉
= ε
(
∂f
∂a˜
)
=
{
k for f = a˜k
0 otherwise
(5.4a)
〈
B˜ , f
〉
= ε
(
∂f
∂b˜
)
=
{
1 for f = a˜k b˜
0 otherwise
(5.4b)
〈
C˜ , f
〉
= ε
(
∂f
∂c˜
)
=
{
1 for f = a˜kc˜
0 otherwise
(5.4c)
〈
D˜ , f
〉
= ε
(
∂f
∂d˜
)
=
{
1 for f = a˜kd˜
0 otherwise
(5.4d)
Using the above we obtain:
Proposition 3: The generators A˜, B˜, C˜, D˜ introduced above obey the following
relations:
[A˜, Z] = 0 , Z = B˜, C˜, D˜ (5.5a)
[B˜, C˜] = −2D˜ , [B˜, D˜] = −2C˜ , [C˜, D˜] = −2B˜ (5.5b)
δU(A˜) = A˜⊗ 1U + 1U ⊗ A˜ (5.6a)
δU(B˜) = B˜ ⊗ 1U + 1U ⊗ B˜ (5.6b)
δU(C˜) = C˜ ⊗K + 1U ⊗ C˜ , K = (−1)A˜ (5.6c)
δU(D˜) = D˜ ⊗K + 1U ⊗ D˜ (5.6d)
εU(Z) = 0 , Z = A˜, B˜, C˜, D˜ (5.7)
γU(A˜) = −A˜ , γU(B˜) = −B˜ , γU(C˜) = −C˜K , γU(D˜) = −D˜K . (5.8)
Proof: The proof of (5.5) goes as the standard duality between the classical U(gl(2))
and GL(2), cf. e.g., [13]. The proof of (5.6,5.7,5.8) is also standard, except the factor
K which appears while calculating:〈
C˜, c˜a˜k
〉
= (−1)k
〈
C˜, a˜kc˜
〉
= (−1)k
which on the other hand is equal to (supposing an unknown yet K):〈
δU(C˜), c˜⊗ a˜k
〉
=
〈
C˜ ⊗K + 1U ⊗ C˜ , c˜⊗ a˜k
〉
=
〈
K, a˜k
〉
Comparing the two RHSs we conclude that K = (−1)A˜. The same follows from
calculating
〈
D˜, d˜a˜k
〉
. ♠
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Corollary 3: The auxiliary generator K = (−1)A˜ is central and K−1 = K. Its
co-algebra relations are:
δU(K) = K ⊗K , εU(K) = 1 , γU(K) = K ♠ (5.9)
Corollary 4: The algebra generated by the generator A˜ is a Hopf subalgebra of
s14o. The algebra s14o′ generated by B˜, C˜, D˜ is a subalgebra of s14o, but is
not a Hopf subalgebra because of the operator K in the co-algebra structure. The
algebras s14o, s14o′ are isomorphic to U(gl(2)), U(sl(2)), respectively. The latter
is seen from the following:
X± ≡ 1
2
(D˜ ∓ C˜) (5.10a)
[B˜, X±] = ± 2X±, [X+, X−] = B˜ . (5.10b)
Indeed the last line presents the standard sl(2) commutation relations. However, the
generators X± inherit the K dependence in the coalgebra operations:
δU(X
±) = X± ⊗K + 1U ⊗X± (5.11a)
εU(X
±) = 0 (5.11b)
γU(X
±) = −X±K (5.11c)
The algebra s14o is graded:
degX± = ±1 , deg A˜ = deg B˜ = 0 , (=⇒ degK = 0) ♠ (5.12)
Based on the above Corollary we are able to make the following important ob-
servation. The algebra s14o may be identified with a special case of the Hopf
algebra Up,q which was found in [13] as the dual of GLp,q(2). To make direct con-
tact with [13] we need to replace there (p1/2, q1/2) −→ (p, q), then to set q = p−1,
and at the end to set p = −1. (The necessity to set values in such order is clear
from, e.g., the formula for the co-product in (5.21) of [13].) The generators from [13]
K, pK , H,X± correspond to A˜,K, B˜,X± in our notation.
More than this. It turns out that the corresponding algebras in duality, namely,
S14o and GLp,q(2) may be identified setting q, p as above. To make this evident
we make the following change of generators:
aˆ = a˜ + b˜, bˆ = d˜− c˜, cˆ = c˜+ d˜, dˆ = a˜− b˜ . (5.13)
For these generators the commutation relations are:
bˆaˆ = −aˆbˆ , cˆaˆ = −aˆcˆ , dˆaˆ = aˆdˆ , cˆbˆ = bˆcˆ , bˆdˆ = −dˆbˆ , cˆdˆ = −dˆcˆ (5.14)
i.e., exactly those of GLp,q(2) (cf. [1]) for p = q = −1. Furthermore the co-product
and and co-unit are as for GLp,q(2) or GL(2), i.e., as in (2.1). For the antipode we
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have to suppose that the determinant ad− p−1bc from [1], which here becomes (cf.
p = −1):
ω = aˆdˆ+ bˆcˆ , (5.15)
is invertible, or, that ω 6= 0 and we extend the algebra by an element ω−1 so that:
ωω−1 = ω−1ω = 1A , δU(ω
±1) = ω±1⊗ω±1 , εU(ω±1) = 1 , γU(ω±1) = ω∓1
(5.16)
Then the antipode is given by:
γU
(
aˆ bˆ
cˆ dˆ
)
= ω−1
(
dˆ bˆ
cˆ aˆ
)
(5.17)
or in a more compact notation:
γU (M) = M
−1 (5.18)
Indeed, we have:(
aˆ bˆ
cˆ dˆ
)(
dˆ bˆ
cˆ aˆ
)
=
(
dˆ bˆ
cˆ aˆ
)(
aˆ bˆ
cˆ dˆ
)
= ω
(
1 0
0 1
)
(5.19)
This relation between s14o, S14o and Up,q , GLp,q(2) was not anticipated since
the corresponding R-matrices RS1,4 and RS2,1 are listed in [8] as different and
furthermore non-equivalent. It turns out that this is indeed the case, except in the
case we have stumbled upon. To show this we first recall:
RS2,1 =


1 0 0 0
0 p 1− pq 0
0 0 q 0
0 0 0 1

 (5.20)
which for q = p−1 = −1 becomes:
R0 ≡ (RS2,1)q=p−1=−1 =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

 (5.21)
Further, we need:
R± ≡ (RS1,4)q=±1 =


0 0 0 ±1
0 0 1 0
0 1 0 0
±1 0 0 0

 (5.22)
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Now we can show that R± can be transformed by ”gauge transformations” to
R0 , namely, we have:
R0 = (U± ⊗ U±) R± (U± ⊗ U±)−1 (5.23a)
U+ =
1√
2
(
1 1
1 −1
)
, U− =
1√
2
(
1 i
i 1
)
(5.23b)
In accord with this we have:
Tˆ ≡
(
aˆ bˆ
cˆ dˆ
)
, T ≡
(
a b
c d
)
, Tˆ = U+ T (U+)
−1 ⇒ (5.24)
aˆ = 1
2
(a+ b+ c+ d) , bˆ = 1
2
(a− b+ c− d) , (5.25)
cˆ = 1
2
(a+ b− c− d) , dˆ = 1
2
(a− b− c + d)
which is equivalent to substituting (2.2) in (5.13).
The use of U− would lead to different relations between hatted and unhatted
generators, which, however, would not affect the algebra relations. Indeed:
Tˆ ′ ≡
(
aˆ′ bˆ′
cˆ′ dˆ′
)
, T ′ ≡
(
a′ b′
c′ d′
)
, Tˆ ′ = U− T
′ (U−)
−1 ⇒ (5.26)
aˆ′ = 1
2
(a′ − ib′ + ic′ + d′) , bˆ′ = 1
2
(−ia′ + b′ + c′ + id′) , (5.27)
cˆ′ = 1
2
(ia′ + b′ + c′ − id′) , dˆ′ = 1
2
(a′ + ib′ − ic′ + d′)
But this becomes equivalent to (5.25) with the changes:
(aˆ′, ibˆ′,−icˆ′, dˆ′) 7→ (aˆ, bˆ, cˆ, dˆ) , (a′,−ib′, ic′, d′) 7→ (a, b, c, d) (5.28)
while the (inverse) changes (5.28) do not affect (5.14), (5.1).
5.3 Representations of s14o on S14o
The regular representation of s14o, (s14o′) on itself and its weight representations
are the same as those of U(gl(2)), (U(sl(2))) due to (5.10). The situation is different
for the representations of s14o on S14o since these involve the coalgebra structure.
However, the deviation from the trivial coalgebra structure is only via the sign oper-
ator K, and as we shall see in some representations there remains no trace of this.
In treating the representations of s14o on S14o we shall use the known construction
for the induced representations of Up,q on GLp,q(2) from [20] and the relation between
s14o, S14o and Up,q , GLp,q(2) that we established in the previous subsection. For
the comparison with [20] we should note the parametrization used there: p = ts1/2,
q = ts−1/2. Thus, using q = p−1, p = −1 we need to substitute: t→ 1, √s 7→ −1.
Further, one should substitute the operator h from [20] with tB˜/2, and expand in
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order to get the action of B˜. Finally, one should substitute the operator r from [20]
with
√
s
A˜
= (−1)A˜ = K. In fact it is easier to derive the necessary formulae directly,
which we shall proceed to do in a compact way.
Her we shall employ both the left action and the right action. We start by calcu-
lating the left action using:
πL(Z)f ≡
〈
γU(Z), f(1)
〉
f(2) , Z ∈ s14 , Z 6= 1U , f ∈ S14 , (5.29a)
πL(1U)f ≡ f , f ∈ S14 . (5.29b)
using for the PBW basis:
aˆj dˆk bˆℓ cˆn . (5.30)
For the left action on the elements of S14o we use a Corollary of (5.29):
πL(Z)fg = πL(δ
′
U(Z))(f ⊗ g) (5.31)
where is used the opposite comultiplication δ′U ≡ σ ◦ δU , where σ is the permutation
in U ⊗ U . We find:
πL(A)
(
aˆk bˆk
cˆk dˆk
)
= −k
(
aˆk bˆk
cˆk dˆk
)
(5.32a)
πL(K)
(
aˆk bˆk
cˆk dˆk
)
= (−1)k
(
aˆk bˆk
cˆk dˆk
)
(5.32b)
πL(B)
(
aˆk bˆk
cˆk dˆk
)
= k
( −aˆk −bˆk
cˆk dˆk
)
(5.32c)
πL(X
+)
(
aˆk bˆk
cˆk dˆk
)
= k
(
(−1)k−1aˆk−1cˆ dˆbˆk−1
0 0
)
(5.32d)
πL(X
−)
(
aˆk bˆk
cˆk dˆk
)
= k
(
0 0
aˆcˆk−1 (−1)k−1 dˆk−1bˆ
)
(5.32e)
πL(K) 1A = 1 , πL(Z) 1A = 0, Z = A˜, B˜, C˜, D˜ (5.32f)
(We give also the action of K though it follows from that of A˜.)
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Next we calculate the right action as in (3.29) to find:
πR(A)
(
aˆk bˆk
cˆk dˆk
)
= k
(
aˆk bˆk
cˆk dˆk
)
(5.33a)
πR(K)
(
aˆk bˆk
cˆk dˆk
)
= (−1)k
(
aˆk bˆk
cˆk dˆk
)
(5.33b)
πR(B)
(
aˆk bˆk
cˆk dˆk
)
= k
(
aˆk −bˆk
cˆk −dˆk
)
(5.33c)
πR(X
+)
(
aˆk bˆk
cˆk dˆk
)
= k
(
0 (−1)k−1aˆbˆk−1
0 dˆk−1cˆ
)
(5.33d)
πR(X
−)
(
aˆk bˆk
cˆk dˆk
)
= k
(
aˆk−1bˆ 0
(−1)k−1dˆcˆk−1 0
)
(5.33e)
πR(K) 1A = 1 , πR(Z) 1A = 0, Z = A˜, B˜, C˜, D˜ (5.33f)
By (5.29) and (5.33) we have defined left and right action of s14o on S14o. As
in the classical case the left and right actions commute, and we shall use the right
action to reduce the left regular representation. Following [21] we would like the right
action to mimic some properties of a lowest weight module, i.e., annihilation by the
lowering (negative grade) generator X− and scalar action by the (exponent of the)
Cartan (zero grade) generators A˜ (or K) and B˜. Such action is the reason we call
these representations induced. We start with functions which are formal power series
in the PBW basis:
f =
∑
j,k,ℓ,m∈Z+
µj,k,ℓ,m aˆ
j dˆk bˆℓ cˆm (5.34)
The right-action conditions we mentioned are:
πR(X
−) f = 0 (5.35a)
πR(A˜) f = ρ f , πR(B˜) f = − ν f (5.35b)
From (5.35a) follows that our functions would not depend on aˆ and cˆ, except
through the determinant ω, since πR(X
−) ω = 0. We also have:
πR(A˜)ω
n = 2nωn , πR(K)ω
n = ωn , πR(B)ω
n = 0, πR(X
±)ωn = 0 . (5.36)
Thus, we continue with:
f =
∑
k,ℓ,n∈Z+
n∈Z
µk,ℓ dˆ
k bˆℓ ωn (5.37)
on which conditions (5.35b) lead to: k+ℓ+2n = ρ ∈ Z , k+ℓ = ν ∈ Z+ , ρ−ν ∈ 2Z ,
and the summation becomes single:
f =
∑
ℓ∈Z+
µℓ uℓ , uℓ ≡ bˆℓ dˆν−ℓ ω(ρ−ν)/2 (5.38)
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(where we changed the ordering since this would give simpler formulae for the action).
Now if neither bˆ or dˆ has an inverse the representations will be finite-dimensional, in
contrast to the classical case. However, these finite-dimensional representations we
shall obtain also if we suppose that either bˆ or dˆ has an inverse (see below), and in
the same time we shall have infinite-dimensional representations. Thus, further we
shall suppose that dˆ has an inverse. This means that we can allow k in (5.38) to
take any integer values, and then the same is true for ν.
Now we shall work out the representation (left) action for the basis uℓ for which
we need first the left action on ω :
πL(A)ω
n = −2nωn , πL(K)ωn = ωn , πL(B)ωn = 0, πL(X±)ωn = 0 . (5.39)
We also remark that the action on dˆk, ωn for negative k, n is given again by (5.32),
(5.39). (This can be checked, e.g., by calculating πL(Z) dˆ
−k dˆk = πL(Z) 1A in two
different ways: (5.31) for the LHS, and (5.32) for the RHS.) Then the rules are:
πν,ρ(A˜) uℓ = −ρ uℓ (5.40a)
πν,ρ(B˜) uℓ = (ν − 2ℓ)uℓ (5.40b)
πν,ρ(X
+) uℓ = (−1)ℓ−1ℓ uℓ−1 (5.40c)
πν,ρ(X
−) uℓ = (−1)ℓ+1(ℓ− ν) uℓ+1 (5.40d)
where πν,ρ denotes πL with the parameter dependence made explicit.
Thus, we have obtained infinite-dimensional representations of s14o parametrized
by two integers ν, ρ. We shall denote by Cν,ρ the corresponding representation space.
Note that these representations are highest weight representations since we have:
πL(X
+) u0 = 0. If the parameter ν is nonnegative, ν ∈ Z+, then the corresponding
representation is reducible, due to the fact that πL(X
−) uν = 0. Thus, the vectors
u0 , ..., uν form an invariant subspace, of dimension ν+1, which shall denote by Eν,ρ ,
ν ∈ Z+ . Thus, if ν ∈ Z+ we have two irreducible representations with representation
spaces isomorphic to Eν,ρ and to Cν,ρ/Eν,ρ (the latter is infinite-dimensional). If
ν /∈ Z+ the representation Cν,ρ is irreducible.
From the above we are prompted to use the variable η ≡ bˆdˆ−1. This is also
related to the following Gauss decomposition of S14o :(
aˆ bˆ
cˆ dˆ
)
=
(
1 bˆdˆ−1
0 1
)(
ωdˆ−1 0
0 dˆ
)(
1 0
dˆ−1cˆ 1
)
(5.41)
i.e., from here the natural variables are η, dˆ, ω. Thus, we use also the functions:
ϕ =
∑
ℓ∈Z+
αℓ vℓ , vℓ ≡ ηℓ dˆν ω(ρ−ν)/2 (5.42)
The action of the generators on the variable η is:(
A˜ K
B˜ X±
)
ηℓ =
(
0 ηℓ
−2ℓ ηℓ ±ℓ ηℓ∓1
)
(5.43)
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and the action on the basis is as for uℓ except for X
± :
πν,ρ(X
+) vℓ = ℓ vℓ−1 (5.44a)
πν,ρ(X
−) vℓ = (ν − ℓ) vℓ+1 (5.44b)
Thus, in this basis there is no trace of the non-triviality of the co-product of X±.
More than this we can reduce the representations directly to the classical U(gl(2)) if
we introduce the restricted functions ϕˆ(η) by the operators:
Aˆν,ρ : Cν,ρ −→ Cˆν,ρ , ϕˆ(η) =
(
Aˆν,ρ ϕ
)
(η) ≡ ϕ(η, 1A, 1A) (5.45)
Aˆ−1ν,ρ : Cˆν,ρ −→ Cν,ρ , ϕ(η, dˆ, ω) =
(
Aˆ−1ν,ρ ϕˆ
)
(η, dˆ, ω) ≡ ϕˆ(η) dˆν ω(ρ−ν)/2
We denote the representation space of ϕˆ(η) by Cˆν,ρ and the representation acting in
Cˆν,ρ by πˆν,ρ. The properties of Cˆν,ρ follow from the intertwining requirements [21]:
πˆν,ρ ◦ Aˆν,ρ = Aˆν,ρ ◦ πν,ρ , πν,ρ ◦ Aˆ−1ν,ρ = Aˆ−1ν,ρ ◦ πˆν,ρ (5.46)
In particular, the representation action of πˆν,ρ on η
ℓ is given by the same formulae
as the action of πν,ρ on vℓ .
At this moment, we should note that since we have functions of one variable η
we can treat it as complex variable z. In these terms we recover from the action of
πˆν,ρ the classical vector-field representation of gl(2) (with ∂z ≡ d/dz) :
A˜ ϕˆ = − ρ ϕˆ , B˜ ϕˆ = (ν − 2z∂z) ϕˆ , X+ ϕˆ = ∂z ϕˆ , X− ϕˆ = (νz − z2∂z) ϕˆ
(5.47)
Of course, the importance of the non-trivial co-product for X± will be felt in
the construction of the tensor products of the representations.
6 Conclusions and outlook
In this paper we have found the exotic matrix bialgebras which correspond to the two
non-triangular nonsingular 4× 4 R-matrices of [8], namely, RS0,3 and RS1,4 which
are not deformations of the trivial R-matrix. We study three bialgebras denoted
by: S03, S14, S14o, the latter two cases corresponding to RS1,4 for deformation
parameter q2 6= 1 and q2 = 1, respectively. We have found the corresponding dual
bialgebras s03, s14, s14o, and studied their representation theory.
For the bialgebras s03 and s14 we have studied the regular representation
(the algebra acting on itself), the weight representations, and the representations in
which the algebra acts on the dual matrix bialgebra. The representation theory is
degenerate: the irreps are finite-dimensional of maximal dimension 4 and 2 for s03
and s14, respectively. For future use we shall say that the bialgebras s03, S03 and
s14, S14 are exotic (adding to the list of exotic bialgebras termed so in [9]).
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The algebras s14o, S14o turned out to be Hopf algebras and to be special cases
of the two-parameter deformations Up,q , GLp,q(2), namely, they would be obtained
from the latter by setting q = p−1 and then p = −1. This was not anticipated since
the corresponding R-matrices were different and seemingly nonequivalent cases of the
classification of [8]. Thus, this became a case study important methodologically, and
so we have made the exposition according to the way we proceeded. In fact, the
algebra s14o is equivalent even to U(gl(2)), and the only nontriviality is in the
Hopf algebra structure. Thus, the regular and weight representations are as those of
U(gl(2)). The induced representations of s14o on S14o could also be extracted from
the equivalence with the two-parameter p, q deformations but their consideration is
also important methodologically.
To conclude, we should stress that with this paper we finalize the explicit clas-
sification of the matrix bialgebras generated by four elements. There are altogether
nine such bialgebras, four of which are quantum groups and are deformations of the
classical algebras of functions on GL(2) and GL(1|1) (two in each case), and the other
five bialgebras, which we call exotic, are not such deformations.
Further, we would like to study the spectral decomposition and Baxterisation of
these exotic algebras and associated noncommutative geometries, cf. [22].
References
[1] E.E. Demidov, Yu.I. Manin, E.E. Mukhin and D.V. Zhdanovich, Non-standard
quantum deformations of GL(n) and constant solutions of the Yang-Baxter equa-
tion, Progress of Theor. Phys. Suppl. 102 (1990) 203-218.
[2] A. Aghamohammadi, The two-parameter extension of h deformation of GL(2),
and the differential calculus on its quantum plane, Mod. Phys. Lett. A8 (1993)
2607.
[3] H. Hinrichsen and V. Rittenberg, A two parameter deformation of the SU(1|1)
superalgebra and the XY quantum chain in a magnetic field, Phys. Lett. 275B
(1992) 350.
[4] L. Dabrowski and L. Wang, Two parameter quantum deformation of GL(1|1),
Phys. Lett. 266B (1991) 51.
[5] C. Burdik and R. Tomasek, The two parameter deformation of GL(1|1), its
differential calculus and its Lie algebra, Lett. Math. Phys. 26 (1992) 97.
[6] L. Frappat, V. Hussin and G. Rideau, Classification of the quantum deformations
of the superalgebra GL(1|1), J. Phys. A: Math. Gen. 31 (1998) 4049.
[7] B.L. Aneva, D. Arnaudon, A. Chakrabarti, V.K. Dobrev and S.G. Mihov, On
combined standard-nonstandard or hybrid (q,h)-deformations, J. Math. Phys.
42 (2001) 1236-1249; math.QA/0006206.
[8] J. Hietarinta, Solving the two-dimensional constant quantum Yang–Baxter equa-
tion, J. Math. Phys. 34 (1993) 1725.
30
[9] D. Arnaudon, A. Chakrabarti, V.K. Dobrev and S.G. Mihov, Duality for exotic
bialgebras, J. Phys. A34 (2001) 4065-4082.
[10] L.D. Faddeev, N.Yu. Reshetikhin and L.A. Takhtajan, Quantization of Lie groups
and Lie algebras, Alg. Anal. 1 (1989) 178 (in Russian); English translation:
Leningrad. Math. J. 1 (1990) 193; see also: Algebraic Analysis, Vol. No. 1
(Academic Press, 1988) p. 129.
[11] E. Abe, Hopf Algebras, Cambridge Tracts in Math., N 74, (Cambridge Univ.
Press, 1980).
[12] A. Sudbery, Non-commuting coordinates and differential operators, in: ”Quan-
tum Groups”, Proc. ANL Workshop, Argonne National Lab, 1990, eds. T. Cur-
tright, D. Fairlie and C. Zachos (World Sci, 1991) p. 33.
[13] V.K. Dobrev, Duality for the matrix quantum group GLp,q(2,C), J. Math. Phys.
33 (1992) 3419.
[14] V.K. Dobrev and P. Parashar, Duality for multiparametric quantum GL(n), J.
Phys. A: Math. Gen. 26 (1993) 6991-7002 & Addendum, 32 (1999) 443.
[15] V.K. Dobrev and P. Parashar, Duality for a Lorentz quantum group, Lett. Math.
Phys. 29 (1993) 259.
[16] P. Podles and S.L. Woronowicz, Comm. Math. Phys. 130 (1990) 381;
U. Carow-Watamura, M. Schlieker, M. Scholl and S. Watamura, Zeit. f. Physik
C48 (1990) 159.
[17] B.L. Aneva, V.K. Dobrev and S.G. Mihov, Duality for the Jordanian matrix
quantum group GLg,h(2), J. Phys. A: Math. Gen. 30 (1997) 6769.
[18] V.K. Dobrev and E.H. Tahri, Duality for multiparametric quantum deformation
of the supergroup GL(m/n), Int. J. Mod. Phys. A13 (1998) 4339-4366.
[19] A. Schirrmacher, J. Wess and B. Zumino, The two parameter deformation of
GL(2), its differential calculus, and Lie algebra, Z. Phys. C49 (1991) 317.
[20] V.K. Dobrev and S.G. Mihov, Induced representations for duals of two-parameter
GL(2) deformations, Invited talk (by V.K.D.) at XIV Max Born Symposium,
Karpacz, (1999), Proceedings, ”New Symmetries and Integrable Models”, eds.
A. Frydryszak, J. Lukierski and Z. Popowicz, (World Scientific, 2000) p. 39-61.
[21] V.K. Dobrev, Canonical construction of intertwining differential operators asso-
ciated with representations of real semisimple Lie groups, Rep. Math. Phys. 25
(1988) 159-181.
[22] D. Arnaudon, A. Chakrabarti, V.K. Dobrev and S.G. Mihov, Spectral decom-
position and Baxterisation of exotic bialgebras and associated noncommutative
geometries, math.QA/0209321.
31
