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Abstract 
Over the past 30 years or so, desingularized boundary integral equations (DBIEs) have been used to study water wave dynamics and 
body motion dynamics. Within the potential flow modeling, unlike conventional boundary integral methods, a DBIE separates the integration 
surface and the control (collocation) surface, resulting in a BIE with non-singular kernels. The desingularization allows simpler and faster 
numerical evaluation of the boundary integrals, and consequently faster numerical solutions. In this paper, derivations of different forms of 
DBIEs are given and the fundamental aspects and advantages of the DBIEs are reviewed and discussed. Numerical examples of applications 
of DBIEs in wave dynamics and body motion dynamics are given and the outlook of future development of the desingularized methods is 
discussed 
© 2016 Shanghai Jiaotong University. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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(. Introduction 
Recently, a review paper on desingularized boundary in-
egral equation methods (DBIEMs) and their application in
ave hydrodynamics and body dynamics involving water
aves and floating bodies was presented at the Prof. R.F.
eck Honoring Symposium on Marine Hydrodynamics of the
SME 2015 34th OMAE Conference in St. John’s, New-
oundland, Canada [24] . Due to the limit on the paper num-
ers of the conference paper, many details could not be in-
luded. This paper is an expansion of the OMAE paper pro-
iding more information on the DBIEMs and their applica-
ions. 
For many flow problems involving free surface waves, the
ows can be assumed inviscid and irrotational. Subsequently,
he flow can be described using a scale function called a ve-
ocity potential that is governed by the Laplace equation. With
he potential flow assumption, the wave dynamics problem re-
uces to solving an initial boundary value problem for the ve-
ocity potential satisfying proper boundary conditions on the∗ Corresponding author. 
E-mail address: yusong.cao@czmarine.com (Y. Cao). 
t  
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 http://creativecommons.org/licenses/by-nc-nd/4.0/ ). ree surface, surfaces of the structures, other rigid surfaces
such as the sea bottom), and a far-field radiation condition. 
Solution approaches to most wave problems involve solv-
ng a mixed boundary value problem (BVP) for the velocity
otential. The BVP can be solved using different methods.
oundary integral equation methods (BIEMs) have been most
idely used. A conventional BIEM reformulates the BVP into
 boundary integral equation (BIE). The integrals in the BIE
nvolve fundamental singularities distributed over the “integra-
ion surface”. The strength of the singularities is numerically
etermined by collocating the BIE on the “control surface”.
nce the singularity strength is determined, the solution to
he BVP can be obtained. In a conventional BIEM, the do-
ain boundary serves as both the “integration surface” and
he “control surface”. The integrands of the BIE become sin-
ular when a point on the “control surface” coincides with a
oint on the “integration surface”. 
A so-called desingularized boundary integral equation 
DBIE) can be obtained by separating the “integration sur-
ace” and the “control surface”. The integrands in the in-
egrals in the DBIE are not singular because a point on
he “control surface” will never coincide with any point on
he “integration surface”. The desingularization allows use of is an open access article under the CC BY-NC-ND license 
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(  simpler and faster methods for the numerical evaluation of
the panel integrals without degrading the accuracy, resulting
in a significant reduction in the computational complexity and
time. When the separation of the “integration surface” and the
“control surface” are sufficiently far, the integration of the
singularity distribution over a panel can be simplified into an
isolated singularity, thus further reducing the complexity of
the computation. The main advantage of the DBIEM is that
it is much easier to program (as compared to the conven-
tional BIEM) and can give a fast solution. A numerical so-
lution method based on a DBIE is referred as desingularized
boundary integral method (DBIEM). There can be different
types (versions) of DBIEMs, depending on how the DBIE is
derived, which will be further described in the later sections
in this paper. 
The steady flow around a Rankine ovoid that can be found
in most fluid mechanics books is probably the best known ex-
ample of the indirect version of DBIEM. The solution can be
obtained by using a source and sink pair combined with a
uniform stream to yield a closed stream surface surrounding
the two singularities. The closed stream surface is an elon-
gated body, the Rankine ovoid, in a free stream. The distance
between the source and the sink, as well as their strength,
can be chosen so that the resulting closed streamline surface
reassembles the desired Rankine ovoid. The method for the
Rankine ovoid flow was extended by von Karman [54] to the
steady flow of an arbitrary axisymmetric body in a free stream
aligned with the body axis by distributing singularities along
the axis inside the body. The strength of the singularity dis-
tribution is determined by enforcing the kinematic boundary
condition on the body surface. 
Webster [57] solved the steady flow past an arbitrary 3-D
smooth body using a DBIEM by placing flat triangular panels
of sources “submerged’ within the body surface with a bilin-
ear distribution of source strength over each panel. The flow
solution is constructed as the sum of the uniform incident
stream and the flow induced by the source distributions over
the triangular panels. The strength of the source distributions
is determined by enforcing the kinematic boundary condition
at a set of control (collocation) points on the body surface.
From the numerical results, Webster concluded that “submer-
gence of the singularity sheet below the surface of the body
appears to improve greatly the accuracy, as long as the sheet
is not submerged too far”. In Webster [57] , the panel inte-
grations were done analytically, which require evaluation of
transcendental functions. 
Kupradze [37] proposed a DBIEM for the exterior Dirich-
let problem with an auxiliary control surface outside the prob-
lem domain and gave a proof of the uniqueness of a direct
version of the DBIE for Dirichlet problems. Heise [32] stud-
ied some numerical properties of a DBIE used for plane elas-
tostatic problems. Schultz and Hong [46] used a desingular-
ized complex BIE for two-dimensional potential problems de-
rived from the Cauchy’s integral (theorem) and showed the
advantages of the desingularization. They also used an overde-
termined system combining the real and imaginary parts of
the Cauchy’s theorem. It was shown that the overdeterminedystem could exhibit higher-order convergence than the deter-
ined system from either the real part or the imaginary part
f the Cauchy’s integral. 
Use of DBIEMs was not popular as compared to singu-
ar BIEMs, especially in solving water wave problems. Few
pplications of DBIEMs used for water wave problems were
eported before the early 1980s. Preliminary attempts of us-
ng DBIEMs for ship wave problems were reported by Cao
9,10] , Mei [41] and Jensen et al. [33] . In solving the steady
onlinear ship wave-making problem, Cao [9,10] used a mod-
fied BVP formulation in which the free surface was divided
nto two zones: the wave zone being the Kelvin wave region
ounded by the two 19 °28 ʹ straight lines starting from a small
istance upstream of the ship bow and the non-wave zone be-
ng the remaining of the free surface outside the Kelvin wave
one. The nonlinear free surface boundary condition was ap-
lied in the deformed free surface in the wave zone and flat
igid horizontal wall condition was applied in the non-wave
one, through which the radiation condition (no waves travel-
ng towards the upstream) was enforced. In solving the mod-
fied BVP, Rankine sources were distributed above the free
urface and inside the ship hull. The strengths of the sources
ere determined iteratively by enforcing the boundary condi-
ions at the collocation points on the hull surface and the free
urface (both on the deformed free surface in the wave zone
nd the flat horizontal surface in the non-wave zone). Mei
41] used Webster’s “submerged source panel” method Web-
ter [57] to solve the double-body flow which was needed in
he Dawson method for calculating the ship waves and the
ave-making resistance. Jensen et al. [33] also reported inde-
endently the use of a Rankine source distribution above the
ree surface to solve the nonlinear steady ship wave problems.
Since Longuet-Higgins and Cokelet [40] first introduced
he mixed Euler–Lagrange method (ELM) to study two-
imensional fully nonlinear unsteady water waves near break-
ng, the ELM method extended later to three dimensional
roblems has become the most popular numerical method
or fully nonlinear wave problems in the time domain. The
ethod is a time-marching procedure that requires two major
asks at each time step. In the first task (Euler phase), a BVP
s solved for the flow. Then, in the second task (Lagrange
hase), the free surface elevation and the velocity potential on
t are updated at the next time instant by integrating in time
he free surface kinematic condition and dynamic boundary
ondition. In the time marching approach, most computational
ime is spent in solving the BVP at each time step. Reduc-
ng the computational time in solving the BVP with sufficient
ccuracy is very critical in simulating wave dynamics for a
ong duration for practical applications in ships and offshore
tructures. A research group at the University of Michigan led
y Prof. Robert F. Beck started in 1987 to conduct extensive
nd more systematic investigation on DBIEMs in combination
ith the Euler-Lagrange time marching approaches to solve
ully nonlinear wave problems. During a period of about 15
ears, various variations of the DBIEMs and computer algo-
ithms were developed and used by the members of the group
during or after the work at the University of Michigan) to
Y. Cao, R.F. Beck / Journal of Ocean Engineering and Science 1 (2016) 11–29 13 
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b  olve various fully nonlinear wave problems with significant
mprovement over the conventional BIEMs. 
Cao, Shultz and Beck [6,8,11–14,47] investigated numeri-
al aspects of the DBIEMs for 3-D wave problems, including
niqueness of DBIEs, the effect of disingularization distance
n the convergence of the DBIEs and on accuracy of the nu-
erical integral algorithms and the solution to the DBIEs,
he accuracy of the different versions of the DBIEs, and the
omputational advantages of the DBIEMs. Cao et al. [15]
nd Lee [38] applied the DBIEM to the waves generated by
oating bodies (3-D wave radiation problems) and the wave
oads on the bodies. Beck et al. [4,5] and Beck and Scorpio
7] performed nonlinear computations of ship waves, wave
esistance and ship motions using the desingularized method.
elebi et al. [25] used the desingularized method for fully
onlinear 3-D numerical wave tank simulations. Bertram et
l. [3] used the desingularized method to calculate the wave
rag, lift and moment of a submerged ellipsoid. Subramani
53] applied the desingularized method to highly nonlinear
aves due to complex hull forms. Cao et al. [16] calculated
-D solitary waves generated by moving disturbances in a 2-D
ank. Using the desingularized method, Cao et al. [17] sim-
lated wave generation and wave absorption by a proposed
ave absorbing beach. Cao et al. [18] carried out nonlin-
ar calculations of wave loads and motion of floating bodies
n incident waves (a 2-D numerical wave tank simulation). It
as been demonstrated that accurate solutions can be obtained
sing the desingularized methods and they are effective and
fficient solution methods for fully nonlinear water waves and
ave–body interaction problems. 
One of the advantages of the desingularized methods is
ase of combination with the fast multipole expansion tech-
ique [45] and an iterative matrix equation solver to signif-
cantly accelerate the computations. Scorpio et al. [48–50]
emonstrated a significant reduction in computational time
y applying the multipole-accelerated desingularized method 
o nonlinear ship waves and wave loads on bodies. Cao and
askew [19] used a hybrid-mixed desingularized method (the
erivation to be given in the following section) in combina-
ion with a multipole acceleration technique for the waves
enerated by a submerged ellipsoid and demonstrated the ad-
antages of the approach. With multipole-acceleration, it is
ossible that the desingularized methods can become practi-
al analysis tools for hydrodynamic problems encountered in
he design and analysis of ships and offshore structures. 
With no doubt, the desingularized methods can also be
sed for linear and weakly nonlinear wave problems. For the
inear or weakly nonlinear waves, the free surface boundary
onditions may be satisfied on the mean water surface. There
re advantages of solving these problems using the desingu-
arized methods, as described in the following paragraphs. 
For linear wave problems in which both the free sur-
ace boundary condition and the body boundary condition are
inearized and satisfied on the mean position, the computa-
ional domain does not change with time and the problem
an be transferred and solved in the frequency domain. In
he frequency domain, the problem can be decomposed intohe diffraction problem and the radiation problems. Panels
f “Kelvin” sources which automatically satisfy the Laplace
quation and the linear free surface boundary condition can
e placed inside the body (desingularized) and numerically
he strength of the sources could be determined by enforc-
ng the body boundary conditions at the collocation points on
he mean body surface. An alternative is to use simple Rank-
ne sources (panels) which only satisfy the Laplace equation
verywhere except at the singularity point. With use of the
ankine sources (panels), one not only places the Rankine
ources (panels) inside the body but also above the mean free
urface since the free surface boundary condition is not au-
omatically satisfied. The unknown source strength is numer-
cally determined by enforcing the body boundary condition
nd the free surface condition at the collocation points on the
ody surface and the free surface, respectively. A drawback
f use of the Rankine sources is that the solution method re-
uires the discretization of the free surface and consequently
 much larger number of unknowns. The evaluation of the
nfluence due to each Rankine source (or panel) is, how-
ver, much simpler and faster than evaluating the free sur-
ace Green function (the influence of the “Kelvin” source).
o direct comparison on the computational speed between the
esingularized Kelvin source approach and the desingularized
ankine source approach for external wave flow problems has
een reported. It is expected that the results of comparison
ould depend on the discretization resolution. For internal
ave flows (e.g. liquid sloshing in a tank, numerical wave
ank simulations, etc.), unlike external waves, the free surface
omain is finite and small compared to the body surface; en-
orcing the free surface boundary condition numerically does
ot cause a great deal of additional computational time. Cao
nd Zhang [20] demonstrated the effectiveness and efficiency
f the desingularized method in studying the effect of fluid
otion in tanks on the motion of the vessel in the frequency
omain. In time domain calculations (using a direct time-
tepping approach) for linear wave problems, the desingular-
zed methods have a unique advantage over the frequency
omain approach. Since the computational domain does not
hange with time, the influence matrix of the algebraic equa-
ions resulting from the discretization only needs to be calcu-
ated and inverted once before the time stepping starts. The
nverted matrix can be repeatedly used in the subsequent time
teps to update the solution. Cao et al. [22,23] solved the lin-
ar liquid tank sloshing problem in the time domain using the
esingularized method to predict the onset of tank sloshing
nd demonstrated that the numerical simulations can run sig-
ificantly faster than the actual physical process, which makes
t possible to integrate the simulations in an alert system of
nset of sloshing on board a vessel. 
Finn [30] , Zhang [60] , Bandyk [1] , and Zhang et al . [61]
pplied the desingularized methods to the so-called body ex-
ct problems in which the waves are not large (thus the lin-
arized free surface condition can be used) but the ampli-
ude of the vessel motion is large. Bandyk and Hazen [2]
olved the steady ship wave problem using a forward-speed
ody-exact strip theory (the 2D + T approach) in which the
14 Y. Cao, R.F. Beck / Journal of Ocean Engineering and Science 1 (2016) 11–29 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Problem definition and coordinate system. 
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dintegration in the downstream direction of the ship movement
was translated into the “time” integration. A 2-D boundary
value problem is solved using the desingularized method at
each “time” step corresponding to a cross section of the ship
hull along the downstream direction. Finn et al. [29] studied
the nonlinear impact loads on vessels in oblique seaway. Cao
et al. [21] compared the solutions of the liquid motions in an
oscillating tank using the desingularized method with linear,
semi-nonlinear (nonlinear boundary condition satisfied on the
mean flat free surface), and fully nonlinear free surface con-
dition. The solutions were compared to the experimental and
CFD results as well. It was shown that for weakly nonlinear
waves (intermediate forcing), the semi-nonlinear free surface
condition gave solutions that were close to the fully nonlinear
result. 
Desingularized methods have gradually gained more popu-
larity for solving nonlinear wave problems in the time domain.
Many other researchers have also started to apply desingular-
ized methods and develop further improvements. A few are
cited in the following: Farcy and Guilbaud [27] verified the
effectiveness, accuracy and efficiency of the desingularized
method with the waves generated by an ellipsoid starting from
rest and eventually traveling at a constant speed (the same test
case used by Cao [14] ). Kim et al. [35] developed a numer-
ical wave tank based on the desingularized BIE to study the
fully nonlinear interaction of waves with a 3-D body in the
presence of a uniform current. Kim and Shin [34] studied 2-D
hydrodynamic impact problems (such as the ship bow section
slamming) using the desingularized method. Wang [56] mod-
eled the nonlinear unsteady ship waves using the desingular-
ized method together with an unstructured free surface mesh.
Young et al. [59] investigated the accuracy and convergence of
desingularized boundary equations for plane exterior potential
problems. Ning et al. [43] applied the multipole-accelerated
desingularized method to 3-D nonlinear wave calculations and
verified the efficiency and accuracy of the method. Zhang et
al. [62] studied the wave propagation in a fully nonlinear nu-
merical wave tank, including solitary, irregular and random
incident waves; and the method was later extended to study
the wave propagation over an arbitrary topography in the 3-
D wave tank [63] . Liu et al. [39] simulated the nonlinear
scattering of non-breaking waves by a submerged horizon-
tal plate using the desingularized method and found excel-
lent agreement between the simulations and the experimental
measurements. In his study on weakly nonlinear wave–body
interactions with a small forward speed, Shao [52] used the
desingularized method and compared the results with those
obtained using other methods. Feng et al. [28] proposed a
scheme for the point source distribution above the free sur-
face for wave–body interaction problems (2-D) to improve
the accuracy of the solution near the intersection. Xu and
Hamouda [58] used the desingularized method to simulate
the second-order wave diffraction based on a hybrid radiation
condition. 
Comprehensive reviews of the early development (up un-
til 1999) of desingularized methods are presented in Beck
[6,8] . In the following sections, a more detailed derivation ofifferent DBIEs is given. The fundamental aspects and ad-
antages of DBIEMs are reviewed. Examples of applications
f DBIEMs in wave dynamics and body motion dynamics
re given and the outlook of future DBIEMs development is
iscussed. 
. Boundary value problems for wave–body dynamics 
A right-hand, ground-fixed orthogonal coordinate system,
xyz, is defined to describe the problem. The origin of the
ystem O is on the mean calm water level. The axis system
s orientated such that the Ox and Oy axes are on the calm
ater plane and the Oz axis points vertically upwards. In
roblems with forward speed, the vessel is normally moving
n the negative x direction. 
The coordinate system and the wave problems under con-
ideration are illustrated in Fig. 1 . The fluid domain D is
nclosed by the boundary S composed of S f , S b , S ot and S ∞ 
i.e. S = S f ∪ S b ∪ S ot ∪ S ∞ ) where S f is the free surface; S b
ncludes the wetted surfaces of bodies moving in or on the
uid (multiple bodies can be considered); S ot includes the
etted surfaces of the non-moving bodies in the fluid (includ-
ng the stationary sea floor); and S ∞ is the far-field truncation
oundary (when dealing with the situation in which the fluid
omain extends to infinite). 
Let φ(  x, t ) be the velocity potential and  x = (x, y, z) a
eld point in fluid domain D. φ(  x, t ) satisfies the Laplace
quation: 
φ(  x, t ) = 0 ( in the fluid domain D ) (1)
By definition, the flow velocity is u (  x, t ) = ∇φ(  x, t ) . Once
he flow velocity is known, the pressure in the fluid can be
btained using Bernoulli’s equation, 
p(  x, t ) = −ρgz − ρ ∂φ
∂t 
− 1 
2 
ρ∇ φ · ∇ φ (2)
here ρ is the fluid density and g is the gravitational acceler-
tion. For brevity, the dependency of any functions on  x and
is implicitly implied in the remainder of the paper. 
To solve for the flow, one needs to solve the Laplace equa-
ion with proper boundary conditions and initial conditions.
or a general 3-D unsteady wave problem, the boundary con-
itions include, 
Y. Cao, R.F. Beck / Journal of Ocean Engineering and Science 1 (2016) 11–29 15 
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 (1) The non-penetration of the fluid into the solid surface
of a body (or bodies) moving in the fluid, 
n b · ∇φ = n b · V b ( on S b ) (3) 
where n b is the inward pointing unit normal vector of
the body surface S b at point  xb on S b , and V b is the
velocity of point  xb including rotational effects. 
(2) The non-penetration of the fluid into the stationary solid
outer boundary of the flow domain S ot (e.g. the sea
bottom), 
n ot · ∇φ = 0 ( on S ot ) (4) 
where n ot is the unit normal vector of the body surface
S ot pointing out of the fluid. 
(3) The free surface (wave surface) kinematic boundary
condition requiring a fluid particle on the free surface
S f remains on S f . S f can be described by, 
F ( ⇀ x f , t ) = z f − η( x f , y f , t ) = 0 (5)
where ⇀ x f = ( x f , y f , z f ) is a node on the free surface,
η( x f , y f , t ) is the free surface elevation at the horizontal
position ( x f , y f ) . The free surface kinematic condition
can be expressed as, 
DF 
Dt 
= ∂F 
∂t 
+ ∇φ · ∇F = 0 (6)
Substituting (5) into (6) , one has, 
∂η
∂t 
= ∂φ
∂z 
− ∂φ
∂x 
∂η
∂x 
− ∂φ
∂y 
∂η
∂y 
(7) 
Eq. (7) gives the time derivative of η for a fixed ( x f , y f )
location. It can be generalized to give the time derivative
of η for a moving ( x f , y f ) location. Let ( u f , v f ) be the
velocity of point ( x f , y f ) . Eq. (7) can be rewritten to
give the vertical velocity of the node at ( x f , y f , z f ) , 
w f = δη
δt 
= ∂η
∂t 
+ u f ∂η
∂x 
+ v f ∂η
∂y 
= ∂φ
∂z 
− ∂φ
∂x 
∂η
∂x 
− ∂φ
∂y 
∂η
∂y 
+ u f ∂η
∂x 
+ v f ∂η
∂y 
(7b) 
where δH 
δt = ∂H ∂t + ( u f , v f , w f ) · ∇H is the rate of
change of a function H in time following an observa-
tion point moving with the velocity ( u f , v f , w f ) . The
free surface kinematic boundary condition can then be
written in the following form: 
δ x f 
δt 
= ( u f , v f , w f ) (7c)
The velocity ( u f , v f ) can be chosen for convenience
of the free surface tracking in numerical simula-
tions. When ( u f , v f , w f ) is set to the fluid velocity,
( u f , v f , w f ) = ∇φ, ( x f , y f , z f ) becomes the fluid par-
ticle, and Eq. (7c) becomes, 
D  x f 
Dt 
= ∇φ (7d) which is the well-known Lagrangian form of the free
surface kinematic boundary condition for the Lagrange
points (fluid particles). 
(4) The dynamic free surface boundary condition stating
that the fluid pressure on S f equals the ambient pressure
p a . Using Bernoulli’s equation, the dynamic boundary
condition takes the form, 
∂φ
∂t 
= −gη − 1 
2 
∇ φ · ∇ φ − p a 
ρ
(8) 
In most of cases, the ambient pressure can be set to
zero. Eq. (8) can be modified to give the time derivative
of the velocity potential following a generalized free
surface node ( x f , y f , z f ) , 
δφ
δt 
= ∂φ
∂t 
+ δ
⇀ 
x f 
δt 
· ∇φ
= −gη − 1 
2 
∇ φ · ∇ φ + δ
⇀ 
x f 
δt 
· ∇ φ (8b) 
In the case for which ( u f , v f , w f ) is the flow velocity,
Eq. (8b) becomes, 
Dφ
Dt 
= −gη + 1 
2 
∇ φ · ∇ φ (8c) 
(5) In unbounded, three-dimensional problems, there needs 
to be a far-field condition which requires that the waves
generated within the flow domain should propagate out-
ward with decaying wave amplitude as the field point
goes to infinite. 
For general unsteady wave problems, the initial velocity
otential φ (or the flow velocity ∇φ) in the field and the
nitial free surface elevation η need to be specified. For the
ow starting from rest, they take the form, 
= 0 (or ∇φ = 0) , t ≤ 0 ( in fluid domain ) (9)
= 0, t ≤ 0 (10) 
There are three main types of the wave problems: 
(1) Steady wave systems in which the waves are generated
by a body moving in the fluid with a constant speed
for a long time (a classical ship wave making problem).
The waves and the flow around the body appear steady
to an observer traveling with the body. For the steady
problem, the initial condition is not required. 
(2) Fully developed steady-state unsteady linear wave sys-
tems in which the waves are periodic in time (typically
sinusoidal) and the wave motion amplitude is small.
The body motion amplitude is also small. For the small
waves, the free surface boundary conditions can be lin-
earized and enforced on the calm mean water level.
The body boundary condition can be enforced on the
mean body position. The BVP for the velocity potential
is a linear problem and the superposition principle ap-
plies to the problem. The waves can be decomposed into
some basic linear wave systems. Each of the linear wave
16 Y. Cao, R.F. Beck / Journal of Ocean Engineering and Science 1 (2016) 11–29 
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i  systems is solved separately first. The total wave field
can then be obtained by the sum of all the individual
wave systems. For example, in the wave–body interac-
tion problem of a floating offshore platform in incident
waves, one solves the well-known wave diffraction and
wave radiation problems, and then the total solution can
be obtained by summing the incident wave field plus the
diffracted and radiation solutions. 
One seeks the steady-state solutions to this regular wave
problem. Essentially the problem is being solved in the fre-
quency domain. The initial transient effects have already died
out and initial conditions are not required. The linear wave
problems of this type can also be solved in the time domain
with appropriate initial conditions. The solutions in the time
and frequency domain are related by Fourier transforms. 
(3) Transient fully nonlinear wave systems in which the
wave motion and the body motion are large. The tran-
sient effects remain strong during the time period of
concern. The body boundary condition, Eq. (3) , needs
to be enforced on the instant body surface. The nonlin-
ear free surface boundary conditions, Eqs. (7) and (8)
need to be enforced on the actual wave surface. Non-
linear wave problems are usually solved in the time
domain; only a few very special cases can be solved in
the frequency domain. 
The BVPs for the three types of the wave problems and
the solution methods are further discussed below. 
2.1. Steady wave problem 
For the steady wave problem, the waves are steady to the
observer traveling with the body. It is more convenient to use
the coordinate system moving with the body. Since the body
moves with a constant speed (in a straight line), the moving
coordinate system is an inertial system. It is then equivalent
to consider the situation in which the coordinate system is
fixed (the Oxyz system) and a uniform current flow towards
the body. Eqs. (1) –(10) can still be applied if we decompose
the flow velocity into two parts, 
φ(  x) = U o x + ϕ(  x) (11)
where U o is the current speed (without loss of generality, it
can be assumed that the current is in the Ox direction), ϕ(  x) is
the disturbance velocity potential (or wave velocity potential)
due to the presence of the body. Since the flow and the waves
are steady, the time dependency disappears. The free surface
boundary conditions become, 
∂ϕ 
∂z 
−
(
U o + ∂ϕ 
∂x 
)
∂η
∂x 
− ∂ϕ 
∂y 
∂η
∂y 
= 0 (12)
η = −1 
g 
(
1 
2 
U 2 o + U o 
∂ϕ 
∂x 
+ 1 
2 
∇ ϕ · ∇ ϕ 
)
(13)The body and the sea floor boundary conditions become,
 b · ∇ϕ = −U o ( 
⇀ 
i x · n b ) (on S b ) (14)
 ot · ∇ϕ = −U o ( 
⇀ 
i x · n ot ) ( on S ot ) (15)
If the wave amplitude is assumed small, the free surface
oundary conditions can be linearized by neglecting the non-
inear terms and combined into the form, 
∂ϕ 
∂z 
+ U 
2 
o 
g 
∂ 2 ϕ 
∂ x 2 
= 0 ( on z = 0 ) (16)
The BVP for the linear steady wave problem can be
ritten as, 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ϕ = 0 (i n f lui d domai n D : z ≤ 0) 
∂ϕ 
∂z 
+ U 
2 
o 
g 
∂ 2 ϕ 
∂ x 2 
= 0 (on z = 0) 
n b · ∇ϕ = −U o  i x · n b ( on body surface S b ) 
n ot · ∇ϕ = −U o  i x · n ot ( on body surface S ot ) 
far-field radiation condition 
(17)
The steady linear wave problem has been studied by many
esearchers. 
If the nonlinear problem is to be solved, an iterative proce-
ure can be used. At each iteration, an approximation of the
ree surface elevation ˜ η is assumed known and a linearized
VP (as below) is solved for the new improved approxima-
ion of the velocity potential, 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ϕ = 0 ( in fluid domain D : z ≤ 0) 
∂ϕ 
∂z 
−
(
U o + ∂ϕ 
∂x 
)
∂ ˜  η
∂x 
− ∂ϕ 
∂y 
∂ ˜  η
∂y 
= 0 (on z = 0) 
n b · ∇ϕ = −U o  i x · n b ( on body surface S b ) 
n ot · ∇ϕ = −U o  i x · n ot ( on body surface S ot ) 
far-field radiation condition 
(18)
Once BVP (18) is solved, the wave elevation can be up-
ated using the dynamic boundary condition (13) and then
VP (18) is solved again with the updated wave elevation.
he iteration continues till the convergence is achieved. 
It should be pointed out that the iterative procedure de-
cribed above is just one of the many forms of iterative meth-
ds proposed by many researchers. However, one thing in
ommon among the different iterative methods is that at each
teration, a linearized BVP for the velocity potential is solved.
he different iterative methods may have different forms of
he linear free surface boundary condition with respect to
he velocity potential. Jensen et al. [9] , Cao [10,33] , Kim
nd Lucas [36] , Revan [44] , and Scullen and Tuck [51] have
sed iterative techniques to solve the nonlinear steady wave
roblems. 
It should also be pointed out that there has not been a
niversally precise mathematical expression for the far-field
adiation condition. Physically, no wave travels out upstream
nd the waves travel out downstream and are confined approx-
mately to within the so-called Kelvin wave angle ( ∼19 °28 ′ )
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⎪⎪⎪⎩nd the wave elevation decays as the distance to the body in-
reases. In numerical solution methods, different treatments to
nforce the far-field radiation condition have been proposed
nd used to ensure the disturbed waves travel downstream.
ensen et al. [33] used a shifted singularity mesh relative to
he free surface collocation mesh to enforce the free surface
oundary condition. Cao [9,10] divide the free surface into
wo zones: one ahead of the Kelvin wave angle ( ∼19 °28 ′ )
ines and one downstream of the Kelvin wave angle lines. In
he upstream zone, the rigid flat wall condition is enforced
nd in the downstream Kelvin wave zone the nonlinear free
urface boundary conditions are enforced using the iterative
rocedure as described above. 
.2. Fully developed steady-state unsteady linear wave 
roblem 
Consider the wave diffraction and radiation problems with-
ut the presence of a current to determine the wave loads
n the offshore floating platforms. In the ground-fixed sys-
em Oxyz, the linearized free surface boundary conditions are
iven by: 
∂η
∂t 
= ∂φ
∂z 
(19) 
∂φ
∂t 
= −gη (20) 
Taking the derivative of Eq. (20) with respect to time and
ubstituting the results into Eq. (19) , one has, 
∂ 2 φ
∂ t 2 
+ g ∂φ
∂z 
= 0 ( on z = 0 ) (21) 
The total velocity potential is decomposed into, 
= ηo ψ o + 
6 ∑ 
j=1 
ξ j ψ j + ηo ψ 7 (22) 
here ψ o is the velocity potential of the linear incident wave
ith unit wave amplitude. ψ o satisfies the linear boundary
ondition (21) . ηo is the amplitude of the incident wave. ξ j 
s the amplitude of the harmonically oscillatory body motion
n the j th motion mode ( j = 1–6; corresponding to the body’s
urge, sway, heave, roll, pitch and yaw motion modes, re-
pectively). ψ j is the radiation velocity potential due to the
otion of the body in the j th mode with unit amplitude. ψ 7 is
he velocity potential of the diffracted waves in the incident
ave of unit amplitude ψ o . 
Substituting Eq. (22) into Eq. (21) and the boundary con-
itions on the rigid surfaces, Eqs. (3) and ( 4) , one has the
ollowing diffraction problem 
 
 
 
 
 
 
 
 
 
 
 
ψ 7 = 0 (i n the f lui d domai n, z ≤ 0) 
∂ 2 ψ 7 
∂ t 2 + g ∂ ψ 7 ∂z = 0 (on z = 0) 
n b · ∇ ψ 7 = −n b · ∇ ψ 0 (on S b ) 
n ot · ∇ ψ 7 = −n ot · ∇ ψ 0 (on S ot ) 
∇ ψ 7 → 0, as | ⇀ x | → ∞ ( far-field condition ) 
(23) nd radiation problems 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ψ j = 0 ( in the fluid domain , z ≤ 0) 
∂ 2 ψ j 
∂ t 2 
+ g ∂ ψ j 
∂z 
= 0 ( on z = 0) 
n b · ∇ ψ j = M j (on S b ) 
n ot · ∇ ψ j = 0 (on S ot ) 
∇ ψ j → 0, as | ⇀ x | → ∞ ( far-field condition ) 
(24) 
here the M j term in (24) is, 
 j = n b · ( V b ) j (25) 
nd ( V b ) j is the velocity of Point  xb on S b due to the body
otion of the j th mode with unit amplitude. 
For a regular incident wave with a frequency ω, its velocity
otential ψ o can be expressed as, 
 o = Re ( ψ¯ o e iωt ) (26) 
The diffraction potential ψ 7 then takes the form, 
 7 = Re ( ψ¯ 7 e iωt ) (27) 
Let the body’s motion be expressed as, 
 
B 
j = Re 
(
X¯ B j e 
iωt ) ( j = 1 − −6) (28)
The radiation potentials due to the sinusoidal body motion
ith the frequency ω can also be expressed as 
 j = Re ( ψ¯ j e iωt ) (29) 
In Eq. (26) , ψ¯ j is the complex amplitude of the incident
ave which is assumed known. X¯ B j are the complex ampli-
udes of the body’s motions in surge, sway, heave, roll, pitch
nd yaw. ψ¯ 7 and ψ¯ j are the complex amplitudes of the diffrac-
ion wave and the radiation waves which are to be solved for.
Substituting Eqs. (26) and (27) into BVP (23) , one obtains
he BVP for ψ¯ 7 , 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ψ¯ 7 = 0 ( in the fluid domain , z ≤ 0) 
−ω 2 ψ¯ 7 + iωg ∂ ψ¯ 7 
∂z 
= 0 (on z = 0) 
n b · ∇ ψ¯ 7 = −n b · ∇ ψ¯ 0 (on S b ) 
n ot · ∇ ψ¯ 7 = −n ot · ∇ ψ¯ 0 ( on S ot ) 
∇ ψ¯ 7 → 0, as | ⇀ x | → ∞ ( far-field condition ) 
(30) 
Substituting Eqs. (28) and (29) into BVP (24) , one has the
VP for ψ¯ j , 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ψ¯ j = 0 ( in the fluid domain , z ≤ 0) 
−ω 2 ψ¯ j + iωg ∂ ψ¯ j 
∂z 
= 0 (on z = 0) 
n b · ∇ ψ¯ j = M¯ j (on S b ) 
n ot · ∇ ψ¯ j = 0 (on S ot ) 
∇ ψ¯ j → 0, as | ⇀ x | → ∞ ( far-field condition ) 
(31) 
here, 
 
 
 
 
 
 
 
 
 
M¯ j = n j (iω) ¯X B j ( j = 1 ∼ 3) 
M¯ 4 = (iω) ¯X B 4 ( z b n y − y b n z ) 
M¯ 5 = (iω) ¯X B 5 ( −z b n x + x b n z ) 
M¯ 6 = (iω) ¯X B 6 ( −y b n x + x b n y ) 
(32) 
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v
3
 BVPs (30) and (31) are the results of the transformation
of the wave problems in the time domain to the frequency
domain. This solution approach is therefore a frequency do-
main approach. BVPs (30) and (31) should be solved for
a range of ω to cover a spectrum of waves in a practical
application. 
Once BVPs (30) and (31) are solved, the full solution to
the problem can be obtained by superposition. Various numer-
ical solution methods have been proposed and used to solve
BVPs (30) and (31) . Most of the methods use the Green
function (the velocity potential of a source in the fluid do-
main below the free surface) which satisfies the linear free
surface condition and far-field radiation condition in BVPs
(30) and (31) automatically. A boundary integral equation
(BIE) based on the Green function can be derived for the
velocity potential on the body surface. Taking the diffrac-
tion ψ¯ 7 as an example, the boundary integral equation for ψ¯ 7 
is, 
2πψ¯ 7 ( 
⇀ 
x p ) = P V 
(∫ ∫ 
S b 
(
ψ¯ 7 ( 
⇀ 
x s ) G n ( 
⇀ 
x p , 
⇀ 
x s ) 
− ∂ ψ¯ 7 ( 
⇀ 
x s ) 
∂n 
G ( ⇀ x p , 
⇀ 
x s ) 
)
ds 
)
(33)
where G ( ⇀ x p , 
⇀ 
x s ) is the Green function. 
⇀ 
x p and 
⇀ 
x s are points
on the body surface. ⇀ x P is the evaluation point while 
⇀ 
x S is
the integration point. ∂ ψ¯ 7 ( 
⇀ 
x s ) 
∂n 
is known from the body bound-
ary condition. For a general 3D body, Eq. (33) is usually
solved numerically. The body is discretized into flat panels.
The integrals over the body surface in Eq. (33) are approx-
imated with the sum of the integrals over the flat panels.
The integral equation is collocated at the collocation points
(usually the panel centers), resulting in a system of linear
algebraic equations for the velocity potential ψ¯ 7 on the pan-
els. Once ψ¯ 7 on the body surface is known the potential, ψ¯ 7 
at any point ⇀ x q in the fluid can be calculated using Green’s
theorem 
ψ¯ 7 ( 
⇀ 
x q ) = 1 4π
(∫ ∫ 
S b 
(
ψ¯ 7 ( 
⇀ 
x s ) G n ( 
⇀ 
x q , 
⇀ 
x s ) 
− ∂ ψ¯ 7 ( 
⇀ 
x s ) 
∂n 
G ( ⇀ x q , 
⇀ 
x s ) 
)
ds 
)
(34)
The velocity on the body surface can then be obtained
by either taking the derivatives of the potential ψ¯ 7 in
Eq. (34) (numerically difficult due to the singularity) or finite
differentiation of ψ¯ 7 on the body surface (poor accuracy). The
dynamic pressure can also be obtained using the Bernoulli’s
equation. 
The radiation problems can be solved in the similar way.
More details of the frequency domain method can be found
in many sources, for example Newman [42] . As mentioned
in INTRODUCTION, the diffraction and radiation problems
can also be solved using a DBIEM. The numerical advan-
tages of using the DBIE with Rankine sources to solve
the diffraction and radiation problems are discussed later
sections. v  .3. Transient fully nonlinear wave problem 
The solution to the transient fully nonlinear wave prob-
ems with general 3-D body(s) usually have to be solved us-
ng a numerical method. The mixed Euler-Lagrange method
nitially proposed by Longuet-Higgins and Cokelet [40] is
sually used to solve the problem. The method is a time-
arching procedure that requires two major tasks at each time
tep. In the first task (Euler phase), the following mixed BVP
s solved, 
 
 
 
 
 
 
 
 
 
 
 
φ(  x, t k ) = 0 ( in the fluid domain ˜ D ) 
φ(  x, t k ) = ˜ ϕ(  x, t k ) ( on z = ˜ η) 
n b · ∇φ = n b · V b ( on wetted body surface ˜ S b ) 
n ot · ∇φ = n ot · V ot ( on wetted outer boundary ˜ S ot ) 
far field radiation condition 
(35)
here ˜ D is the fluid domain, ˜ η the free surface elevation, ˜ S b 
nd ˜ S ot the wetted boundary surfaces, ˜ ϕ the velocity potential
n ˜ η, V b and V ot the velocity of the points on ˜ S b and ˜ S ot at
ime t k . They are all known at t k . The BVP is solved to ob-
ain the velocity on the free surface. Then, in the second task
“Lagrange” phase), the free surface elevation and velocity
otential are updated for the next time instant by integrat-
ng the free surface kinematic condition (7c) and (8) , and
ynamic boundary condition and (8b) . The wetted boundary
urfaces are also updated using the body boundary condition.
he tasks are repeated continuously for consequent times, and
he solution is obtained in the time-marching fashion. 
BVP (35) is generally solved numerically. The most com-
utational time is spent in solving BVP (35) at each time step
n the time marching approach. 
A common theme in the above three major types of the
ave dynamics problems is that the solution methods for each
ype of the problem requires the major task of solving a mixed
irichlet–Neumann BVP of the following form in the Euler
rame, 
 
 
 
φ(  x) = 0 (  x in the fluid domain D) 
A (  x) φ + B(  x) ∂φ
∂n 
= P (  x) (  x on boundary S) 
(36)
here ⇀ x is any point in the fluid domain D which is enclosed
y the boundary S composed of the free surface, the body
urface and other surfaces. A ( ⇀ x ) , B(  x) , and P (  x) are known
unctions of the  x on S . It is assumed that A ( ⇀ x ) and B(  x)
re not both zero at the same point. The boundary condition
ecomes the Dirichlet type when B ( ⇀ x ) = 0, and the Neumann
ype when A (  x) = 0. 
. Basic desingularized boundary integral equations 
There are two basic versions of DBIEs: direct and indirect
ersions, Cao [14] , whose derivations are given below. 
.1. Direct version 
Based on Green’s theorem, a harmonic function φ(  x) (the
elocity potential in our study) can be expressed in terms of
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“  ts value and normal derivative on the boundary S , 
φ( 
⇀ 
x q ) = 
∫ ∫ 
S 
(
φ( 
⇀ 
x s ) 
∂ 
∂ n s 
(
1 
|  xq − ⇀ x s | 
)
− ∂φ( 
⇀ 
x s ) 
∂ n s 
1 
|  xq − ⇀ x s | 
)
ds (37) 
here α equals 4π when ⇀ x q ⊂ D or γ (the solid angle of the
urface at the point) when ⇀ x q ⊂ S; α is 0 when ⇀ x q ⊂ D. ⇀ x s is
he integration point on S. If  xq is placed on the boundary S ,
 conventional singular BIE (with α = γ ) is obtained. Instead
f placing  xq on the boundary S, one can place  xq on a closed
urface S d outside the fluid domain (thus α = 0), resulting
n, 
 = 
∫ ∫ 
S 
( 
φ( 
⇀ 
x s ) 
∂ 
∂ n s 
( 
1 
|  xq − ⇀ x s | 
) 
− ∂φ( 
⇀ 
x s ) 
∂ n s 
1 
|  xq − ⇀ x s | 
) 
ds 
(38) 
Applying the boundary condition in BVP (36) into
q. (38) , one has a DBIE, 
 = 
∫ ∫ 
S 1 
(
φ( 
⇀ 
x s ) 
∂ 
∂ n s 
(
1 
|  xq − ⇀ x s | 
)
−P (  xs ) − A (  xs ) φ(  xs ) 
B(  xs ) 
1 
|  xq − ⇀ x s | 
)
ds 
+ 
∫ ∫ 
S 2 
(
P ( ⇀ x s ) 
A ( ⇀ x s ) 
∂ 
∂ n s 
( 
1 
|  xq − ⇀ x s | 
) 
− ∂φ( 
⇀ 
x s ) 
∂ n s 
1 
|  xq − ⇀ x s | 
)
ds 
(39) 
or the φ on S 1 and φn on S 2 . 
.2. Indirect version 
In the indirect version, the velocity potential is constructed
s an integration of the velocity potential of a source distri-
ution over the closed surface S d outside D , 
(  x) = 
∫ ∫ 
S d 
σ (  xs ) 
1 
|  x − ⇀ x s | 
ds (40) 
hich satisfies the Laplace equation automatically except at
 s which is the location of the source (the integration point)
n S d . The boundary condition in (36) gives a DBIE, 
 (  xq ) 
∫ ∫ 
S d 
σ (  xs ) 
1 
|  xq − ⇀ x s | 
ds 
+ B(  xq ) 
∫ ∫ 
S d 
σ (  xs ) 
∂ 
∂ n q 
( 
1 
|  xq − ⇀ x s | 
) 
ds = P (  xq ) (41) 
or σ (  xs ) on S d . It should be pointed out that other types
f the fundamental singularities (such as dipole) can also be
sed in Eq. (40) to derive the indirect DBIE. If the singularity
s placed on the domain boundary S, Eq. (41) becomes a
onventional singular BIE for σ (  xs ) on S. 
The integrands of the integrals in a singular BIE (either
irect version or indirect version) become singular when  xq oincides with ⇀ x s . Special care is needed in order to have
ccurate numerical evaluation of the integrals especially if
 higher order singularity distribution is used. This results in
igher computational cost. The integrals in Eqs. (39) and (41)
re never singular due to the separation of the “integration”
urface and the “control” surface. One immediate advantage 
f the desingularization is that no special care/treatment is
eeded in the numerical evaluation of the integrals in a DBIE.
onsequently, simple and fast numerical quadrature can be
sed to evaluate the integrals with little loss of accuracy. 
. Some fundamental aspects of DBIEM 
DBIEMs have many other advantages. However, the desin-
ularization also raises some fundamental aspects which need
o be carefully considered in order to obtain satisfactory
esults. 
.1. Uniqueness and convergence 
As discussed in Cao et al. [13] , desingularization can lead
o uniqueness and completeness issues of the solution as man-
fested in the ill-conditioning of the resulting algebraic system
f the desingularization distance is not properly chosen. Ac-
ording to Green’s theorem, the existence of the solution to
he direct version of DBIE, is obvious as long as the original
VP is well posed and has a solution. For the indirect DBIE,
upradze [37] gives a proof of the uniqueness of the solution
or exterior Dirichlet problems and proposed an approximate
olution. 
The desingularization results in the Fredholm integral
quation of the first kind. This can impose potential con-
ergence difficulties when solved numerically. There are two
onvergence issues. The first relates to the convergence of the
olution to the linear matrix equation. Due to the desingular-
zation, the coefficient matrix is not as diagonally dominant
s that of the corresponding singular BIE. The desingulariza-
ion increases the condition number of the coefficient matrix.
hen an iterative solver is used, a larger number of itera-
ions will be needed to obtain a converged solution. Webster
57] , Cao et al. [12,13] and Cao [14] showed numerically that
he desingularized matrix equation would not be significantly
ess well-conditioned as long as the desingularization is not
oo large. 
Another issue is related to the convergence of the numeri-
al solution as the discretization gets refined. If the desingu-
arization distance L d remains unchanged as the discretization
s refined, the relative diagonal dominance of the matrix will
ecrease and the matrix becomes less well conditioned and
an eventually become ill-conditioned. To ensure the conver-
ence, the desingularization distance should decrease as the
iscretization is refined. Cao [14] proposed use of the follow-
ng distance, 
 d = l d ( D m ) ν (42) 
here L d is the desingularization distance of a node on
he surface mesh outside the fluid domain (“integration” or
control” surface depending on the version of the DBIE) to
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Fig. 2. Local mesh refinement and desingularization (isolated source points 
are used in this illustration). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Desingularized sources, collocations points, double nodes around the 
intersection of the free surface and the body surface. 
Fig. 4. Schematic of the domain including the extended imaginary domain 
D i for HMDBIE. 
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i  the corresponding node on the surface mesh on the boundary
in the normal direction. D m is the local characteristic mesh
size. l d is a parameter independent of the discretization which
reflects how far the integral equation is desingularized locally.
ν ( > 0) is a parameter which is used to control the accuracy
of the numerical evaluation of the boundary integrals. 
Use of Eq. (42) implies that L d is related to the local
mesh size. As the mesh gets finer, the desingularized node
gets closer to the domain boundary. In the limit, the DBIE
is consistent with the BIE although the kernels in the DBIE
remain non-singular locally. It may be argued that DBIEMs
are expected to exhibit a similar convergence property as the
BIEMs. 
4.2. Desingularization distance near sharp corners on the 
boundary 
For flow problems with sharp corners on the boundary, a
locally refined mesh on the domain boundary is required in
order to resolve the rapid changes in the solution near the cor-
ners without a significantly increase in the total computational
cost. The desingularization distance L d given by Eq. (42) can
well adapt to the local mesh refinement. Fig. 2 shows an ex-
ample of how the local mesh is refined and desingularization
distance adapts to the local mesh refinement. 
4.3. Intersection point (line) of the free surface and body 
surface 
At the intersection point (or line in a 3-D case), the concept
of “double node” may be applied. The node serves both a free
surface node and a body surface node and two desingularized
source points are associated with the double node. Both the
free surface boundary condition and the body boundary con-
dition are enforced. Fig. 3 illustrates the free surface (FS)
nodes, the body surface (BS) nodes, desingularized sources,
and a double node at the intersection point of the free surface
and the body surface. It has been shown that use of double
nodes significantly improve the numerical stability and accu-
racy of the simulation„ see Cao et al. [12–14] , Lee [38] , and
Wang [56] . 
4.4. Mixed desingularized boundary integral equation 
methods 
In the case of a body with a very sharp corner, L d given
by Eq. (42) may cause difficulty keeping the desingularizedurface outside the fluid domain (inside the body). Even if the
esingularized surface can be kept within the body, the nu-
erical solution may be locally poor if isolated sources (in the
ndirect version) or singularity integration points (in the direc-
ion version) are used to evaluate the influence. To overcome
his difficulty, a mixed DBIE and BIE (MDBIE) algorithm
ay be used. In a MDBIE, the BIE is partially desingular-
zed: singular in part of the boundary and non-singular in the
emainder of the boundary. 
Another type of MDBIE was proposed by Cao and
askew [19] . The MDBIE is a mixture of the direct and
ndirect versions of mixed DBIEs, thus referred as the hybrid-
ixed DBIE (HMDBIE). In deriving the HMDBIE, the fluid
omain is extended above S f . The “total” fluid domain D
ncludes the real fluid domain D r and an imaginary do-
ain D i . D = D r ∪ D i is enclosed by the body boundary
 B (composed of the wet part S wet and the dry part S dry )
nd a far-field closure at “infinite” S ∞ . The domain bound-
ry is S = S B ∪ S ∞ = S wet ∪ S dry ∪ S ∞ . The free surface S f 
ecomes an internal surface within D . An array of the fun-
amental singularities (isolated sources are used in [19] ) is
laced above S f . Fig. 4 shows the schematic of the extended
omain and the isolated sources (the red dots). 
Applying Green’s second identity to φ and the potential
ue to the source for the domain D and considering that the
ntegral over S ∞ vanishes, one obtains the velocity potential
Y. Cao, R.F. Beck / Journal of Ocean Engineering and Science 1 (2016) 11–29 21 
Fig. 5. Different types of BIEMs. 
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Fig. 7. Indirect version of the singular, desingularized and mixed BIEs. 
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s  n the domain D , 
φ( 
⇀ 
x ) = 
∫ ∫ 
S B 
( 
φ( 
⇀ 
x s ) 
∂ 
∂ n s 
( 
1 
| ⇀ x − ⇀ x s | 
) 
− ∂φ( 
⇀ 
x s ) 
∂ n s 
1 
| ⇀ x − ⇀ x s | 
) 
ds 
−
M ∑ 
1 
σi 
| ⇀ x − ⇀ x s i | 
(43) 
here ⇀ x is a field point anywhere in D except the location of
he isolated sources  xs i ; σi is the strength of the i th source to
e determined; M is the number of the isolated sources and ⇀ x s 
s the integral point on the body surface S B . For the unsteady
ave problem, the velocity potential on the free surface ˜ φ( ⇀ x f )
s known and ∂φ( 
⇀ 
x s ) 
∂ n s 
is known on the body surface. The ve-
ocity potential φ( ⇀ x s ) on the body surface S B and the strength
f the sources σi are unknown to be determined. Collocating
q. (43) at the M collocation points on S f (with α = 4π )
nd at the collocation points on the desingularized “control”
urface inside S B (with α = 0), one obtains a hybrid DBIEM
mixed direct and indirect version of desingularized BIEs).
f Eq. (43) is collocated on S B (with α = γ solid angle of
he surface at the point), the hybrid-mixed DBIE (a combina-
ion of direct and indirect versions, singular and non-singular
IEs) is obtained. The latter was used in Cao and Maskew
19] to calculate the nonlinear waves generated by a spheroid
oving below the free surface. 
Fig. 5 shows the relations among the solution methods for
he BVP (36) , and the relations within the boundary integral
quation method between the conventional singular BIEM,
nd DBIEM, the Mixed BIEM and the hybrid mixed BIEM.
ig. 6 summarizes how the direct version of the singular,
esingularized, and mixed BIEs are obtained, while Fig. 7
ummarizes how the indirect version of the singular, desingu-
arized, and mixed BIEs are obtained. 
.5. Numerical solution method 
In the usual manner, a DBIE can be solved by a collo-
ation method. The “integration” surface is discretized into
anels and the boundary integrals are approximated with the
ummation of the integrals over the panels. The DBIE is col-
ocated at the collocation points on the “control” surface toorm a system of N linear algebraic equations (linear matrix
quation), 
  = B (44) 
here A is a N × N matrix whose elements are the influence
t a collocation point due to the singularity of the unit strength
t an integration point.  is a vector whose elements are the
trength of the singularity at the integration points. B is a
ector whose elements are related to the boundary conditions.
q. (44) is solved for  using a matrix equation solver (either
 direct or an iterative solver). Once  is known, the flow in
 is considered solved (the flow velocity can be calculated).
 is the number of the unknowns. 
As discussed in Cao et al. [13,14] , the desingularization
llows the surface integrations to be evaluated using a simple
uadrature. In the indirect version, the surface integrations can
ven be replaced with isolated sources with little loss in accu-
acy. This greatly simplifies the computation of the coefficient
atrix A and vector B . Computation of A requires O( N 2 )
perations while computation of B requires O(N ) operations.
olving Eq. (44) requires O( N 3 ) operations if a direct solver
s used or O( N 2 ) if an iterative solver is used. 
For large N , an iterative solver is usually used. The solution
peed would then be affected by the number of iterations
eeded to achieve the convergence. For a given convergence
riterion, the convergence rate depends on the solver selected
nd the condition number of coefficient matrix A . 
Being tested and used in many wave problems, GMRES
45] has been shown to be a very effective and fast iterative
olver compared to many others [14] . The solver has since
22 Y. Cao, R.F. Beck / Journal of Ocean Engineering and Science 1 (2016) 11–29 
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φ  been widely used in solving wave problems. GMRES tries to
minimize the residual, 
ε = ‖ B − A ‖ (45)
At each iteration, most of the computation time is spent
on calculation of A . 
The convergence rate of the iteration can be further in-
creased by improving the condition of matrix A . Two tech-
niques, domain decomposition and pre-conditioning, have
been proposed. The solution can be accelerated even more
by using the fast multipole method (FMM). These techniques
are discussed below. 
4.6. Domain decomposition 
For problems where different mesh grid spacing and/or
desingularization distances are used in different parts of the
domain, solving Eq. (44) as a whole system may not be effi-
cient because A may be poorly conditioned. The domain de-
composition method (or block iterative method) can be used
[8] . Eq. (44) can be rewritten in the block form (using 2
blocks here as example), (
A 11 A 12 
A 21 A 22 
)(
1 
2 
)
= 
(
B 1 
B 2 
)
(46)
Each block corresponds to a part of the domain with a
relatively constant grid density. Coefficient matrices A 11 and
A 22 are better conditioned individually. 1 and 2 can be
solved through a block iterative procedure, 
A 11 1 = B 1 − A 12 ˜ 2 (47a)
A 22 2 = B 2 − A 21 ˜ 1 (47b)
where ˜ 1 and ˜ 2 are the solution from the previous iteration.
The block iteration is repeated until the convergence criterion
is met. Each of Eqs. (47a) and (47b) can be solved using
an iterative solver (such as GMRES). Since the equation for
each block is much better conditioned, the solution of each
block is much faster. The block iteration can give the faster
and more accurate solution than solving Eq. (44) as a whole.
4.7. Preconditioning 
The basic idea of using preconditioning to accelerate the
convergence is to find a precondition matrix ˆ A so that ˆ A A is
close to the identity matrix I or a strongly diagonally domi-
nated matrix. The preconditioned matrix equation, 
ˆ A A  = ˆ A B (48)
is then better conditioned than the original equation ( Eq. (44) )
and can be solved with much fewer iterations. For problems
with waves of moderate height, Cao [14] suggests use of A −1 o 
as ˆ A where A o is A at t = 0 and A −1 o is the inversion of A o .
Eq. (48) should be much better conditioned since A −1 o A ≈ I.
Inverting A o is an expensive ( O( N 3 ) operation). Although A
changes with time, A o can still be a very good approximate
to A . Therefore, A o only needs to be inverted once and thenversion A −1 o can be used for every time step. When GM-
ES is used to solve the preconditioned equation, Eq. (48) ,
 one-time matrix-vector multiplication A −1 o B is needed. At
ach iteration, two matrix-vector multiplications are required,
ˆ 
 = A  and A −1 o ˆ B . Although one more matrix-vector multi-
lication is required for each iteration, the total computational
ost can still be significantly reduced if the iteration number
s significantly reduced. 
The iterative solution to Eq. (44) , whether or not with
he domain decomposition or preconditioning, requires O( N 2 )
perations. For large N , the computational cost can still be
uite high and even prohibitive for problems with general 3D
odies and a large fluid domain. 
.8. Acceleration using fast multipole method (FMM) 
Greengard [31] presented a FMM for fast evaluation of
he potential fields in particle systems. Different variations of
MM have been developed and applied to many science and
ngineering fields. Scorpio et al. [48,6] , Beck [8,49] , and Cao
nd Maskew [19] , have applied FMMs in the desingularized
ethods for nonlinear free surface wave problems. 
Computing A  in Eq. (44) or Eq. (48) in each GMRES it-
ration is essentially equivalent to calculation of the influence
t N q points on the “control” surface due to N s singularities
points) on the “integration” surface. For example, in an indi-
ect DBIEM using the isolated sources, the velocity potential
t the N c collocation points can be expressed as, 
(  x(i) q ) = 
N S ∑ 
j= 
σ j 
| ⇀ x (i) q −
⇀ 
x 
( j) 
s | 
(i = 1 ∼ N q ) (49)
here σ j is the strength of the sources. Direct evaluation of
q. (49) requires O( N q N s ) operations. Assuming O( N q ) ≈
( N s ) ≈ O( N ) , then O( N q N s ) ≈ O( N 2 ) . 
Consider a group of K isolated sources with spherical co-
rdinates ( ρk , αk , βk ) and strength σk ( k = 1 ∼ K ) contained
ithin a sphere of radius a ( ρk < a). The potential at a far-
led point P with coordinate (r, θ, ϕ) located outside the
phere due to the sources can be expressed as a multipole
xpansion [31] , 
(r, θ, ϕ) = 
∞ ∑ 
n=0 
n ∑ 
m= −n 
M m n 
r n+1 
Y m n (θ, ϕ) (with r > a) (50)
here Y m n (θ, ϕ) is the spherical harmonic function. M m n are
he coefficients of the expansion given by, 
 
m 
n = 
K ∑ 
k=1 
σk ( ρk ) 
n Y −m n ( αk , βk ) (51)
Likewise, if the sources are outside the sphere ( ρk > a),
he potential at point P inside the sphere due to the sources
an be expressed in form of the series (local expansion), 
(r, θ, ϕ) = 
∞ ∑ 
n=0 
n ∑ 
m= −n 
r n L m n Y 
m 
n (θ, ϕ) (with r < a) (52)
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Fig. 8. Schematic diagram of a dipole below the φ = 0 infinite flat plane (from [12] ). 
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m 
n = 
K ∑ 
k=1 
σk 
( ρk ) 
n+1 Y 
−m 
n ( αk , βk ) (53) 
The underlying idea of the FMM to evaluate the potential
n Eq. (49) is that the contribution for a large number of
distant” sources is evaluated using the truncated expansions
with the upper bound for n in Eqs. (50) and (52) being a
nite value, n¯ ) which is much faster than the direct evaluation
f the individual sources. The contribution from the much
maller number of “nearby” sources is computed directly. 
To achieve the fast evaluation of Eq. (49) at all the col-
ocation points, in the FMM, the fluid domain is partitioned
nto different levels of subdomains in an hierarchical manner
a tree structure) and the associate series expansions of the
ources in the subdomains (with the origin of the series be-
ng the center of the subdomain) at different levels can be
stablished. Several theorems are used to shift the origins of
he multipole expansions and the local expansions and con-
ersion of the multipole expansions into local expansions at
he highest level (level of the finest subdomains). The local
xpansions are used to evaluate the contribution of the dis-
ant sources. This careful arrangement (or clustering) of the
ources results in the reduction of the computational complex-
ty to O( N q log N s ) ≈ O(N log N ) [31] . With a complementary
rrangement of the collocation points into groups so that accu-
ulated multipole expansions may be transformed into local
xpansions centered around each group which are then eval-
ated, the complexity can further be reduced to O( N ) [48] . 
A certain amount of computational overhead is required
n setting up the tree structure, calculating the coefficients of
he multipole expansion series, and shifting and converting
he multipole expansions into local expansions. The FFM isnly profitable for large numbers of unknowns. Numerical ex-
eriences indicated that the FMM acceleration starts to occur
hen N is around 1000 [19,49] . In most applications, N is
uch larger than 1000. 
Another advantage of the FMM accelerated algorithms is
hat there is no need to explicitly compute the coefficient
atrix A and thus no need for the storage for it. This makes
t feasible to run large scale wave simulations on relatively
nexpensive computers (with low memory storage). 
DBIEMs and FMM accelerated DBIEMs can be relatively
asily parallelized to achieve even faster computations. 
. Numerical examples 
Numerical results of the investigation on the DBIEM and
umerical results of some selected recent applications of
BIEM in the wave problems are given below. 
.1. Numerical aspects of DBIEM 
Cao et al. [12] investigated the effect of the desingular-
zation distance on the performance (convergence and errors)
f the basic DBIEMs with use of a simple problem. In this
est problem, the potential φ is generated by a dipole of unit
trength located at (0, 0, −1). The direction of the dipole coin-
ides with the x -axis. A Dirichlet condition φ = 0 is imposed
n the z = 0 plane. The normal derivative φn is sought on the
 = 0 plane. This problem has an exact solution formed by 
he dipole and its image about the z = 0 plane. 
Two sets of the nodes are used. The first set of nodes
re equally spaced on the z = 0 plane and the second set of
odes are right above the first set on a plane z = L d . L d is the
esingularization distance and is chosen as L d = l d (x) 0. 5 for
his test problem. The nodes are equally spaced in both x and
 directions ( x = y). A schematic diagram of the problem
nd the meshes is shown in Fig. 8 . 
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Fig. 9. Effect of l d on the RMS error (from [12] ) (- - - direct; ______ indirect; 
o N = 231,  N = 496, + N = 861). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Wave diffracted by a vertical cylinder (from [7] ). 
Table 1 
Comparison of the force and wave run-up between DELTA and other methods 
(from [7] ). 
Participants Affliation Method 
K.J. Bai Seoul National University FEM 
R.F. Beck University of Michigan DBIM 
H.S. Choi Seoul National University BIM 
P. Ferrant SIREHNA BIM 
C.H. Kim Texas A&M University BIM 
P.J. Zandbergen University of Twente BIM 
Results 
Horizontal force Wave run-up 
F / (ρg R 2 A ) ηmax /A 
2.53 1.83 
2.82 1.79 
3.1 1.8 
2.88 1.82 
2.45 1.58 
2.95 2.23 U. of Mich. 
3.1 – Experiment 
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l  The problem is solved numerically by the direct and in-
direct DBIEMs. In the direct method, the integrals over the
panels (on the z = 0 plane, each panel defined by the respec-
tive four nodes in the first set of nodes on the z = 0 plane)
are evaluated using a 2 × 2 Gaussian quadrature and the in-
tegral equation is collocated at the second set of nodes. In
the indirect method, isolated Rankine sources are used and
placed at the second set of nodes and the integral equation is
collocated at the nodes on the z = 0 plane. 
The numerical results using different l d , R ∞ (the extension
of the meshes in x and y directions) and N (number of nodes
on z = 0) were compared to the exact solution. Fig. 9 shows
the effect of l d on the RMS error of ∂φ∂n on z = 0. As ex-
pected, the error reduces for both methods as the number of
nodes is increased. The direct method initially has a smaller
error, but for larger l d , the indirect method performs better.
In either cases, there is a wide range over which the errors
are relatively insensitive to l d . 
5.2. Wave diffracted by a vertical cylinder 
In this example [7] , incident waves are diffracted by a
vertical cylinder in a 3D wave tank as shown in Fig. 10 .
The diffracted waves were simulated using the computer pro-
gram DELTA (Desingularized Euler–Lagrange Time-Domain
Approach) to obtain the load on the cylinder and the wave
run-up on the front of the cylinder. The problem parameters
are A / H = 0.1, H / R = 1.16, kR = 1.324, where A is the incident
wave amplitude, H is the water depth, k is the wave number
and R is the cylinder radius. 
In Table 1 , the horizontal force and the wave run-up are
compared between the DELTA (identified by R.F. Beck or
U. of Mich.) and other methods (identified by the name ofhe participants) and the experiment. The table shows that the
esults are quite scattered. The DELTA result is close to the
xperiment and has a larger wave run-up than other meth-
ds. The larger run-up may be due to the treatment of the
ntersection of the body and the free surface in the DELTA
ethod. Conventional panel methods have collocation points
t the center of the panels and consequently do not have a
ollocation point at the intersection line. The DELTA method
ses simple sources and the collocation points can be placed
n the intersection line resulting in a more accurate simu-
ation of the body/free surface intersection and the run-up.
he example also concluded that the desingularized method
s a fast and accurate technique to solve fully nonlinear wave
roblems [7] . 
.3. Water sloshing in a tank (linear problem in FD) 
Cao and Zhang [20] solved the linear water sloshing in a
ank and obtain the load on the tank to study the sloshing
ffort. This case is an interior flow and no far-field radiation
ondition is required. 
A direct version of DBIE is used to solve the problem. The
ree surface S f and the tank wall S b are discretized into N flat
uadrilateral panels. The potential φ and ∂φ
∂n 
are assumed con-
tant on each panel. The surface integrals are approximated
ith the sum of integrals over the panels. The DBIE is col-
ocated at N field collocation points placed outside the fluid
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Fig. 11. Tank surge added mass (comparison between DBIEM and WAMIT; from [20] ). 
Fig. 12. Tank roll added mass (comparison between DBIEM and WAMIT; from [20] ). 
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f  omain at a distance L d based on (42) in the normal direc-
ion from the centroids of the panels. The method was tested
sing a rectangular liquid tank in a FPSO. The tank has a
ength of 2 m, a breath of 4.2 m, and a height of 1.2 m. The
ank is filled with water with a height of 1 m. 
The hydrodynamic loads on the tank can be represented
n terms of “added mass” which can be added to the vessel’s
dded mass due to the external flow in studying the effect
f the tank sloshing on the vessel’s motions. As an example,
igs. 11 and 12 show the tank’s surge and roll added masses,
espectively, compared with the result using WAMIT [55] .
s seen, the comparison between the DBIEM and WAMIT
s excellent [20] . There are many advantages of using theBIEM over WAMIT which are explained in Cao and Zhang
20] . 
.4. Water sloshing in a tank (linear problem in TD) 
Cao et al. [22,23] used a direct DBIEM to solve the lin-
ar wave motion in a tank in the time domain to predict the
nset of sloshing in the tank. The 6-DOF motion of the tank
s known. Two types of the liquid tanks are considered: a
quare-base tank and a prismatic LNG tank. The indirect ver-
ion of DBIEM is used. The linear boundary condition and
he body boundary condition are applied on the mean sur-
ace and the mean tank walls (wet portion), respectively. The
26 Y. Cao, R.F. Beck / Journal of Ocean Engineering and Science 1 (2016) 11–29 
Fig. 13. Computational domain and boundary discretization (left: square-base tank; right: prismatic LNG tank) (from [23] ). 
Fig. 14. Boundary mesh and source distribution (square-based tank) 
(from [23] ). 
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g  computational domain remains unchanged during the time-
marching simulation. Fig. 13 shows the simple discretization
of the computational domain boundaries for the two tanks.
Rankine point sources are distributed outside the fluid do-
main with the desingularization distance based on Eq. (42) .
For the interior flow, the desingularization is easier around
the corner of the tanks and no local refinement of the mesh
is applied. The mesh nodes are used as the collocation points
to determine the source strength. Along the intersection line
of the free surface and the tank walls, double nodes are used.
Fig. 14 shows the boundary mesh and the Rankine source
distribution for the square-base tank. 
The free surface elevation and the hydrodynamic pressure
on the tank wall are obtained. The pressure is integrated over
the tank wall to obtain the loads on the tank. The convergedesults for the square-base tank are compared with available
xperimental measurement and predictions using other meth-
ds. Figs. 15 and 16 show the comparisons of the wave ele-
ation at some location and the total horizontal force on the
ank, respectively, for a test case in which the tank is forced
o oscillate horizontally. The details of the experimental set
p and runs, as well as the numerical predictions using a
ultimodel method can be found in Faltinsen et al. [26] . In
igs. 15 and 16 , the test measurement data and the results
f the multimodal method were digitized from the curves in
ig. 11 in Faltinsen et al . [26] . In general, the comparison is
ery satisfactory. The desingularized method (marked as the
resent method in the figures) slightly over-predicts the wave
levation, as well as the sloshing loads. This may be due to
he lack of nonlinear terms in the boundary conditions, as
ell as the viscous effects. It is interesting to notice from
he convergence tests that the results of the present method
sing fewer grid points N and larger dt may be in better
greement with the test measurements because the smaller
 and the larger dt can introduce some numerical damping
o the system. This damping, however, is not physical but a
mall inaccuracy of the numerical scheme. Inclusion of the
iscous effects may be considered to improve the numerical
redictions. 
One of the goals of the work is to develop a fast computer
ode for prediction of the onset of sloshing of liquid tanks
hich can be installed on board a liquid tanker as part of a
loshing alert system to assist the crew in the vessel operation
o avoid severe tank sloshing. Since the fully linear model is
sed, the computational domain does not change with time
nd the influence matrix only needs to be calculated once. The
ostly inversion (LU decomposition) only needs to be carried
ut once. The major computational time to obtain the solution
t each time step is the back substitution operation, making
he time-stepping very fast. The back substitution can also be
asily parallelized to further speed up the computations. 
Tables 2 and 3 show the times used for the simulations to
ive some indication about how fast the simulations can be. In
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Fig. 15. Comparison of wave elevation in the square-base tank (from [22] ). 
Fig. 16. Comparison of the horizontal force on the square-base tank (from [22] ). 
Table 2 
Computational times compared with the physical time (square-base tank; N = 1154; T r = 75 s, T p = 15 s) (from [23] ). 
Sequential (Compaq Fortran) Parallel (Intel Fortran) Computation speed up 
(Old code; running on 1 CPU (New code; running on 6 CPUs) 
Dt (s) Dt / T p T o (s) T s (s) T s / T r T o (s) T s (s) T s / T r T s _old/ T s _new 
0.25 0 .017 4 .524 188 .746 2 .517 3 .919 8 .259 0 .110 22 .85 
0.50 0 .033 4 .462 116 .346 1 .551 3 .896 5 .149 0 .069 22 .59 
1.00 0 .067 4 .446 78 .749 1 .050 3 .992 3 .500 0 .047 22 .50 
1.50 0 .100 4 .462 64 .054 0 .854 3 .916 2 .738 0 .037 23 .40 
2.00 0 .133 4 .462 60 .169 0 .802 3 .925 2 .597 0 .035 23 .17 
Table 3 
Computational times compared with the physical time (prismatic LNG tank; N = 3542; T r = 75 s, T p = 15 s) (from [23] ). 
Sequential (Compaq Fortran) Parallel (Intel Fortran) Computation speed up 
(Old code; running on 1 CPU (New code; running on 6 CPUs) 
Dt (s) Dt / T p T o (s) T s (s) T s / T r T o (s) T s (s) T s / T r T s _old/ T s _new 
0.25 0 .017 51 .372 1258 .665 16 .782 63 .963 70 .895 0 .945 17 .75 
0.50 0 .033 51 .639 661 .741 8 .823 63 .143 34 .676 0 .462 19 .08 
1.00 0 .067 51 .417 450 .765 6 .010 64 .282 25 .380 0 .338 17 .76 
1.50 0 .100 51 .824 381 .220 5 .083 63 .181 19 .963 0 .266 19 .10 
2.00 0 .133 51 .465 340 .824 4 .544 62 .689 16 .672 0 .222 20 .44 
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[  the tables, Dt is time step size used in the simulations, T p is
the period of the tank oscillation, T r is the physical time du-
ration of the process to be simulated, and T o is the time spent
for calculation of the influence matrix and the LU decompo-
sition of the matrix, T s is the simulation time (time-stepping
only, not including the T o ). When the ratio T s / T r is less than
1, the real time simulation is achieved. The smaller T s / T r is,
the faster the simulation. The simulation time T s of course de-
pends on the time step. The tables give the simulation times
for 5 different time step sizes which all produce reasonably
accurate solutions with the proper resolutions of the bound-
ary discretizations (the number of unknowns is N = 1154 for
the square-base tank and N = 3542 for the prismatic LNG
tank). Two versions of the computer codes were tested, the
first one is a code using sequential computation compiled us-
ing the Compaq Fortran compiler. The sequential version can
only use one single CPU to do the simulations. The second
one is a parallel code compiled using the Intel Fortran com-
piler. The parallel code can use multipole CPUs (cores) to
do the simulations. The simulations are run on a very inex-
pensive desk top computer with 6 Intel 2.65 GHZ processors
and 12GB RAM (2GB for each core). Table 2 shows the
simulation times with different time step sizes and run with
the sequential code and the parallel code (6 CPU cores used)
for the square-base tank. As seen, with the sequential code,
the real time simulation can be achieved when Dt > 1.5 s.
With the parallel computation, the real time simulations are
achieved for all the 5 time step sizes. The parallel code takes
about only 1/23 of the time of the sequential code. Notice
that the parallel code runs more than 6 times faster than the
sequential code. This is because the Intel Fortran compiler
can generate a faster sequential code (with high level of opti-
mizations) than the Compaq Fortran does. Similar results for
the prismatic LNG tank are given in Table 3 . The parallel
code is able to achieve the real time simulations. 
6. Conclusions and future outlook of DBIEM 
The DBIEMs are well suited to solve many fully nonlinear
water wave problems. They are robust methods and have been
applied to a variety of water wave problems in 2D and 3D,
linear and nonlinear, in deep and finite depth water, with and
without forward speed (or in current), in time-domain and
frequency-domain. Reasonably accurate solutions (as com-
pared to other methods and experiments) can be obtained.
In combination with the FMM and preconditioning acceler-
ation techniques, solutions can be obtained for a reasonable
computational effort and storage on inexpensive workstations.
DBIEMs can also be parallelized to further speed up the com-
putations. Faster and real time simulations are possible. 
For problems in which a body has a chine or sharp corner,
mixed DBIEs (partially desingularized BIEs) can be used to
model the lift effect and vortex sheets shed from the sharp
corners. However, additional care is needed to track the move-
ment of a vortex sheet when it intersects with the body, or
other vortex sheets, or itself (roll up) to prevent the break-
down of the computations. The DBIEMs, like any other potential flow solvers, will en-
ounter numerical difficulties in the presence of wave break-
ng, spray, or overturning or reentering the free surface.
lthough artificial damping can be added to the free sur-
ace boundary conditions to prevent wave breaking and keep
he computations from breaking down, the solution near the
reaking “wave” may not be a good representation of the true
hysics. 
Future efforts to move the DBIEMs from the research
hase into useful design/analysis tools in practical maritime
nd offshore engineering applications should include, 
(1) Continued effort to speed up the computational speed
with faster and more efficient algorithms (FMM, parallel
computation, etc.), by taking advantages of new more
powerful computers and computing technologies; 
(2) Combined use of the DBIEMs with some viscous flow
solvers to improve flow modeling accuracy. A domain
decomposition approach may be used. The fluid domain
can be divided into subdomains. For the subdomains
where the viscous effects are strong and the flow is
violent (such as the region around a ship or offshore
platform where wave breaking and spray can occur),
a viscous flow solver is used, while in other subdo-
mains where the viscous effects are weak and the flow
is not violent), a DBIEM can be applied. The cou-
pling between the subdomains can be achieved through
iterations 
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