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Introduction générale
L’estimation de l’attitude, ou orientation, est devenue au fil du temps un enjeu scienti-
fique important. Déterminer l’attitude d’un corps rigide est l’objet de nombreuses études dans
différentes disciplines, comme l’aérospatiale (pour le contrôle de satellites), la robotique (aé-
rienne, marine et terrestre), la capture de mouvement (pour la médecine ou l’animation des
avatars pour en jeux vidéo), l’écophysiologie (pour l’étude des réponses comportementales des
animaux), etc.
Il existe de nombreuses technologies destinées à fournir des mesures pour l’estimation de l’at-
titude d’un corps rigide. L’émergence de la technologie MEMS (Micro-Electro-Mechanical-
System) a conduit à la conception de capteurs dédiés de taille réduite, ayant une faible
consommation en énergie tels que les accéléromètres, les magnétomètres et les gyromètres.
Ces capteurs, conçus sous forme d’une triade orthogonale, ont été embarqués par la suite
dans des centrales inertielles (appelées encore "Inertial Measurement Units" (IMU)). Le gy-
romètre mesure la vitesse angulaire, l’accéléromètre mesure la gravité ainsi que l’accélération
linéaire et le magnétomètre, quant à lui, mesure le champ magnétique terrestre. Les centrales
inertielles sont actuellement très utilisées, seules ou combinées à d’autres technologies, dans
diverses applications. De nos jours, ces systèmes sont désormais embarqués dans des appareils
mobiles (smartphones et tablettes), offrant ainsi de nouveaux champs d’application. Toute la
recherche autour de cette thématique se focalise actuellement sur la proposition de nouvelles
approches permettant de fusionner ces données inertielles et magnétiques afin de reconstruire
au mieux l’attitude du corps rigide.
Les premières méthodes d’estimation de l’attitude dans les années 70 ont été développées
pour trouver une solution au problème de Wahba. Il s’agit de résoudre un problème d’optimi-
sation pour trouver la matrice de rotation en se basant sur la connaissance d’au moins deux
vecteurs, exprimés dans un repère mobile lié au corps et dont les projections dans un repère fixe
(de référence) sont connues. Les deux vecteurs souvent utilisés sont l’accélération et le champ
magnétique terrestre. Les projections de ces deux vecteurs sont mesurées respectivement par
un accéléromètre et un magnétomètre. Afin d’obtenir une meilleure estimation de l’attitude,
les mesures issues de ces deux capteurs sont fusionnées avec la mesure de la vitesse angulaire
issue d’un gyromètre pour rajouter une précision à court terme en compensant le biais sur le
gyromètre. Plusieurs méthodes de fusion ont été développées dans ce cadre et les plus popu-
laires sont celles utilisant le filtre de Kalman avec ses variantes ainsi que les observateurs non
linéaires. Ces méthodes sont souvent fiables pour estimer l’attitude si l’accéléromètre mesure
uniquement la projection du champ de gravité. Cependant, un corps rigide n’est pas toujours
en phase statique et se trouve souvent en mouvement. Dans ce cas l’accéléromètre ne mesure
pas uniquement la projection du champ de gravité mais également l’accélération linéaire du
corps, un terme inconnu difficile à calculer dans ce cas de figure.
C’est dans ce contexte que se situent les travaux de recherche menés dans cette thèse.
Dans un premier temps, nous nous intéressons au problème d’estimation de l’attitude en
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cas de mouvement accéléré en ayant recours à une triade orthogonale d’accéléromètres, de
magnétomètres et de gyromètres. Nous proposons deux approches d’estimation robuste à
l’accélération linéaire. La première consiste en un filtre de Kalman incluant un calcul adaptatif
des paramètres statistiques associés au bruit de mesure de l’accéléromètre afin de compenser
l’effet de l’accélération linéaire du corps rigide. Dans la deuxième, nous reformulons tout
d’abord le problème d’estimation. Contrairement à la formulation classique, où le modèle
du processus est défini à partir des mesures du gyromètre et le modèle d’observation est
défini à partir des mesures de l’accéléromètre et du magnétomètre, la nouvelle formulation
considère les mesures de l’accéléromètre dans le modèle du processus tandis que les deux autres
mesures définissent le modèle d’observation, ce qui conduit à un nouveau modèle singulier.
Nous proposons alors de développer un filtre singulier pour l’estimation de l’attitude.
Dans un deuxième temps, nous nous intéressons à la réduction de l’utilisation du gyromètre, un
capteur énergivore, comparé à l’accéléromètre et au magnétomètre. Ce challenge énergétique
est d’une grande importance surtout pour des applications embarquées dans des dispositifs
ayant des ressources d’énergie limitées.
Les études entreprises dans cette thèse sont susceptibles d’avoir diverses retombées à court et
moyen termes dans des applications telles que la navigation pédestre et l’aide aux malvoyants
ou aux personnes âgées. Ce travail pourrait être également étendu vers des applications en
robotique aérienne ou marine pour des problématiques de commande et de stabilisation.
Ce manuscrit de thèse, composé de quatre chapitres, est organisé de la façon suivante :
• Le chapitre 1 introduit la notion de l’attitude d’un corps rigide et témoigne de l’im-
portance de cette information dans plusieurs domaines d’application. Nous décrivons
ensuite les principales formes de représentation de l’attitude, en particulier la matrice
de rotation, les angles d’Euler et le quaternion. Dans la suite, nous adopterons le qua-
ternion comme forme de représentation. Nous présentons par la suite les différents
capteurs qui seront utilisés dans les approches d’estimation et nous donnons le modèle
de mesure de chacun des capteurs. Le système de mesure ainsi considéré est formé par
un gyromètre triaxial, un accéléromètre triaxial et un magnétomètre triaxial. Enfin,
nous faisons un tour d’horizon des différents estimateurs de l’attitude développés dans
la littérature afin d’analyser l’existant et de bien positionner nos contributions.
• Le chapitre 2 est consacré à nos contributions majeures autour de l’estimation de
l’attitude d’un corps rigide en mouvement accéléré en utilisant des données inertielles
et magnétiques. Nous développons dans ce cadre deux approches principales. Dans
la première, nous proposons un filtre de Kalman adaptatif qui permet de compenser
l’effet des accélérations linéaires du corps, principale source d’erreur, afin d’amélio-
rer la qualité d’estimation. Une loi de détection est déterminée à partir de la norme
de l’accélération, pour distinguer les phases dynamiques et statiques du mouvement.
Dans la deuxième, nous proposons de reformuler le problème d’estimation en partant
d’un nouveau modèle sous la forme d’un système singulier et nous développons par la
suite l’estimateur convenable. Des simulations sous Matlab sont proposées à la suite de
chaque approche afin d’examiner la performance de chacune à reconstruire le modèle
de référence de l’attitude considérée en présence de profils d’accélération variés.
• Le chapitre 3 traite le problème de la réduction de consommation énergétique lors de
l’estimation de l’attitude par des dispositifs ayant des ressources en énergie limitées.
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Comme le gyromètre consomme en général beaucoup plus que les deux autres capteurs,
nous proposons de recourir à une utilisation intermittente de ce capteur. Une telle
approche est particulièrement indiquée dans des applications utilisant des smartphones
(par exemple) où l’autonomie en énergie est souvent limitée. L’approche proposée est
appliquée dans un premier temps au filtre de Kalman adaptatif. Des tests en simulation
numérique ont été réalisés pour analyser et discuter les premiers résultats obtenus.
• Le chapitre 4 est consacré à la validation expérimentale des approches proposées
dans le deuxième chapitre. Nous avons réalisé à cet effet des tests expérimentaux lors
de quelques scénarios de marche. Une centrale inertielle est utilisée pour recueillir les
données de vitesse angulaire, d’accélération et de champ magnétique. Le quaternion
estimé est comparé à chaque fois à un quaternion de référence fourni par un système
optique afin d’examiner les performances d’estimation obtenues.
Enfin, une conclusion générale résume nos principaux apports et ouvre quelques perspectives
à ce travail. Finalement, une bibliographie et diverses annexes clôturent ce manuscrit.
Ce travail de thèse a donné lieu aux publications suivantes :
A. Revues internationales :
1. Makni, A., Fourati, H. and Kibangou, A. Y., Energy-aware Adaptive Attitude Es-
timation under External Acceleration. IEEE/ASME Transactions on Mechatronics.
DOI : 10.1109/TMECH.2015.2509783.
2. Makni, A., Kibangou, A. Y., Fourati, H., Descriptor Systems Modeling and Fil-
tering for Robust Multisensor Attitude Estimation Under External Acceleration.
Automatica. (Under second review).
B. Conférences internationales :
1. Makni, A., Fourati, H. and Kibangou, A. Y., June 2014. Adaptive Kalman filter for
MEMS-IMU based attitude estimation under external acceleration and parsimo-
nious use of gyroscopes. In : Proceedings of the 13th European Control Conference
(ECC). Strasbourg, France, pp. 1379–1384.
2. Makni, A., Kibangou, A. Y., Fourati, H. and Jonathan Dumon, September 2015.
Descriptor Approach for Attitude Estimation. In : Proceedings of the IEEE Multi-
Conference on Systems and Control (MSC)-IEEE Conference on Control Applica-
tions (CCA). Sydney, Australia, pp. 614-619.
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1.1 Introduction
Depuis des décennies, l’estimation de l’attitude est une problématique cruciale dans di-
verses applications incluant, entre autres, l’aéronautique [34], la robotique [12], la navigation
pédestre [145], [60], le bio-logging [38], l’analyse des postures du corps humain [65], etc. Ce
chapitre, composé de quatre parties, introduit principalement la notion de l’attitude ainsi
qu’un état de l’art sur la problématique de l’estimation de l’attitude :
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• la première partie définit la notion de l’attitude d’un corps rigide en mouvement dans
l’espace 3D, ainsi que les différents domaines d’application ;
• la deuxième partie détaille les différentes représentations de l’attitude, particulièrement
le quaternion qui sera utilisé par la suite pour développer les approches d’estimation
de l’attitude ;
• la troisième partie présente les systèmes de mesure souvent utilisés pour la détermi-
nation de l’attitude. Nous mettons l’accent sur les capteurs inertiels et magnétiques,
qui seront par la suite utilisés dans les approches proposées et dont les mesures seront
fournies par une centrale inertielle formée par une triade orthogonale de gyromètres,
accéléromètres et magnétomètres ;
• la dernière partie établit un état de l’art des principaux estimateurs de l’attitude et
positionne notre contribution par rapport à la littérature.
1.2 Attitude : principe et domaines d’application
Dans cette partie, nous définissons tout d’abord l’attitude d’un corps rigide puis illustrons
l’intérêt de son estimation dans différentes applications.
1.2.1 Définition de l’attitude d’un corps rigide
L’attitude d’un corps rigide est définie par la façon dont ce dernier est orienté. En général,
pour exprimer une attitude, on considère deux repères : un repère de référence fixe, noté
N(xN , yN , zN ), et un repère mobile, attaché au corps, noté B(xB, yB, zB) comme illustré dans
la Figure 1.1. Pour exprimer convenablement l’attitude, les axes du repère B sont choisis
Figure 1.1 – Repère fixe N et repère mobile B
alignés avec les axes principaux d’inertie du corps rigide définissant sa rotation. Un repère
de référence fixe, souvent utilisé, est celui qui est tangent à la surface de la terre et défini
selon la convention NED (North, East, Down). Selon cette convention, les vecteurs unitaires
(xN , yN , zN ) pointent respectivement vers les directions Nord, Est et la pesanteur (la gravité).
Bien qu’il existe une variété de repères de référence fixes [131], nous avons choisi de nous
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limiter à l’utilisation du repère NED comme système de référence.
Définition L’attitude (ou orientation) d’un corps rigide en mouvement dans l’espace
représente la direction des axes de son repère mobile B par rapport au repère de référence fixe
N, comme indiqué dans la Figure 1.2.
Figure 1.2 – Attitude d’un corps rigide
1.2.2 Domaines d’application
Connaître l’attitude d’un objet en mouvement c’est déterminer son orientation dans l’es-
pace en ayant recours à une fusion de données issues de plusieurs systèmes de mesure (optiques,
mécaniques, inertiels et magnétiques, etc.). Les applications majeures ayant besoin d’une in-
formation permanente sur l’attitude sont variées et se diversifient de plus en plus de nos jours.
Nous pouvons distinguer par exemple, l’aérospatiale (satellites), la robotique (aérienne, ma-
rine, terrestre), la navigation pédestre, la capture de mouvement humain, le bio-logging, etc.
Dans la suite, nous présentons un aperçu des principaux domaines d’application et l’intérêt
à utiliser principalement des centrales inertielles à base de mesures inertielles et magnétiques
provenant de gyromètre, accéléromètre et magnétomètre. Ce type de système, principale source
de mesure pour les approches d’estimation de l’attitude dans ce travail, sera détaillé dans la
suite dans ce chapitre.
1.2.2.1 La navigation
La navigation est la science et l’ensemble des techniques qui permettent de déterminer la
position, la vitesse et l’attitude d’un corps en mouvement par rapport à un système de réfé-
rence. Elle permet aussi de calculer toute autre information relative au déplacement du corps
mobile (durée, route à suivre pour rejoindre un autre point de coordonnées connues, heure es-
timée d’arrivée, etc.). Le domaine de la navigation comprend quatre catégories principales : la
navigation terrestre (véhicules, robots, humains), la navigation marine, la navigation aérienne
(aéronautique) et la navigation dans l’espace (aérospatiale).
La navigation aérienne : En navigation aérienne, maintenir l’avion en vol et maitriser ses
déplacements et trajectoires nécessite une information précise sur l’attitude. Quand il s’agit
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d’un aéronef commandé par un pilote, l’attitude peut être mesurée à l’aide d’un instrument,
appelé horizon artificiel, qui se trouve sur le tableau de bord de l’engin et qui permet de vi-
sualiser les angles formés par xB et yB avec le plan de l’horizontale : assiette et inclinaison.
D’autre part, afin d’identifier la direction de l’avion, le conservateur de cap est généralement
utilisé pour mesurer l’orientation de l’avion par rapport au cap magnétique. Ces instruments
de mesure (l’horizon artificiel et le conservateur de cap) sont des capteurs mécaniques basés
sur des gyroscopes qui sont malheureusement lourds, encombrant et très couteux. Avec l’ap-
parition des capteurs basés sur les technologies MEMS (Micro-Electro-Mechanical Systems),
des systèmes de mesure inertiels ont été développés pour déterminer l’attitude de l’aéronef.
En effet, ces systèmes de mesure contiennent typiquement des gyromètres, des accéléromètres
et des magnétomètres. La fusion de données de ces trois capteurs permet de renseigner sur
l’attitude de l’avion ainsi que sa direction par rapport au nord magnétique.
Actuellement, les drones (ou véhicules aériens autonomes) sont une application en pleine ex-
pansion dans le domaine de la navigation aérienne. Ils s’agit d’aéronefs sans pilote humain à
bord (voir Figure 1.3). L’essor des drones est la preuve de leur importance que ce soit dans le
domaine militaire ou encore le domaine civil pour la détection de feux dans les forêts, l’ins-
pection des infrastructures particulières (lignes à haute tension par exemple), la surveillance
du trafic routier, la prise de mesures atmosphériques, etc. Ces véhicules peuvent être soit de
grande taille ou de taille relativement petite en fonction des applications auxquelles ils sont
destinés. De nos jours, ces engins transmettent l’information en temps réel ou quasi-réel. Ils
Figure 1.3 – Exemples de drones aériens
sont capables de voler à une altitude élevée et peuvent également évoluer à quelques dizaines
de centimètres du sol. Équipé d’une camera, un drone d’aujourd’hui peut aussi bien être uti-
lisé par les particuliers qui s’en servent comme un "jouet", que par des professionnels qui sont
à la recherche d’images aériennes inédites. Le contrôle de tous ces véhicules volants repose
sur la connaissance d’informations fiables concernant son environnement et les conditions de
vol. Ainsi, pour la mise en œuvre d’une stratégie de commande, l’orientation, la vitesse et la
position du drone sont des états qui s’avèrent nécessaires [103], [106]. La vitesse linéaire et la
position peuvent être obtenues en utilisant un système de positionnement global (GPS), par
exemple, alors que la vitesse angulaire peut être obtenue en utilisant un gyromètre attaché
au corps. En ce qui concerne l’orientation, il n’y a pas de capteur qui la mesure directement.
Elle est généralement obtenue en utilisant des algorithmes d’estimation de l’attitude via une
fusion de données inertielles et magnétiques [22], [69], [128].
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La navigation aérospatiale : L’estimation de l’attitude est nécessaire pour le tracking
et la communication des satellites [55]. En effet, connaître l’attitude d’un satellite permet de
comprendre son régime d’accessibilité et de prendre conscience qu’il ne s’agit pas d’un simple
récepteur mais d’une machine demandant un contrôle constant depuis le sol pour maintenir
sa mission [80], [139], [121]. La terre possède un satellite naturel, la lune, et plusieurs autres
satellites artificiels (voir Figure 1.4), conçus et mis en orbite autour de la terre. Aujourd’hui,
il y a environ 2500 satellites autour de la terre avec des performances élevées et des objectifs
diversifiés. On distingue deux catégories de satellites :
• les satellites d’application, sont mis en œuvre pour prendre en charge les télécommuni-
cations, la télédétection, la localisation et la navigation (GPS et Galiléo par exemple)
ou encore les satellites militaires ;
• les satellites scientifiques dont les missions peuvent aller de l’étude de l’espace lointain
grâce à des télescopes spatiaux jusqu’à la cartographie, la météorologie, l’océanogra-
phie, etc.
Figure 1.4 – Exemple de satellite artificiel
La stabilisation d’un satellite, c’est-à-dire le contrôle de son attitude, est nécessaire pour
sa mission. En effet, un satellite laissé à l’abandon sans correction de l’attitude cesserait
de pointer correctement ses antennes vers la terre au bout de quelques révolutions d’orbite
suite aux facteurs perturbateurs (multitude de forces telles que la freinée par l’atmosphère,
l’irrégularité du champ magnétique terrestre, le phénomène de précession de l’orbite). D’autre
part, les panneaux solaires, source d’énergie, doivent rester bien éclairées pour assurer une
longue durée de vie du satellite. Une stabilisation du satellite consiste alors à satisfaire ces
deux contraintes pour qu’il maintienne sa mission. Typiquement, pour déterminer l’attitude
d’un satellite, on utilise des capteurs optiques, solaires et aussi inertiels.
La navigation pédestre : La navigation piétonne (ou pédestre) est la discipline qui s’inté-
resse à calculer la position et la direction en continu de la personne en mouvement. La précision
d’un tel calcul est souvent nécessaire surtout lorsqu’il s’agit de personnes malvoyantes ou han-
dicapées se déplaçant dans des environnements clos ou ouverts. Le développement d’un système
de navigation à l’estime pédestre (PDR, Pedestrian Dead Reckoning) à partir des données four-
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nies par des capteurs inertiels et/ou des systèmes de positionnement global (GNSS 1), est l’un
des challenges actuels [110], [3]. Souvent, la façon la plus adéquate est d’attacher une centrale
inertielle au pied de la personne (voir Figures 1.5a et 1.5b). De nos jours, avec l’apparition
de la nouvelle génération d’appareils mobiles, cette centrale est intégrée dans un smartphone
ou une tablette (voir Figure 1.5c). Ce système de mesure utilisant des algorithmes spécifiques
de localisation reste fonctionnel en intérieur et extérieur, contrairement aux systèmes à base
de GNSS qui ne sont disponibles qu’à l’extérieur [3], [93]. En effet, le calcul de la position est
effectué souvent via deux méthodes différentes :
• une méthode basée sur le calcul de la longueur du pas et l’angle de cap (direction par
rapport au nord magnétique).
• une méthode basée sur la double intégration de l’accélération linéaire.
Ainsi, il est clair que le calcul de l’attitude joue un rôle important dans la détermination
de la position de la personne. A l’heure actuelle, différentes solutions ont été proposées pour
(a) (b) (c)
Figure 1.5 – Exemples de systèmes de navigation pédestre
le problème de navigation afin de reconstruire la position et la direction de la personne en
mouvement que se soit en milieu extérieur ou intérieur. Cependant, il existe encore des pro-
blèmes liés aux capteurs souvent utilisés, notamment les distorsions magnétiques qui affectent
la qualité de l’estimation du cap surtout à l’intérieur des bâtiments [110].
1.2.2.2 La capture de mouvement humain
Comprendre et simuler le mouvement humain intéressent un grand nombre de disciplines
parmi lesquelles on peut citer l’animation par ordinateur, la biomécanique, les neurosciences,
le sport et la médecine.
La capture de mouvement consiste en l’enregistrement des mouvements afin de les analyser et
caractériser des postures de référence pour des fins de rééducation, prévention de chute, amé-
lioration de geste sportif, etc. Des mesures issues d’une ou plusieurs technologies sont souvent
associées à un modèle biomécanique pour estimer les variations angulaires spécifiques à des
membres humains décrivant le mouvement.
De nos jours, différents systèmes de capture de mouvement existent sur le marché selon leurs
1. Global Navigation Satellite Signals. Exemples : GPS, GLONASS, EGNOS, GALILEO
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technologies. On distingue trois grands types de technologies : optiques, mécaniques et iner-
tielles. Les systèmes optiques sont basés sur des récepteurs extérieurs (caméras) qui ne sont
pas attachés au corps humain et des marqueurs passifs réfléchissants pour collecter les infor-
mations sur l’attitude et la position. Les systèmes les plus répandus sont les systèmes Vicon
(voir Figure. 1.6a) et la caméra Kinect (utilisée souvent avec la Xbox pour détecter le mou-
vement des joueurs). Les systèmes de capture mécaniques fonctionnent grâce à un squelette
externe construit autour de l’élément à capter du corps humain, et dont chaque articulation
est couplée à un codeur angulaire (voir Figure. 1.6b). La valeur de rotation du codeur est enre-
gistrée par un calculateur. En connaissant la position relative de chaque codeur, un logiciel est
capable de reconstituer le mouvement complexe d’un squelette contenant en général plusieurs
articulations. Ces systèmes permettent de calculer et enregistrer le mouvement humain avec
une grande précision mais ils sont souvent chers et restreints au niveau de l’espace de mesure
(pour les systèmes optiques) et limités par des contraintes mécaniques (pour les systèmes mé-
caniques). La capture de mouvement par centrales inertielles permet de calculer l’attitude de
(a) Système optique (Vicon) (b) Système mécanique (c) Modules de capteurs inertiels
Figure 1.6 – Exemples de capture de mouvement humain
quelques membres du corps humain, voire même la posture de tout le corps en temps réel tout
en évitant les contraintes imposées par les autres technologies. En effet, légers et portables,
câblés ou sans-fil, ces capteurs continuent à fonctionner même cachés par d’autres acteurs,
habits ou accessoires (voir Figure. 1.6c).
La technique de capture consiste à considérer le corps humain comme une structure articulée.
Les modules de mesure sont alors positionnés sur chaque segment du corps. Les mesures four-
nies par chaque module sont fusionnées via un algorithme spécifique pour calculer l’attitude
de chaque segment puis obtenir par la suite la posture de tout le corps. Plusieurs travaux
de recherche se sont intéressés au problème d’estimation de l’attitude (et posture) du corps
humain en mouvement en utilisant des mesures inertielles. Nous pouvons citer par exemple,
[112], [130], [6], [126] et [114].
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1.2.2.3 Le bio-logging
Le bio-logging est le domaine qui s’intéresse à l’étude du comportement de l’animal et de
son écophysiologie (localisation et monitoring de ses activités) en utilisant des micro-systèmes
électroniques appelés bio-loggers. Ces dernières années, un grand intérêt a été porté à l’es-
timation de l’attitude en bio-logging à l’aide de mesures inertielles et magnétiques [40], [99]
où l’orientation sert au calcul des accélérations corporelles de l’animal. Cette information est
souvent nécessaire aux biologistes pour évaluer les dépenses énergétiques de l’animal au cours
de ses mouvements [41]. Les approches d’estimation de l’attitude en bio-logging ont été ap-
pliquées sur les animaux marins (par exemple les manchots ou les éléphants de mer) comme
sur d’autres espèces animales telles que les blaireaux, les chats et les chiens où le bio-logger
s’attache au cou ou sur le dos. Toutes ces techniques se basent sur la fusion de mesures issues
de gyromètres, accéléromètres et magnétomètres triaxiaux.
1.3 Représentations usuelles de l’attitude
Pour représenter l’orientation du repère mobile B par rapport au repère fixe N , c’est à dire
l’attitude du corps, différentes formes de représentation ont été adoptées dans la littérature
[119], [33], [102] : les matrices de rotation, les angles d’Euler et de Cardan, les quaternions
et les paramètres de Rodrigues. Nous nous limitons ci-dessous à la définition ainsi que les
propriétés de chacune des trois premières représentations.
1.3.1 Les matrices de rotation
En géométrie, d’après le théorème de rotation d’Euler, chaque changement de l’orientation
entre deux systèmes de coordonnées B et N , peut être produit par une simple rotation de B
vers N . En conséquence, cette rotation peut être identifiée par une matrice, appelée matrice
de rotation, qui permet de transformer les coordonnées d’un vecteur exprimé dans un système
de coordonnées à un autre. Cette matrice est aussi appelée matrice de passage, matrice de
cosinus directeurs (DCM) ou encore matrice d’attitude.
Propriétés des matrices de rotation : Notons par b et r, les coordonnées d’un même
vecteur exprimées dans B et N , respectivement. Le vecteur b peut être écrit en terme du
vecteur r en utilisant la matrice de rotation, notée R. Ainsi, b est obtenu via l’équation :
b = Rr. (1.1)
Comme nous considérons que les repères B et N sont des bases orthonormées, alors la matrice
de rotation R qui permet de transformer un vecteur de N à B, appartient au groupe spécial
orthogonal SO(3), soit : RRT = I3 et detR = 1.
Une étude détaillée sur les propriétés des matrices orthogonales a été proposée dans [94].
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Equation dynamique de rotation : En tournant autour du repère N , la vitesse angu-
laire du repère mobile B n’est pas nulle. En conséquence, la matrice de rotation varie au cours
du temps. Soient R ∈ SO(3) la matrice de rotation décrivant l’orientation du corps rigide et
ω = [ωx ωy ωz]
T la vitesse angulaire de rotation de B par rapport à N (exprimée dans B).
L’équation dynamique de rotation du corps rigide lié à B est alors donnée par :
R˙ = −[ω×]R, (1.2)
où [ω×] désigne le tenseur antisymétrique associé au vecteur vitesse angulaire ω. En général,
le tenseur d’un vecteur x = [x1 x2 x3]T est defini par :
[x×] =
 0 −x3 x2x3 0 −x1
−x2 x1 0
 . (1.3)
1.3.2 Les angles d’Euler et les angles de Cardan
L’utilisation des angles d’Euler est une manière simple et intuitive permettant de représen-
ter l’attitude d’un corps rigide dans l’espace 3D. Dans le cas général, on montre que l’orienta-
tion, correspondant au passage du repère N au repère B lié au corps, peut être décrite à l’aide
d’une succession de trois rotations élémentaires R1, R2 et R3 autour des trois axes du repère.
Shuster dans [119] montre qu’il existe 12 combinaisons de rotations utilisées et pour chaque
combinaison, l’ordre des angles varient. Soient les deux groupes de combinaisons possibles :
• les suites symétriques (ZXZ, XZX, XYX, ZYZ, YXY, YZY),
• les suites antisymétriques (ZXY, ZYX, XYZ, XZY, YXZ, YZX).
Les suites de rotations (ZXZ) et (ZYX) sont les suites les plus utilisées. Dans ce qui suit, nous
les décrivons brièvement.
• Rotations ZXZ : Pour cette séquence, les angles de rotation sont connus comme les
angles d’Euler classiques. Ils sont notés par (α, β, γ) et appelés Précession, Nutation et
Rotation propre. Ainsi, la transformation du repère N vers le repère B est caractérisée
par la succession des trois rotations R1, R2, R3, comme suit :
R1 : rotation d’un angle α ∈ [−pi, pi], autour de l’axe zN .
R2 : rotation d’un angle β ∈ [−pi2 , pi2 ], autour du 2ème axe du nouveau repère après
avoir effectué la rotation R1.
R3 : rotation d’un angle γ ∈ [−pi, pi], autour du 3ème axe du nouveau repère après avoir
effectué R1 et R2.
• Rotations ZYX : Les angles associés à cette suite de rotation, notés par (φ, θ, ψ), sont
souvent connus comme les angles de Cardan et appelés aussi angles de Tait–Bryan
ou angles nautiques [33]. Selon les conventions et les auteurs, ces angles peuvent être
aussi appelés les angles d’Euler. Ils sont utilisés dans les domaines de l’aéronautique
et la robotique, avec φ est le roulis, θ est le tangage et ψ est le lacet. Les rotations
qui caractérisent le passage du repère N vers le repère B sont définies par (voir Figure
1.7) :
R1 : rotation d’un angle ψ ∈ [−pi, pi], appelé lacet, autour de l’axe zN . Cette rotation
fait passer le repère N(xN , yN , zN ) à U(x′, y′, z′ = zN ).
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R2 : rotation d’un angle θ ∈ [−pi2 , pi2 ], appelé tangage, autour de l’axe y′ (2ème axe du
repère U). Ici on passe du repère U(x′, y′, zN ) à V (x′′, y” = y′, z′′).
R3 : rotation d’un angle φ ∈ [−pi, pi], appelé roulis, autour de l’axe x′′. Ici, on tourne
de V (x′′, y′, z′′) à B(xB = x′′, yB, zB) lié au corps.
Figure 1.7 – Rotations successives des angles de Cardan
Pour simplifier la notation, nous admettons dans ce manuscrit que le vecteur des angles d’Euler
est défini par les angles de Cardan. La matrice de rotation R, définie dans le paragraphe 1.3.1,
peut être déduite à partir du produit des 3 matrices de rotation correspondant aux 3 rotations
autour des 3 axes. Ainsi, R est donnée par [80]:
R = R3(φ)R2(θ)R1(ψ) (1.4)
=
 1 0 00 cφ sφ
0 −sφ cφ
 cθ 0 −sθ0 1 0
−sθ 0 cθ
 cψ sψ 0−sψ cψ 0
0 0 1

=
 cψcθ sψcθ −sθsφsθcψ − sψcφ cψcφ+ sφsθsψ cθsφ
sψsθ + cψcφsθ sθsψcφ− cψsφ cθcφ
 ,
où c = cos(.) et s = sin(.).
Remarque 1.1
La matrice de rotation qui décrit le passage de B vers N pour la séquence de rotation ZYX
est déterminée par RT .
Equation dynamique de rotation : Soit ω = [ωx ωy ωz]T la vitesse angulaire de
rotation de B par rapport à N . L’équation dynamique de rotation du corps rigide ayant la
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vitesse angulaire ω peut s’exprimer en fonction des angles d’Euler [80] comme suit : φ˙θ˙
ψ˙
 =
 1 tanθsφ tanθcψ0 cφ −sφ
0 sφ(cθ)−1 cφ(cθ)−1
 ωxωy
ωz
 . (1.5)
Remarque 1.2
Le problème de cette représentation est l’existence de singularités : dans certains cas, une
même attitude dans l’espace peut être obtenue par une infinité de composition de rotations. Si
l’angle θ = pi2 , le repère de la troisième rotation est identique à celui de la première rotation.
On est alors en présence de ce qui est appelé dans la littérature le Gimbal lock [33].
1.3.3 Les quaternions
D’après le théorème d’Euler, toute rotation dans l’espace peut être définie par une simple
rotation d’un angle θ autour d’un axe ~u, appelé axe d’Euler [57], [53] (voir Figure 1.8) . Ainsi, la
combinaison d’un scalaire et d’un vecteur peut être la base pour représenter l’attitude. Il existe
Figure 1.8 – Rotation à l’aide d’un quaternion
plusieurs formes mathématiques à 4 dimensions pour représenter l’attitude d’un corps rigide
telles que les paramètres d’Euler, les paramètres de Rodrigues et les paramètres de Cayley-
Klein. Le lecteur peut se rapporter à [119] où on peut trouver une description succincte de ces
représentations. La forme la plus utilisée dans la littérature pour représenter l’attitude est le
quaternion.
Ainsi, un quaternion peut être décrit par une rotation d’un angle θ autour d’un axe unitaire
~u [57]:
q =
[
c θ2
s θ2 .~u
]
, (1.6)
avec ‖~u‖ = 1, c = cos(·) et s = sin(·).
Un quaternion unitaire peut être représenté autrement par q = [q0 qTv ]T , avec q0 ∈ R et
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qv = [q1 q2 q3]
T ∈ R3 représentent respectivement sa partie scalaire (partie réelle) et sa
partie vectorielle (partie imaginaire). Ainsi, l’espace vectoriel des quaternions unitaires est
défini par :
Q = {q = [q0 qTv ]T ∈ R× R3 | q20 + qTv qv = 1}. (1.7)
Remarque 1.3
Si l’angle de rotation θ est nul, c’est à dire aucune rotation n’a été effectuée, alors le quaternion
identité s’exprime par :
qid = [1 0 0 0]
T . (1.8)
Remarque 1.4
Le quaternion conjugué est donné par :
q¯ = [q0 − qTv ]T . (1.9)
Le produit de deux quaternions unitaires qa = [qa0 qTa,v]T et qb = [qb0 qTb,v]
T est donné
par :
qa ⊗ qb =
[
qa0 −qTa,v
qa,v qa0I3 + [q
×
a,v]
] [
qb0
qb,v
]
, (1.10)
où I3 est la matrice identité et [q×a,v] est le tenseur antisymétrique associé au vecteur qa,v défini
par :
[q×a,v] =
 0 −qa3 qa2qa3 0 −qa1
−qa2 qa1 0
 . (1.11)
Remarque 1.5
Le produit de deux quaternions n’est pas commutatif.
Remarque 1.6
Puisque le quaternion est unitaire, alors le quaternion inverse q−1 = q¯.
Propriété 1.1
Soit un quaternion q = [q0 qTv ]T ∈ R4 et soit un vecteur x ∈ R3. Si on définit les matrices
Ξ(q) et Ω(x) par :
Ξ(q) =
[ −qTv
q0I3 + [q
×
v ]
]
, Ω(x) =
[
0 −xT
x −[x×]
]
, (1.12)
alors on a l’identité suivante :
Ω(x)q = Ξ(q)x. (1.13)
Preuve. La preuve de cette propriété est triviale qui relève de simples multiplications matri-
cielles. 
Une rotation d’un vecteur dans l’espace peut être réalisée à l’aide de multiplication de
quaternions [27]. Soient bq = [0 bT ]T et rq = [0 rT ]T les quaternions associés aux cordonnées
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b et r d’un vecteur x, exprimés dans B et N , respectivement. Ainsi, la rotation exprimant le
changement des coordonnées de N vers B peut être exprimée en terme de quaternion par [27]:
bq = q
−1 ⊗ rq ⊗ q. (1.14)
La rotation exprimant le changement des coordonnées de B vers N peut être exprimée en
terme de quaternion par :
rq = q ⊗ bq ⊗ q−1. (1.15)
La matrice de rotation R peut être définie en terme de quaternion en utilisant la formule de
rotation de Rodrigues :
R = R(q) = (q20 − qTv qv)I3 + 2(qvqTv − q0[q×v ]) (1.16)
=
 2q20 + 2q21 − 1 2q1q2 + 2q0q3 2q1q3 − 2q0q22q1q2 − 2q0q3 2q20 + 2q22 − 1 2q2q3 + 2q0q1
2q1q3 + 2q0q2 2q2q3 − 2q0q1 2q20 + 2q23 − 1
 . (1.17)
La relation entre les deux vecteurs b et r dans (1.1) peut être définie en utilisant la matrice
de rotation par :
b = R(q)r. (1.18)
Remarque 1.7
Physiquement, une même orientation peut être représentée à l’aide de q et −q, correspondant
respectivement à des rotations d’angles θ et 2pi − θ autour des axes ~u et −~u, respectivement.
Par conséquent, à partir de (1.16) et (1.17), R(q) = R(−q).
Equation dynamique de rotation : L’équation énoncée dans (1.2) peut être exprimée
à l’aide du quaternion unitaire q par [57] :
q˙ =
1
2
q ⊗ ω¯, (1.19)
où ω¯ = [0 ωT ]T étant le quaternion associé à la vitesse angulaire ω exprimée dans le repère
B. Cette équation peut être réécrite comme suit en utilisant (1.13) :
q˙ =
1
2
[ −qTv
q0I3 + [q
×
v ]
]
ω (1.20)
=
1
2
Ξ(q)ω =
1
2
Ω(ω)q. (1.21)
où
Ξ(q) =
[ −qTv
q0I3 + [q
×
v ]
]
, (1.22)
et
Ω(ω) =
[
0 −ωT
ω −[ω×]
]
. (1.23)
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1.3.4 Analyse des représentations de l’attitude et choix
Nous avons présenté précédemment trois formes principales pour décrire l’attitude d’un
corps rigide. Le Tableau 1.1 [39] résume leurs propriétés :
Formes de représentation Notations Caractéristiques
Matrice de rotation R • (+) R ne contient pas de fonctions trigonomé-
triques.
• (+) Les rotations composites sont directement
obtenues à partir d’une multiplication matri-
cielle standard.
• (+) L’équation dynamique de rotation (1.2) as-
sociée à la matrice de rotation est linéaire.
• (+) Absence de singularité géométrique.
• (−) Neuf paramètres à estimer.
• (−) Six paramètres redondants.
Angles d’Euler φ, θ, ψ • (+) Trois paramètres à estimer.
• (+) Interprétation physique intuitive des rota-
tions dans l’espace.
• (+) Absence de paramètres redondants.
• (−) Présence de singularité géométrique.
• (−) Les rotations composites sont difficiles à ex-
primer en fonction des angles d’Euler.
• (−) Non linéarité de l’équation dynamique de
rotation (1.5) associée.
• (−) Présence de fonctions trigonométriques.
• (−) Singularité de l’équation dynamique de ro-
tation correspondante lorsque le tangage atteint
θ = pi2 (les axes du roulis et du lacet sont portés
par la même direction). Ce problème est connu
sous le nom Gimbal lock et engendre la perte
d’un angle de liberté.
Quaternions q • (+) Quatre paramètres à estimer.
• (+) Pas de fonctions trigonométriques.
• (+) Les rotations composites sont directement
obtenues à partir d’une multiplication de qua-
ternion.
• (+) Linéarité de l’équation dynamique de rota-
tion (1.21) associée à un quaternion.
• (+) Absence de singularité géométrique.
• (+) Un seul paramètre redondant.
• (−) (q) et (−q) représentent la même attitude.
• (−) Interprétation physique peu intuitive des ro-
tations dans l’espace.
Table 1.1 – Synthèse des caractéristiques des représentations de l’attitude [39]
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D’après ce tableau, nous pouvons dire que le quaternion préserve le meilleur compromis
puisqu’il permet de calculer l’attitude en utilisant une équation dynamique de rotation linéaire
simple, élimine le problème de singularité (Gimbal lock), et réduit le coût et la complexité
de calcul. En même temps, il faut bien rappeler que le quaternion unitaire reste un élément
abstrait pour décrire physiquement une rotation, représente la même rotation avec q et −q
et nécessite toujours une normalisation (souvent non préservée au sein des algorithmes d’esti-
mation de l’attitude). Pour remédier à ces contraintes, des formules simples de passage entre
quaternion et angles d’Euler, par exemple, ont été proposées [102] pour mieux exprimer l’at-
titude estimée. Le quaternion estimé peut être simplement normalisé à la fin de chaque pas
d’estimation [28], [11]. Ce travail de thèse se focalise essentiellement sur le développement d’ap-
proches d’estimation de l’attitude, pouvant être embarquées facilement sur des smartphones
(en termes de coût de calcul et complexité) pour des applications en navigation pédestre et
analyse de mouvement. Ainsi, l’analyse précédemment présentée nous a permis de choisir le
quaternion pour développer les algorithmes d’estimation de l’attitude.
1.4 Capteurs utilisés pour la détermination de l’attitude
Les avancées technologiques durant ces dernières années ont permis de développer plusieurs
systèmes de mesure pour la détermination de l’attitude (optique, Ultra Large Bande, GPS,
inertiels et magnétiques, etc. [116]). Chaque système possède ses spécificités d’application ainsi
que des limitations d’utilisation. Pour des applications utilisant des smartphones en analyse
de mouvement et navigation pédestre, le système de mesure le plus commun et le plus adapté
à ce type d’environnement est celui basé sur des capteurs inertiels et magnétiques. Souvent,
ce système s’appelle centrale inertielle ou unité de mesure inertielle (Inertial Measurement
Unit (IMU)) et contient typiquement un gyromètre pour mesurer la vitesse angulaire, un ac-
céléromètre pour mesurer la force spécifique liée à l’accélération et un magnétomètre qui est
souvent rajouté pour mesurer l’intensité du champ magnétique terrestre. Plusieurs paramètres
caractérisent le comportement de ces capteurs tels que la sensibilité, la linéarité, l’étendu de
mesure, la bande de fréquence, les dimensions, etc. Ce type de système a été bien miniatu-
risé ces dernières années, surtout avec l’utilisation de la technologie MEMS et a été intégré
récemment dans la plupart des smartphones. Une étude comparative des capteurs IMU a été
proposée dans [23]. Dans la suite, nous décrivons brièvement les technologies, les propriétés
ainsi que les modèles de mesure des trois capteurs mentionnés précédemment. Les approches
d’estimation de l’attitude proposées dans cette thèse seront élaborées sur la base d’une fusion
de ces trois types de mesure.
1.4.1 Les accéléromètres
Comme son nom l’indique, un accéléromètre est un capteur qui permet de mesurer l’ac-
célération d’un corps auquel il est attaché. Un accéléromètre peut être composé d’un, deux
ou trois axes suivant lesquels l’accélération est mesurée. Le principe d’un accéléromètre est
basé sur la loi fondamentale de la dynamique F = mea (F : force (N), me : masse (kg),
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a : accélération (m/s2)). En effet, un accéléromètre est équivalent à une masse M (me) at-
tachée à un ressort de raideur k qui est lui-même attaché à un repère fixe (voir Figure 1.9).
Une force s’appliquant sur le boîtier de l’accéléromètre engendre le mouvement de la masse
M. Par conséquent, une force de rappel s’applique aussi sur la masse pour la maintenir en
place. En mesurant simplement le déplacement x de la masse M par rapport à son support,
on peut déduire l’accélération subie par ce dernier à travers l’équation : F = mea = −kx.
D’où a = − kxme . Selon la technologie et le procédé de fabrication, les accéléromètres diffèrent
et changent de caractéristiques. Il existe donc plusieurs techniques pour mesurer le déplace-
ment du corps d’épreuve ainsi que pour transformer l’action de l’accélération sur le capteur
en signal électrique. Nous pouvons distinguer les accéléromètres à détection piézoélectrique,
piézorésistive, capacitive, etc. [14], [59].
Figure 1.9 – Principe de fonctionnement d’un accéléromètre
Modèle de mesure d’un accéléromètre : La mesure d’un accéléromètre triaxial at-
taché à un corps rigide et dont les axes coïncident avec ceux d’inertie du corps, peut être
modélisée par [14]:
ya = R(q)(ap +G) + δa, (1.24)
avec ap = [ap,x ap,y ap,z]T l’accélération linéaire du corps, G = [0 0 g]T le vecteur de
gravité, exprimés dans le repère fixe N . g est la gravité (g = 9, 81m/s2) et δa est le vecteur de
bruit supposé blanc, Gaussien et dont les composantes ne sont pas corrélées. La matrice R(q)
est la matrice de rotation qui est exprimée ici en fonction du quaternion (cette matrice peut
être exprimée également en fonction des angles d’Euler).
Remarque 1.8
Dans plusieurs cas où le mouvement du corps n’est pas accéléré, l’accélération linéaire peut être
négligée devant le vecteur de gravité (||ap||  ||G||). Ainsi, la mesure du capteur est supposée
équivalente à la norme du vecteur de gravité :
ya = R(q)G+ δa. (1.25)
L’équation de mesure dans (1.25) a été utilisée dans plusieurs approches d’estimation de l’at-
titude (voir la section suivante). D’autre part, dans le cas où le corps est en mouvement
accéléré, l’accélération linéaire ne peut pas être négligée devant le champ de gravité. Du fait
que cette accélération est inconnue, cela induit souvent des erreurs sur le calcul de l’attitude.
Quelques travaux de la littérature ont traité cette problématique afin de compenser l’effet de
cette accélération. Cette problématique sera abordée dans la suite de ce travail.
Remarque 1.9 ([95])
La mesure d’un accéléromètre est définie en m/s2. Cependant, on normalise souvent le vecteur
1.4. Capteurs utilisés pour la détermination de l’attitude 21
de gravité G, soit :
G = [0 0 g]T /||G|| = [0 0 1]T . (1.26)
Ainsi, les mesures fournies par l’accéléromètre seront données en g.
1.4.2 Les magnétomètres
Un magnétomètre est un capteur qui sert à mesurer la direction et l’intensité du champ
magnétique, en particulier, le champ magnétique terrestre. Il est largement utilisé dans le
cadre d’études géologiques et de détection d’anomalies magnétiques. Au cours des dernières
années, les magnétomètres ont été miniaturisés et intégrés en tant que boussole au sein des
smartphones et GPS. En mesurant le champ magnétique terrestre, le magnétomètre détermine
son orientation par rapport au nord magnétique. Ainsi, attaché à un corps en mouvement, ce
capteur permet de mesurer la projection du champ magnétique terrestre dans le repère mobile
B lié au corps.
Le champ magnétique terrestre peut être assimilé au champ magnétique d’un dipôle d’un
aimant à barreau, comme le montre la Figure 1.10. Les pôles magnétiques se trouvent sur
l’axe de rotation de la terre et se différentient par rapport aux pôles géographiques d’un
angle appelé déclinaison. Cet angle varie tout au long de la surface de la terre et également
dans le temps car l’axe du champ magnétique terrestre se modifie au cours du temps [42].
L’inclinaison magnétique d’un lieu quant à elle, est définie par l’angle que font les lignes du
Figure 1.10 – Champ magnétique terrestre
champ magnétique terrestre avec l’horizontale.
Selon la position sur la terre, le champ magnétique terrestre varie en termes de direction
et intensité. Afin de les déterminer, des méthodes de représentation et de modélisation de
ce champ peuvent être appliquées. Le modèle magnétique mondial (WMM) est souvent le
modèle le plus utilisé pour calculer le champ magnétique, notamment en navigation [98]. Il
propose une expression simplifiée du champ magnétique, représenté par le vecteur B dont les
composantes sont données par (voir Figure 1.11a) :
• Bh, la composante horizontale, nulle aux pôles magnétiques.
• Bv, la composante verticale, dirigée vers le centre de la terre, par convention.
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(a) Représenation réelle (b) Représentation dans le repère NED
Figure 1.11 – Représentation du champ magnétique terrestre
La composante horizontale est très importante en pratique car, dans la plupart des appareils
comportant une aiguille aimantée, celle-ci est mobile autour d’un axe vertical et astreinte à
rester horizontale. Sur une telle aiguille tout se passe comme si la composante horizontale
Bh agissait seule ; elle définit ce que l’on appelle souvent la direction du nord magnétique.
L’inclinaison magnétique, définie ci-dessus, peut être représentée par l’angle I formé par les
vecteurs B et Bh. Les pôles nord et sud magnétiques sont repérés, respectivement, par une
inclinaison I = 90◦ et I = −90◦. Dans la suite de ce travail, nous notons le champ magnétique
terrestre par m comme représenté dans la Figure 1.11b, exprimé dans le repère fixe N par :
m = [mx 0 mz]
T = [||m||c(I) 0 ||m||s(I)]T . (1.27)
Les valeurs de l’angle I et de l’intensité de la norme ||m|| sont obtenues à partir du calculateur
en ligne du WMM [98].
Actuellement, il existe plusieurs technologies de magnétomètres pour mesurer l’intensité du
champ magnétique terrestre. On distingue alors les magnétomètres à effet Hall, magnétoop-
tique, à bobine d’induction, etc. [44]. Une étude détaillée sur ces technologies est présentée
dans [63].
Modèle de mesure d’un magnétomètre : La mesure d’un magnétomètre triaxial
attaché à un corps rigide et dont les axes coïncident avec ceux d’inertie du corps, peut être
modélisée par [14] :
ym = R(q)m+ δm, (1.28)
où m est le champ magnétique terrestre exprimé dans le repère fixe N et donné par (1.27),
δm est un bruit considéré blanc, Gaussien et dont les composantes ne sont pas corrélées et R
est la matrice de rotation exprimée dans (1.16).
1.4. Capteurs utilisés pour la détermination de l’attitude 23
1.4.3 Les gyromètres
Un gyromètre est un capteur inertiel qui mesure la vitesse angulaire du corps rigide dans
le repère mobile B par rapport au repère fixe N . On distingue deux types de gyromètres
selon le principe de fonctionnement : les gyromètres optiques [59] où la mesure de la vitesse
angulaire est une application de l’effet Sagnac et les gyromètres mécaniques qui se basent sur
l’effet Coriolis [101]. Grâce au faible coût et au miniaturisation, les gyromètres vibrants sont
actuellement utilisés dans des centrales inertielles.
Ce type de gyromètre est composé de corps vibrant qui produit un signal sinusoïdal d’am-
plitude constante lorsque le capteur est au repos. Si le capteur est soumis à une rotation, les
forces de Coriolis induisent des vibrations dont l’amplitude est proportionnelle à la vitesse an-
gulaire (voir Figure 1.12). Une telle structure de corps vibrant peut posséder plusieurs modes
propres de vibration et de fréquences associées [72]. On distingue deux principaux modes : le
mode primaire (ou mode pilote) et le mode secondaire (ou de détection). Le mode primaire,
qui est appelé aussi mode d’excitation, est maintenu autour de la résonance, par une source
d’énergie (piézo-électrique par exemple), pour maximiser l’énergie cinétique du système. Sous
ces conditions, un transfert d’énergie vers l’autre mode de détection, apparaît. L’amplitude de
ce mode est directement proportionnelle à la vitesse de rotation puisque la force de Coriolis
qui excite ce mode est elle-même proportionnelle à la vitesse de rotation.
Figure 1.12 – Principe de fonctionnement d’un gyromètre (a) 1er mode : vibrations natu-
relles : branches en opposition de phase (b) 2ème mode : vibrations de flexion autour de l’axe
longitudinal induites par les forces de Coriolis (mesure de la vitesse de rotation ω)
Modèle de mesure du gyromètre : La mesure d’un gyromètre triaxial attaché à un
corps rigide et dont les axes coïncident avec ceux d’inertie du corps, peut être modélisée par :
yg = ω + bg + δg, (1.29)
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où ω ∈ R3 est la vitesse réelle de rotation, bg ∈ R3 est le biais, une fonction lentement variable
dans le temps principalement due à la variation de la température et δg ∈ R3 est le bruit lié
au capteur, supposé blanc, Gaussien et dont les composantes ne sont pas corrélées.
Le biais peut être considéré constant dans certains cas. Son modèle est donc donné par [84]:
b˙g = 0. (1.30)
1.4.4 Analyse et discussion sur les systèmes de mesure
Dans ce paragraphe, nous présentons quelques propriétés communes aux trois capteurs
nécessaires à l’estimation de l’attitude mentionnés précédemment, ainsi que les limitations
relatives à chacun d’entre eux.
En général, le choix du capteur repose essentiellement sur l’application visée et sur d’autres
paramètres que nous résumons comme suit [141] :
• le facteur d’échelle ou la sensibilité : correspond au rapport entre la mesure du
capteur et la grandeur d’entrée, il s’exprime donc en (V/(◦/s)) pour les gyromètres, en
(mV/g) pour les accéléromètres et en (V/Gauss) pour les magnétomètres.
• la densité du bruit : s’exprime en (◦/s/√Hz) pour les gyromètres, en (m/s2/√Hz)
pour les accéléromètres et en (Gauss/
√
Hz) pour les magnétomètres.
• la résolution : correspond au plus petit signal d’entrée mesurable. La résolution est
le produit de la densité du bruit par la racine carrée de la bande passante du capteur.
Elle est exprimée par (◦/s) pour les gyromètres, en (g) pour les accéléromètres et en
(Gauss) pour les magnétomètres.
• l’étendu de mesure : c’est le paramètre spécifiant le maximum et le minimum du
signal que peut mesurer le capteur. Il est exprimé en (◦/s) pour les gyromètres, en (g)
pour les accéléromètres et en (Gauss) pour le magnétomètre.
• la gamme de température : c’est la marge de température dans laquelle le capteur
peut opérer.
• la bande passante : c’est le nombre de mesure par seconde. Elle est typiquement
exprimée en (Hz).
A ces caractéristiques s’ajoute le biais du gyromètre et est défini par :
• le biais : c’est le signal de sortie du capteur en l’absence de signal d’entrée (rotation).
Une variation du biais au cours du temps due à la variation de température se traduit
directement par une erreur de mesure en (◦/s).
Souvent, dans la littérature, le terme inconnu du biais est estimé en même temps que
l’attitude, ce qui rend le processus d’estimation plus coûteux en terme de calcul. En
pratique, puisque ce terme peut être considéré constant au cours du temps, on peut
toutefois le déterminer au début de l’expérimentation lorsque le capteur est statique,
en faisant une moyenne des mesures du gyromètre sur une fenêtre bien déterminée. Par
la suite, cette moyenne (image du biais) est soustraite des mesures du gyromètre au
cours de l’expérimentation. Ainsi, nous ne considérons pas ce terme dans les approches
développées par la suite. En revanche, nous l’enlevons lors des expérimentations.
Concernant les limitations de ces capteurs, nous les récapitulons à travers les trois points
suivants à prendre en compte lors du processus d’estimation de l’attitude :
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• l’accéléromètre : comme nous l’avons indiqué dans la remarque 1.8, la mesure d’un
accéléromètre triaxial contient non seulement le vecteur de gravité mais aussi l’ac-
célération linéaire du corps rigide qui est inconnue et non négligeable dans le cas de
mouvement accéléré. La qualité d’estimation de l’attitude est désormais affectée à cause
de ce terme inconnu. Il est donc nécessaire de compenser l’effet de cette accélération
dans le processus d’estimation. Ceci sera l’objet du chapitre 2 de ce manuscrit.
• le magnétomètre : bien que les magnétomètres fonctionnent très bien dans les envi-
ronnements magnétiques non perturbés (à l’extérieur par exemple), ils sont fortement
influencés par les perturbations magnétiques produites par les infrastructures (matériels
ferromagnétiques et électromagnétiques) quand il s’agit d’une utilisation à l’intérieur.
Dans ce deuxième cas, le champ magnétique terrestre est modifié et une phase de
calibration du capteur est nécessaire pour garantir la fiabilité des mesures [109], [46].
• le gyromètre : dans certaines applications d’estimation de l’attitude, où le système
fonctionne avec une batterie, (les systèmes de navigation pédestre, par exemple), les
gyromètres consomment beaucoup plus d’énergie par rapport aux accéléromètres et
aux magnétomètres. A titre d’exemple, le gyromètre L3GD20 de STMicroelectronics
consomme 6, 1mA [124] tandis que la consommation de l’accéléromètre LIS3DH (même
constructeur que le gyromètre) est de 11µA [123]. Il est donc clair que l’estimation de
l’attitude en minimisant la consommation de l’énergie, est un enjeu très intéressant. A
notre connaissance, cette problématique n’a pas été traitée dans la littérature. Nous
traiterons ce problème au chapitre 3.
1.5 Approches d’estimation de l’attitude
Comme nous l’avons mentionné précédemment, la détermination de l’attitude requiert de
l’attention dans plusieurs domaines d’application. N’étant pas directement mesurable, cette
information peut être reconstruite à l’aide d’algorithmes d’estimation fusionnant des mesures
issues de plusieurs capteurs. Le problème de détermination de l’attitude optimale en utilisant
au moins deux paires de vecteurs unitaires mesurés dans deux repères différents, a été formulé
initialement par Wahba en 1965 [137].
Le problème de Wahba visait à estimer l’attitude d’un satellite en déterminant la matrice
orthogonale optimale (la matrice d’attitude) qui minimise une fonction de coût à l’aide de
n paires de vecteurs unitaires où n ≥ 2. Il s’agit d’un problème des moindres carrés, défini
comme suit [39] :
Soient deux ensembles de vecteurs unitaires {r1, r2, ..., rn} et {b1, b2, ..., bn} où chaque paire
(ri, bi) correspond aux coordonnées d’un vecteur xi par rapport aux systèmes de coordonnées
N et B, respectivement. Le problème consiste à trouver la matrice de rotation R ∈ SO(3), qui
ramène le premier ensemble dans le second de façon à ce qu’ils coïncident le "mieux possible".
Mathématiquement, il s’agit de trouver la matrice R qui minimise la fonction coût suivante :
J(R) =
1
2
n∑
i=1
ai||bi −Rri||2, (1.31)
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où {ai} est un ensemble de poids positifs et n est le nombre total de mesures. En normalisant
les poids (
∑n
i=1 ai = 1), (1.31) peut s’écrire de la façon suivante :
J(R) = 1−
n∑
i=1
aib
T
i Rri = 1− Tr(RMT ), (1.32)
où Tr(X) désigne la trace de la matrice X et M est définie par :
M =
n∑
i=1
aibir
T
i . (1.33)
A partir de (1.32), il est clair que J(R) est minimisée lorsque Tr(RMT ) est maximisée. Plu-
sieurs solutions à ce problème ont été proposées par la suite. Il est bien connu que dans le
cas des applications utilisant des capteurs inertiels et magnétiques pour estimer l’attitude, les
deux vecteurs liés à la gravité G et au champ magnétique terrestre m sont considérés comme
vecteurs de mesure puisque qu’ils sont bien connus dans le repère fixe N . Pour obtenir une
meilleure estimation de l’attitude, les mesures d’accélération et de champ magnétique sont
fusionnées avec des mesures de vitesse angulaire ou de vitesse linéaire issues de GPS. Nous
présentons dans cette section un aperçu des principales approches proposées dans la littéra-
ture pour traiter la problématique d’estimation de l’attitude en utilisant les quaternions, les
matrices de rotations, ou les angles d’Euler. Nous avons choisi de classer ces approches en trois
groupes : le premier se focalise sur les méthodes utilisant des mesures issues d’accéléromètres,
de magnétomètres et de gyromètres, le deuxième s’étend vers les méthodes rajoutant en plus
des mesures complémentaires fournies par des GPS ou des caméras, et le troisième s’intéresse
aux méthodes récentes traitant l’estimation de l’attitude en cas de mouvement accéléré en
utilisant une simple centrale inertielle.
1.5.1 Estimation de l’attitude à base de capteurs inertiels et magnétiques
Pour cette classe d’estimateurs, nous distinguons les approches statiques correspondante
aux solutions optimales du problème de Wahba et les approches dynamiques incluant les
méthodes de filtrage ainsi que les observateurs non linéaires.
Les estimateurs optimaux : solutions du problème de Wahba
Les méthodes les plus anciennes développées pour estimer l’attitude se basent sur des algo-
rithmes qui considèrent les mesures de deux capteurs d’attitude liés au corps rigide sans avoir
besoin de définir sa dynamique de rotation. Il s’agit de résoudre le problème mathématique
proposé par Wahba pour trouver la matrice de rotation (ou le quaternion) optimale, caracté-
risant une simple rotation, à partir d’un certain nombre de vecteurs de mesure.
En 1966, Farrel et al. [37] ont proposé les premières solutions du problème de Wahba. Leur
méthode consiste en une décomposition polaire de la matrice M [37]. L’introduction de la
q-method en 1977 [54], a fait apparaître deux classes de solution du problème des moindres
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carrées de Wahba. La première classe consiste à déterminer directement la matrice de rotation
optimale alors que la deuxième s’intéresse à l’estimation du quaternion optimal associé à la
matrice de rotation. Vis-à-vis de leurs structures, ces deux méthodes conduisent à un coût et
un temps de calcul différents.
Ainsi, on distingue les algorithmes, SVD (Singular Value Decomposition) [78], FOAM (Fast
Optimal Attitude Matrix) [77], la décomposition polaire (PD) [8] et l’algorithme de l’approche
d’énergie (EAA) [88].
L’algorithme SVD consiste à décomposer la matrice M , définie dans (1.33), en valeurs singu-
lières. Comme reporté dans [78], la décomposition de la matrice M est donnée par :
M = USV T , (1.34)
avec U et V sont des matrices orthogonales et S = diag(s1, s2, s3) est la matrice diagonale
des valeurs singulières. La matrice d’attitude est ainsi donnée par :
R = ULV T , (1.35)
où L = diag(1, 1, det(U)det(V )).
En 1993, Markley [77] a proposé une autre version de la méthode SVD, connue par FOAM. A
partir des propriétés de la matrice M , la matrice de rotation peut être calculée par :
R = [(κ+ ||M ||2)M + λadjMT −MMTM ]/ξ, (1.36)
avec adj est la matrice adjointe, ||M ||2 = s21 + s22 + s23 et les coefficients κ, λ, et ξ sont les
scalaires définis en fonction de s1, s2 et s3 [77].
Dans [77], l’auteur propose un calcul itératif des coefficients scalaires κ, λ et ξ. En effet, λ
peut être définie en résolvant l’équation récursive suivante :
(λ2 − ||M ||2)2 − 8λdet− 4||adjM ||2 = 0. (1.37)
Ainsi, les scalaires κ et ξ peuvent être calculés à partir de la valeur calculée de λ. En comparai-
son avec l’algorithme SVD, l’avantage de l’algorithme FOAM est que les coefficients scalaires
définis ci-dessus, peuvent être calculés d’une façon itérative sans avoir besoin de définir s1, s2
et s3. Ainsi, l’algorithme FOAM est clairement plus rapide en terme de temps de calcul.
La deuxième famille d’estimateurs utilise le quaternion comme représentation de l’attitude.
Davenport est le premier à fournir une solution du problème de Wahba en terme de quaternion
unitaire. Cette solution s’appelle q-method [32]. L’idée est de remplacer la matrice de rotation
dans l’expression de la fonction coût (1.32) par le quaternion correspondant en utilisant la
relation entre une matrice de rotation et un quaternion, définie dans (1.16). Ainsi, la fonction
coût (1.32) est transformée en une fonction quadratique en terme de quaternion :
J(q) = 1− qTK(M)q, (1.38)
avec q le quaternion unitaire et K ∈ R4×4 la matrice symétrique définie par :
K =
[
M +MT − (Tr(M))I3
∑n
i=1 ai(bi × ri)
(
∑n
i=1 ai(bi × ri))T Tr(M)
]
. (1.39)
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Il est clair que le problème de minimisation de la fonction J(q) est équivalent à la maximisation
de qTK(M)q. Le quaternion optimal qopt est donc le vecteur propre normalisé associé à la plus
grande valeur propre de K. Cette valeur propre λmax est obtenue en résolvant analytiquement
l’égalité Kqopt = λmaxqopt. Ainsi, la fonction coût définie dans (1.38) peut être réécrite comme
suit :
J(q) = 1− λmax. (1.40)
En revanche, la solution de la q-method n’est pas unique dans le cas où la plus grande valeur
propre de K(M) a une multiplicité supérieure à 1. Ceci montre que les paires de vecteurs
ne sont pas suffisantes pour avoir une solution unique au problème [80]. En plus, puisque le
principe de cette méthode est de trouver les valeurs et vecteurs propres de la matrice K, cette
méthode reste complexe et conduit à des temps de calcul importants.
D’autres solutions alternatives ont été proposées pour résoudre le problème de Wahba. Nous
pouvons citer les deux versions de l’algorithme ESOQ (EStimation of Optimal Quaternion)
développées dans [89], [90] et [81] et l’algorithme QUEST (QUaternion ESTimation), proposé
par Shuster en 1981 dans [118].
QUEST reste un algorithme populaire pour calculer le quaternion optimal. Contrairement à
l’algorithme de q-method, QUEST repose sur la résolution de l’équation caractéristique qui
s’obtient en appliquant le théorème de Cayley-Hamilton sur la matrice S = M +MT , comme
suit :
S3 = Tr(S)S2 − Tr(adjS)S + det(S)I3. (1.41)
La solution de cette équation est un vecteur optimal yopt, défini par :
yopt = X/γ, (1.42)
avec
X = (αI3 + (λmax − 1
2
Tr(S))S + S2)(
n∑
i=1
ai(bi × ri)), (1.43)
et
γ = (λmax +
1
2
Tr(S))(λ2max − (
1
2
Tr(S))2 + Tr(adjS))− detS. (1.44)
Ainsi, le quaternion optimal lié au vecteur yopt est donné par :
qopt =
1√
γ2 + |X|2
[
γ
X
]
. (1.45)
Comme nous pouvons le constater de (1.43) et (1.44), la solution du quaternion optimal dépend
de la valeur propre maximale λmax qui doit être définie. Cette valeur est obtenue en résolvant
l’équation caractéristique suivante :
λ4 − (aλ + bλ)λ2 − cλλ+ (aλbλ + cλ
2
Tr(S)− dλ), (1.46)
avec
aλ = (
1
2
Tr(S))2 − Tr(adjS)), bλ = (1
2
Tr(S))2 + zzT , cλ = detS + z
TSz, dλ = z
TS2z, (1.47)
et z =
∑n
i=1 ai(bi × ri).
Pour que la valeur propre soit optimale, la fonction coût doit être très faible. Cela conduit
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à approximer la valeur de λmax à 1 en se basant sur (1.40). On peut toutefois appliquer la
méthode de Newton-Raphson et partir d’une valeur initiale λ = 1 puis approximer la valeur
propre à la première itération.
Théoriquement, QUEST est moins robuste que q-method, mais clairement plus rapide [81].
D’autres versions de l’algorithme QUEST ont été proposées, comme le QUEST [117], le RE-
QUEST (REcursive QUEST) [9] et le QUEST étendu (Extented QUEST ) [104]. Une étude
détaillée de ces algorithmes a été élaborée dans [67].
Durant ces dernières années, d’autres méthodes d’estimation de l’attitude en utilisant deux
vecteurs de mesure locaux connus, ont été proposées. Elkaim a proposé dans [35] un algorithme
des moindres carrées itératifs où deux vecteurs de mesure (appelés encore vecteurs d’obser-
vation) issus d’un accéléromètre et d’un magnétomètre triaxiaux sont utilisés pour calculer
itérativement l’erreur d’estimation en quaternion pour chaque couple de mesures. Le quater-
nion est mis à jour à chaque itération jusqu’à la convergence vers une valeur constante [35].
Dans [144], le calcul de l’attitude est basé sur une série de trois rotations. En effet, comme
l’attitude du corps est le résultat de trois rotations successives, on calcule chacun des angles
de rotation (roulis, tangage et lacet) puis on en déduit les quaternions associés et le quater-
nion final est égale au produit des trois. Les deux angles de roulis et tangage sont déduits à
partir des mesures de l’accéléromètre, tandis que le lacet est calculé à partir du vecteur champ
magnétique mesuré. Cet algorithme n’est efficace que lorsque le corps est en phase statique
ou quasi-statique.
Nous avons présenté jusqu’à maintenant les méthodes d’estimation de l’attitude qui se basent
sur deux vecteurs exprimés dans deux repères différents (fixe et mobile). Ces techniques sont
considérées statiques du fait qu’elles ne tiennent pas compte de la dynamique du système.
L’attitude est donc calculée indépendamment de la dynamique de rotation du corps rigide.
On utilise typiquement le vecteur d’accélération du corps rigide et le vecteur du champ ma-
gnétique comme vecteurs de mesure. Toutefois, la qualité d’estimation de l’attitude risque
de se dégrader dans certains cas. Par exemple, pour l’accéléromètre, il est très difficile de
distinguer le vecteur de gravité de l’accélération linéaire quand le corps est en mouvement
accéléré. De même pour le magnétomètre, sa mesure est entachée d’erreur dans le cas de dis-
torsion magnétique. Plusieurs travaux de recherche rajoutent les gyromètres pour améliorer
la qualité d’estimation. Ainsi, l’émergence de la théorie de filtrage de Kalman et celles des ob-
servateurs non linéaires a conduit à une large classe d’estimateurs d’attitude. Généralement,
ces méthodes fusionnent des mesures issues de trois capteurs, typiquement, les gyromètres, les
accéléromètres et les magnétomètres. En effet, les mesures de vitesse angulaire permettent de
rajouter une information sur la dynamique du corps rigide à travers l’équation dynamique de
rotation définie dans (1.21) si on utilise par exemple le quaternion comme représentation de
l’attitude. Généralement, deux architectures possibles du processus d’estimation de l’attitude
peuvent être envisagées dans le cas de l’estimation avec les trois capteurs (voir Figure 1.13).
Dans la première, les mesures issues des trois capteurs sont fusionnées directement au sein
de l’algorithme (voir Figure 1.13a) alors que dans la deuxième, l’algorithme de fusion utilise
les mesures du gyromètre et l’attitude pré-calculée à partir des mesures de l’accéléromètre et
du magnétomètre via une approche statique (algorithme des moindres carrées, par exemple)
(voir Figure 1.13b). Dans ce qui suit, nous faisons un tour d’horizon sur les méthodes de fil-
trage et les observateurs pour l’estimation de l’attitude. Signalons que notre étude s’est basée
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Figure 1.13 – Structure d’estimation de l’attitude à l’aide de capteurs inertiels et magnétiques
essentiellement sur les travaux récents développées dans ce cadre : [25], [146], [67], [80].
Filtrage de Kalman
Le filtre de Kalman est une extension des techniques des moindres carrées pour l’esti-
mation d’état d’un système linéaire, évoluant dans le temps, à partir d’une série de mesures
incomplètes ou bruitées. Le filtre de Kalman a deux phases distinctes : prédiction et mise
à jour. La phase de prédiction utilise l’état estimé de l’instant précédent pour produire une
estimation de l’état courant. Dans la phase de mise à jour, les observations de l’instant
courant sont utilisées pour corriger l’état prédit dans le but d’obtenir une estimation plus
précise.
Plusieurs travaux basés sur la théorie de Kalman pour l’estimation de l’attitude ont été
proposés dans la littérature en utilisant les représentations usuelles telles que les angles d’Euler
[24], les quaternions [62] et les matrices de rotations [61]. Un modèle de processus ainsi qu’un
modèle d’observation sont nécessaires pour le filtre de Kalman. Dans le cas de représentation
de l’attitude par quaternion, le modèle du processus correspond à l’équation dynamique de
rotation en fonction du quaternion définie dans (1.21) tandis que le modèle d’observation est
formé par les équations de mesure de l’accéléromètre (1.25) et du magnétomètre (1.28). Il
est clair que le problème d’estimation de l’attitude est un problème de filtrage non linéaire
vu le modèle d’état qui est parfois non linéaire. Ainsi, le filtre de Kalman étendu (EKF )
est parmi les premiers filtres développés dans le cadre d’estimation de l’attitude, avec ses
deux versions : le filtre de Kalman étendu additif (AEKF ) et le filtre de Kalman étendu
multiplicatif (MEKF ). Nous pouvons distinguer également le filtre de Kalman "sans parfum"
(Unscented Kalman Filter (UKF )), le filtre de Kalman à cubage (CKF ) et le filtre particulaire
(PF ). D’autres filtres de Kalman linéaires ont été développés aussi pour résoudre le problème
d’estimation en apportant des changements sur le modèle d’observation.
• Filtre de Kalman étendu : Le filtre de Kalman a été à la base développé pour
les systèmes linéaires. Cependant, cette technique peut également être utilisée pour
les systèmes non linéaires. Dans ce cas, une linéarisation du système est réalisée à
chaque étape, autour du meilleur estimé obtenu à l’étape précédente, c’est le principe
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du filtrage de Kalman étendu (EKF ) [5]. Cette approche a été largement utilisée
dans l’estimation de l’attitude en aérospatiale ([79], [11]), la capture de mouvement
[143], [113] et les véhicules aériens [15], [13]. Il s’agit de linéariser le modèle de mesure
et/ou du processus (dans le cas de l’estimation d’un biais de capteur, par exemple) en
utilisant les matrices Jacobiennes des fonctions non linéaires.
Bien que le filtre de Kalman étendu permette de fournir une meilleure estimation de
l’attitude par rapport à d’autres approches [82], cet algorithme n’est pas nécessaire-
ment optimal à cause de la linéarisation. De plus, il peut diverger si les erreurs initiales
sont importantes ou bien si le modèle n’est pas suffisamment précis [120], [25], [105].
• Filtre de Kalman étendu multiplicatif (MEKF) : Comme nous l’avons men-
tionné, le quaternion unitaire est une forme de représentation de l’attitude très inté-
ressante, en particulier pour le filtre de Kalman étendu. Cependant, dans la géométrie
des quaternions, l’utilisation des termes linéaires (q− qˆ) n’est pas très significative car
elle ne préserve pas la norme unitaire et ne correspond pas réellement à une erreur
dans l’algèbre des quaternions. De ce fait, plusieurs travaux ont été développés pour
adapter le filtre de Kalman étendu à l’algèbre des quaternions et utiliser le produit de
quaternion comme opérateur pour définir l’erreur d’attitude. Le MEKF considère que
le quaternion d’erreur est le produit d’un vrai quaternion et du quaternion estimé [79] :
qe(aφ) = qˆ
−1 ⊗ q, (1.48)
qe(aφ) est caractérisée par le vecteur aφ ∈ R3 qui peut être représenté par plusieurs
formes telles le vecteur de rotation du quaternion, le double du vecteur de Gibbs,
etc [79]. Le MEKF se base sur trois étapes principales : la prédiction, la mise à jour
et la remise à zéro. Dans la prédiction, le quaternion prédit ainsi que la matrice de
covariance de l’erreur d’estimation sont calculés à partir de l’équation dynamique
de rotation (1.21). L’étape de mise à jour du quaternion, quant à elle, passe par
l’intermédiaire d’une étape d’estimation de l’erreur, représentée par le vecteur aφ. En
pratique, cette erreur est calculée par rapport à un quaternion mesuré (pré-calculé par
un autre algorithme statique comme le QUEST ). Enfin, pour éviter toute redondance
amenant à estimer à la fois qˆ et aˆφ (deux représentations de l’attitude), le vecteur aˆφ
est remis à zéro (qe(aφ) est égal au quaternion d’identité) avant de recommencer une
nouvelle étape de prédiction. Ainsi, il est clair que l’avantage du filtre MEKF est la
conservation de la norme unitaire du quaternion. Des extensions de ce filtre ont été
proposées par [18] et [85].
• Filtre de Kalman étendu additif (AEKF) : Le filtre de Kalman étendu additif
[10] se base sur l’approche classique du filtre de Kalman étendu où les composantes
du quaternion sont supposées indépendantes et l’erreur d’estimation est calculée d’une
façon linéaire :
qe = q − qˆ, (1.49)
q et qˆ sont respectivement le vrai quaternion et le quaternion estimé. Dans le AEKF,
l’étape de mise à jour consiste à ajouter un terme de correction où l’erreur est
calculée à partir de (1.49). Puisque cette erreur ne conserve pas la norme unitaire du
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quaternion, une étape de normalisation du quaternion estimé est nécessaire.
L’inconvénient du AEKF est que la matrice de covariance contient des incertitudes
relatives à la norme du quaternion.
• Filtre de Kalman "sans parfum" (UKF) : Le filtre de Kalman "unscented" est
une alternative du filtre de Kalman étendu [25], [142], basée sur une approximation
du second ordre (ou d’ordre supérieur) des fonctions non linéaires pour l’estimation de
la moyenne et de la covariance du vecteur d’état. L’idée est d’appliquer les équations
du filtre de Kalman classique sur un ensemble sigma points pour approximer la loi de
distribution de probabilité des variables aléatoires au lieu d’utiliser une distribution
Gaussienne locale. L’algorithme commence donc par générer un ensemble de points,
appelé sigma points dont la dynamique sera propagée selon les équations non linéaires
du système. Par la suite, on approxime la moyenne et la covariance du vecteur d’état
en fonction des sigma points choisis. Après avoir défini le vecteur d’observation prédit
(calculé en appliquant l’équation d’observation non linéaire sur les sigma points), une
étape de mise à jour classique est effectuée pour obtenir l’estimation du quaternion
ainsi que la matrice de covariance de l’erreur d’estimation.
Le filtre UKF est clairement plus avantageux que le filtre EKF non seulement parce
qu’il évite l’étape de linéarisation mais aussi parce qu’il est plus simple et robuste
en terme de calcul [132]. Cependant, cette approche possède le même problème
de normalisation que le filtre EKF, puisqu’elle utilise une addition pour calculer
l’état prédit. Pour remédier à ce problème, une approche a été proposée dans
[29] pour caractériser le vecteur d’erreur par les paramètres de Rodrigues généra-
lisés (une autre forme de représentation de l’attitude) pour mettre à jour le quaternion.
• Filtre de Kalman particulaire (PF) : Le filtre particulaire est en quelque sorte
une généralisation du filtre UKF. Il se base sur l’approximation de la fonction de distri-
bution de probabilité de l’état à l’aide d’un grand nombre d’échantillons aléatoires (ou
particules) de l’état. La particularité de ce filtre est que la fonction de distribution n’a
pas de forme connue (Gaussienne, par exemple). Son avantage est qu’il est performant
dans le cas où le système est fortement non linéaire et quand les mesures sont entachées
de bruits non Gaussiens. Cependant, son coût de calcul est très important [25]. Dans
la littérature, plusieurs travaux ont traité le problème d’estimation de l’attitude à
l’aide du filtre particulaire [26], [20]. Souvent, l’approche par PF est très difficile à
mettre en œuvre sur des systèmes embarqués (robotique aérienne, par exemple) car ils
exigent des coûts de calcul importants pour les processeurs souvent utilisés dans ces
applications.
• Filtre de Kalman à cubage : Une famille remarquable d’estimateurs d’attitude a
été récemment utilisée dans la littérature, les filtres de Kalman à cubage "cubature"
[127], [56]. C’est une approximation directe des approches bayésiennes et utilise une
règle d’intégration à cubage sphérique radiale de troisième degré ce qui améliore le
calcul numérique des intégrales pondérées. Ces filtres permettent d’assurer la stabilité
de calcul et de diminuer son coût.
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• Filtre de Kalman linéaire : Un filtre de Kalman linéaire a été proposé par Chou-
kroun et al. [28], [51]. Une nouvelle approche de modélisation, où le modèle de mesure
est linéaire, a été considérée. Ainsi, un filtre de Kalman classique a été utilisé pour es-
timer l’attitude. Notons que les matrices de covariance des bruits sont dépendantes de
l’état (quaternion) et par conséquent, leurs précisions de calcul dépendent de la qualité
d’estimation.
Les observateurs non linéaires
Les observateurs non linéaires représentent une autre classe d’approches qui a été intro-
duite récemment comme solution alternative au filtre de Kalman dans le cadre de l’estimation
de l’attitude [136], [40], [22], [71], [48], [19]. En général, un observateur permet d’estimer l’état
du système qui n’est pas mesurable à partir d’un certain nombre d’observations tout en se
basant sur le modèle du système. Ainsi, un observateur prend la forme d’une représentation
d’état constituée d’une équation dynamique du processus où l’état est corrigé en utilisant
l’écart entre la sortie mesurée et la sortie reconstruite par l’observateur. Contrairement au
filtre de Kalman qui propose un calcul bien défini du gain, le réglage du gain d’un observateur
n’est pas trivial et nécessite beaucoup de précautions en termes de stabilité globale et conver-
gence.
Dans le cadre de l’estimation de l’attitude, les premiers observateurs ont été proposés dans
[115] pour l’estimation de la vitesse angulaire d’un corps rigide et dans [129] pour le calibration
des gyromètres pour les satellites et les télescopes.
Ultérieurement, des observateurs classiques ont été synthétisés sur la base de ces approches
pour la détermination de l’attitude et éventuellement du biais de gyromètre, en utilisant
les quaternions comme représentation de l’attitude [22], [39]. Typiquement, l’observateur est
construit à partir de l’équation dynamique de rotation du corps rigide donnée dans (1.19),
qui est alimentée par des mesures de vitesse angulaire issues d’un gyromètre. Le terme de
correction est le quaternion d’erreur entre le quaternion estimé et celui mesuré à partir d’une
autre source complémentaire (quaternion calculé à partir d’une combinaison de mesures issues
d’un accéléromètre et d’un magnétomètre). Une analyse de la stabilité globale asymptotique
de l’observateur est souvent établie à l’aide de la théorie de Lyapunov. Les filtres complé-
mentaires, ayant une théorie proche des observateurs non linéaires, ont été largement utilisés
pour l’estimation de l’attitude [70], [21], [134], [52], [4], [140]. Comme son nom l’indique, un
filtre complémentaire fusionne les mesures de plusieurs capteurs ayant des caractéristiques
fréquentielles complémentaires afin d’obtenir une meilleure estimation. En effet, il est bien
connu que les gyromètres fournissent un calcul peu précis de l’attitude à long terme à cause de
l’intégration du terme de biais intrinsèque [70]. En même temps, l’attitude calculée à l’aide des
mesures provenant de l’accéléromètre et du magnétomètre est souvent très bruitée quand il
s’agit de mouvement accéléré. Ainsi, un filtre complémentaire permet de garantir un meilleur
compromis entre fiabilité à court terme fournie par les gyromètres (insensible au biais et aux
accélérations linéaires) et fiabilité à long terme assurée par les accéléromètres et magnéto-
mètres (correction de la dérive des gyromètres).
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Une autre famille d’observateurs non linéaires, appelée observateurs invariants, a été proposée
dans [16], [84], [17], [58]. En général, les observateurs invariants respectent les caractéristiques
géométriques du système non linéaire et permettent de préserver ses contraintes et ses sy-
métries naturelles. Ces observateurs convergent localement autour de chaque trajectoire du
système et puisque la dynamique d’erreur de l’observateur est indépendante de la trajectoire
du système, le domaine de convergence de l’observateur par rapport aux conditions initiales
devient très large. Cependant, l’inconvénient de ces approches est lié à la stabilité globale,
c’est-à-dire, à l’aide de tels observateurs, il est parfois difficile de garantir la stabilité globale
du système [67].
1.5.2 Estimation de l’attitude à base de fusion IMU/GPS ou IMU/Vision
L’estimation de l’attitude a été encore étudiée dans le cas d’une fusion IMU/GPS et
IMU/Vision en utilisant des observateurs non linéaires.
La fusion IMU/GPS a été largement traitée en robotique aérienne [136], [133], [83], [47], [111],
[68], [43]. En effet le GPS fournit des informations liées à la vitesse et à la position linéaire
du drone. Les travaux de Hua et al. [47] concernent l’estimation de l’attitude (sous forme de
matrice de rotation) alors que dans [111], l’observateur est synthétisé sur la base du quater-
nion. Cependant, l’utilisation du GPS reste limitée aux zones couvertes par ce réseau et la
précision diminue lors de la navigation à l’intérieur par exemple. Ainsi, la qualité d’estimation
de l’attitude avec ces observateurs se dégrade. L’approche proposée par Euston et al. [36]
rajoute plutôt un capteur de pression qui permet de mesurer la vitesse de l’air pour estimer
la projection du vecteur de gravité et déduire l’attitude du drone en mouvement accéléré.
La fusion IMU/Vision (camera) a été proposée dans [7], [107], [135], [87]. Parmi les applica-
tions de ce type d’approche, nous pouvons citer l’estimation de la posture dans le cadre de la
navigation inertielle à l’intérieur. En effet, les nouvelles générations de cameras embarquées
sur le corps permettent de renseigner directement sur sa vitesse et sa position. Ces informa-
tions complètent les mesures inertielles et magnétiques pour estimer au mieux l’attitude. Les
travaux développés dans [7], [107], [135] permettent d’estimer par exemple l’attitude et la
vitesse de translation.
1.5.3 Estimation de l’attitude à base d’IMU dans le cas de mouvement
accéléré
Bien que de nombreuses techniques d’estimation ont été proposées pour la détermination
de l’attitude d’un corps rigide, comme celles que l’on vient de citer (les techniques des moindres
carrées, les techniques de filtrage de Kalman, les observateurs non linéaires, etc.), le problème
lié à l’estimation de l’attitude pendant les phases dynamiques où l’accélération linéaire du corps
n’est plus négligeable, a été peu abordé. Deux solutions ont été proposées dans la littérature. La
première consiste à rajouter une source complémentaire de mesure (GPS, par exemple) comme
présenté dans le paragraphe 1.5.2 et la deuxième se base sur des techniques de compensation
de l’effet de l’accélération linéaire du corps rigide sans avoir besoin de rajouter une autre
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source complémentaire de mesure. Dans notre cas, nous nous focalisons sur cette deuxième
catégorie où on propose d’améliorer les résultats d’estimation à partir de mesures inertielles
et magnétiques uniquement. Comme nous l’avons mentionné dans le paragraphe 1.4.4, la
mesure de l’accéléromètre devient difficile à exploiter dès que le corps rigide est soumis à des
mouvements accélérés ce qui affecte la qualité d’estimation.
Récemment, quelques travaux de recherche ont traité ce problème en minimisant l’effet des
accélérations linéaires sur la qualité d’estimation de l’attitude [108], [64], [92], [125], [61]. Par
exemple, le travail dans [108] propose une solution pour compenser l’effet des accélérations
linéaires en attribuant des valeurs très grandes à la matrice de covariance liée au bruit des
accéléromètres. Cette méthode consiste à séparer les phases statiques des phases dynamiques à
travers une loi de commutation qui est basée sur la norme de la mesure de l’accéléromètre. En
effet, si la norme de l’accélération mesurée est très proche de celle du vecteur de gravité, alors le
corps rigide est considéré en phase statique, sinon, en phase dynamique (mouvement accéléré).
En se basant sur le même principe de détection, un filtre adaptatif a été développé dans [64]
et [92], l’approche consiste à ajuster la matrice de covariance liée au bruit d’observation en
changeant sa valeur ou en lui ajoutant une matrice diagonale, pendant les phases dynamiques
du mouvement. Toutefois, il est clair que ces approches nécessitent le réglage d’une certaine
valeur de seuil de la norme d’accélération, ce qui est très délicat en pratique et dépend de
l’application envisagée.
Un algorithme d’estimation de la matrice de covariance liée au terme de l’accélération linéaire
a été proposé dans [125]. Contrairement aux approches précédentes, cette méthode consiste à
estimer la direction de l’accélération linéaire, c’est-à-dire, l’axe ou les axes de l’accéléromètre
où il y a des valeurs importantes d’accélération. Dans ce cas, on attribue moins de poids aux
mesures d’accélération correspondant seulement à l’axe détecté et non pas à toutes les mesures
des axes de l’accéléromètre. Les résultats de cet algorithme semblent pertinente, cependant,
la définition d’un seuil reste nécessaire.
Une autre solution à ce problème a été proposée dans [61]. La méthode consiste à représenter
l’accélération linéaire par un modèle de premier ordre pour estimer sa valeur à chaque étape
du filtre de Kalman. Bien que la compensation de l’effet de l’accélération linéaire est bien
claire pendant des phases dynamiques de courtes durées, cet algorithme perd son efficacité
lorsque la norme de l’accélération linéaire est importante ou bien si les phases dynamiques
durent une certaine période.
1.5.4 Analyse et discussion à propos des estimateurs de l’attitude
Des variétés d’estimateurs ont été développées dans la littérature pour l’estimation de
l’attitude d’un corps rigide. Selon le nombre de capteurs utilisés, on distingue trois grandes
catégories : les approches utilisant des capteurs inertiels et magnétiques lors de phases statiques
ou quasi-statiques, les approches qui rajoutent une source complémentaire de mesure comme
un GPS ou un système de vision et les approches considérant les mêmes capteurs inertiels et
magnétiques mais lors de mouvements accélérés.
• Dans la première catégorie, nous distinguons les estimateurs statiques (algorithmes des
moindres carrées) et les estimateurs dynamiques (filtrage de Kalman et observateurs
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non linéaires).
Les méthodes statiques sont celles qui se basent sur la résolution du problème de
Wahba. En général, elles sont dédiées aux applications en aérospatiale. Mathéma-
tiquement, les algorithmes les plus robustes sont la q-method et la méthode de
décomposition en valeurs singulières SVD [91]. De point de vue temps de calcul, la
q-method, où on considère un simple calcul du vecteur propre de la matrice symétrique
4 × 4, est relativement plus rapide que la SVD. Les autres approches (QUEST et
FOAM ) sont moins robustes puisqu’elles proposent un calcul de la valeur propre à
partir d’une équation caractéristique d’ordre 4, ce qui n’est pas fiable numériquement
[81]. La méthode QUEST est la plus rapide et assure une bonne précision si les
variations des bruits de mesure ne sont pas très importantes.
• Les techniques d’estimation dynamique contiennent essentiellement les filtres de
Kalman et ses variantes et les observateurs non linéaires. L’avantage de ces approches
par rapport aux précédentes est l’intégration des mesures de vitesse angulaire issues
du gyromètre. Ces mesures permettent de renseigner sur la dynamique du corps et
corriger les informations éventuellement erronées qui proviennent principalement de
l’accéléromètre (dans le cas de mouvement dynamique).
• Les filtres de Kalman nécessitent parfois une étape de linéarisation (dans le cas du
filtre de Kalman étendu) ce qui ne garantit pas la convergence globale du filtre. Dans le
cas de l’utilisation du quaternion comme représentation de l’attitude, les filtres MEKF
et AEKF se différencient au niveau du le calcul de l’erreur d’estimation dans la phase
de mise à jour. Ainsi, le MEKF calcule cette erreur en utilisant la multiplication des
quaternions ce qui permet d’éviter les problèmes de singularité et de redondance de
quelques formes de représentation de l’attitude.
• Les approches par UKF et PF restent difficiles à mettre en œuvre dans certaines
applications car elles exigent des coûts de calcul élevés par rapport aux performances
des processeurs utilisés dans ces applications.
• Les observateurs non linéaires demandent moins de calcul par rapport aux filtres de
Kalman. Une analyse de stabilité peut être établie dans certains cas en se basant sur
la théorie de Lyapunov. De plus, la condition de bruit Gaussien n’est plus nécessaire.
Dans ces approches, la condition d’optimalité doit être remplacée par une condition
de robustesse par rapport aux bruits.
• Les estimateurs intégrant des sources complémentaires de mesure (GPS ou système
de vision) sont généralement des observateurs non linéaires ou encore des filtres
complémentaires. L’avantage est l’apport d’une information supplémentaire sur la
vitesse ou la position du corps rigide pour en déduire l’accélération linéaire qui est
inconnue et non négligeable lors des phases dynamiques du mouvement. Bien que ces
méthodes sont très utilisées surtout dans le domaine de la robotique, elles perdent
en performance lorsqu’il s’agit d’applications à l’intérieur où le signal GPS n’est plus
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disponible.
• Enfin, pour remédier au problème de la détermination de l’attitude en mouvement
accéléré, plusieurs filtres ont été développés pour compenser l’effet de l’accélération
linéaire en utilisant seulement des données inertielles et magnétiques. Nous constatons
que ce problème a été peu abordé dans la littérature malgré son importance.
1.6 Conclusion
Ce chapitre introduit la problématique d’estimation de l’attitude en général. La première
partie présente la notion de l’attitude d’un corps rigide et montre son importance dans plu-
sieurs domaines d’application.
Trois différentes formes de représentation de l’attitude (les matrices de rotation, les quater-
nions et les angles d’Euler) ont été présentées dans la deuxième partie. Après avoir analysé
les avantages et les inconvénients de chacune de ces formes, nous avons retenu le formalisme
des quaternions unitaires pour développer toutes nos approches dans le reste de ce travail.
Dans la troisième partie, nous avons défini les systèmes de mesure nécessaires. Nous nous
sommes limités aux capteurs inertiels et magnétiques. Malgré leurs tailles miniatures et leurs
faibles coûts, nous avons soulevé quelques limitations de ces capteurs que nous essayons de
traiter dans le reste de notre travail. En particulier, le problème de l’accélération linéaire pré-
sente dans les mesures de l’accéléromètre dans le cas de mouvement accéléré du corps rigide
et le problème d’utilisation intermittente du gyromètre, le capteur le plus énergivore sur une
centrale inertielle. Ces deux problématiques seront l’objet des chapitres 2 et 3, respectivement.
Par la suite, nous avons fait un tour d’horizon sur les différentes approches d’estimation de
l’attitude proposées dans la littérature. Il est clair que c’est difficile de favoriser une méthode
par rapport à une autre et que le choix doit se baser naturellement sur le type d’application
envisagée pour satisfaire ses contraintes.

Chapitre 2
Estimation de l’attitude d’un corps
rigide en mouvement accéléré
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2.1 Introduction
Ce chapitre est consacré à l’estimation de l’attitude d’un corps rigide en mouvement ac-
céléré, une problématique qui reste peu traitée dans la littérature ou souvent simplifiée. Nous
proposons deux approches d’estimation dans ce cadre. La première consiste en un filtrage de
Kalman adaptatif. Quant à la deuxième, elle concerne le filtrage dans le cas d’un système
singulier. Le quaternion sera considéré comme la représentation mathématique de l’attitude.
Les deux approches sont validées à l’aide de tests en simulation numérique.
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2.2 Énoncé du problème
Avant d’aborder le problème d’estimation de l’attitude, nous rappelons les équations de
mesure des capteurs utilisés. En effet, le problème d’estimation est basé sur la fusion de 9
mesures provenant d’une triade orthogonale composée d’un gyromètre triaxial, d’un accéléro-
mètre triaxial et d’un magnétomètre triaxial, attachée à un corps rigide en mouvement dans
l’espace 3D. Les signaux issus des 3 capteurs (exprimés dans le repère mobile B), notés yg,
ya, et ym ∈ R3, sont respectivement donnés par [14]:
yg = ω + δg, (2.1)
ya = R(q)(G+ ap) + δa, (2.2)
ym = R(q)m+ δm, (2.3)
où R(q) est la matrice de rotation exprimée en fonction du quaternion et définie dans (1.16),
ap ∈ R3 désigne l’accélération linéaire du corps, G = [0 0 g]T est le vecteur de gravité
(g = 9.81m/s2), m = [mx my mz]T = [||m||cI 0 ||m||sI]T représente le vecteur de
champ magnétique terrestre mesuré dans le repère fixe N et I est l’inclinaison du champ
magnétique. Rappelons qu’en réalité, les mesures du gyromètre dans (2.33) contiennent un
biais bg. Ce dernier ne sera pas pris en compte dans le calcul puisqu’on peut le calculer et
l’enlever des mesures lors de la phase expérimentale. Comme mentionné dans le paragraphe
1.4.2, la norme ||m|| et l’angle d’inclinaison I varient selon l’emplacement sur terre et sont
accessibles via le calculateur en ligne du modèle magnétique mondial (WMM) [98]. Les bruits
des capteurs δg, δa, et δm sont supposés blancs, Gaussiens et mutuellement indépendants.
Leurs matrices de covariance sont respectivement définies par :
Rg = σ
2
gI3, (2.4)
Ra = σ
2
aI3, (2.5)
Rm = σ
2
mI3, (2.6)
où σg, σa et σm sont respectivement les écarts types des bruits des trois capteurs.
Dans ce qui suit, nous considérons la représentation en temps discret des équations de mesure
(2.1)-(2.3), à savoir :
yg,k = ωk + δg,k, (2.7)
ya,k = R(qk)(G+ ap,k) + δa,k, (2.8)
ym,k = R(qk)m+ δm,k, (2.9)
où k correspond à l’instant de l’échantillon.
La variation de l’attitude (exprimée en terme de quaternion) d’un corps rigide par rapport au
repère fixe N , est régie par l’équation différentielle de rotation définie dans (1.21) par :
q˙ =
1
2
Ω(ω)q. (2.10)
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La matrice Ω(ω) est définie par (1.23) :
Ω(ω) =
[
0 −ωT
ω −[ω×]
]
, (2.11)
où la variable ω correspond à la vitesse angulaire mesurée par le gyromètre.
Remarque 2.1
Une simple analyse de l’équation (2.2) montre que les mesures de l’accéléromètre sont la pro-
jection à la fois du vecteur de gravité G et de l’accélération linéaire ap. Étant donné que cette
accélération est souvent inconnue, dissocier ces deux quantités (G et ap) devient difficile, sur-
tout lorsque l’accélération linéaire augmente c’est à dire lorsque le corps est en mouvement
accéléré. Dans ce cas, le problème de Wahba n’est pas respecté puisqu’un des deux vecteurs de
référence n’est pas connu. Cela conduit à des erreurs importantes sur l’estimation de l’attitude
dans le cas d’une utilisation mixte d’accéléromètres et magnétomètres ou en rajoutant égale-
ment des gyromètres.
Pour remédier à ce problème, nous proposons des méthodes de filtrage permettant de com-
penser l’effet de l’accélération linéaire au sein du processus de l’estimation. Ceci requiert la
distinction des phases dynamiques (où ap n’est pas négligeable devant G) des phases statiques
(où ap est négligeable devant G). Par conséquent, nous proposons parallèlement une méthode
intelligente permettant de détecter les phases où le mouvement est accéléré afin d’avoir une
meilleure estimation.
2.3 Classification des mouvements
L’objectif ici est de définir une loi de détection pour décider si le corps est en phase
dynamique (mouvement accéléré) ou bien statique, étant donné une séquence de mesures ac-
célérométriques {ya,k, ya,k+1, ..., ya,W+k+1}, donnée dans l’intervalle de temps [k, k +W + 1]
avecW est la longueur de la fenêtre glissante. Une fois le mouvement accéléré détecté, la com-
pensation de l’effet de l’accélération linéaire peut être appliquée afin que cela ne se répercute
sur la qualité d’estimation.
Mathématiquement, le problème de détection est équivalent à un problème de test binaire
d’hypothèses dans lequel le détecteur évalue entre deux hypothèses H0 et H1 définies comme
suit :
• H0 : le corps est en phase statique,
• H1 : le corps est en phase dynamique.
Dans le cadre de notre travail, nous proposons trois types de détecteurs qui se basent sur la
norme de la mesure de l’accéléromètre à chaque instant [74]. Le premier est déterministe, le
deuxième est stochastique et le troisième est hybride. Nous détaillons dans ce qui suit chacun
de ces détecteurs.
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2.3.1 Approche de détection déterministe
Comme indiqué dans la section précédente, l’accélération linéaire ap,k pendant les phases
statiques, est négligeable par rapport au vecteur de gravité G. Dans ce cas, la norme de la
mesure de l’accéléromètre ||ya,k|| est pratiquement égale à celle de la gravité ||G||. Cependant,
pendant les phases dynamiques, ||ya,k|| devient supérieure ou égale à ||G||. Ainsi, tant que la
norme de la mesure de l’accélération est voisine de celle de la gravité, on peut déduire qu’on
est en présence d’une phase statique. Sachant que la mesure est bruitée, on propose deux seuils
s1 et s2 donnant lieu au test décisionnel suivant :
Test 1 : Soient s1 et s2 deux seuils fixés expérimentalement lors d’une phase préliminaire de
calibration :
• si s1 < ||ya,k|| < s2 ⇒ H0 : phase statique,
• sinon ⇒ H1 : phase dynamique.
2.3.2 Approche de détection stochastique
La comparaison de la valeur instantanée de la norme de la mesure de l’accéléromètre aux
seuils considérés s’avère très exposée aux fausses alarmes et non-détections. Pour remédier à
ce problème, nous proposons ici un deuxième détecteur construit de sorte que la probabilité
de détection (PD) des phases dynamiques soit maximisée pour une valeur de probabilité de
fausse alarme (PFA) donnée i.e., la probabilité de décider que le corps est en phase dynamique
alors qu’il est en phase statique.
A partir de (1.17) et (2.8), et selon les hypothèses de détection, nous pouvons représenter la
mesure de l’accéléromètre comme suit :
• ya,k = guk + δa,k, sous H0,
• ya,k = guk + a¯p,k + δa,k, sous H1.
où a¯p,k = R(qk)ap,k et uk ∈ R3 est le vecteur de norme unité, donné par :
uk =
2q1,kq3,k − 2q0,kq2,k2q2,kq3,k + 2q0,kq1,k
2q20,k + 2q
2
3,k − 1
 . (2.12)
L’idée est de définir une fonction de détection fk à partir de ya,k et de la comparer par la suite
à une valeur de seuil s, c’est à dire :
• si fk(ya,k) < s ⇒ H0 : phase statique,
• si fk(ya,k) > s ⇒ H1 : phase dynamique.
Le problème de test d’hypothèses peut être défini en utilisant la norme carrée de ya,k, comme
suit :
||ya,k||2 = g2 + ||δa,k||2 + 2guTk δa,k, sous H0, (2.13)
||ya,k||2 = g2 + ||a¯p,k||2 + ||δa,k||2 + 2guTk δa,k + 2guTk ap,k + 2δTa,kap,k, sous H1. (2.14)
Sous l’hypothèse H0, puisque le bruit δa,k est supposé de moyenne nulle et indépendant de uk,
en appliquant l’opérateur espérance mathématique (E[•]) à (2.13), on obtient (voir annexe A) :
E[||ya,k||2 − g2] = 3σ2a. (2.15)
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Cette moyenne peut être approximée par :
E[||ya,k||2 − g2]− 3σ2a ≈ fk =
1
W
k∑
i=k−W+1
(||ya,i||2 − g2 − 3σ2a). (2.16)
où W est la longueur de la fenêtre glissante définie ci-dessus. D’où la définition de la fonction
de détection fk dont les caractéristiques statistiques sont exprimées par (voir annexe A) :
E[fk] = 0, (2.17)
σ2f = var[fk] =
1
W
(6σ4a + 4g
2σ2a). (2.18)
Comme nous l’avons mentionné, le test peut se faire en comparant la valeur de fk à un seuil
s donné. Ainsi, le choix de la valeur du seuil s’avère une étape importante pour la bonne
décision.
Choix du seuil s : Le calcul du seuil s nécessite la connaissance d’une valeur maximale de
PFA.
Dans le cas où fk ≥ s alors que le corps est en phase statique ou quasi-statique, la détection
est considérée comme étant une fausse alarme. Le test indique une non détection quand fk < s
alors que le corps est en mouvement accéléré. Le but dans le calcul de s, étant de garantir une
PFA inférieure ou égale à un niveau α, i.e :
PFA = P (fk ≥ s/le corps est en phase statique) ≤ α. (2.19)
Pour cela, nous utilisons l’inégalité de Chebyshev que nous rappelons dans le théorème suivant :
Théorème 2.1 (Inégalité de Chebyshev [122])
Soit X une variable aléatoire de moyenne µ et de variance finie σ2. L’inégalité de Chebyshev
s’énonce de la façon suivante :
P (|X − µ| ≥ s) ≤ σ2/s2. (2.20)
En appliquant cette inégalité à fk, tout en considérant sa moyenne nulle, nous obtenons :
PFA =
1
2
P (|fk| ≥ s) ≤ σ2f/s2. (2.21)
Ainsi, pour déterminer le seuil garantissant notre objectif, il suffit de choisir s tel que : α =
σ2f
s2
,
ce qui donne :
s =
√
σ2f
α
. (2.22)
Finalement, nous proposons le test suivant :
Test 2 : Etant donnée une PFA α :
• si fk(ya,k) <
√
σ2f
α ⇒ H0 : phase statique,
• si fk(ya,k) >
√
σ2f
α ⇒ H1 : phase dynamique.
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2.3.3 Approche de détection hybride
La fonction de détection fk peut être trop lisse, ce qui conduit à un temps de latence
sur la détection de certains événements puisque toutes les mesures ont les mêmes poids dans
la construction de fk. Par conséquent, pour donner plus de poids à la valeur actuelle, nous
proposons de combiner les deux approches précédentes :
Test 3 : Pour des valeurs données de s1, s2 , et α :
• si fk(ya,k) <
√
σ2f
α et s1 ≤ ||ya,k|| ≤ s2 ⇒ H0 : phase statique,
• sinon ⇒ H1 : phase dynamique.
En conclusion, le deuxième détecteur permet non seulement de faire le test sur une moyenne
d’un nombre donné d’échantillons de la norme ||ya,k||, mais aussi de calculer la valeur du seuil
d’une manière intelligente et adéquate. Le Test 2 est ainsi retenu pour élaborer les algorithmes
d’estimation dans la suite de ce travail.
L’évaluation de ce test sera présentée dans le paragraphe 2.4.3.2.
2.4 Estimation de l’attitude par filtrage de Kalman adaptatif
Nous proposons dans cette section un filtre de Kalman qui permet de déterminer l’atti-
tude d’un corps à partir des mesures d’un gyromètre, un accéléromètre et un magnétomètre
triaxiaux. Comme nous l’avons mentionné dans la section 2.2, la mesure d’un accéléromètre
représente la projection de la somme du vecteur de gravité et de l’accélération linéaire (terme
inconnu) du corps rigide. Afin d’éviter toute erreur d’estimation de l’attitude due à ce terme
souvent non négligeable, son effet doit être compensé au cours du processus d’estimation.
L’idée consiste à adapter la valeur de la matrice de covariance associée aux bruits de mesures
de l’accéléromètre à partir du résidu du filtre. En se basant sur la 2ème loi de détection élaborée
dans la section 2.3, nous pouvons distinguer les phases statiques et dynamiques du mouvement
du corps rigide et par la suite appliquer le processus d’adaptation de la matrice de covariance.
2.4.1 Modèle d’état considéré
La première étape consiste à établir le modèle d’état adéquat pour l’élaboration du filtre.
Le modèle du processus est obtenu à partir des mesures du gyromètre tandis que le modèle
de mesure est construit à partir des mesures de l’accéléromètre et du magnétomètre.
2.4.1.1 Modèle du processus
Soit l’équation dynamique de rotation du corps rigide définie dans (2.10) et l’équation de
mesure du gyromètre définie dans (2.1). En substituant (2.1) dans (2.10), cette dernière se
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réécrit comme suit :
q˙ =
1
2
Ω(yg − δg)q (2.23)
=
1
2
Ω(yg)q − 1
2
Ω(δg)q.
En utilisant (1.13) pour le quaternion q et le vecteur de bruit δg, on obtient le modèle final
du processus :
q˙ =
1
2
Ω(yg)q + w, (2.24)
avec w est le bruit du processus exprimé par :
w = −1
2
Ξ(q)δg. (2.25)
En discret, l’équation différentielle obtenue dans (2.24) peut être réécrite sous la forme sui-
vante :
qk+1 = [I4 +
∆t
2
Ωk]qk + wk, (2.26)
où qk est le quaternion défini à l’instant k, ∆t est la période d’échantillonnage et Ωk est la
matrice contenant la mesure de la vitesse angulaire yg,k à l’instant k, définie comme suit :
Ωk =
[
0 −yTg,k
yg,k −[y×g,k]
]
, (2.27)
où [y×g,k] est le tenseur antisymétrique associé au vecteur vitesse angulaire yg,k, défini dans
(1.3). wk est le vecteur de bruit du processus, supposé de moyenne nulle et de covariance Qk,
et est exprimé par :
wk = −∆t
2
Ξ(qk)δg,k. (2.28)
Signalons ici que wk dépend de l’état i.e du quaternion qk.
2.4.1.2 Modèle de mesure
Le filtre adaptatif proposé dans ce travail est basé sur un modèle de mesure particulier
développé par Choukroun et al. [28]. La caractéristique principale de ce modèle est qu’il
conduit à un modèle d’état linéaire. Ainsi, les étapes d’un filtre de Kalman classique peuvent
être appliquées pour déterminer l’attitude.
Soient bq et rq les quaternions associés aux vecteurs bi et ri, représentant les coordonnées d’un
vecteur xi dans les repères B et N , respectivement :
bq = [0 b
T
i ]
T , rq = [0 r
T
i ]
T . (2.29)
Rappelons que ces deux quaternions sont liés par la relation suivante :
bq = q
−1 ⊗ rq ⊗ q. (2.30)
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En multipliant à gauche (2.30) par q et en utilisant le produit de quaternions donnée par
(1.10), nous avons :
q ⊗ bq =
[
0 −bTi
bi −[b×i ]
]
q, (2.31)
rq ⊗ q =
[
0 −rTi
ri [r
×
i ]
]
q. (2.32)
En soustrayant (2.31) et (2.32), nous obtenons :
0 =
[
0 −(bi − ri)T
(bi − ri) −[(bi + ri)×]
]
q, (2.33)
On pose :
si =
1
2
(bi + ri), (2.34)
di =
1
2
(bi − ri). (2.35)
L’équation (2.33) devient :
0 = H¯iq, (2.36)
avec H¯i est la matrice 4× 4, définie par :
H¯i =
[
0 −dTi
di −[s×i ]
]
. (2.37)
Il est clair que (2.36) n’est vraie que lorsque le vecteur bi, qui représente le vrai vecteur
d’observation issu du capteur, ne contient pas de termes d’erreur. En effet, on dispose en
général d’un vecteur de mesure à chaque instant k, noté bmi . Ce vecteur est la somme du vrai
vecteur d’observation bi et d’un terme d’erreur résultant du bruit de mesure. On a donc :
bmi = bi + δbi, (2.38)
où δbi correspond au terme d’erreur.
En substituant (2.38) dans (2.37), on obtient :
H¯i =
[
0 −12(bmi − δbi − ri)T
1
2(b
m
i − δbi − ri) −[12(bmi − δbmi + ri)×]
]
=
[
0 −12(bmi − ri)T
1
2(b
m
i − ri) −[12(bmi + ri)×]
]
− 1
2
[
0 −δbTi
δbi −[δb×i ]
]
= Hi − 1
2
X(δbi), (2.39)
où
Hi =
[
0 −12(bmi − ri)T
1
2(b
m
i − ri) −[12(bmi + ri)×]
]
. (2.40)
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En appliquant la propriété 1.1 définie dans le paragraphe précédent sur (2.39) et en remplaçant
H¯i dans (2.36), on obtient le modèle de mesure suivant :
0 = Hiq − 1
2
Ξ(q)δbi. (2.41)
Dans le cas général, où l’on dispose de plusieurs capteurs (i.e. i = 1...n), si bmi et ri sont
les vecteurs de mesure et de référence, exprimés dans B et N , respectivement, alors (2.36)
devient :
0 = H¯q, (2.42)
où la matrice H¯ est construite comme suit :
H¯ =

H¯1
H¯2
.
.
H¯n
 ∈ R4n×4. (2.43)
Dans notre cas, nous considérons les deux vecteurs de mesure correspondant aux mesures de
l’accéléromètre et du magnétomètre, notés respectivement par ya,k et ym,k. Alors, i=2 et
bm1 = ya,k, r1 = G, δb1 = δa,k + ap,k, (2.44)
bm2 = ym,k, r2 = m, δb2 = δm,k. (2.45)
Ainsi, en remplaçant les vecteurs bmi et ri par leurs expressions dans (2.41), nous obtenons le
modèle de mesure global suivant (en discret) :
08×1 = Hkqk + vk, (2.46)
où
Hk =
[
H1,k
H2,k
]
, (2.47)
avec
H1,k =
1
2
[
0 −(ya,k −G)T
(ya,k −G) −[(ya,k +G)×]
]
, (2.48)
H2,k =
1
2
[
0 −(ym,k −m)T
(ym,k −m) −[(ym,k +m)×]
]
, (2.49)
et
vk =
[
wqacc,k
wqmg,k
]
= −1
2
Ξ(qk)
[
ap,k + δa,k
δm,k
]
. (2.50)
D’après (2.50), nous remarquons que le terme de bruit de mesure vk est dépendant de l’état
i.e. du quaternion. Dans [28], l’auteur a analysé cette expression afin de définir sa matrice
de covariance pour montrer l’optimalité d’un filtre de Kalman. Notons aussi que le bruit
wqmg,k lié au magnétomètre est supposé de moyenne nulle et de covariance Rmg qui est connue.
Cependant, les caractéristiques statistiques du bruit wqacc,k lié à l’accéléromètre sont inconnues
quand le corps rigide est en mouvement accéléré. Une estimation en ligne de la moyenne et
de la covariance de wqacc,k, notées respectivement rk et Racc,k, est désormais nécessaire pour le
du filtre choisi : le filtre de Kalman adaptatif.
Dans le théorème suivant, nous déterminons les caractéristiques statistiques du bruit wqacc,k.
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Théorème 2.2 ([74])
Soit H1,k la matrice d’observation associée aux mesures de l’accéléromètre à l’instant k, et soit
qˆk/k−1 le quaternion estimé a priori (suite à l’étape de prédiction) à l’instant k. Sans perte
de généralité, on suppose que le bruit wqacc,k est ergodique, alors sa moyenne et sa covariance
sont exprimées, respectivement, par :
rˆk = − 1
N
k∑
j=k−N+1
H1,j qˆj/j−1. (2.51)
et
Rˆacc,k =
1
4
Ξ(qˆk/k−1)(Ra + Rˆp,k)Ξ(qˆk/k−1)T . (2.52)
avec N est un nombre choisi représentant la longueur de la fenêtre glissante et Rˆp,k est la
matrice 4× 4 définie par :
Rˆp,k = ||2Ξ†(qˆk/k−1)rˆk||2I3. (2.53)
où Ξ†(qˆk/k−1) est la matrice pseudo-inverse de Ξ(qˆk/k−1). 
Preuve. Nous considérons que la moyenne du bruit wqacc,k est défini par son espérance ma-
thématique E[wqacc,k]. Puisqu’il est ergodique, on peut approximer la valeur de E[w
q
acc,k] par la
somme arithmétique des résidus calculés à partir de l’équation de mesure liée à l’accéléromètre
04×1 = H1,kqk + w
q
acc,k. On a alors :
E[wqacc,k] =
1
N
k∑
j=k−N+1
rj , (2.54)
où rj = −H1,jqj .
Étant donnée que l’état du système n’est pas connu à l’instant k, on le substitue par son
estimé a priori qˆk/k−1. On obtient alors : rj = −H1,j qˆj/j−1. Ainsi, nous pouvons déduire la
valeur de la moyenne de wqacc,k comme suit :
rˆk = E[w
q
acc,k] =
1
N
k∑
j=k−N+1
rj = − 1
N
k∑
j=k−N+1
H1,j qˆj/j−1. (2.55)
D’autre part, la matrice de covariance associée au bruit de mesure wqacc,k est obtenue à travers
un calcul direct de la covariance à partir de l’équation de mesure liée à l’accéléromètre dans
(2.50) :
Rˆacc,k =
1
4
Ξ(qˆk/k−1)(Ra + Rˆp,k)Ξ(qˆk/k−1)T , (2.56)
avec Rˆp,k est la matrice de covariance associée l’estimation de l’accélération linéaire aˆp,k, elle
est approximée par :
Rˆp,k = ||aˆp,k||2I3×3. (2.57)
Comme nous l’avons mentionné, ap,k n’est pas connue dans le terme du bruit de mesure
de l’accéléromètre dans (2.50). Comme le bruit du capteur δa,k est supposé Gaussien et de
moyenne nulle, la valeur de l’espérance de wqacc,k dans (2.50) est donnée par :
E[wqacc,k] = −
1
2
Ξ(qk)ap,k. (2.58)
2.4. Estimation de l’attitude par filtrage de Kalman adaptatif 49
De plus, en supposant que la matrice Ξ(qk) est de rang plein, l’accélération linéaire peut être
obtenue par :
aˆp,k = −2Ξ†(qk)E[wqacc,k]. (2.59)
En remplaçant E[wqacc,k] par son expression (2.55), dans (2.59), on obtient :
aˆp,k = −2Ξ†(qˆk/k−1)rˆk. (2.60)

2.4.2 Filtre de Kalman adaptatif basé sur le quaternion : q-AKF
En se basant sur les modèles du processus et de mesure présentés dans les paragraphes
précédents, nous développons un filtre de Kalman linéaire adaptatif. Ce filtre permet d’estimer
l’attitude tout en compensant l’effet de l’accélération linéaire à travers un calcul en ligne de
la matrice de covariance, Rˆacc,k, associée au bruit de mesure de l’accéléromètre [74]. Selon la
nature du mouvement (dynamique ou statique), défini par la loi de détection fk (section 2.3),
Rˆacc,k est exprimée par :{
Rˆacc,k =
1
4Ξ(qˆk/k−1)(Ra + Rˆp,k)Ξ(qˆk/k−1)
T : en phase dynamique (γk = 1),
Rˆacc,k =
1
4Ξ(qˆk/k−1)RaΞ(qˆk/k−1)
T : en phase statique (γk = 0).
(2.61)
où γk est la variable binaire de décision.
Supposons que chaque variable inconnue peut être remplacée par son meilleur estimé. Alors,
les étapes du filtre de Kalman adaptatif peuvent être résumées comme suit :
1. Initialisation :
— le quaternion à estimer qˆ0/0,
— la matrice de covariance de l’erreur d’estimation P0/0,
— le paramètre de détection γ0.
Pour k ≥ 1 :
2. Prédiction de l’état estimé a priori
qˆk/k−1 = [I4 +
∆t
2
Ωk]qˆk−1/k−1. (2.62)
3. Prédiction de la matrice de covariance a priori liée à l’erreur d’estimation
Pk/k−1 = [I4 +
∆t
2
Ωk]Pk−1/k−1[I4 +
∆t
2
Ωk]
T +Qk, (2.63)
où
Qk =
∆t2
4
Ξ(qˆk−1/k−1)RgΞ(qˆk−1/k−1)T . (2.64)
avec Rg est la matrice de covariance associée au bruit du gyromètre.
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4. Calcul du gain du filtre
Kk = Pk/k−1Hk(HkPk/k−1HTk +Rk)
−1, (2.65)
où
Rk =
(
Rˆacc,k
Rmg,k
)
, (2.66)
avec
Rˆacc,k =
1
4
Ξ(qˆk/k−1)(Ra + γkRˆp,k)Ξ(qˆk/k−1)T . (2.67)
et
Rmg,k =
1
4
Ξ(qˆk/k−1)RmΞ(qˆk/k−1)T . (2.68)
Hk est définie dans (2.47) et Rm est la matrice de covariance associée au bruit du
magnétomètre.
5. Mise à jour de l’état estimé a posteriori :
qˆk/k = qˆk/k−1 −Kk(Hkqˆk/k−1 +
[
rˆk
0
]
). (2.69)
6. Mise à jour de la matrice de covariance (a posteriori) de l’erreur d’estimation
Pk/k = (I −KkHk)Pk/k−1. (2.70)
7. Normalisation du quaternion estimé :
qˆk/k =
qˆk/k
||qˆk/k||
. (2.71)
Notons que l’étape de normalisation du quaternion estimé permet de garantir la norme unitaire
de ce dernier.
2.4.3 Résultats de simulation et analyse de performances
Dans cette partie, nous analysons les performances du filtre de Kalman (q-AKF) proposé
à l’aide de simulations numériques en considérant un exemple de variation de l’attitude d’un
corps rigide en mouvement dans l’espace. Trois capteurs (un accéléromètre, un magnétomètre
et un gyromètre) sous forme de triade orthogonale sont supposés attachés au corps et dont les
axes de chacun sont alignés avec ceux d’inertie du corps, formant ainsi le repère mobile B.
Les simulations ont été réalisées sous Matlab pour estimer l’attitude du corps en se basant sur
un ensemble de mesures théoriques issues des trois capteurs considérés. Dans un premier temps,
nous considérons l’exemple suivant de vitesse angulaire théorique ωk, issue du gyromètre :
ωx,k = 2 cos(1.5k∆t)
ωy,k = −2 sin(0.9k∆t).
ωz,k = 1.5 cos(1.2k∆t)
(2.72)
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Nous générons dans ce cas un modèle théorique représentant l’attitude du repère mobile B,
tournant à la vitesse angulaire ωk, par rapport au repère fixe N lié à la terre. Pour cela, on
résout l’équation dynamique de rotation (2.26), en utilisant ωk donnée par (2.72) pour générer
les quaternions théoriques qk. Cet ensemble de quaternions sera considéré comme référence
pour le comparer avec les quaternions estimés à partir du filtre. Dans une deuxième étape, les
mesures théoriques de l’accéléromètre et du magnétomètre sont créées en utilisant (2.8), (2.9),
respectivement, et la matrice de rotation (1.16) (calculée en utilisant le quaternion théorique
qk). La fréquence d’échantillonnage est choisie égale à 100 Hz pour toutes les mesures. Les
simulations ont été effectuées en rajoutant des bruits aux différentes mesures. Ces imperfec-
tions dans chaque capteur sont représentées par une séquence aléatoire de bruit blanc Gaussien
additif. Les caractéristiques du bruit de mesure dans chaque capteur sont montrées dans le
Tableau 2.1.
Capteurs Paramètres Écarts types Unités
Accéléromètre δa 0.01 m/s2
Magnétomètre δm 0.05 Gauss
Gyromètre δg 0.05 rad/s
Table 2.1 – Caractéristiques des bruits des capteurs inertiels et magnétiques
Afin de représenter les phases accélérées du mouvement, une séquence d’accélération linéaire
ap,k est ajoutée aux mesures de l’accéléromètre comme dans (2.8) (voir la partie supérieure
de la Figure 2.1).
Les conditions initiales du quaternion estimé qˆ(0) ainsi que le quaternion de référence q(0)
sont données dans le Tableau 2.2. Notons que ce choix de conditions initiales différentes nous
Modèle théorique q(0) = [0.3 − 0.6 0.75 0.1]T
Filtre de Kalman adaptatif qˆ(0) = [1 0 0 0]T
Table 2.2 – Conditions initiales des quaternions
permet d’illustrer la convergence du filtre même lorsque le quaternion estimé initial est "loin"
de sa valeur théorique. La valeur initiale de la matrice de covariance est choisie comme suit :
P0/0 = 0.1I4×4. (2.73)
Les paramètres utilisés pour le calcul de la fonction de détection fk et du seuil s définis dans la
section 2.3 sont choisis tels que la longueur de la fenêtre glissante W soit égale à 20 et le seuil
de PFA α soit égal à 0.09. Notons que nous avons choisi de montrer les résultats d’estimation
du filtre q-AKF en utilisant le Test 2 de détection.
Pour le calcul en ligne de la moyenne rˆk (2.51) et de la matrice de covariance Rˆacc (2.52), la
valeur de N est fixée à 100. Afin de montrer la fiabilité du filtre par rapport à l’aspect aléatoire
des bruits, nous avons procédé à une simulation Monte Carlo de 100 essais contenant chacun
un tirage de bruit différent.
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2.4.3.1 Évaluation du filtre q-AKF
Afin d’évaluer la performance globale du filtre, nous avons choisi de présenter les résultats
d’estimation de l’attitude sous deux formes mathématiques : les quaternions et les angles
d’Euler. Ce choix est justifié par le fait que les angles d’Euler (roulis, tangage, lacet) sont plus
intuitifs et simples à interpréter. Les angles d’Euler peuvent être calculés par la transformation
mathématique du quaternion comme définie dans la formule suivante [102]: φθ
ψ
 =
 atan2[(2q0q1 + 2q2q3), (2q20 + 2q23 − 1)]asin(2q0q2 − 2q1q3)
atan2[(2q0q3 + 2q1q2), (2q
2
0 + 2q
2
1 − 1)]
 . (2.74)
La qualité d’estimation est ainsi évaluée soit en traçant l’évolution temporelle de l’attitude ou
celle de l’erreur de son estimation. De plus, nous avons considéré l’erreur moyenne quadratique
(RMSE) de l’estimation des angles d’Euler, comme métrique afin de juger des performances
du filtre. La valeur du RMSE est calculée comme suit :
RMSE =
√√√√ 1
T
T∑
t=0
x2angle(t), (2.75)
où T est l’intervalle du temps et xangle, angle ∈ {roulis, tangage, lacet} désigne l’erreur cal-
culée à partir de la différence entre la valeur de référence de chacun des angles et celle estimée.
Cette erreur est exprimée par :
xroulis = φ− φˆ, xtangage = θ − θˆ or xlacet = ψ − ψˆ, (2.76)
avec φ, θ, ψ désignent les angles de référence du roulis, tangage et lacet, respectivement ; et φˆ,
θˆ et ψˆ représentent leurs estimés. Dans un premier temps, nous avons tracé dans la Figure 2.1
l’évolution temporelle des quatre composantes des quaternions théorique et estimé. Pour plus
de visibilité, nous avons utilisé deux échelles différentes, l’un pour la totalité de la période de
simulation et l’autre pour l’intervalle entre 0s et 0.1s. Comme nous pouvons remarquer sur la
figure, la convergence du quaternion estimé vers celui de référence est rapide (dès le premier
échantillon) bien que les deux quaternions (estimé et théorique) ne soient pas initialisés avec
les mêmes valeurs. Nous pouvons ainsi conclure sur la capacité du filtre à estimer l’attitude
même pendant les phases accélérées (par exemple entre 2.5s et 3s).
En outre, pour montrer plus la robustesse du filtre par rapport aux accélérations linéaires,
nous avons élaboré une étude comparative du q-AKF avec le QKF (Quaternion Kalman Fil-
ter) développé par Choukroun et al. dans [28]. Les deux filtres possèdent la structure d’un
filtre de Kalman linéaire avec des matrices de covariance dépendantes de l’état. En revanche,
la différence réside dans l’interprétation de la mesure d’accélération et le calcul adaptatif de
sa matrice de covariance. La Figure 2.2 illustre l’évolution de la valeur absolue de l’erreur
d’estimation des angles d’Euler. Cette erreur est calculée par une simple différence entre la va-
leur estimée et celle de référence. Nous pouvons constater d’après cette figure que l’estimation
avec le q-AKF est meilleure et que le QKF perd sa performance lors des phases accélérées.
Les valeurs des erreurs quadratiques moyennes des angles d’Euler (RMSE) sont données dans
le Tableau 2.3. Il est clair que ces valeurs sont deux à sept fois plus faibles avec le q-AKF
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Figure 2.1 – Estimation du quaternion d’attitude
qu’avec le QKF. Ce résultat était prévisible puisque le QKF ne tient pas compte de l’effet de
l’accélération linéaire contrairement au q-AKF dans lequel l’effet de l’accélération linéaire est
compensé à travers le calcul adaptatif de la matrice de covariance.
Roulis (◦) Tangage (◦) Lacet (◦)
q-AKF 0.3346 0.5524 0.8562
QKF 2.3174 2.5649 1.7616
Table 2.3 – Erreur quadratique moyenne (RMSE) des angles d’Euler (q-AKF vs QKF)
2.4.3.2 Évaluation du détecteur
Dans le but de montrer la pertinence du détecteur que nous avons développé dans la section
2.3, nous traçons dans la Figure 2.3 (haut de la figure) l’évolution de la fonction de détection
fk définie dans le second test de détection. Un zoom sur une partie de la courbe est présenté
au milieu de la Figure 2.3 pour illustrer l’efficacité de la loi de détection et sa capacité à suivre
le profil d’accélération choisi (voir la partie supérieure de la Figure 2.1). Selon les valeurs de
fk, une fonction binaire décrivant le mode de détection, est définie (voir bas de la Figure 2.3) ;
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Figure 2.2 – Erreurs d’estimation des angles d’Euler
cette fonction est égale à 1 en phases dynamiques et 0 en phases statiques. Également, nous
avons comparé les performances du détecteur quant au taux de détection. Pour cela, nous
avons tracé la fonction probabilité de détection (PD) en fonction de la valeur maximale de
PFA (α) pour différentes valeurs de longueur de la fenêtre glissante W . D’après la Figure
2.4, on constate que la probabilité de détection est monotone en fonction de α et qu’elle est
toujours élevée même si PFA augmente. D’autre part, il est bien clair que, plus la longueur
de la fenêtre glissante W augmente, plus la loi de détection est efficace mais la différence
n’est plus remarquable à partir de W = 20. En effet, les courbes correspondant à W = 20 et
W = 50 sont presque confondues (voir Figure 2.4).
Dans un deuxième temps, nous avons choisi de tester les performance du filtre q-AKF sous
différentes conditions dynamiques où l’accélération linéaire change au niveau de l’intensité ainsi
que la durée. Ainsi, nous avons réalisé un autre test de simulation dans lequel l’accélération
linéaire prend des valeurs très importantes (pouvant atteindre 10g) et peut être présente
pendant de longues durées (25s par exemple). Un exemple de profil d’accélération linéaire est
montré dans le haut de la Figure 2.5. Sinon, nous avons considéré la même dynamique et
les mêmes conditions de simulations que précédemment. Dans la Figure 2.5, nous avons tracé
l’évolution de l’erreur d’estimation des angles d’Euler pour les deux filtres QKF et q-AKF.
Notons que notre approche permet de compenser l’effet de l’accélération linéaire même si elle
est présente pendant une longue durée et avec une intensité importante. On garde ainsi une
meilleure estimation par rapport au QKF. Cela nous permet de conclure que le filtre q-AKF
est robuste aux conditions dynamiques de mouvement différentes et qui peuvent changer selon
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Figure 2.3 – Détection de l’accélération linéaire
l’application.
2.5 Estimation de l’attitude par filtrage de systèmes singuliers
L’objectif de cette partie est de proposer une nouvelle approche de modélisation du pro-
blème de l’estimation de l’attitude d’un corps rigide en mouvement accéléré. Dans le nouveau
modèle, l’équation du processus est formée à partir des mesures de l’accéléromètre tandis que
l’équation de mesure est basé sur les données provenant des autres capteurs, c’est à dire,
le gyromètre et le magnétomètre. Le système résultant prend la forme d’un système singu-
lier. En se basant sur ce nouveau modèle, nous allons développer un estimateur de l’attitude
que nous appellerons Quaternion Descriptor Filter (QDF). La particularité de cette approche
est que le terme d’accélération linéaire est considéré comme entrée inconnue dont l’effet sera
naturellement compensé dans le filtre.
2.5.1 Généralités sur les systèmes singuliers
Les systèmes singuliers également appelés systèmes algèbro-différentiels, implicites, des-
criptor systems ou singular systems (appellation anglo-saxone) [86], constituent une classe
importante de systèmes d’intérêts théorique et pratique. Ils ont été introduits pour faire face
aux systèmes dont la représentation d’état ordinaire n’est pas applicable. C’est un outil puis-
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Figure 2.4 – Les performances de détection à travers la probabilité de détection
sant de modélisation dans la mesure où un système singulier peut décrire à la fois la dynamique
du système et les contraintes sur les variables. On les rencontre dans des domaines aussi variés
que les industries chimiques et minérales, la robotique et le domaine électrique. En général, le
modèle mathématique d’un système singulier en temps discret, est sous la forme suivante :
Mk+1xk+1 = Akxk + uk
sk+1 = Fk+1xk+1 + rk (2.77)
où xk ∈ Rn, sk+1 ∈ Rp, désignent respectivement les vecteurs d’état et de sortie,Mk+1 ∈ Rl×n,
Ak ∈ Rl×n, et Fk+1 ∈ Rp×n sont des matrices connues, rang(Mk+1) = r < n. uk et rk sont
des bruits blancs Gaussiens de moyennes nulles dont les matrices de covariance sont définies
par Qk et Rk :
E
[(
uk
rk
)(
uk
rk
)T]
=
[
Qk Sk
STk Rk
]
, (2.78)
où Sk est la matrice de corrélation entre uk et rk.
Le problème d’estimation d’état pour les systèmes singuliers a été abordé dans plusieurs
travaux de recherche durant ces dernières décennies. Dans le cas de systèmes linéaires, les
techniques de filtrage (filtre de Kalman) ainsi que celles basées sur les observateurs linéaires
ont été largement utilisées. Dans [138], le critère de minimum de covariance a été utilisé pour
estimer Mk+1xk+1 au lieu de xk+1. Cette solution ne peut exister que si le système est causal.
Un filtre de Kalman (Descriptor Kalman Filter (DKF)) a été proposé dans [30] en résolvant
une fonction des moindres carrées déterministe. Ce filtre peut être utilisé pour estimer des
entrées inconnues dans le cas de systèmes ordinaires (non singuliers) [31]. En effet, il est
désormais établi qu’un système ordinaire à entrées inconnues peut être converti en un système
singulier en considérant un état étendu constitué par la concaténation de l’état du système
ordinaire et des entrées inconnues. Dans [97], une solution sous forme de matrices pseudo-
inverses triangulaires a été proposée pour l’estimation des systèmes singuliers sous la forme la
plus générale. L’approche est basée sur le concept d’estimation de maximum de vraisemblance.
Dans [50] et [49], les auteurs proposent un filtre, un lisseur ainsi qu’un prédicteur pour les sys-
tèmes singuliers. D’autres approches basées sur les observateurs linéaires ont été développées,
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Figure 2.5 – Erreur d’estimation des angles d’Euler sous des conditions dynamiques diffé-
rentes
citons par exemple [45], [100] où les conditions de stabilité et de détectabilité sont bien établies.
Propriété 2.1
Une condition nécessaire pour construire un estimateur de xk, à minimum de variance finie,
est que la matrice
[
Mk+1
Fk+1
]
soit de rang colonne plein [97], c’est à dire :
rang
[
Mk+1
Fk+1
]
= n. (2.79)
2.5.2 Modèle d’état singulier
Comme nous l’avons mentionné au début de cette section, notre objectif est de proposer
un nouveau modèle sur lequel on se basera pour traiter le problème d’estimation de l’attitude
d’un corps rigide dont le mouvement peut contenir des phases accélérées. Nous gardons tou-
jours la même configuration de capteurs utilisés, à savoir la triade composée de gyromètre,
accéléromètre et magnétomètre. Le modèle du processus dans ce cas est défini à partir des
mesures de l’accéléromètre (nous l’appellerons par la suite A-modèle) alors que le modèle de
mesure est défini à partir des mesures du gyromètre et du magnétomètre [75]. On considère
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l’hypothèse suivante :
Hypothèse 2.1
L’accélération linéaire du corps ap,k évolue selon un modèle de marche aléatoire donné par :
ap,k+1 = ap,k + p,k, (2.80)
avec p,k l’erreur de modélisation,caractérisée par une matrice de covariance Rp.
Le modèle d’état global est défini par la proposition suivante :
Proposition 2.1
Soient les mesures des capteurs yg,k, ya,k et ym,k (définies dans (2.7)-(2.9)) et soit qωk le
quaternion estimé résultant de l’intégration des mesures du gyromètre à partir de (2.26). Sous
l’hypothèse 2.1, les variations du quaternion décrivant les rotations du corps, en temps discret,
sont définies par le modèle d’état suivant, nommé A-modèle :
Hacc,k+1qk+1 = Hacc,kqk − a˜p,k+1 + vk+1, (2.81)
zk = Nkqk + nk, (2.82)
où qk est le quaternion à l’instant k, Hacc,k est la matrice 4 × 4 contenant les mesures de
l’accéléromètre ya,k, donnée par :
Hacc,k =
1
2
[
0 −(ya,k −G)T
(ya,k −G) −[(ya,k +G)×]
]
, (2.83)
a˜p,k+1 ∈ R3 est une entrée inconnue qui dépend de l’accélération linéaire ap,k. Elle est exprimée
par :
a˜p,k+1 = −1
2
Λ(qk+1 − qk)ap,k, (2.84)
Λ(qk) =
[
−qTv,k
−[q×v,k] + q0,kI3
]
. (2.85)
vk+1 est le bruit du processus défini par :
vk+1 =
1
2
Ξ(qk+1)δa,k+1 − 1
2
Ξ(qk)δa,k +
1
2
Λ(qk+1)p,k, (2.86)
avec
Ξ(qk) =
[
−qTv,k
[q×v,k] + q0,kI3
]
. (2.87)
et zk, Nk et nk sont respectivement le vecteur, la matrice et le bruit de mesure, exprimés
comme suit :
zk =
[
qωk
04×1
]
, Nk =
[
I4
Hmg,k
]
, nk =
[
wqg,k
wqmg,k
]
, où Hmg,k est la matrice 4 × 4 contenant les
mesures du magnétomètre ym,k, donnée par :
Hmg,k =
1
2
[
0 −(ym,k −m)T
(ym,k −m) −[(ym,k +m)×]
]
. (2.88)
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Les vecteurs de bruits wqg,k et w
q
mg,k liés aux gyromètre et magnétomètre sont respectivement
donnés par :
wqg,k = −
∆t
2
Ξ(qk)δg,k, (2.89)
wqmg,k = −
1
2
Ξ(qk)δm,k, (2.90)
où ∆t, δg,k et δm,k sont respectivement la période d’échantillonnage et les bruits des capteurs
(définis dans (2.7) et (2.9)).
Preuve. Soit la mesure de l’accéléromètre ya,k définie dans (2.8). ya,k peut être réécrite comme
suit : ya,k = yT,k + δa,k, où yT,k est l’accélération réelle. On considère les quaternions Ya,k =
[0 yTT,k]
T , Gq = [0 GT ]T et aqp,k = [0 a
T
p,k]
T associés respectivement à yT,k, G et ap,k.
En appliquant (1.14) qui exprime la transformation d’un vecteur du repère fixe N au repère
mobile B, sur Ya,k, nous obtenons :
Ya,k = q
−1
k ⊗ (Gq + aqp,k)⊗ qk, (2.91)
où q−1k = [q0,k −q1,k −q2,k −q3,k]T est le quaternion conjugué de qk. Multiplions à gauche
(2.91) par qk, faisons la différence entre les deux côtés de l’équation obtenue et substituons
yT,k par ya,k − δa,k. Nous obtenons ainsi :
04×1 = Hacc,kqk − 1
2
Λ(qk)ap,k + w
q
acc,k, (2.92)
où wqacc,k est le vecteur de bruit dépendant du quaternion lié aux mesures de l’accéléromètre :
wqacc,k = −
1
2
Ξ(qk)δa,k. (2.93)
On considère (2.92) définie aux deux instants consécutifs k et k + 1. En faisant la différence
entre les deux équations et en supposant que l’accélération linéaire est donnée par (2.80) , on
obtient directement (2.81) où vk+1 et a˜p,k+1 sont respectivement le bruit du processus (2.86)
et l’entrée inconnue (2.84).
D’autre part, à partir de l’équation différentielle (2.26), nous pouvons calculer le quaternion
qωk , qui constitue le premier vecteur de mesure et qui est défini par :
qωk = qk + w
q
g,k. (2.94)
Supposons que l’erreur liée au processus d’intégration est de moyenne nulle et de variance
négligeable. Nous pouvons conclure que la moyenne et la covariance de wqg,k peuvent être
approximées par celles du bruit défini dans (2.89).
Ainsi, (2.81) et (2.82) définissent le modèle d’état complet. Ce dernier est un système singulier
par construction puisque la matrice Hacc,k+1 est de rang déficient (rang(Hacc,k+1) = 2). 
Par ailleurs, signalons que le terme a˜p,k+1 est inconnu. Par conséquent, nous considérons
dans ce qui suit, l’estimation de l’état constitué par le quaternion et le vecteur inconnu défini
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à partir de l’accélération linéaire soit xk+1 =
[
qk+1
a˜p,k+1
]
. Ainsi, le modèle d’état global défini
par (2.81) et (2.82), peut être réécrit par :
Ek+1xk+1 = Akxk + vk+1, (2.95)
zk = N¯kxk + nk, (2.96)
avec Ek+1 = [Hacc,k+1 I4], Ak = [Hacc,k 04×4] et N¯k =
[
I4 04×4
Hmg,k 04×4
]
.
Remarque 2.2
Le quaternion de mesure qω, résultant de l’intégration de (2.26), est supposé connu à l’instant
initial, considéré comme phase statique. Sa valeur est obtenue à partir des mesures initiales
de l’accéléromètre ya(0) et du magnétomètre ym(0) via la formule suivante :
qω(0) =

cφ02 c
θ0
2 c
ψ0
2 + s
φ0
2 s
θ0
2 s
ψ0
2
sφ02 c
θ0
2 c
ψ0
2 − cφ02 s θ02 sψ02
cφ02 s
θ0
2 c
ψ0
2 + s
φ0
2 c
θ0
2 s
ψ0
2
cφ02 c
θ0
2 s
ψ0
2 − sφ02 s θ02 cψ02
 , (2.97)
avec
φ0 = atan2[ya,y(0), ya,z(0)] (2.98)
θ0 = asin[
−ya,x(0)
norm(ya(0))
] (2.99)
ψ0 = atan2[ym,z(0)sin(φ0)− ym,y(0)cos(φ0), ym,x(0)cos(θ0) (2.100)
+ (ym,y(0)sφ0 + ym,z(0)cφ0)sθ0].
2.5.3 Filtre singulier basé sur le quaternion : QDF
Après avoir défini le modèle d’état global dans (2.95) et (2.96), nous synthétisons le filtre
QDF. L’idée est d’estimer le vecteur d’état xk+1 en se basant sur l’état estimé xˆk à l’instant k
et le vecteur de mesure zk+1 défini dans (2.96). Soit l’erreur d’estimation de l’état k telle que
k = xk − xˆk. Il s’agit de transformer toutes les équations du modèle d’état ((2.95) et (2.96))
en observations. Ainsi, nous obtenons le nouveau modèle de mesure suivant :
yk+1 = Fk+1xk+1 + βk+1, (2.101)
où
yk+1 =
[
Akxˆk
zk+1
]
, Fk+1 =
[
Ek+1
N¯k+1
]
et βk+1 =
[−Akk − vk+1
nk+1
]
(2.102)
La matrice de covariance de βk+1 est donnée par V = diag(V1, V2, V3), où diag(.) désigne
la matrice bloc diagonale. A l’aide d’un calcul direct de la covariance, qui est détaillé dans
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l’annexe B, nous obtenons les expressions des matrices V1, V2 et V3 comme suit :
V1 = Hacc,kP
q
kH
T
acc,k +
1
2
Ξ(qk)RaΞ
T (qk) +
3
4
σ2α(σ
2
a + σ
2
p)I4 +
1
4
Λ(qk)RpΛ
T (qk),
V2 =
∆t2
4
Ξ(qk)RgΞ
T (qk) +
3
4
∆t2σ2gσ
2
αI4,
V3 =
1
4
Ξ(qk)RmΞ
T (qk) +
3
4
σ2mσ
2
αI4. (2.103)
où P qk est la matrice de covariance de 
q
k, l’erreur d’estimation du quaternion définie par
qk = qk − qˆk. σα et σp sont les valeurs de l’écart-type correspondant à la différence entre qk+1
et qk et à l’erreur p,k, respectivement. Avant de synthétiser l’estimateur, vérifions tout d’abord
la condition d’existence d’un estimateur linéaire du système, définie par la propriété 2.1. On
a : Rang
[
Ek+1
N¯k+1
]
= Rang
Hacc,k I4I4 04×4
Hmg,k 04×4
 = 8, par construction.
L’estimateur du quaternion est résumé dans la proposition suivante :
Proposition 2.2
Etant donnée l’état estimé xˆk et la matrice de covariance Pk liée à l’erreur d’estimation, alors
le meilleur estimateur linéaire non biaisé du vecteur d’état xk+1 composé par le quaternion
qk+1 et l’entrée inconnue a˜p,k+1, est donnée par :
xˆk+1 = Pk+1
[
HTacc,k+1V
−1
1 Hacc,kqˆk + V
−1
2 q
ω
k+1
V −11 Hacc,kqˆk
]
, (2.104)
Pk+1 =
[
P1,1 P1,2
P2,1 P2,2
]−1
, (2.105)
où
P1,1 = H
T
acc,k+1V
−1
1 Hacc,k+1 + V
−1
2 +H
T
mg,k+1V
−1
3 Hmg,k+1
P1,2 = H
T
acc,k+1V
−1
1
P2,1 = V
−1
1 Hacc,k+1
P2,2 = V
−1
1 . (2.106)
Preuve. On considère l’équation (2.101) où Fk+1 est de rang plein par construction
(rang(Fk+1) = 8). D’après le théorème de Gauss-Markov, le meilleur estimateur non biaisé
de l’état xk+1 et la matrice de covariance Pk+1 est donné par [96]:
xˆk+1 = (F
T
k+1V
−1Fk+1)−1F Tk+1V
−1yk+1, (2.107)
Pk+1 = (F
T
k+1V
−1Fk+1)−1. (2.108)
En remplaçant Fk+1, V et yk+1, on obtient :
P−1k+1 =
 HTacc,k+1 I4 HTmg,k+1I4 04×4 04×4
×
 V −11 04×4 04×404×4 V −12 04×4
04×4 04×4 V −13
×
 Hacc,k+1 I4I4 04×4
Hmg,k+1 04×4

62Chapitre 2. Estimation de l’attitude d’un corps rigide en mouvement accéléré
xˆk+1 = Pk+1 ×
[
HTacc,k+1V
−1
1 V
−1
2 Hmg,k+1V
−1
3
V −11 04×4 04×4
] Akxˆkqωk+1
04×1
 .
En faisant une multiplication matricielle et en inversant la matrice P−1k+1, nous obtenons xˆk+1
et Pk+1 comme dans (2.104) et (2.105). 
Remarque 2.3
Il est clair que le calcul du quaternion dans (2.104) ne conserve pas la norme unitaire de
celui-ci. Ainsi, une normalisation du quaternion estimé s’avère nécessaire après chaque étape
de calcul de qˆk+1.
qˆk+1 =
qˆk+1
||qˆk+1|| . (2.109)
2.5.4 Résultats de simulation
Nous présentons un exemple de simulation numérique afin d’illustrer les performances du
filtre QDF proposé. Pour cela, nous avons suivi les mêmes étapes effectuées dans le cas des
simulations du filtre adaptatif q-AKF (voir paragraphe 2.4.3). Les mesures des capteurs sont
échantillonnées à 100Hz et la durée de simulation est choisie égale à 100s. La première étape
consiste à générer le quaternion théorique (de référence) qk à l’aide d’une vitesse angulaire
donnée (non bruitée) et en résolvant l’équation différentielle (2.10). L’évolution de la vitesse
angulaire durant la période de simulation est choisie comme suit :
ωx,k = 0.2 cos(1.5k∆t)
ωy,k = −0.02sin(k∆t).
ωz,k = 0.5cos(1.2k∆t)
(2.110)
où ∆t correspond à la période d’échantillonnage. Les mesures de l’accéléromètre et du ma-
gnétomètre sont calculées en utilisant (2.8) et (2.9) respectivement, et la matrice de rotation
(1.16) est calculée en fonction de qk. Notons qu’un bruit blanc Gaussien de moyenne nulle est
ajouté aux mesures de chacun des capteurs selon (2.7)-(2.9). Les écarts types des bruits sont
choisis comme dans le Tableau 2.1 (σa = 0.01m/s2 pour l’accéléromètre, σm = 0.05Gauss
pour le magnétomètre et σg = 0.05rad/s pour le gyromètre).
Pour étudier la robustesse du filtre pendant les phases dynamiques, nous avons considéré une
séquence d’accélération linéaire ap,k avec différentes valeurs d’amplitude et de durée (voir par-
tie supérieure de la Figure 2.6). Cette séquence est rajoutée à la mesure de l’accéléromètre
comme indiqué dans (2.8). Suivant l’intervalle de temps considéré, la moyenne de l’amplitude
||ap,k|| change. D’abord, durant 4.3s-11s, 15s-17.5s et 60-80s, ||ap,k|| est choisie égale à 2.33g.
Ensuite, entre 20 et 30s, l’accélération linéaire est supposée d’amplitude constante ||ap,k|| = 5g.
Finalement, durant les intervalles 26s-36s et 42-47s, on choisit une fonction croissante de l’ac-
célération linéaire en fonction du temps et ayant une valeur maximale égale à 10g.
Les valeurs initiales du quaternion estimé qˆ(0) et de référence q(0) sont choisies telles que :
qˆ(0) = [1 0 0 0]T et q(0) = [0.3 0.6 0.75 0.1]T . La matrice de covariance de l’erreur
d’estimation est initialisée telle que P (0) = 0.1I8 et l’écart type lié à la différence entre qk+1
et qk est égale à σα = 0.006.
2.5. Estimation de l’attitude par filtrage de systèmes singuliers 63
Afin d’évaluer la qualité d’estimation à l’aide du filtre QDF, nous avons tracé dans la Figure
2.6 l’évolution temporelle des angles d’Euler calculés à partir du quaternion en utilisant la
transformation mathématique définie dans (2.74). La partie gauche de la Figure 2.6 montre
les courbes d’évolution de ces angles pendant les 50 premières ms alors que la partie droite
montre l’évolution pendant toute la période de simulation. Ceci nous permet d’illustrer la
convergence rapide du filtre. Ces résultats prouvent la fiabilité d’estimation de l’attitude et la
robustesse du filtre QDF surtout lors des phases accélérées. En effet, même si l’accélération
linéaire atteint une amplitude élevée pendant une longue durée (par exemple, durant 60-80s),
l’erreur d’estimation reste toujours faible (inférieure à 2◦).
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Figure 2.6 – Evolution temporelle des angles d’Euler
Etude comparative
Pour évaluer la qualité d’estimation de l’attitude à l’aide du QDF par rapport à la
littérature, ce dernier est comparé au filtre QKF développé dans [28], le GDA (Gradient
Descent Algorithm) proposé dans [66] et le filtre complémentaire CF (Complementary Filter)
proposé dans [69]. Tous les filtres sont initialisés avec la même valeur du quaternion qˆ(0).
La matrice de covariance est initialisée à P (0) = 0.1I4 pour chacun des filtres QDF et QKF.
Dans la Figure 2.7, nous avons tracé l’évolution des erreurs d’estimation des angles d’Euler.
Les trois colonnes de la figure représentent respectivement la comparaison du filtre QDF avec
GDA, QKF et CF. Comme nous le remarquons, le filtre QDF permet d’avoir une estimation
plus fine contrairement aux autres approches qui perdent la précision dès qu’une phase
dynamique est détectée (par exemple, durant 23-37s). De plus, afin d’évaluer la capacité du
filtre à estimer l’attitude du modèle de référence considéré, nous avons calculé les valeurs
de l’erreur quadratique moyenne (RMSE) sur les angles, à partir de (2.75). Le Tableau 2.4
montre les valeurs des RMSE pour les quatre filtres considérés. Nous remarquons que le filtre
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Figure 2.7 – Erreur d’estimation des angles d’Euler : (a) QDF vs GDA (b) QDF vs CF (c)
QDF vs QKF
QDF permet d’obtenir la plus petite valeur de RMSE. En effet, en l’absence d’accélération
linéaire, c’est à dire, pendant les phases statiques, tous les filtres ont quasiment le même
comportement puisque le vecteur de gravité G domine dans les mesures de l’accéléromètre.
Cependant, lors des phases accélérées, le GDA, le QKF et le CF n’assurent plus une estimation
fiable de l’attitude à cause du terme non négligeable de l’accélération linéaire dont l’effet
n’est pas compensé.
Roulis (◦) Tangage (◦) Lacet (◦)
CF 23.5174 6.6012 35.9623
GDA 20.7900 8.0621 30.6316
QKF 21.8380 5.9015 30.3437
QDF 0.9828 1.4434 2.0688
Table 2.4 – RMSE des angles d’Euler liée aux approches CF, GDA, QDF et QKF
Comparaison avec le q-AKF
Dans le but de comparer le QDF au filtre q-AKF, développé dans la section 2.4, nous
considérons l’exemple précédent de vitesse angulaire (2.110) pour générer un quaternion théo-
rique ainsi que les mesures de l’accélération et du champ magnétique.
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La comparaison porte sur deux critères : la qualité de l’estimation et le temps de calcul. De
point de vue performance, nous calculons les erreurs d’estimation sur les angles d’Euler obte-
nus à partir des deux filtres et nous comparons leurs moyennes quadratiques. Le Tableau 2.5
montre ces résultats. D’après les valeurs des RMSE des angles d’Euler, nous constatons que
Roulis (◦) Tangage (◦) Lacet (◦)
q-AKF 0.9945 0.8210 2.17
QDF 1.31 0.84 2.13
Table 2.5 – RMSE des angles d’Euler liée aux approches q-AKF et QDF
les deux filtres permettent d’estimer l’attitude avec des erreurs faibles et que les valeurs de
ces erreurs pour chacun des angles sont très proches. Ainsi, nous concluons que le QDF et le
q-AKF ont les mêmes performances et sont tous les deux robustes aux accélérations linéaires.
D’autre part, pour évaluer le QDF et le q-AKF en terme de complexité, nous déterminons le
temps de calcul, noté Tc, de chacun des filtres :
Tc(q-AKF) = 14.10−4s,
Tc(QDF) = 7.10−4s.
Il est donc clair que le QDF est plus rapide en terme de calcul que le q-AKF
(Tc(q-AKF) = 2Tc(QDF). Dans ce dernier, on calcule la matrice de covariance associée à l’ac-
célération linéaire ainsi que la fonction de détection fk selon une fenêtre glissante, à chaque
itération.
2.6 Conclusion
Dans ce chapitre, nous avons abordé le problème d’estimation de l’attitude d’un corps
rigide en exploitant des données inertielles et magnétiques provenant d’un accéléromètre, un
gyromètre et un magnétomètre, en particulier, quand le système est en mouvement accéléré.
Dans ce cas, la mesure de l’accéléromètre devient difficile à interpréter puisque elle représente
non seulement la projection du vecteur gravité mais aussi l’accélération linéaire du corps, qui
reste inconnue. Ceci impacte évidemment la qualité d’estimation. Ce problème a été partiel-
lement résolu dans la littérature puisque les solutions proposées pour compenser l’effet de
l’accélération linéaire du corps ne sont efficaces que pendant des périodes temporelles courtes
ou bien lorsque les amplitudes des accélérations ne sont pas très importantes.
Notre contribution dans ce cadre, s’articule autour de deux principales approches. Dans la
première, nous avons développé un filtre de Kalman adaptatif, nommé q-AKF dont la struc-
ture est celle d’un filtre de Kalman classique mais qui rajoute une estimation de la matrice
de covariance liée à l’accélération linéaire. Étant donné que ce terme est inconnu pendant les
phases dynamiques du mouvement, son effet est compensé en ligne via un calcul adaptatif de la
matrice de covariance. Trois lois de détection ont été aussi développées pour distinguer d’une
façon automatique les différentes phases de mouvement (phases statiques et dynamiques). La
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première est statique et se base sur les valeurs instantanées de la norme de l’accélération, la
deuxième est dynamique (ou fluide) étant donnée qu’elle se base sur le calcul de la moyenne
des valeurs d’accélération selon une fenêtre glissante, quant à la troisième, elle est hybride
et combine les deux précédentes. Ainsi, des simulations numériques ont été présentées pour
valider l’algorithme proposé dans la première partie du chapitre ainsi que la loi de détection
choisie.
La deuxième approche d’estimation de l’attitude dans ce chapitre, consiste à proposer un nou-
veau modèle dans lequel les mesures de l’accéléromètre définissent le modèle du processus alors
que les mesures du gyromètre et du magnétomètre définissent le modèle de mesure. Ce modèle,
nommé A-modèle, prend la forme d’un système singulier. L’intérêt de cette configuration est
que l’accélération linéaire est traitée comme entrée inconnue et le problème se ramène donc à
un problème d’estimation d’état avec entrée inconnue. D’où le développement d’un estimateur
linéaire non biaisé pour les systèmes singuliers, nommé QDF et qui se base sur l’approche
du maximum de vraisemblance. L’algorithme proposé a été testé et validé avec des données
simulées. De plus, une comparaison du filtre QDF avec les algorithmes QKF [28], GDA [66]
et du CF [69], a été présentée. Ainsi, la robustesse du filtre vis-à-vis de l’accélération linéaire
a été montrée.
Notons que le QDF est clairement moins complexe que le q-AKF. En effet, dans ce dernier,
le calcul de la matrice de covariance associée à l’accélération linéaire ainsi que celui de la loi
de détection sont désormais nécessaires à chaque étape de calcul.
D’autre part, une extension de la formulation A-modèle peut être envisagée dans le sens où
on peut utiliser les données des capteurs différemment pour reformuler le problème et ainsi
améliorer la qualité de l’estimation. En effet, à côté du problème de l’accélération linéaire, se
rajoutent les perturbations magnétiques qui peuvent affecter l’estimation de l’attitude, notam-
ment l’angle du lacet. Comme nous l’avons mentionné dans le chapitre 1, ces perturbations
proviennent soit de la structure du magnétomètre lui même, soit des éléments ferromagné-
tiques situés dans son voisinage. Ainsi, le problème d’estimation de l’attitude en présence de
perturbations magnétiques, reste un challenge à relever. Dans notre cas, nous proposons de
remédier au problème d’une façon analogue à celle de l’accélération linéaire, c’est à dire, de
définir le modèle du processus à l’aide des mesures du magnétomètre, d’où un M-modèle. Ceci
est présenté dans l’annexe C [76]. Pour aller plus loin, une combinaison des deux configura-
tions (A-modèle et M-modèle) peut être aussi envisagée, ce qui donne un AM-modèle, où le
modèle du processus est défini par les mesures de l’accéléromètre et du magnétomètre, alors
que le modèle de mesure est défini par les mesures du gyromètre. Ceci est aussi présenté dans
l’annexe C.
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3.1 Introduction
Dans le chapitre précédent, nous nous sommes intéressés à l’estimation de l’attitude d’un
corps rigide dans l’espace 3D à partir des mesures fournies par un accéléromètre triaxial, un
magnétomètre triaxial et un gyromètre triaxial. En particulier, nous nous sommes focalisés
sur le problème lié à l’accélération linéaire pendant les phases accélérées du mouvement. Dans
ce chapitre, nous mettons l’accent sur un autre problème lié au gyromètre. En effet, ce capteur
est relativement plus gourmand en énergie par rapport à l’accéléromètre et au magnétomètre.
Par exemple, pour les nouveaux capteurs de chez STMicroemectronics, le gyromètre triaxial
(I3G4250D) consomme 6.1mA en mode standard alors que l’accéléromètre de la même fa-
mille (IIS328DQ) consomme 250µA seulement. Ce problème est surtout remarquable dans les
systèmes alimentés par des batteries comme les smartphones, les tablettes ou les centrales
inertielles sans fil. L’enregistrement en continu sur de longues périodes de ces trois mesures,
en vue d’une estimation de l’attitude, conduit à un déchargement plus rapide de la batterie et
à son épuisement dans un temps relativement court. Ainsi, la question qui se pose ici, serait-il
possible de réduire l’utilisation de mesures du gyromètre lors du processus d’estimation de
l’attitude ?
Ainsi, nous proposons une méthode pour réduire l’utilisation du gyromètre tout en gardant
une bonne estimation de l’attitude. Cette méthode sera appliquée sur le filtre q-AKF puis
évaluée avec des tests en simulation numérique.
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3.2 Filtre de Kalman adaptatif avec utilisation intermittente
du gyromètre
On se focalise dans cette section sur le développement d’un filtre de Kalman basé sur le
même modèle d’état établi à la section 2.4 du chapitre précédent, tout en réduisant l’utilisa-
tion du gyromètre. L’idée consiste à diminuer autant que possible l’acquisition des mesures
de vitesse angulaire en commutant entre deux modes de fonctionnement du capteur [73], [74].
Signalons que les nouvelles générations de capteurs inertiels disposent d’un mode veille où la
consommation de l’énergie diminue significativement. A titre d’exemple, pour le gyromètre
I3G4250D, on passe de 6.1mA en mode standard à 1.5mA en mode veille et à 5µA quand
le capteur est éteint. Deux façons pour réaliser la commutation ont été envisagées dans le
cadre de notre travail. La première est la commutation temporelle, elle consiste à mettre en
veille le capteur périodiquement. La deuxième se base sur la loi de détection développée dans
la section 2.3 du chapitre 2 où la décision de commuter entre les deux modes de veille et de
fonctionnement standard, se fait selon la nature de mouvement du corps.
Dans ce qui suit, nous présentons les deux approches en détaillant pour chacune, les modifi-
cations apportées sur le modèle d’état ainsi que sur le filtre.
3.2.1 Commutation temporelle
Afin de réduire l’utilisation du gyromètre, nous proposons dans un premier temps de
mettre en veille le capteur périodiquement pendant un intervalle de temps fixe. On obtient
ainsi un scénario contenant une alternance régulière et périodique entre les deux modes de
fonctionnement (mode veille et mode standard). En l’absence de mesures de vitesse angulaire,
nous gardons la dernière mesure disponible juste avant la mise en veille du capteur. Dans
ce qui suit, nous détaillons les modifications apportées au modèle d’état donné par (2.26) et
(2.46).
Modèle d’état considéré
Avant de détailler le modèle d’état, il est judicieux de rappeler que dans la formulation
initiale (donnée dans le paragraphe 2.4.1 du chapitre 2), le modèle du processus défini par
(2.26) est construit à partir des mesures de vitesse angulaire, tandis que le modèle de mesure
(2.46) est établi à partir des mesures issues des autres capteurs (accéléromètres et magnéto-
mètres). Ainsi, il est clair que l’utilisation intermittente de gyromètre n’affectera que le modèle
du processus ; le modèle d’observation étant inchangé.
Selon le mode de fonctionnement du gyromètre, le modèle du processus est défini par deux
expressions différentes, comme suit :
• Si le capteur est en mode standard :
qk+1 = [I4 +
∆t
2
Ωk]qk + wk, (3.1)
3.2. Filtre de Kalman adaptatif avec utilisation intermittente du gyromètre 69
• Si le capteur est en mode veille :
qk+1 = [I4 +
∆t
2
Ωlastk ]qk + w¯k. (3.2)
Où Ωk est la matrice définie par les mesures de vitesse angulaire (2.27) et wk est le bruit du
processus lorsque le capteur est en mode actif (2.28).
Ωlastk est la matrice contenant la dernière valeur de vitesse angulaire y
last
g,k avant la mise en
veille du gyromètre :
Ωlastk =
[
0 −(ylastg,k )T
ylastg,k −[ylast×g,k ]
]
. (3.3)
w¯k ∼ N (0, Qˆk) désigne le vecteur de bruit du processus en l’absence de mesures de vitesse
angulaire. Dans ce cas, nous considérons que sa matrice de covariance Qˆk varie selon une
fonction exponentielle :
Qˆk = Q
last
k exp(µk∆t) (3.4)
avec µ une constante préalablement choisie et Qlastk la dernière valeur de la matrice de cova-
riance de bruit du processus calculée avant la mise en veille du gyromètre.
Un modèle généralisé obtenu à partir de (3.1) et (3.2), est donné par [73]:
qk+1 = [I4 +
∆t
2
(γkΩk + (1− γk)Ωlastk )]qk + γkwk + (1− γk)w¯k (3.5)
où γk est la variable binaire définie par :
• γk = 1 : si le capteur est en mode standard,
• γk = 0 : si le capteur est en mode veille.
Maintenant, rappelons l’expression du modèle de mesure donné par (2.46) :
08×1 = Hkqk + vk, (3.6)
où Hk est la matrice contenant les mesures de l’accélération et du champ magnétique (2.47)
et vk représente le bruit de mesure (2.50).
Ainsi, le modèle d’état global est obtenu à partir de (3.5) et (3.6).
Filtre q-AKF avec utilisation intermittente du gyromètre
Étant données les modifications apportées au modèle du processus, nous allons analyser
dans cette partie les changements sur le filtre q-AKF développé dans la section 2.4 du chapitre
précédent. Notons que le calcul de la matrice de covariance liée au bruit de l’accéléromètre
reste toujours le même pour la compensation des accélérations linéaires si elles ne sont pas
négligeables (voir théorème 2.2). Ainsi, les étapes du filtre adaptatif q-AKF avec utilisation
intermittente du gyromètre sont résumées par :
1. Initialisation du quaternion estimé qˆ0/0 et de la matrice de covariance P0/0 de l’erreur
d’estimation (e = q − qˆ).
2. Prédiction : calcul du quaternion estimé qˆk/k−1 et de la matrice de covariance Pk/k−1 :
qˆk/k−1 = [I4 +
∆t
2
(γkΩk + (1− γk)Ωlastk )]qˆk−1/k−1. (3.7)
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Pk/k−1 = [I4 +
∆t
2
(γkΩk + (1− γk)Ωlastk )]Pk−1/k−1
[I4 +
∆t
2
(γkΩk + (1− γk)Ωlastk )]T [γkQk + (1− γk)Qˆk], (3.8)
où
Qk =
∆t2
4
Ξ(qˆk−1/k−1)RgΞ(qˆk−1/k−1)T , (3.9)
et Qˆk est donnée par (3.4).
3. Calcul du gain du filtre
Kk = Pk/k−1Hk(HkPk/k−1HTk +Rk)
−1, (3.10)
où
Rk =
(
Rmg,k
Rˆacc,k
)
, (3.11)
et
Rmg,k =
1
4
Ξ(qˆk/k−1)RmΞ(qˆk/k−1)T . (3.12)
4. Mise à jour du quaternion estimé et de la matrice de covariance
qˆk/k = qˆk/k−1 −Kk(Hkqˆk/k−1 + [0T rˆTk ]T ). (3.13)
Pk/k = (I −KkHk)Pk/k−1. (3.14)
Notons que la matrice Rˆacc,k et la moyenne rˆTk sont calculées à partir du théorème 2.2 pour
tenir compte de l’accélération linéaire du corps.
Rg, Ra, Rm sont les matrices de covariance des bruits des trois capteurs, comme définis dans
(2.4)-(2.6).
Résultats de simulation
Afin d’illustrer les performances du filtre q-AKF lors d’une utilisation intermittente des
mesures de vitesse angulaire, nous avons réalisé plusieurs tests en simulation numérique dont
nous choisissons l’exemple ci-après. Initialement, pour générer le quaternion de référence q, on
considère une variation de l’attitude à partir du scénario suivant de la vitesse angulaire :
ωx(t) = 2 cos(1.5t)
ωy(t) = −2 sin(0.9t)
ωz(t) = 1.5 cos(1.2t)
(3.15)
Ensuite, nous procédons de la même façon que dans le chapitre précédent pour générer les
mesures de l’accélération et du champ magnétique (à partir de (2.8) et (2.9) et du quaternion de
référence qk). Signalons que l’on ajoute une fonction d’accélération linéaire ap,k aux mesures
accélérométriques, dont l’évolution temporelle est tracée en le haut de la Figure 3.2. Les
imperfections des capteurs sont représentées par des bruits blancs Gaussiens dont les variances
sont égales à σ2a = 0.05m/s2 pour l’accéléromètre, σ2g = 0.05rad/s pour le gyromètre et
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σ2m = 0.05m/s
2 pour le magnétomètre. Le quaternion de référence ainsi que celui estimé
sont initialisés avec deux valeurs différentes pour examiner la convergence du filtre : q(0) =
[0.3 − 0.6 0.75 0.1]T et qˆ(0) = [1 0 0 0]T . La période d’échantillonnage et la période
de simulation sont égales à ∆t = 0.01s et T = 30s, respectivement. Enfin, pour mettre en
œuvre la réduction de l’utilisation des mesures du gyromètre, nous considérons un scénario où
le capteur commute périodiquement entre deux modes de fonctionnement (standard et veille).
Il est en mode actif pendant M1 = 20 échantillons puis en mode veille pendant M2 = 20
échantillons (voir Figure 3.1). A la fin de la période M1, on garde la dernière valeur mesurée
de la vitesse angulaire, notée ωlast pour l’utiliser durant la période de mise en veille M2 où la
matrice de covariance de l’erreur du processus Qˆk est calculée selon (3.4) avec µ = 20. Ceci
est répété périodiquement pendant toute la période de simulation. Dans la Figure 3.2, nous
Figure 3.1 – Scénario de l’acquisition des mesures du gyromètre
avons tracé l’erreur d’estimation des angles d’Euler dans le cas où l’on réduit l’utilisation du
gyromètre (γk ∈ {0, 1}) et dans le cas où l’on utilise les mesures du capteur pendant toute
la période de simulation (γk = 1). Dans ce cas, nous avons supposé que le corps n’est pas en
mouvement accéléré (cas statique). Les moyennes quadratiques des erreurs d’estimation des
angles (RMSE) sont aussi calculées dans le Tableau 3.1. Ainsi, nous constatons que le filtre
garde une qualité acceptable d’estimation de l’attitude même si on perd 50% des observations
des vitesses angulaires (on dispose seulement de 1500 mesures au lieu de 3000 mesures).
0 5 10 15 20 25 30
0.5
1
1.5
 
 
5 10 15 20 25 30
0
20
40
 
 
q−AKF avec utilisation intermittente du gyromètre
q−AKF avec utilisation normale du gyromètre
5 10 15 20 25 30
0
5
10
 
 
5 10 15 20 25 30
0
20
40
Temps (s)
 
 
0 0.01 0.02
0
100
200
Er
re
ur
 s
ur
   
 
 
le
 ro
ul
is
 (°
)
 
 
0 0.01 0.02
0
20
40
Er
re
ur
 s
ur
   
 
le
 ta
ng
ag
e 
(°)
 
 
0 0.01 0.02
0
50
100
Temps (s)
Er
re
ur
 s
ur
 
le
 la
ce
t (°
)
 
 
Norme de l’accélération (g)
Figure 3.2 – Erreurs d’estimation des angles d’Euler
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Roulis (◦) Tangage (◦) Lacet (◦)
q-AKF avec utilisation
intermittente du gyromètre 7.9201 4.8571 14.3085
q-AKF avec gyromètre en mode standard 1.5108 0.4992 2.3276
Table 3.1 – Moyennes quadratiques des erreurs d’estimation des angles d’Euler (RMSE)
Pour vérifier la limite de la robustesse du filtre par rapport à la réduction de l’utilisation des
gyromètres, nous avons testé le filtre avec différentes valeurs de M2 (période où le capteur est
mis en veille). Pour cela, on définit un scalaire σ qui représente la variation de la moyenne
quadratique de l’erreur d’estimation des angles (RMSE) par le nombre de mesures acquises l
durant le test. Ainsi :
σ =
RMSE
l
. (3.16)
La Figure 3.3 montre l’évolution de σ en fonction de M2. Notons que les courbes dans cette
figure font apparaître un compromis entre la précision de l’estimation et la durée de mise en
veille du gyromètre. D’après la figure, nous pouvons conclure que la qualité d’estimation reste
acceptable jusqu’à M2 = 30 échantillons. Cette valeur permet ainsi de gagner au niveau de
la consommation de l’énergie en réduisant au maximum l’acquisition des mesures de vitesse
angulaire, tout en gardant des performances satisfaisantes d’estimation de l’attitude.
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Figure 3.3 – Comparaison de la valeur de σ des angles d’Euler
En conclusion, cette approche constitue une première tentative pour diminuer l’utilisation
du gyromètre en vue d’une réduction de la consommation de l’énergie. Cependant, c’est une
commutation temporelle forcée. Pour aller plus loin dans notre étude, nous allons, dans la
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suite, considérer une autre approche de commutation.
3.2.2 Commutation par loi de détection
Dans cette partie, nous proposons une façon automatique de décider sur l’utilisation in-
termittente du gyromètre. Rappelons que pendant les phases statiques, où le corps n’est pas
soumis à des accélérations élevées, l’attitude peut être calculée en se basant seulement sur les
mesures de l’accéléromètre et du magnétomètre. Dans ce cas, les mesures de vitesse angulaire
ne sont plus indispensables dans le processus d’estimation et le gyromètre peut être mis en
veille. Ainsi, la décision de commutation entre les deux modes de fonctionnement du capteur
est directement liée à la nature du mouvement du corps (statique ou dynamique) [74].
Pour ce faire, nous proposons de garder la même loi de décision développée dans la section 2.3
du chapitre 2 afin de décider si le corps est en mouvement accéléré ou pas. Par conséquent,
la commutation entre les deux modes de fonctionnement du capteur se fait selon la décision
fournie par le détecteur suivant :
• Si fk(ya,k) < s ⇒ H0 : phase statique,
• Si fk(ya,k) > s ⇒ H1 : phase dynamique,
où fk désigne la fonction de détection calculée à partir de (2.16) et s est la valeur du seuil
calculée dans (2.22). D’une façon similaire à l’approche de commutation temporelle, présentée
dans le paragraphe précédent, nous détaillons les modifications apportées au modèle d’état et
au filtre suite à la réduction de l’utilisation des mesures de vitesse angulaire. Initialement, on
considère le modèle d’état donné par (2.26) et (2.46). Évidemment, l’absence de mesures de
vitesse angulaire engendre un changement sur le modèle du processus. En effet, si le capteur est
en mode standard alors la variation du quaternion est décrite par (2.26). Dès que le capteur est
mis en veille (ce qui correspond aux phases statiques de mouvement), cette équation n’est plus
valable et la variation du quaternion est supposée décrite par un modèle de marche aléatoire.
Dans ce cas, nous avons :
qk+1 = qk + w
′
k, (3.17)
où w′k est un bruit blanc Gaussien de moyenne nulle et dont la matrice de covariance est notée
par Q′k.
Soit la variable binaire γk définie dans le paragraphe précédent (γk = 1 : le capteur est en
mode standard et γk = 0 : le capteur est en mode veille). Maintenant, cette variable caractérise
aussi la décision fournie par le détecteur, soit [74] :
• γk = 0 : le corps rigide est en phase statique (H0) ⇒ le gyromètre est est en mode
veille,
• γk = 1 : le corps rigide est en phase dynamique (H1) ⇒ le gyromètre est en mode
standard.
Ainsi, le modèle du processus peut se réécrire, en fonction de γk, comme suit [74]:
qk+1 = A(γk)qk + b(γk), (3.18)
avec A(γk) et b(γk) représentent respectivement la matrice de transition et le bruit du proces-
sus, définis par :
A(γk) = (
∆t
2
Ωk)γk + I4, (3.19)
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b(γk) = γkwk + (1− γk)w′k. (3.20)
La matrice de covariance de b(γk) est donc donnée par :
Q¯k(γk, qk) = γkQk(qk) + (1− γk)Q′k. (3.21)
où Qk correspond à la matrice de covariance du bruit wk lorsque le gyromètre est en mode
standard et dont l’expression est donnée par :
Qk(qk) =
∆t2
4
Ξ(qk)RgΞ(qk)
T , (3.22)
avec Rg est la matrice de covariance du bruit de mesure du gyromètre (2.4) et Ξ(qk) est définie
dans (2.87).
Concernant le filtre, nous gardons le q-AKF développé dans le chapitre précédent mais avec
des changements sur l’étape de prédiction, à savoir l’équation de calcul du quaternion et de la
matrice de covariance à priori ((3.7) et (3.8)). Nous avons :
qˆk/k−1 = A(γk)qˆk−1/k−1. (3.23)
Pk/k−1 = A(γk)Pk−1/k−1A(γk)T + Q¯k(γk, qk/k−1). (3.24)
Évaluation du filtre
Cette partie est dédiée à l’évaluation du filtre q-AKF en simulation numérique, dans le
cas d’une utilisation intermittente du gyromètre. Les commutations entre les deux modes de
fonctionnement se font selon la décision de la loi de détection calculée dans la section 2.3 du
chapitre 2. Rappelons que dans cette section, nous avons présenté trois tests de décision :
• Test 1 : C’est un test déterministe dans le sens où l’on compare la valeur de la norme
de l’accélération ||ya,k|| à deux valeurs de seuil (inférieur et supérieur) pour décider si
le corps est en phase statique ou dynamique.
• Test 2 : La décision est prise par rapport à une comparaison d’une fonction de détection
fk (calculée en se basant sur un nombre W de mesures précédentes de l’accélération)
avec un seuil calculé en fonction des probabilités données (on donne une valeur seuil
de la PFA α).
• Test 3 : Ce test combine les deux tests précédents.
Ainsi, nous utiliserons dans cette partie les trois tests pour décider sur la réduction de l’uti-
lisation du gyromètre. Une comparaison des performances du filtre dans les trois cas sera
également présentée. Notons que cette comparaison est basée sur deux principaux critères, à
savoir le taux de consommation de l’énergie et la qualité de l’estimation. Selon ces deux cri-
tères, nous essayons de choisir le test le plus convenable pour trouver le meilleur compromis.
Pour le scénario de simulation, nous considérons l’exemple précédent de vitesse angulaire (3.15)
et nous générons ainsi les mesures des capteurs de la même façon et avec les même paramètres
statistiques (même valeurs de variances utilisées dans la paragraphe 3.2.1). Cependant, nous
avons changé le profil de l’accélération linéaire ap,k de telle façon qu’il soit le plus proche
possible à un profil de la marche humaine, prise comme exemple d’application.
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Figure 3.4 – Erreurs d’estimation des angles d’Euler
Les paramètres W (longueur de la fenêtre glissante) et α (valeur maximale de PFA), à ajuster
pour le calcul de la fonction de détection fk et du seuil s, sont choisis tels que W = 20 et
α = 0.09 dans les Tests 2 et 3. Pour les seuils supérieur et inférieur du Test 1, nous avons choisi
s1 = 0.996 et s2 = 1.004. La Figure 3.4 et le Tableau 3.2 montrent les erreurs d’estimation
Roulis (◦) Tangage (◦) Lacet (◦)
Test 1 2.6529 2.3853 3.6288
Test 2 0.2158 0.2602 1.4148
Test 3 0.2220 0.2598 1.4139
Table 3.2 – RMSE des erreurs d’estimation des angles d’Euler (comparaison des trois tests)
des angles d’Euler et leurs moyennes quadratiques en utilisant le filtre q-AKF avec réduction
de l’acquisition des mesures de vitesse angulaire dans chacun des cas de test (Tests 1, 2 et
3). D’après la Figure 3.4 et le tableau des RMSE, il est clair que l’estimation en utilisant le
Test 3 est meilleure par rapport aux deux autres tests. En effet, l’erreur d’estimation calculée
dans le cas des Tests 1 et 2 présentent des pics sur les trois angles (voir Figure 3.4). Ceci est
dû à la non détection de la phase dynamique à ces instants. Notons que le nombre de pics est
beaucoup plus important avec le Test 1, c’est à dire, la probabilité de non détection avec le
Test 2 est plus faible qu’avec le Test 1 ; ce qui justifie l’avantage du calcul automatique de la
fonction de détection fk et du seuil s.
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Évaluation du filtre en terme de consommation d’énergie
Comme le but principal de l’utilisation intermittente du gyromètre est de réduire la
consommation de l’énergie, il nous semble crucial d’évaluer le filtre de point de vue consom-
mation d’énergie. Pour cela, nous proposons dans ce paragraphe de calculer le taux total de la
consommation du courant du capteur pour chacun des tests pendant la période de simulation
considérée. On définit les variables A, B et C, comme suit :
• A : Consommation de l’énergie du gyromètre en mode standard,
• B : Consommation de l’énergie du gyromètre en mode veille,
• C : Consommation pendant la commutation entre les deux modes de fonctionnement.
Ainsi la consommation totale de l’énergie pendant toute la durée de simulation est donnée
par :
E = n1A+ n2B + n3C, (3.25)
où n1, n2, n3 correspondent respectivement à la durée (nombre d’échantillons) où le gyromètre
est en mode standard, veille ou en commutation entre les deux modes. Notons que les valeurs
de A et B sont déterminées à partir de la fiche technique du capteur. Dans notre cas, nous
considérons le gyromètre triaxial L3GD20 de STMicroelectronics comme exemple. A et B sont
donc données par [124] : A = 5.4 mA et B = 2.7 mA. Par contre, la valeur de C n’est pas
toujours disponible dans les fiches techniques. Cependant, nous considérons que C  A et
C  B.
Dans le Tableau 3.3 nous présentons les valeurs de n1, n2, n3, ainsi que E calculées pour les
trois tests. Ainsi, nous constatons que le détecteur qui se base sur la valeur instantanée de la
norme de l’accélération ||ya,k|| (Test 1) est le plus performant de point de vue consommation de
l’énergie contrairement aux deux autres tests (Tests 2 et 3). Dans ces derniers, la consommation
de l’énergie est presque égale. De plus, étant donnée que le Test 3 est le meilleur en terme
de précision d’estimation de l’attitude (voir Tableau 3.2), nous concluons que ce Test est plus
performant par rapport au Test 2 puisqu’il permet de compenser les non-détections (PND=0)
grâce à la condition s1 ≤ ||ya,k|| ≤ s2.
Test 1 Test 2 Test 3
n1 1191 1550 1551
n2 809 450 449
n3 39 39 39
E(mA) 8615.7+ 39C 9585+ 39C 9587.7+ 39C
Table 3.3 – Consommation d’énergie dans les trois cas de détection
3.3 Conclusion
Ce chapitre concerne l’estimation de l’attitude avec minimisation de la consommation de
l’énergie. D’après une analyse des fiches techniques de nouveaux capteurs inertiels et magné-
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tiques MEMS, il s’avère que le gyromètre est le capteur le plus gourmand en énergie par
rapport à l’accéléromètre et au magnétomètre. Nous avons proposé dans ce chapitre une mé-
thode de réduction de l’utilisation du gyromètre dans le processus d’estimation en le mettant
en veille le plus longtemps possible. Deux façons de commutation ont été envisagées : une com-
mutation temporelle où l’on fixe les périodes de fonctionnement standard et veille du capteur,
et une commutation intelligente basée sur la nature de mouvement du corps rigide (cas sta-
tique ou cas dynamique). Le filtre de Kalman adaptatif, développé dans le chapitre précédent,
a été modifié au niveau du calcul du quaternion a priori ainsi que la matrice de covariance
liée au bruit du processus. Les résultats de simulation montrent que le filtre garde une qualité
d’estimation satisfaisante malgré l’intermittence appliquée sur les vitesses angulaires.
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4.1 Introduction
Ce chapitre porte sur la validation expérimentale des algorithmes développés dans ce tra-
vail pour la détermination de l’attitude. Nous nous intéressons à la navigation pédestre comme
exemple d’application. Dans cette dernière, la connaissance de l’attitude permet de reconsti-
tuer la position 3D du corps à l’aide de techniques différentes telles que la navigation à l’estime
(Dead Reckoning) qui consiste à déduire la position d’un mobile à partir de sa dernière po-
sition connue. Dans la première partie du chapitre, nous allons décrire les outils nécessaires
pour l’expérimentation. Ensuite, nous allons présenter les essais effectués et nous montrerons
les résultats de l’estimation de l’attitude obtenus à l’aide de nos algorithmes dans la suite du
chapitre.
4.2 Plateforme expérimentale
Afin de montrer la viabilité des approches d’estimation de l’attitude sur un vrai système
physique, nous avons effectué des essais expérimentaux dans le cadre de la marche humaine
au sein de la plateforme MOCA du laboratoire GIPSA-Lab. Nous avons utilisé principalement
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une centrale inertielle (MTi Xsens) qui fournit des mesures de vitesse angulaire, d’accélération
et de champ magnétique et un système optique Vicon qui fournit l’attitude du corps et que
nous considérons comme référence de comparaison.
4.2.1 La centrale inertielle MTi-IMU
L’estimation de l’attitude se base sur la fusion de données inertielles et magnétiques. Ces
mesures sont typiquement issues des capteurs intégrés dans une centrale inertielle. Nous avons
choisi d’utiliser la centrale inertielle MTi (voir Figure 4.1) de Xsens Technologies [1]. De petite
taille et légère cette centrale peut être utilisée dans plusieurs domaines tels que la commande
et la stabilisation des systèmes aéronautiques, la reconstitution de mouvements humains ainsi
que la réalité augmentée. Elle est capable de mesurer en temps réel l’accélération (en m/s2),
la vitesse angulaire (en rad/s) et le champ magnétique terrestre (en Gauss) d’un objet et
de calculer son orientation par rapport à un repère de référence fixe. Ainsi, elle regroupe 3
capteurs prnicipaux de type MEMS : un gyromètre triaxial, un accéléromètre triaxial et un
magnétomètre triaxial. Les principales caractéristiques des capteurs de cette centrale inertielle
sont résumées dans le Tableau 4.1.
Figure 4.1 – Centrale inertielle MTi (dimensions : 58 x 58 x 22 mm (l x L x H))
Paramètres Gyromètre Accéléromètre Magnétomètre
Étendue de mesure ±300deg/s ±50m/s2 ±750mGauss
Densité de bruit 0.05deg/s/
√
Hz 0.002m/s2/
√
Hz 0.5mGauss/
√
Hz
Bande passante 40Hz 30Hz 10Hz
Gamme de température 0◦ − 55◦ 0◦ − 55◦ 0◦ − 55◦
Table 4.1 – Caractéristiques principales des capteurs de la centrale inertielle MTi
La centrale MTi est vendue dans boitier en plastique de protection pour garder une tem-
pérature homogène des capteurs. Un câble USB est fourni pour assurer le transfert de données
entre la centrale et le processeur de calcul (ordinateur). Ces données sont traitées via un
logiciel MT Manager permettant de configurer les capteurs (notamment la calibration des
magnétomètres), de récupérer les mesures brutes des capteurs, et de les afficher en temps réel.
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Il permet aussi de visualiser et d’enregistrer l’orientation de la centrale en temps réel (voir Fi-
gure 4.2). Notons que toutes les mesures de la centrale sont échantillonnées avec une fréquence
égale à 100Hz. Cette centrale possède, en interne, un algorithme d’estimation de l’attitude,
Figure 4.2 – Interface graphique du logiciel MT Manager
le Xsens Kalman Filter. On peut donc récupérer à la fois les données brutes (utilisées par
nos propres algorithmes) et l’attitude estimée représentée sous forme de quaternion, angles
d’Euler ou alors matrice de rotation.
Enfin, notons que tous les vecteurs de mesure des 3 capteurs sont donnés dans un repère or-
thogonal et direct dont les axes sont parallèles aux bords du boitier de la centrale. Ce repère
est considéré comme repère mobile, noté B (voir Figure 4.1). De plus, l’orientation fournie par
la centrale est donnée par rapport à un repère fixe N défini par la convention NED.
D’autre part, on considère que les données fournies par les capteurs sont préalablement cali-
brées. Une étape de calibration est réalisée par le constructeur pour limiter les erreurs et les
dérives possibles (dues au non alignement, biais, bruit, etc). Un certificat de calibration est
joint avec la centrale contenant les différents paramètres qui assurent le passage des données
brutes à celles calibrées.
4.2.2 Le système de capture optique Vicon
Les performances des algorithmes développés ont été validés en expérimentation en com-
parant l’attitude calculée avec celle obtenue à partir du système optique Vicon disponible dans
la plateforme MOCA du laboratoire GIPSA-Lab (voir Figure 4.3) [2]. Vicon est un système de
capture de mouvement contenant 12 caméras T40, un système informatique ,un logiciel dédié
et des marqueurs fixés sur le corps. Les cameras sont disposées en cercle autour du volume de
travail et sont connectées à un serveur et au logiciel permettant de calculer l’attitude et/ou la
position d’un corps se déplaçant dans le champ des caméras. Les marqueurs passifs sont des
petites sphères qui réfléchissent la lumière (proche infra-rouge) envoyée par les projecteurs. La
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position des sphères dans l’espace est calculée à partir des images produites par les caméras.
Figure 4.3 – Système Vicon dans la plateforme MOCA du laboratoire GIPSA-Lab
4.3 Implémentation réelle dans le cas de la marche humaine
4.3.1 Processus expérimental suivi
Nous avons testé nos algorithmes d’estimation de l’attitude au cours du déplacement d’un
sujet humain. Les expériences ont été réalisées dans la salle MOCA du laboratoire GIPSA-lab.
La centrale MTi a été utilisé pour recueillir et enregistrer les mesures inertielles et magnétiques
pendant un épisode de marche de quelques minutes. La plateforme est équipée du système
de capture Vicon qui nous a servi pour générer un quaternion de référence. Ainsi, une triade
de marqueurs passifs est rigidement attachée à la centrale MTi et est alignée avec celle des
capteurs de la centrale pour synchroniser les données du Vicon et celles du filtre (voir Figure
4.4). Afin d’éviter les erreurs d’alignement, l’ensemble "centrale MTi-marqueurs" est attaché
Figure 4.4 – Ensemble "centrale MTi-marqueurs"
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au pied de telle façon que ses axes coïncident avec les axes principaux du pied. Avant de com-
mencer l’expérience, une étape de calibration du système optique est nécessaire. Elle consiste
à effectuer un mouvement aléatoire de baguette d’étalonnage dans l’ensemble du volume de la
salle et permet au système de calculer les positions relatives et les orientations des différentes
caméras et de les linéariser. Notons que les données du système Vicon sont fournies par rap-
port au repère fixe de la salle, noté NV . Ce dernier est défini selon la convention NWU où
l’axe xV pointe vers le Nord, l’axe yV pointe vers l’Ouest et zV pointe vers le haut. Le repère
NV et celui utilisé par la centrale (NED) n’étant pas alignés, l’angle entre xV et xN est égal
à 30◦. Cette rotation, autour de l’axe zN , est prise en compte dans l’estimation de l’angle du
lacet.
D’autre part, la calibration du gyromètre de la centrale consiste à enlever la valeur du biais des
mesures de vitesse angulaire, à chaque instant, après avoir l’identifier. Pour cela, la centrale
est laissée immobile pendant une période de 1 min dans une position angulaire quelconque.
La valeur du biais correspond à la moyenne des vitesses angulaires mesurées pendant cette
période.
Par ailleurs, l’expérience consiste à réaliser une marche le long d’un chemin rectangulaire dans
la salle pendant 3min. Le rectangle est de largeur 2m et de longueur 3m situé dans un plan
parfaitement horizontal comme le montre la Figure 4.5. Une fois recueillies, les données de la
Figure 4.5 – Trajectoire réalisée au sein de la salle MOCA
centrale sont traitées hors ligne sous Matlab pour calculer le quaternion en utilisant l’un des
filtres (q-AKF ou QDF) développés dans le chapitre 2. Ce quaternion est comparé au quater-
nion de référence obtenu directement à partir du système V icon. Similairement à l’évaluation
en simulation numérique, nous avons choisi de montrer les résultats en angles d’Euler obtenus
à partir de la transformation mathématique définie par (2.74).
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4.3.2 Evaluation du filtre q-AKF
Afin d’évaluer les performances du filtre q-AKF, une étude comparative entre ce dernier
et le filtre QKF, développé par Choukroun et al. dans [28], a été menée. Nous avons tracé
l’erreur d’estimation des angles d’Euler dans la Figure 4.6. Les erreurs sont calculées à partir
de la valeur absolue de la différence entre les angles estimés (obtenus à partir du quaternion
estimé) par chacun des filtres et les angles de référence fournis par le système Vicon.
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Figure 4.6 – Erreurs d’estimation des angles d’Euler dans le cas de la marche humaine
D’après la Figure 4.6 nous remarquons que les erreurs d’estimation sont plus importantes en
utilisant le QKF. Les courbes d’évolution des erreurs obtenues par ce dernier présentent des
pics importants dès la détection d’une phase dynamique (ap,k est élevée). Cependant, nous
remarquons aussi sur les courbes que l’erreur d’estimation du lacet est plus importante par
rapport au roulis et au tangage. Ceci est justifié par les perturbations magnétiques causées par
la présence d’éléments ferromagnétiques dans la salle. Notons que ces perturbations affectent
les mesures du magnétomètre et par conséquent la qualité d’estimation du lacet se dégrade.
Dès que ces perturbations disparaissent (par exemple entre 28s et 40s), la valeur de l’erreur
devient très faible (inférieure à 5◦). Ce problème survient surtout dans le cas d’estimation à
l’intérieur contrairement à l’estimation à l’extérieur où les distorsions magnétiques sont négli-
geables.
Pour une meilleure interprétation des résultats d’estimation, nous avons tracé, dans la Figure
4.7, la fonction de distribution cumulative de l’erreur d’estimation sur chacun des angles dans
le cas des deux filtres (q-AKF et QKF). D’après la figure, l’estimation avec le q-AKF est
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Figure 4.7 – Fonction de distribution cumulative de l’erreur d’estimation des angles d’Euler
pour les filtres q-AKF et QKF
meilleure que celle obtenue avec le QKF. En effet, la probabilité d’avoir une erreur d’estima-
tion inférieure à 5◦, pour le lacet par exemple, est égale à 35 % pour le QKF alors qu’elle est
égale à 60 % pour le q-AKF. Nous remarquons aussi que 90% du temps, l’erreur d’estimation
sur le lacet est inférieur à 10◦.
En conclusion, les résultats montrent que le q-AKF permet de compenser l’effet de l’accélé-
ration linéaire au cours de l’estimation de l’attitude. L’amélioration est plus remarquable sur
les angles de roulis et tangage que sur le lacet, étant donnée que l’accélération linéaire est plus
importante sur ces deux angles dans le cas de la marche humaine.
4.3.3 Evaluation du filtre QDF
Dans le but d’examiner les performances du QDF proposé dans le chapitre 2, nous consi-
dérons les mêmes essais expérimentaux dans le cadre de la marche humaine. De la même façon
que le q-AKF, nous avons comparé les performances de notre approche avec celles du QKF
en traçant les erreurs d’estimation des angles d’Euler pour chacun des deux filtres, dans la
Figure 4.8. D’après cette figure, il est clair que l’erreur d’estimation est plus importante en
utilisant le QKF que le QDF. Ce dernier permet de compenser l’effet de l’accélération linéaire
contrairement au QKF. En effet, les courbes relatives au QKF présentent des pics aux mo-
ments de détection des phases dynamiques (qu’on peut les observer sur la courbe d’évolution
de la norme de l’accélération dans le haut de la Figure 4.8). A titre d’exemple, durant les
intervalles de temps [20s-30s] et [60s-70s], l’erreur d’estimation est inférieure à 5◦ avec le
QDF, tandis qu’elle atteint une valeur maximale de 50◦ (sur le roulis et le lacet) et 15◦ (sur le
tangage) avec le QKF. Néanmoins, nous signalons que l’erreur d’estimation du tangage et du
roulis augmente (d’une valeur maximale de 5◦) à certains instants et reste constante pendant
un intervalle de temps (entre 22s et 32s par exemple) puis elle redescend et devient très faible
(autour de zéro). Ce phénomène est répétitif pour chacun des deux angles (roulis et tangage).
Nous avons analysé ces instants de remontée de l’erreur et nous avons constaté que ces évé-
86 Chapitre 4. Application d’estimation de l’attitude en navigation pédestre
10 20 30 40 50 60 70 80 90
0
50
 
 
Acceleration Norm (m/s2)
10 20 30 40 50 60 70 80 90
0
20
40
Er
re
ur
 s
ur
 
le
 ro
ul
is
 (°
)
 
 QDF QKF
10 20 30 40 50 60 70 80 90
0
10
20
Er
re
ur
 s
ur
 
le
 ta
ng
ag
e 
(°)
 
 
10 20 30 40 50 60 70 80 90
0
50
100
Temps (s)
Er
re
ur
 s
ur
le
 la
ce
t (°
)
 
 
Figure 4.8 – Erreur d’estimation des angles d’Euler à partir du QKF et du QDF
nements correspondent à des pics sur les mesures du gyromètre (notamment sur l’axe zB) où
la vitesse angulaire dépasse l’étendu de mesure du capteur, soit ±300 ◦/s (voir Figure 4.9).
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Figure 4.9 – Vitesse angulaire sur l’axe zB
D’autre part, les performances du QDF ont été aussi illustrées à partir du tracé de la fonction
cumulative de distribution de l’erreur d’estimation des angles d’Euler, pour les QDF et QKF.
La Figure 4.10 montre ces courbes. Les valeurs de la probabilité d’avoir une erreur inférieure
à 5◦ pour les angles d’Euler, calculées à partir des deux filtres, sont résumées dans le Tableau
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4.2. Nous constatons que le QDF est clairement plus performant que le QKF. Ceci est justifié
par la robustesse de notre approche par rapport aux phases accélérées présentes au cours du
déplacement du sujet humain.
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Figure 4.10 – Fonction de distribution cumulative de l’erreur d’estimation des angles d’Euler
pour le QDF et le QKF
Roulis Tangage Lacet
QKF 59% 90% 15%
QDF 91% 96% 98%
Table 4.2 – Probabilité d’avoir une erreur d’estimation < 5◦ sur les angles d’Euler
4.4 Conclusion
Ce chapitre s’articule autour de la mise en œuvre et la validation expérimentale des ap-
proches d’estimation de l’attitude proposées dans ce travail. Nous nous sommes intéressés à
l’application de la navigation pédestre. Dans la première partie, les outils nécessaires pour le
processus expérimental ont été présentés : une centrale inertielle MTi a été utilisée pour four-
nir les mesures inertielles et magnétiques et un système optique Vicon permet de fournir un
quaternion de référence. Ensuite, nous avons décrit le processus de l’expérience dans le cadre
de la marche humaine. Les deux approches (q-AKF et QDF) ont été évaluées et comparées au
filtre QKF. Les résultats sont satisfaisants pour les deux filtres et la compensation de l’effet
de l’accélération linéaire est bien observée.

Conclusion et perspectives
Dans ce travail de thèse, nous nous sommes intéressés à l’estimation de l’attitude d’un
corps rigide en mouvement accéléré avec une contrainte énergétique, en utilisant une fusion de
capteurs inertiels et magnétiques. Partant de la problématique bien établie de l’impact négatif
des accélérations linéaires sur l’estimation de l’attitude, le premier objectif de cette thèse était
de proposer des solutions efficaces quel que soit la nature de l’accélération subie par le corps
rigide. Le second objectif était de proposer des solutions peu gourmandes en énergie afin de
faciliter leur implémentation sur des dispositifs ayant des ressources d’énergie limitées, comme
c’est le cas des smartphones.
Pour bien aborder ce travail, le chapitre 1 de ce manuscrit a introduit la notion de l’attitude
et présenté différents domaines d’application. Ensuite, nous avons décrit les outils nécessaires
pour la détermination de l’attitude, à savoir ses formes de représentation et les capteurs (nature
des mesures) utilisés. En particulier, nous nous sommes focalisés sur les centrales inertielles
formées par un gyromètre triaxial, un accéléromètre triaxial et un magnétomètre triaxial.
Une discussion autour de ces outils nous a permis d’une part de choisir le quaternion comme
représentation de l’attitude et d’autre part d’analyser la nature des mesures issues des capteurs.
Ce chapitre se termine par un état de l’art sur les différentes approches développées dans la
littérature pour l’estimation de l’attitude. Ainsi, il s’avère que le problème d’estimation en
phases accélérées de mouvement, bien que crucial, n’est que très peu abordé dans la littérature,
les solutions existantes étant très peu satisfaisantes.
Les chapitres 2 et 3 contiennent nos principales contributions théoriques. Tenant compte
du premier objectif, deux algorithmes ont été proposés :
• un filtre de Kalman adaptatif basé sur les quaternions (q-AKF), permettant de fusion-
ner les trois modalités de mesure et d’estimer l’attitude d’un corps rigide. Dans ce cas,
l’accélération linéaire est considérée comme un terme de bruit non négligeable. Son
effet est compensé à travers un calcul adaptatif de sa matrice de covariance et de sa
moyenne. Une loi de détection a été développée afin de distinguer les phases statiques
des phases dynamiques et décider ainsi sur le maintient (ou pas) du calcul adaptatif.
• un filtre singulier (QDF) qui combine les mêmes modalités de mesure mais qui est
élaboré sur la base d’un nouveau modèle (appelé A-modèle) dans lequel le modèle
du processus est définit à partir des mesures issues de l’accéléromètre alors que le
modèle d’observation est établi sur la base des mesures de magnétomètre et gyromètre.
Ce nouveau modèle nous conduit à un problème d’estimation avec entrée inconnue
(l’accélération linéaire dans ce cas). Par conséquent, l’estimateur basé sur ce modèle
tient compte de cette accélération et permet de compenser son effet par construction.
Les deux méthodes ont été validées avec des simulations numériques réalisées sous Matlab.
Les résultats obtenus montrent que les approches proposées minimisent bien l’effet de l’ac-
célération linéaire sur la qualité d’estimation de l’attitude. Bien que le q-AKF permette de
reconstruire correctement l’attitude, il a une complexité de calcul bien plus élevée, comparé
au QDF. En effet, par rapport au q-AKF, le QDF n’exige pas de calcul associé à l’étape de
détection ni celui de la matrice de covariance rendant ainsi l’algorithme plus rapide.
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S’agissant du second objectif, nous avons abordé dans le chapitre 3 la problématique d’es-
timation de l’attitude avec utilisation intermittente des mesures de gyromètre, un capteur
qui d’après la littérature consomme énormément d’énergie. Nous visons ainsi à réduire la
consommation d’énergie dans les centrales inertielles tout en gardant une qualité acceptable
d’estimation de l’attitude. C’est une problématique émergente motivée par le développement
récent des smartphones et autres dispositifs mobiles embarquant des centrales inertielles. Les
gyromètres actuels ayant un mode de fonctionnement intermédiaire entre le mode standard
(actif) et le mode éteint (veille), nous avons proposé de commuter entre ces deux modes en cas
de besoin. Pour ce faire, un détecteur a été développé en vue de discriminer les deux types de
mouvement que subit le corps (accéléré ou statique). La méthode développée a été appliquée
sur le q-AKF puis validée en simulation.
Finalement, le chapitre 4 a été consacré à des expérimentations variées avec des scénarios de
marche de sujets humains. Une centrale inertielle a été utilisée pour enregistrer les mesures
inertielles et magnétiques. Ces mesures ont par la suite été utilisées pour estimer l’attitude à
partir des algorithmes développés dans cette thèse. Dans ce cadre, un système optique a été
également utilisé comme référence pour l’attitude.
A l’issue de ce travail, plusieurs perspectives sont à soulever dont nous citons quelques
unes ci-après :
• Une première piste est liée à la problématique de perturbations magnétiques qui
peuvent affecter la qualité de l’estimation. En particulier, dans les applications de
navigation à l’intérieur des bâtiments, la présence d’éléments ferromagnétiques est très
fréquente et perturbe significativement les mesures du magnétomètre. Ainsi, une dévia-
tion importante entre le vrai vecteur champ magnétique terrestre et celui mesuré est
observée. En terme d’estimation de l’attitude, cela conduit à des erreurs importantes
essentiellement sur le lacet. Il serait donc judicieux de tenir compte de ces perturba-
tions dans le processus d’estimation, probablement, d’une façon analogue à celle des
accélérations linéaires.
• Une deuxième piste concerne la prise en compte des accélérations linéaires, suppo-
sées être des incertitudes. Dans ce cas, il serait judicieux de traiter la problématique
d’estimation avec des techniques de filtrage robuste.
• Une troisième piste serait d’étendre l’estimation de l’attitude avec le modèle singulier.
Cette nouvelle formulation nous a permis de développer un estimateur robuste aux
accélérations linéaires. Cependant, il serait intéressant de l’étendre vers une utilisation
intermittente des gyromètres. Ainsi, dans ce cas, nous serons face à un problème d’esti-
mation d’état avec des données manquantes pour un système singulier. Une étude des
conditions d’admissibilité et de régularité du système peut compléter ce travail.
• Une quatrième piste concerne la prise en compte du biais du gyromètre au sein des esti-
mateurs en basculant vers une estimation en parallèle avec celle de l’attitude. L’idée se-
rait d’étendre les algorithmes proposés pour combiner les trois problématiques liées aux
capteurs (accélération linéaire, biais sur le gyromètre et perturbations magnétiques).
• Une cinquième piste intéressante est d’étudier la problématique d’estimation de l’atti-
tude en présence de défauts sur les capteurs utilisés afin de les détecter et corriger à
partir d’algorithmes de diagnostic.
• Une sixième piste serait d’approfondir l’approche d’utilisation intermittente des me-
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sures du gyromètre. La solution proposée dans ce travail est prometteuse, cependant
nous pensons à définir un modèle de consommation de l’énergie par le gyromètre durant
le processus d’estimation. Selon ce modèle, un critère d’optimisation pourrait être éta-
bli. Aussi, on pourrait lier cette intermittence à la charge/décharge de la batterie (par
exemple dans le cas d’un smartphone pour une application en navigation pédestre).
Lors de la mise en veille du gyromètre, la vitesse angulaire est inconnue, alors on décrit
la dynamique d’évolution de cette mesure par un processus du premier ordre. Cette
hypothèse doit être enrichie en considérant plusieurs possibilités de modèles d’évolution
de la vitesse angulaire. Une approche d’estimation par modèles multiples interconnectés
(IMM) serait donc envisageable.

Annexe A
Détermination des paramètres
statistiques de la fonction fk
A.1 Calcul préliminaire
Soit la variable xk = ||ya,k||2 − g2. Cherchons sa moyenne et sa variance.
Moyenne de xk : On a uk et δa,k sont indépendants. Ainsi, nous calculons la moyenne
de xk comme suit :
E[xk] = E[||ya,k||2 − g2]
= E[||δa,k||2 + 2guTk δa,k]
= E[||δa,k||2] = E[δTa,kδa,k]
= E[Tr(δa,kδ
T
a,k)] = Tr(E[δa,kδ
T
a,k])
= Tr(σ2aI3) = 3σ
2
a, (A.1)
avec Tr(M) désigne la trace de la matrice M .
Variance de xk : La variance de xk s’écrit :
var(xk) = E[x
2
k]− (E[xk])2
= E[||δa,k||4 + 4g||δa,k||2uTk δa,k + 4g2(uTk δa,k)2]− 9σ4
= E[||δa,k||4] + 4g2E[(uTk δa,k)2]− 9σ4, (A.2)
avec
E[||δa,k||4] = E[(δxa,k)4] + E[(δya,k)4] + E[(δza,k)4]
+ 2E[(δxa,k)
2]E[(δya,k)
2] + 2E[(δxa,k)
2]E[(δza,k)
2] + 2E[(δya,k)
2]E[(δza,k)
2]
(A.3)
Rappelons que le moment centré d’ordre r d’une variable aléatoire X de moyenne µ et de
variance σ2 est défini par :{
µr = E[(X − µ)r] = r!σr
2
r
2 ( r
2
)!
, si r est pair
µr = 0, si r est impair
(A.4)
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Dans notre cas, les moments d’ordre 4 de δxa,k, δ
y
a,k et δ
z
a,k sont définis par :
E[(δxa,k)
4] = E[(δya,k)
4] = E[(δza,k)
4] = 3σ4a.
Ainsi,
E[||δa,k||4] = 15σ2a. (A.5)
D’autre part, on a :
E[(uTk (δa,k)
T ] = E[(uTk (δa,k)
T (uTk δa,k)]
= E[Tr((uTk δa,k)(u
T
k δa,k)
T )]
= E[Tr(uTk δa,kδ
T
a,kuk)]
= E[Tr(uku
T
k δa,kδ
T
a,k)]
= Tr(E[uku
T
k ]E[δa,kδ
T
a,k]) = σ
2
aTr(E[uku
T
k ]])
= σ2aE[Tr(u
T
k uk)]) = σ
2
aE[||uk||2]) = σ2a. (A.6)
En substituant les équations (A.5) et (A.6) dans (A.2), on obtient :
var(xk) = 6σ
4
a + 4g
2σ2a. (A.7)
A.2 Calcul de la moyenne et de la variance de fk
Considérons la fonction de détection fk définie dans (2.16) par :
fk =
1
W
k∑
i=k−W+1
(||ya,i||2 − g2 − 3σ2a). (A.8)
La moyenne et la variance de fk sont données par :
Moyenne de fk :
E[fk] = E[
1
W
k∑
i=k−W+1
(||ya,i||2 − g2 − 3σ2a)]
=
1
W
k∑
i=k−W+1
(E[||ya,i||2 − g2 − 3σ2a])
=
1
W
k∑
i=k−W+1
(E[||ya,i||2]− 1
W
k∑
i=k−W+1
(g2 + 3σ2a) = 0. (A.9)
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Variance de fk :
σ2f =
1
W 2
var(
k∑
i=k−W+1
(||ya,i||2 − g2 − 3σ2a)
=
1
W 2
k∑
i=k−W+1
var(||ya,i||2 − g2 − 3σ2a)
=
1
W 2
k∑
i=k−W+1
var(||ya,i||2)
=
1
W 2
k∑
i=k−W+1
(6σ4a + 4g
2σ2a)
=
1
W
(6σ4a + 4g
2σ2a). (A.10)

Annexe B
Calcul de la matrice de covariance V
Nous détaillons dans cette annexe le calcul de la matrice de covariance V = diag(V1, V2, V3)
définie dans le paragraphe 2.5.3 du chapitre 2, correspondant à l’estimation de l’attitude par
modèle singulier.
Rappelons que la matrice V correspond à la covariance du vecteur d’erreur βk+1 (2.102). Dans
ce qui suit, nous allons calculer V1, la matrice de covariance du vecteur bruit −Akk − vk+1.
On a :
V1 = E[(−Akk − vk+1 − E[−Akk − vk+1])(−Akk − vk+1 − E[−Akk − vk+1])T ] (B.1)
avec E[•] est l’opérateur de l’espérance mathématique .
Puisque E[vk+1] = 0, alors :
V1 = E[Akk
T
kA
T
k ] + E[vk+1v
T
k+1] + 2E[Akkv
T
k+1]− E[Akk]E[Akk]T . (B.2)
En remplaçant vk+1 par son expression définie dans l’équation (2.86), on obtient :
V1 = E[Akk
T
kA
T
k ] +
1
4
E[Ξ(qk+1)δa,k+1δ
T
a,k+1Ξ
T (qk+1)] +
1
4
E[Ξ(qk)δa,kδ
T
a,kΞ
T (qk)]
+
1
4
E[Λ(qk+1)p,k
T
p,kΛ
T (qk+1)]− E[Akk]E[Akk]T
+E[Akk(δ
T
a,k+1Ξ
T (qk+1)− δTa,kΞT (qk))] + E[AkkTp,kΛT (qq+1)]. (B.3)
Comme le filtre n’est pas biaisé (E[k] = 0), alors :
E[Akk] = 0, puisque Ak est supposée déterministe. (B.4)
Ainsi,
V1 = AkPkA
T
k +
1
4
E[Ξ(qk+1)δa,k+1δ
T
a,k+1Ξ
T (qk+1)] +
1
4
E[Ξ(qk)δa,kδ
T
a,kΞ
T (qk)]
+
1
4
E[Λ(qk+1)p,k
T
p,kΛ
T (qk+1)] + E[Akk(δ
T
a,k+1Ξ
T (qk+1)− δTa,kΞT (qk))]
+E[Akk
T
p,kΛ
T (qq+1)]. (B.5)
Suppposons que qk+1 = qk + qα et que qα est un bruit blanc dont la matrice de covariance
est : σ2αI4. Les erreurs k et p,k sont supposées indépendants, alors :
E[Akk(δ
T
a,k+1Ξ
T (qk+1)− δTa,kΞT (qk))] = 0, (B.6)
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E[Akk
T
p,kΛ
T (qq+1)] = 0, (B.7)
E[Ξ(qk+1)δa,k+1δ
T
a,k+1Ξ
T (qk+1)] =
E[Ξ(qk + qα)δa,k+1δ
T
a,k+1Ξ
T (qk + qα)] =
E[(Ξ(qk) + Ξ(qα))δa,k+1δ
T
a,k+1(Ξ
T (qk) + Ξ
T (qα))] =
E[Ξ(qk)δa,k+1δ
T
a,k+1Ξ
T (qk) + Ξ(qα)δa,k+1δ
T
a,k+1Ξ
T (qα)] =
E[Ξ(qk)δa,k+1δ
T
a,k+1Ξ
T (qk)] + E[Ξ(qα)δa,k+1δ
T
a,k+1Ξ
T (qα)]. (B.8)
Définissons maintenant : δa,k+1δTa,k+1 =
a11 b cb a22 d
c d a33
 , et écrivons Ξ(qk) et Ξ(qα) selon
l’équation (1.22).
Supposons que qα et δa,k+1 sont indépendants et que δa,k+1 est identiquement indépendant
(i.e. E[bc] = E[cd] = E[bd] = 0), alors :
E[Ξ(qk)δa,k+1δ
T
a,k+1Ξ
T (qk)] = Ξ(qk)RaΞ
T (qk), (B.9)
et
E[Ξ(qα)δa,k+1δ
T
a,k+1Ξ
T (qα)] = diag(A11, A22, A33, A44), (B.10)
avec
A11 = σ
2
aE[q
2
α,1 + q
2
α,2 + q
2
α,3],
A22 = σ
2
aE[q
2
α,0 + q
2
α,2 + q
2
α,3],
A33 = σ
2
aE[q
2
α,1 + q
2
α,0 + q
2
α,3],
A44 = σ
2
aE[q
2
α,1 + q
2
α,2 + q
2
α,0]. (B.11)
L’expression de la variance liée à qα est donnée par :
E[q2α,0] = E[q
2
α,1] = E[q
2
α,2] = E[q
2
α,3] = σ
2
α. (B.12)
On a alors :
E[Ξ(qα)δa,k+1δ
T
a,k+1Ξ
T (qα)] = 3σ
2
ασ
2
aI4. (B.13)
En utilisant les équations (B.9) et (B.13), l’équation (B.8) peut être obtenue par :
E[Ξ(qk+1)δa,k+1δ
T
a,k+1Ξ
T (qk+1)] = Ξ(qk)RaΞ
T (qk) + 3σ
2
ασ
2
aI4. (B.14)
Calculons aussi l’expression de 14E[Λ(qk+1)p,k
T
p,kΛ
T (qk+1)] :
1
4
E[Λ(qk+1)p,k
T
p,kΛ
T (qk+1)] =
3
4
σ2ασ
2
pI4 +
1
4
Λ(qk)RpΛ
T (qk). (B.15)
Finalement, en substituant Ak par son expression [Hacc,k 04×4] dans (B.1), alors on obtient
la matrice de covariance V1 comme suit :
V1 = Hacc,kP
q
kH
T
acc,k +
1
2
Ξ(qk)RaΞ
T (qk) +
3
4
σ2α(σ
2
a + σ
2
p)I4
+
1
4
Λ(qk)RpΛ
T (qk). (B.16)
D’autre part, pour calculer les matrices V2 et V3, nous avons appliqué les mêmes étapes de
calcul que celles de V1.
Annexe C
Autres formes de modèle singulier
(M-modèle et AM-Modèle)
C.1 M-modèle
Le modèle mathématique décrivant la dynamique de rotation du corps rigide en mouvement
peut être formulé en changeant la disposition des capteurs. La façon classique consiste à définir
le modèle du processus à partir des mesures du gyromètre et le modèle d’observation à l’aide des
mesures issues d’accéléromètre et de magnétomètre. Afin de compenser l’effet de l’accélération
linéaire dans le processus d’estimation de l’attitude, nous avons présenté dans le chapitre 2 une
nouvelle formulation dans laquelle le modèle du processus est établi à l’aide des accéléromètres
(A-modèle).
Nous pouvons traiter le problème des perturbations magnétiques d’une façon similaire. Dans
ce cas, l’équation de sortie du magnétomètre peut se réécrire :
ym = R(q)(m+mp) + δm, (C.1)
oùmp est le terme correspondant aux perturbations magnétiques, supposé inconnu. En discret,
mp est donné par :
mp,k+1 = mp,k + m,k, (C.2)
avec m,k est l’erreur de modélisation,caractérisée par une matrice de covariance Rm. Ainsi,
un modèle (M-modèle) est formulé en utilisant les mesures issues du magnétomètre pour
établir le modèle du processus et les mesures du gyromètre et de l’accéléromètre pour définir
le modèle d’observation :
Hmg,k+1qk+1 = Hmg,kqk − m˜p,k+1 + vm,k+1, (C.3)
zm,k = Nm,kqk + nm,k, (C.4)
où qk est le quaternion à l’instant k, Hmg,k est la matrice 4× 4 contenant les mesures du ma-
gnétomètre ym,k définie dans (2.88). m˜p,k+1 ∈ R3 est le terme correspondant aux perturbations
magnétiques mp,k, exprimé par :
m˜p,k+1 = −1
2
Λ(qk+1 − qk)mp,k, (C.5)
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Λ(qk) est donné par (2.85) et vm,k+1 est le bruit du processus défini par :
vm,k+1 =
1
2
Ξ(qk+1)δm,k+1 − 1
2
Ξ(qk)δm,k +
1
2
Λ(qk+1)m,k, (C.6)
avec Ξk(qk) est définie dans (2.87).
zm,k,Nm,k et nm,k sont respectivement le vecteur, la matrice et le bruit d’observation, exprimés
comme suit :
zm,k =
[
qωk
04×1
]
, Nm,k =
[
I4
Hacc,k
]
, nm,k =
[
wqg,k
wqacc,k
]
, avec qωk le quaternion estimé résultant de
l’intégration des mesures des gyromètres à partir de l’équation (2.10) et Hacc,k est la matrice
4× 4 contenant les mesures de l’accéléromètre ya,k donnée dans (2.83). Les vecteurs de bruits
wqg,k et w
q
acc,k liés aux gyromètre et accéléromètre sont respectivement donnés par :
wqg,k = −
∆t
2
Ξ(qk)δg,k, (C.7)
wqacc,k = −
1
2
Ξ(qk)δa,k, (C.8)
où ∆t, δg,k et δa,k sont respectivement la période d’échantillonnage et les bruits des capteurs
(définis dans les équations (2.1) et (2.2)).
C.2 AM-modèle
Dans cette partie, nous proposons une autre possibilité de modèle d’état, toujours sous
forme de système singulier. Il s’agit de combiner les deux modèles élaborés précédemment :
le modèle-A et le modèle-M établis dans le chapitre 2 et dans la section précédente, respecti-
vement. Dans ce cas, le modèle de processus est défini par les mesures de l’accéléromètre et
magnétomètre alors que le modèle d’observation est défini par les mesures du gyromètre.
C.2.1 Modèle du processus :
Ce modèle est formé par les deux équations (2.81) et (C.3) :
Hacc,k+1qk+1 = Hacc,kqk − a˜p,k+1 + vk+1, (C.9)
Hmg,k+1qk+1 = Hmg,kqk − m˜p,k+1 + vm,k+1, (C.10)
(C.11)
avec a˜p,k+1 et m˜p,k+1 sont définis dans (2.84) et (C.5) et représentent respectivement l’accélé-
ration linéaire et les perturbations magnétiques.
vk+1 et vm,k+1 sont les bruits liés à l’accéléromètre et magnétomètre, donnés par (2.86) et
(C.6), respectivement.
Ainsi, on obtient le modèle du processus suivant :
EAMk+1x
AM
k+1 = A
AMxAMk + v
AM
k+1, (C.12)
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où xAM est le vecteur d’état formé par le quaternion et les deux entrées inconnues liées à
l’accélération linéaire et aux perturbations magnétiques :
xAMk =
 qka˜p,k
m˜p,k
 . (C.13)
EAMk+1 et A
AM sont les matrices définies par :
EAMk+1 =
[
Hacc,k+1 I4 0
Hmg,k+1 0 I4
]
, AAM =
[
Hacc,k 0 0
Hmg,k 0 0
]
. (C.14)
Le vecteur de bruit du processus vAMk+1 est donné par :
vAMk+1 =
[
vk+1
vm,k+1
]
. (C.15)
C.2.2 Modèle d’observation :
Dans le cas du modèle-AM, le modèle d’observation est défini par les mesures de vitesse
angulaire fournies par le gyromètre, comme suit :
qωk+1 = [I4 0 0]x
AM
k+1 + w
q
g,k+1, (C.16)
où wqg,k+1 est le bruit d’observation lié aux mesures du gyromètre, défini dans l’équation (C.7).
C.2.3 Modèle d’état :
A partir des équations (C.12) et (C.16), nous obtenons le modèle d’état (AM-modèle)
suivant :
EAMk+1x
AM
k+1 = A
AMxAMk + v
AM
k+1 (C.17)
qωk+1 = [I4 0 0]x
AM
k+1 + w
q
g,k+1 (C.18)
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Résumé — Dans ce travail de thèse on s’intéresse à l’estimation de l’attitude d’un corps ri-
gide en mouvement dans l’espace 3D en utilisant les quaternions comme représentation. Cette
problématique a été largement étudiée dans la littérature sous divers domaines d’application.
L’objectif de la thèse est de proposer de nouvelles méthodes de fusion de données en com-
binant des mesures inertielles et magnétiques. Dans un premier temps, nous nous sommes
intéressés à l’estimation de l’attitude en cas de mouvement accéléré où l’accélération linéaire
du corps n’est plus négligeable devant la gravité. Deux approches ont été proposées dans ce
cadre. La première utilise un filtre de Kalman adaptatif pour la compensation des accéléra-
tions linéaires. Précisément, des lois de détection ont été développées pour distinguer d’une
façon automatique les différentes phases de mouvement (statiques et dynamiques). Ainsi, la
matrice de covariance associée à l’accélération linéaire est estimée afin d’ajuster le gain du
filtre. La deuxième approche consiste à intégrer un filtre singulier élaboré sur la base d’un
nouveau modèle, dans lequel le modèle du processus est défini en se basant sur les mesures
issues de l’accéléromètre tandis que le modèle d’observation est défini par les mesures issues
du gyromètres et du magnétomètres. Cette formulation permet de prendre en compte l’effet
des accélérations linéaires d’une manière efficace. Dans un deuxième temps, on s’est focalisé
sur l’estimation de l’attitude avec utilisation intermittente de gyromètres, considérés comme
capteurs énergivores. Nous avons étudié dans ce cas la façon la plus adéquate afin de réduire
l’acquisition des mesures de vitesse angulaire tout en gardant une qualité acceptable de l’es-
timation de l’attitude. Toutes les approches développées ont été validées par des simulations
numériques ainsi que des expérimentations utilisant des données réelles.
Mots clés : Estimation de l’attitude, quaternion, filtre de Kalman, capteurs inertiels et ma-
gnétiques, phases dynamique et statique, systèmes singuliers.
Abstract — In this PhD. thesis we deal with attitude estimation of accelerated rigid body
moving in the 3D space using quaternion parameterization. This problem has been widely
studied in the literature in various application areas. The main objective of this thesis is to
propose new methods for data fusion to combine inertial and magnetic measurements. The first
challenge concerns attitude estimation during dynamic cases, in which external acceleration
of the body is not negligible compared to the Gravity. Two main approaches are proposed in
this context. First, a quatenion-based adaptive Kalman filter (q-AKF) was designed in order
to compensate for such external acceleration. Precisely, a smart detector is designed to decide
whether the body is in static or dynamic case. Then, the covariance matrix of the external
acceleration is estimated to tune the filter gain. Second, we developed descriptor filter based
on a new formulation of the dynamic model where the process model is fed by accelerometer
measurements while observation model is fed by gyros and magnetometer measurements. Such
modeling gives rise to a descriptor system. The resulting model allows taking the external ac-
celeration of the body into account in a very efficient way. The second challenge is related to
the energy consumption issue of gyroscope, considered as the most power consuming sensor.
We study the way to reduce the gyro measurements acquisition by switching on/off the sensor
while maintaining an acceptable attitude estimation. The efficiency of the proposed methods
is evaluated by means of numerical simulations and experimental tests.
Keywords : Attitude estimation, Kalman filter, inertial and magnetic sensors, dynamic and
static cases, singular systems.
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