Abstract-We present parallel algorithms for recognizing the chordal graphs and k trees. Under the model of computation PRAM with concurrent reading and writing allowed, these algorithms take O(log n) time and require O(n4) processors. Our algorithms have an improved processor-bound than an independent result by Edenbrandt for recognizing chordal graphs in parallel using O(n3m) processors. Furthermore, our characterizations for chordal graphs and k trees are interesting in their own right.
mial-time algorithms for recognition (Corneil [6] ). Recently, NC algorithms have been given for recognizing comparability graphs, permutation graphs, and interval graphs (Kozen et al. [16] , Helmbold and Mayr [15] ). For a broader treatment on parallel algorithms, see [31] .
In this paper, we present NC algorithms for recognizing chordal graphs and k trees. These algorithms use O(n4) processors and take O(1og n) time on the PRAM model of computation we have discussed earlier. We just recently came to know of an independent result by Edenbrandt [9] who gives an NC algorithm for recognizing chordal graphs. Although the spirit of our recognition algorithms for the chordal graphs is the same, there are, however, some technical differences. In particular, Edenbrandt's algorithm requires O(n 3m) processors and O(1og n) time. Since O(n3m) processors in the worst case would be O(nS) processors, our algorithm has an improved processor-bound. Furthermore, we feel that the characterizations we have obtained for chordal graphs and k trees are of independent interest.
II. GRAPH-THEORETIC TERMINOLOGY
A graph G = (V, E), where Vis the vertex set and E is the edge set, is considered here as being finite, undirected, connected, and without multiple edges or self-loops. For our purposes, the terms subgraph and induced subgraph mean the same as the terms clique and complete graph. Furthermore, we often use the graph for its vertex set. For most of our presentation, we follow the standard terminology of Golumbic [13] , unless otherwise indicated.
For a pair of nonadjacent vertices U and U of a graph G = (V, E) a uu separator is a set S C V of vertices such that U and v are in distinct connected components of the graph induced by V -S. A uu separator S is minimal if no proper subset of S is a uu separator. If the uu separator is a clique, then we call it a uu clique separator. A graph G is chordal if every simple cycle of length greater than three has a chord. A perfect elimination ordering (PEO) is an ordering, say, [xi,, e -, xi,,] of the vertices of G such that ADJ(xq) n {xq+ ,, -e , xi,,} induces a clique, for j = 1, 2, --e , n. Here, ADJ(x) = {y:{x, U} E E}. Furthermore, we define, for S E V , ADJ(S) = U x E s ADJ(x). A vertex x is said to be simplicial if ADJ(x) induces a clique in G. Chordal graphs arise in various applications, the most important being the solution of sparse systems of linear equations (Rose [22] , Rose et al. [24] ). Other applications of chordal graphs occur in the study of evolutionary trees (Buneman [3] ), in facility location (Chandrasekharan and Tamir [5] (Dirac [7] ) Every minimal separator of G induces a 5) (Gavril [12] ) G is the intersection graph of the subtrees 6) Every subgraph of G is either a clique or contains two 7) Every connected subgraph with n 2 2 vertices contains 0 
Theorem 2.4:
The following are equivalent. 5 ) G is chordal and the set of PEO's generated by the PE0 scheme MCS is equal to that generated by the scheme MCC for G [4]. 6) G is chordal and the set of PEO's generated by the scheme MEC is equal to that generated by the scheme
0
Note that none of the above characterizations for both the chordal graphs and k trees seems to lead to NC algorithms for recognition. In particular, it is not clear whether a PE0 can be generated by parallelizing any of the PE0 schemes into an NC algorithm. Recently, the notion of a maximal clique separator was explored [30] . In Sections I I I and IV, we introduce some simple characterizations of chordal graphs and k trees and obtain the NC algorithms for their recognition.
III. NC ALGORITHM FOR RECOGNIZING CHORDAL GRAPHS
We note that the characterization of chordal graphs in Theorem 2.1. 4) in terms of the minimal separators is a little stronger than necessary. We weaken this result to obtain the following lemma.
Lemma 3. I : In particular, Mu, is a uu seperator in G. Let x and y be two nonadjacent vertices in Mu,, which are adjacent to vertices, say r and s, respectively, in GL,. Let rala2a3 ups be a shortest chordless path in G;,. Then it is easy to see that uxrala2a3 * apsyu is a chordless path of length at least four in G. The following theorem establishes the correctness of the tests in parallel the chordality of G. Furthermore, the algorithm has a time-complexity O(1og n) and makes use of Theorem 3.5: The algorithm NCTestChordal correctly O(n4 + n3 + n2m) processors.
algorithm NCTestChordal and its complexity.
Proof:
The proof of correctness of the parallel algorithm follows from the proof of its sequential version (Theorem 3.4). To find out the number of processors required, we note that the number of nonadjacent pair of vertices is O ((n/2) Therefore, at most one of the vertices U and v is adjacent to x.
Two cases arise.
Case I : Without loss of generality, let U E ADJ(x).
Then U 6 ADJ(x). Let S be a minimal uv separator contained in {x} U ADJ(x) -{U}. Let C1 and C2 be the connected components of G -S, containing the vertices U and U, respectively. Then C1 fl C2 = 0 . Also no vertex in C2 is adjacent to x, because x is a simplicial vertex. Furthermore, no vertex in C2 is adjacent to U. This is because if there is a vertex z in C2 adjacent to U, then U and U will be connected by a path in G -S, unless z is adjacent to x also. But we know that no vertex in C2 is adjacent to x. So all the vertices in C2
are adjacent to a subset of ADJ(X) -{U}. Therefore, U and v can be separated by removing R = (ADJ(x) -{U}) fl ADJ(C2). Furthermore, it is easy to see that R is also the only minimal uv separator contained in ADJ(x) -{U} U {x}. If any minimal uv separator S is to contain X, then it should be a subset of ADJ(x) U {x} -{U}. But we have seen'that the only minimal uv separator in ADJ(x) U {x} -{U} is R which does not contain x. Therefore, the lemma holds.
Case 2: Both U, U 6 ADJ(x).
Let S be a minimal uu separator contained in {x} U ADJ(x). Let C1 and C2 be the connected components of G -S, containing the vertices U and U , respectively. Again, no vertex in either C1 or C, is adjacent to x. So the only minimal uv separator contained in ADJ(x) U {x} are ADJ(x) fl ADJ(CI) and ADJ(x) fl ADJ(C2) neither of which contains the vertex x. As in the previous case, we can see that the lemma holds.
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We give below a new characterization of k trees. It is easy to see that if G is a clique, it cannot be a (k + 2)
clique. Therefore, assume that G is not a clique. Then G has a k clique because it will have a minimal separator. We show by induction on the number of vertices that G does not have a (k + 2) clique. All graphs satisfying conditions a) and b) of Furthermore, all the minimal zx separators, where z 6 ADJ(x), are nothing but ADJ(x) itself. Since G satisfies condition a), ADJ(x) has to be a k clique. This implies that in G there is at least one (k + 1) clique but no (k + 2) clique.
Case 2: H is not a clique.
In G , for every nonadjacent pair of vertices w, z E U, there exists a minimal separator which is a k clique. Since x cannot be in any such minimal wz separator, H satisfies condition a) (by Lemma 4.1). Consider the recursive construction of the graph G starting from the maximal clique W. Let y be a vertex to be added next in this recursive construction process. The vertex y is not adjacent to x but adjacent to a clique in ADJ(x).
Furthermore, any minimal xy separator is contained in print "G is a k tree"; end end.
The correctness of the above algorithm is established below. The proof of the following result is straightforward.
Theorem 4.4:
The algorithm k-treeTest correctly tests if G is a k tree or not. U Along the same lines as the NC algorithm for recognizing chordal graphs, the sequential algorithm k-treeTest can be parallelized into an NC algorithm. Therefore, we have the following theorem.
Theorem 4.5: There exists a parallel algorithm for recognizing k trees which takes O(1og n) time and makes use of U O(n4 + n2m + n3) processors.
V. CONCLUSIONS
We have shown that the chordal graphs and k trees have NC recognition algorithms. We note that the other important straightforward NC algorithms for recognition. Of interest would be to obtain NC algorithms for recognizing the directed path, the undirected path, and the strongly chordal graphs. In a wider context, more effort is needed toward developing parallel algorithms on various classes of perfect graphs. This would include both fast parallel recognition algorithms and algorithms for solving combinatorial optimization problems on these graphs.
