Introduction 28
The comparison of geo-spatial maps of data is useful in several research fields. In particular 29 it is increasingly used in the environmental field and in numerous Earth science sectors. If the maps 30 represent measurements of the same variable made at the same sampling locations then a map of 31 simple arithmetic difference between the respective values is sufficient. The comparison becomes 32 more complex when there are more than two variables with different measurement units and the 33 sampling sites are different. 34
The representation of spatial data was born during the late 1960s [Coppock and Rhind 1991] 35 but only 25 years later the main principles and concepts were fully summarized in the reference 36 work of Burrough and McDonnell [1998] . Burrough and McDonnell [1998] describe the spatial 37 modelling of discrete and continuous data using the vector and raster representation and applying 38 the main analysis of map algebra. The authors mention also geostatistics as an appropriate tool to 39 treat spatial data in the environmental field. Geostatistical techniques were developed to estimate 40 changes in ore grade within a mine using discrete observations at specific locations, along with the 41 associated errors in the estimates [Matheron 1963; 1965] . Since the works of Matheron, 42 geostatistics has evolved but has always remained faithful to the notion of regionalized variable that 43 has spatial continuity from point to point, unlike random variable, but whose changes are not fully 44 describable by a deterministic function. This approach uses discrete observations at specific 45 locations to derive a variogram, which represents the spatial rate of change of the variable, which is 46 then used to estimate values of the variable for the entire area of interest. The estimation procedure 47 is called kriging, after Krige [1966] , also a pioneering work in the application of geostatistical 48 techniques to estimate changes in ore grade within a mine. 49
In the 1970s and 1980s, practitioners had to write their own code for geospatial analysis, but 50 in the last 30 years powerful software has become widely and cheaply available in the public 51 domain. At the present, such analysis can be done using Statistic or MATLAB or with GIS 52 (Geographic Information System) platforms such as ESRI, GRASS, QGIS. These GIS platforms areIn the cases presented here, variables were infilled using the sequential Gaussian simulation 80 approach (sGs, Deutsch and Journel, 1998) , also described in Cardellini et al. [2003] . Variables at 81 each not sampled location were infilled by a random sampling of a Gaussian conditional cumulative 82 distribution function defined on the basis of original data (conditioning) and previously simulated 83 data within its neighbourhood (sequentiality). Also, while kriging provides the variance of each 84 local estimate, differences among many sGs realizations can be used as a quantitative measure of 85 the associated spatial uncertainty [Deutsch and Journel 1998; Goovaerts 2001 ; Cardellini et al 86
2003]. 87
The format and the description of input and output files are described in Appendix A. 88 89
Code description 90
The main function of PL1.0 is to find common areas of negative or positive extreme values between 91 two or more maps. This goal is obtained through several steps described here and sketched in 92 Step 1. All the N maps are cropped over a common frame, given by the intersection of the domains, 94 and interpolated on the same grid points (repositioning). For this purpose, a nearest neighbor 95 interpolation is used, in order to avoid the creation of artificial values and to keep the areas with no 96 values that could be present in the original maps. 97
Step 2. Each map is nondimensionalized and scaled in order to overcome the problem of the 98 different units. In this phase, the average value i and the standard deviation i are computed over 99 the common frame for each variable Y i (where i=1,…, n). Then, each variable is centered with 100 respect to its average value and divided by its standard deviation: 101
The new variable S i will represent the number of (non-dimensional) standard deviations above or 102 below the mean. We remark that, when i and i are known, the original value Y i can be recovered 103 from the normalized value S i . 104
Step 3. The regions of extreme values A i,α , corresponding to areas where S i exceeds (positively or 105 negatively) a user-determined multiple of the standard deviation ("exceeding coefficient" α i ), are 106 defined as: 107
These regions define a masking of the original maps. It is important to note that the exceeding 108 coefficients can have different values for the different maps; in this way, it is possible, for example, 109
to search for the correlation between a higher value region of the first map ( 1 > 0) with a lower 110 value region of the second map ( 2 < 0). 111 Then, the area ̅ is defined by the intersection of regions of extreme values of individual maps as: 112
Finally, in order to quantify how well the extreme value regions overlap, a fitting index is defined 113 as the ratio of the intersection of all the regions divided by the union, following Jaccard [1901] : 114
The closer the fitting index is to 1, the larger is the similarity of the extreme value regions of the 115 different variables, meaning that the common area ̅ well represents the regions of extreme values 116 of all the maps. 117
In order to visualize the values of the maps in the common region, a new map is defined, with the 118 value defined for each pixel in the common area: 119 
Applications 126
We propose and briefly discuss hereafter some applications of PL1.0, suggesting some possible 127 practical benefits, using published datasets that were the subject of previous scientific papers. 128 Owing to the different frequency of sampling (weekly in 1998 and then almost monthly in the 146 following years), the campaigns are irregularly spaced in the time [Granieri et al. 2010] . 147
We ordered the campaigns in chronological order from 1 to 157 (the numbers at the top of the graph 148 of Figure 2b are referred to some of these campaigns) and 10 of these were randomly selected as 149 training data through a procedure of generating random numbers in the appropriate interval (1-157), 150 with the condition that any duplication is avoided. The 10 maps that came up (10, 34, 46, 63, 72, 151 96, 105, 123, 143, 149, indicated by red dots in Figure 2b ) were processed through PL1.0 and the 152 overall result, in terms of pixels exceeding by at least one standard deviation the mean value ( i =1 153 for all the maps), is shown in Figure 3 . We remark again that the plotted value is the minimum 154 among the normalized values of all the maps. 155
Although the campaigns, randomly selected, are characterized by different average values (cfr. 156 By correlating the entire dataset, it is not possible to find any significant correlation among the pairs 247 of the three elements (r=+0.12, -0.03, 0.00 for U-V, As-V, As-U pairs, respectively, as reported in 248 the first column of Table 1 Similarly, a strong correlation comes out between As and V and between As and U in cold-258 sedimentary waters (r=+0.83 and +0.68, respectively), moderate or low correlation in cold-volcanic 259 waters (r=+0.06 and +0.13, respectively), and low (and negative) correlation in thermal waters (r=-260 0.06 and -0.16, respectively). Table 1 summarizes these relationships. 261 PL1.0 was applied for the As-U, As-V, and U-V pairs, starting from the whole datasets of 328 water 262 samples. For this application, the units and the sampling density of the three variables are the same, 263 but, as previously stated, this is not required for the applicability of the code. Results of the 264 procedure allowed easier identification of common areas of extreme values (Figure 8d) , with a 265 fitting index of about 0.15 for the couple U-V, and lower values for As-V and As-U pairs (I ~0.09 266 and ~0.08, respectively), confirming the correspondence between higher value areas and water 267 types, but with more spatial information than a simple statistical correlation. In fact, common areas 268 are all found in the spatial domain of the cold-volcanic waters (Figure 8d) , where the correlation of 269 the three considered pairs is moderate (second column of is open to interpretation for the peculiar nature of the geochemical data. That is the conclusion 276 reached through the application of PL1.0, without the necessity of knowing a-priori a further 277 parameter, i.e., the water type, on which the clustering and the subsequent correlation "for groups" 278 was based. 279
The performance of PL1.0 was tested by comparing the results of this last case study against the 280 prediction from the "Raster Calculation" tool available in ARCGIS 10.5 software (ESRI platform). This case concerns the comparison between the tails of the value distribution in order to bring out 318 the location of sub-region(s) of the domain characterized by very extreme values of the measured 319 variables. For example, when measurements are normally distributed, a quite common peculiarity 320 for geochemical data, no more than 5% of all measurements are included within the interval higher 321 than +2 standard deviations or lower than -2 standard deviations on both sides of the mean, and 322 slightly over 0.1% of all measurements fall within the interval higher than +3 standard deviations or 323 lower than -3 standard deviations. 324
In this application, we consider the dataset of As, U, and V concentration in water samples for 325 
Conclusions 341
In this study, we describe the new PL1.0 web application for analyzing gridded maps. We obtained 342 some robust results using data from there literature, which demonstrate the reliability of PL1. 
overlap. 354
Although the spatial correspondence of mapped variables is a frequent demand of geologists and 355 scientists in the environmental field only a few attempts have been made by these communities to 356 do more than make comparisons "by eye". The purpose of this study is to provide a user-friendly 357 and suitable web tool for approaching this topic without using GIS platforms or complex software 358 for which a solid base of knowledge is necessary. 359
As the next step, our objective is to implement the proposed procedure in cloud platforms for the 360 analysis of geospatial datasets (i.e. Google Earth Engine, GEE) in order to reach a wider audience. 361
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Output files 599
Output files are in ASCII grid format (.grd) such as the input files. They have to be saved (and 600 eventually renamed) as "namefile.grd" and can be read by several commercial plotting software 601 (e.g., Surfer Golden © ) or by GIS tools. 602
