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ABSTRACT
We present a simple analytic model, that captures the key features of the emission of
radiation from material ejected by the merger of neutron stars (NS), and construct
the multi-band and bolometric luminosity light curves of the transient associated with
GW170817, AT2017gfo, using all available data. The UV to IR emission is shown
to be consistent with a single ≈ 0.05M⊙ component ejecta, with a power-law velocity
distribution between ≈ 0.1 c and > 0.3 c, a low opacity, κ < 1 cm2 g−1, and a radioactive
energy release rate consistent with an initial Ye < 0.4. The late time spectra require
an opacity of κν ≈ 0.1 cm
2 g−1 at 1 to 2µm. If this opacity is provided entirely by
Lanthanides, their implied mass fraction is XLn ≈ 10
−3, approximately 30 times below
the value required to account for the solar abundance. The inferred value of XLn is
uncertain due to uncertainties in the estimates of IR opacities of heavy elements,
which also do not allow the exclusion of a significant contribution to the opacity by
other elements (the existence of a slower ejecta rich in Lanthanides, that does not
contribute significantly to the luminosity, can also not be ruled out). The existence of
a relatively massive, ≈ 0.05M⊙, ejecta with high velocity and low opacity is in tension
with the results of numerical simulations of NS mergers.
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1 INTRODUCTION
The merger of a neutron star (NS) with its binary
NS or black hole (BH) companion has been suggested
to produce high density neutron rich ejecta, in which
heavy elements beyond Iron are produced by the r-process
(Lattimer & Schramm 1974). A strong optical-UV emission
was predicted to be produced by the expanding ejecta, due
to its heating by radioactive decay of unstable isotopes
(Li & Paczyn´ski 1998).
Several mechanisms are generally considered for the
ejection of material: ”Dynamical” ejection taking place on
the merger time scale, ∼ 1 ms, due to tidal interaction
or shock waves generated near the contact surface of the
merging NSs; A ”wind” driven by neutrinos emitted by a
massive neutron star produced by the merger (which will
be absent if the merger leads to a direct collapse to a
BH); ”Secular” ejection on longer time scale (.100 ms)
from an accretion disk that is expected to form around
the merger remnant (Rosswog et al. 1999; Oechslin et al.
2007; Metzger et al. 2008; Dessart et al. 2009; Metzger et al.
2009; Ferna´ndez & Metzger 2013; Hotokezaka et al. 2013;
Perego et al. 2014; Just et al. 2015; Martin et al. 2015;
Sekiguchi et al. 2016; Wu et al. 2016; Lippuner et al. 2017;
Siegel & Metzger 2017; Perego et al. 2017). The dynamical
ejecta is commonly expected to be fast, v ∼ 0.3c, and charac-
terized by a low electron number fraction, Ye < 0.2, leading
to the formation of ”heavy r-process”elements all the way up
to atomic number A ≈ 200. Theoretical estimates of the mass
of this component of the ejecta range from 10−4 to 10−2M⊙ .
The wind ejecta is commonly expected to be characterized
by higher values of Ye, Ye > 0.2, leading to the formation of
”light r-process” elements, up to A ≈ 140. Finally, the secular
ejecta is expected to be relatively slow, v ∼ 0.05 c, and mas-
sive, ∼ 10−2M⊙ , and its characteristic Ye value may range
from 0.1 to 0.5, depending on the assumed life time of the
massive neutron star produced by the merger.
Due to the large opacity of Lanthanide elements (57 ≤
Z ≤ 71, 140 . A . 180), which leads to a long photon
diffusion time through the ejecta, low Ye components are ex-
pected to produce a dimmer, redder emission peaking on
a few days time scale (a ”red kilo-nova”, Kasen et al. 2013;
Barnes & Kasen 2013), while higher Ye components are ex-
pected to produce a brighter, bluer emission on a day time
scale (a ”blue kilo-nova”).
The recent discovery of gravitational wave emission
from a NS binary merger, GW170817 (Abbott et al. 2017a),
followed by the detection of an electromagnetic counter-
part, AT2017gfo (e.g. Abbott et al. 2017b; Coulter et al.
2017; Soares-Santos et al. 2017; Valenti et al. 2017), opens
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the possibility for testing the theory of NS mergers. In par-
ticular, it enables one to use observations in order to de-
termine the properties of the ejecta, including its velocity
distribution, opacity, radioactivity and composition.
The electromagnetic emission observed following the
NS binary merger is in general consistent with the emis-
sion of radiation from a mildly relativistic expanding
ejecta, which is being continuously heated by radioac-
tive energy release at a rate corresponding to radioac-
tive elements heavier than the Iron group. Models have
been constructed, that reasonably reproduce the observed
radiation by summing the light curves and spectra of
several (two or three) ejecta components (Kasen et al.
2017; Rosswog et al. 2017; Cowperthwaite et al. 2017a;
Tanaka et al. 2017; Perego et al. 2017). A low-opacity, κ ≈
0.5cm2/g, ”blue kilonova” component is required in these
models to produce the early, . 2 d, blue emission, and a
high opacity, κ ≈ 10cm2/g, ”red-kilonova” component is re-
quired to produce the later, t & 4 d, redder emission (mod-
els invoking contributions from additional jet/cocoon com-
ponents have also been suggested, e.g. Kasliwal et al. 2017;
Piro & Kollmeier 2017; Gottlieb et al. 2018). Smartt et al.
(2017) point out that the luminosity produced by the blue
component may dominate the total luminosity also at late
time, hence leaving little place for a red component con-
tribution. They do not, however, analyze the color/spectra
data available for t > 3 d, and conclude that a high-opacity
Lanthanide rich component may be required at late time.
The theoretical predictions for the electromagnetic
emission are based on various combinations of detailed nu-
merical calculations and semi-analytic approximations. For
example: Smartt et al. (2017) and Villar et al. (2017) use
the semi-analytic model of Arnett (1982) for SN Ia light
curves, with a modified radioactive energy release rate and
a thermalization efficiency (of the radioactive decay prod-
ucts) based on the numerical calculations of Barnes et al.
(2016); Rosswog et al. (2017) and Perego et al. (2017) use
detailed hydrodynamic numerical simulations to describe
the density and velocity fields of the ejecta, combined
with a semi-analytic description of the deposition of en-
ergy and of the emission of radiation; Kasen et al. (2017)
and Kilpatrick et al. (2017) assume simple analytic spherical
density and velocity distributions of the ejecta, and calculate
the emission of radiation using a detailed numerical model of
the energy deposition and radiation transfer. The two com-
ponent models of Kasen et al. (2017) and Kilpatrick et al.
(2017), for example, are based on such detailed numerical
calculations of spherical kilonova shells over a grid of chosen
shell masses, velocities and compositions (corresponding to
a grid of initial values of Ye).
While the numerical modeling approach has some ad-
vantages, it also has a clear drawback. It relies on numerical
simulations that depend on a considerable number of highly
uncertain parameters. Exploring the dependence on a mul-
tiple number of highly uncertain parameters is difficult in
the detailed numerical simulations approach, since signifi-
cant computation time is required for obtaining the model
results for each choice of the values of the parameters. This is
particularly valid for the present case. As mentioned above,
the ejecta mass, its velocity distribution and its Ye distribu-
tion (and hence composition distribution) are all highly un-
certain. Uncertainties exit also in both the radioactive heat
production and deposition, the latter due largely to the un-
certainties in the fractional energy carried by γ-rays, α- and
β-particles, and in the energy distribution of these secondary
particles. Furthermore, the line structure and opacities of
high-Z elements, that are relevant for this case, are not fully
known. Specifically, the huge number of possible line tran-
sitions makes it difficult to establish trustable line lists, and
calculate opacities. We note that even for iron, there are
considerable uncertainties (see discussion in § 4.2). Finally,
we note that combining the contributions of several ejecta
components by simply summing up their luminosities (and
spectra) is not always valid, since the radiation emitted by
one component may be modified as it passes through the
others. Given these large uncertainties, we suggest a some-
what different approach.
We develop a simple analytic model that captures the
key physics of kilo-nova (KN) emission (§ 3). The model
reproduces the key features obtained in detailed numerical
calculations, and presents explicitly (and analytically) the
dependence of the results on uncertain model parameters. It
therefore enables one to infer the ejecta properties directly as
functions of the parameters that describe the observations,
as well as to estimate the sensitivity of the inferred parame-
ters to uncertainties in both model parameters and observa-
tions. Furthermore, constraints on ejecta parameters, that
are inferred using the simple model, may be used to guide
more sophisticated numerical calculations.
In a nutshell, our model includes an expanding mass
described by a power-law velocity distribution. We assume
that the ejecta is composed of a single component, in the
sense that the microscopic plasma parameters (like compo-
sition and opacity) are assumed not to vary strongly across
the ejecta. We thus use a uniform radioactive energy release
rate (per unit mass), Ûε(t), taking into account the spatial and
temporal dependence of the fraction of the radioactive decay
energy that is deposited in the plasma, and a uniform time
dependent opacity, κ ∝ tγ. A uniform radioactive energy re-
lease is likely to be a good approximation also in the case
where the composition varies significantly across the ejecta,
since the energy release obtained for a wide range of Ye < 0.4
is nearly independent of Ye (this approximation is more ap-
propriate for the current case than the approximation of a
centrally localized energy deposition, used by Arnett 1982,
for SN Ia modelling). A temporal evolution of the opacity is
allowed in order to account for variations due to the temper-
ature and density evolution of the plasma. Moreover, it may
partially capture the effect of an opacity variation due to
a composition gradient within the ejecta, since the opacity
at the region from which photons are emitted would evolve
with time in this case. We note, however, that this sim-
ple parametrization cannot capture large abrupt variations
of the opacity, due to strong spatial or temporal evolution
(see further discussion in § 3.1). Finally, we note that our
model differs from those used in earlier calculations also in
the allowed velocity distribution (we allow a wider velocity
distribution), and in the description of the efficiency of ra-
dioactive energy deposition. This has a significant effect on
the predicted light curves, as discussed in § 3.1 (deposition
efficiency) and § 4.3 (velocity distribution).
The structure of the paper is as follows. In § 2 we present
the photometric and spectroscopic observations we used, as
well as the construction of the multi-band light curves, the
MNRAS 000, 1–23 (2015)
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bolometric light curve, and the photometric and spectral
evolution. The analytic model is presented in § 3 (with a
full derivation in the Appendix, § A). In § 4 we show that
the simple model fully describes the IR to UV emission of the
AT2017gfo GW electromagnetic counterpart, and infer the
ejecta parameters. Finally, our conclusions are summarized
and discussed in § 5.
2 OBSERVATIONS
About 10 hr following the GW event, an optical counter-
part was identified (e.g. Abbott et al. 2017b; Coulter et al.
2017; Soares-Santos et al. 2017; Valenti et al. 2017), that de-
cayed on a time scale of about one week. Here we re-analyze
the UV to IR photometric and spectroscopic observations
of AT2017gfo. We do not discuss the γ-ray (Abbott et al.
2017b), X-ray (Haggard et al. 2017; Troja et al. 2017a;
Margutti et al. 2017) and radio emission (Hallinan et al.
2017), the origin of which is different from the radioactively
powered IR-UV emission. In §2.1 we describe the multi-band
photometric and spectroscopic data we used, as well as the
construction of the multi-band and bolometric light curves.
In §2.2 we fit a broken power-law and an exponential decay
description for the bolometric light curve, and present our
estimates of the effective temperature, photospheric radius
and velocity as a function of time. Throughout, we assume
a distance of 40Mpc to the merger. The analysis in this sec-
tion was done using tools available1 as part of the MATLAB
Astronomy & Astrophysics Toolbox (Ofek 2014).
2.1 Multi-band and bolometric light curves
The main source for the photometric data we used
is Villar et al. (2017) who collected the available data
from the literature (Arcavi et al. (2017); Coulter et al.
(2017); Cowperthwaite et al. (2017b); Dı´az et al. (2017);
Drout et al. (2017); Evans et al. (2017); Hu et al. (2017);
Kasliwal et al. (2017); Lipunov et al. (2017); Pian et al.
(2017); Pozanenko et al. (2017); Tanvir et al. (2017);
Smartt et al. (2017); Troja et al. (2017b); Utsumi et al.
(2017); Valenti et al. (2017); Shappee et al. (2017)). Several
of these sources reduce the same data, and the reported
magnitudes are not always consistent. Villar et al. (2017)
attempted to correct some of these discrepancies.
In our analysis we started with the Villar et al. (2017)
multi-band photometric collection. However, our analysis
suggests that some photometric points still suffer systematic
offsets. In order to address this problem, we plotted for each
band the light curve from all sources, and removed points
with large systematic errors. We note that we removed all
the photometric points by Troja et al. (2017b), as they show
considerable systematic offsets from other sources. We then
fitted the light curve in each band with a polynomial in
log(t)-magnitude space, were the degree of the polynomial (0
to 6) was chosen subjectively, by eye. The outcome (given
in Table B1 in § B) is that for each band we have a smooth
polynomial that describe the light curve between a start
and end point (which is ≈ 0.1 day before/after the first/last
1 https://webhome.weizmann.ac.il/home/eofek/matlab/
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Figure 1. Examples for blackbody fits to the photometric data.
Black circles represent the photometric points interpolated us-
ing the interpolation polynomials to some predefined times. Solid
lines represents the best fit blackbody fit. Time after the merger
and best fit temperature are indicated on each plot. See also Ta-
ble B2.
point). The error in each light curve is taken as the rms of
the polynomial fit. Next, in a grid of predefined times, be-
tween 0.5days and 16.5 days after the merger, we read the
magnitude of the transient, in each band, from the interpo-
lation polynomials.
We estimated the bolometric luminosity from the pho-
tometric data using two methods. First, we corrected the
apparent magnitude of each band to the Galactic extinc-
tion in the direction of the transient (EB−V = 0.11mag;
Schlegel et al. (1998); Cardelli et al. (1989)), converted it to
flux, and integrated the flux using trapezoidal integration.
We assumed that above the highest wavelength measure-
ment, the spectrum falls like a Rayleigh-Jeans tail (λ−4),
and added this part to the integration. This Rayleigh-Jeans
tail contributes to the estimated bolometric luminosity be-
tween ≃ 1% at 1 day after the merger to about 18% at 5 days,
25% at 9 days, and ∼ 70% at an age of 16 days.
Second, we fitted a blackbody (with EB−V = 0.11mag
redenning) to the photometric points and their errors. The
χ2 of the fits were typically much larger than the number of
degrees of freedom, indicating on the large deviations from
blackbody spectrum. Therefore, we renormalized the photo-
metric errors such that the χ2 will be equal to the number of
degrees of freedom. This step does not change much the best
fit values but it is crucial for a proper estimation of the un-
certainties. This fit provides the effective temperature, and
photospheric radius. Since the errors in the photospheric ra-
dius and temperature are highly correlated, we estimated the
errors in temperature, radius and luminosity by marginaliz-
MNRAS 000, 1–23 (2015)
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Figure 2. Examples for blackbody fits to the spectroscopic data.
Solid lines represent the best fit blackbody fit. Time after the
merger and best fit temperature are indicated on each plot. See
also Table B3.
ing the likelihood over all other parameters. We present a
sample of the blackbody fits to the photometric data in Fig-
ure 1. Table B2 in § B presents our bolometric luminosity
based on the trapezoidal integration, and blackbody fit as
well as the best fit temperature and radius.
We estimated the bolometric luminosity also by inte-
grating the spectra. For that we used only the X-Shooter
spectra (Pian et al. (2017); Smartt et al. (2017)). Before the
integration, we re-calibrated the spectra by setting its syn-
thetic photometry in some band to match the photometric
observations. For t < 5days we used the synthetic photom-
etry in the r-band, while for t > 5days we used the HST
F110W band. We corrected all the spectra for Galactic ex-
tinction. We also fitted a blackbody to the spectra, and sev-
eral of the fits are shown in Figure 2. The best-fit blackbody
to the spectra are summarized in Table B3 in § B.
Figure 3 presents the three estimates of the bolomet-
ric luminosity as a function of time. The various estimates
are consistent between day one and day ten. However, they
are inconsistent at early times (t <∼ 1day), and late times
(t >∼ 10 day). At late times, figures 1 and 2 suggest that the
spectrum is not well described by a blackbody. At early times
(t <∼ 1day), the blackbody fit is reasonable. However, the
best blackbody fit underestimates the UV data points. One
possible explanation is that the UV emission is affected by
UV absorption features, and at these early times, the mea-
sured effective temperature is underestimated. Given these
considerations we adopted, as our best estimate bolomet-
ric luminosity, the trapezoidal integration of the photomet-
ric data. The radiated energy (integrated luminosity) from
t ≈ 0.5 days to t = 16.5 days is about 1.5 × 1047 erg. As seen
in figures 1 and 2, at early times (t <∼ 5days) the spectrum
is well represented by a blackbody. Hence, it is optically
thick and the effective temperature estimates are reliable.
However, at late times (t >∼ 10days), the spectrum shows
considerable deviations from a blackbody spectrum. A rea-
sonable and consistent explanation is that at t >∼ 7 days the
emission is optically thin (an alternative explanation, of a
black body with very broad absorption lines, cannot be ex-
cluded but is challenged by the presence of emission lines
at the blue region of the spectrum). Therefore, at these late
times the blackbody fits cannot be trusted for an estimation
of the effective temperature and bolometric luminosity. This
also suggests that some of the spectral features in the late
time spectra are in fact emission lines.
An important clue to the nature of the ejecta in
AT2017gfo may come from the broad-band photometry of
the event. The reason is that the opacity of some elements
may be very sensitive to wavelength (see discussion in §4.2).
Figure 4 shows the fraction of luminosity emitted in the IR
(1 − 2.45µm) compared with the entire observed luminosity.
Black points represents the estimates based on the integra-
tion of the spectroscopic data, and gray points represents
the trapezoidal integration of the photometric data without
the Rayleigh-Jeans extrapolated tail. The red squares shows
the fraction of the extrapolated Rayleigh-Jeans tail.
2.2 Simple fits to the bolometric light curve,
effective temperature and photospheric radius
Next, we fitted a broken power-law to the bolometric light
curve based on the trapezoidal integration of the photome-
try. The best fit broken power law is presented in Figure 3.
We find that the data are described well by a power-law
with two breaks. The best fit values are given in Table 1
(the inferred indices are consistent with those obtained in
the analysis of Arcavi 2018). We also attempted to fit an ex-
ponential decay to the light curve, and the best fit is shown
as the dashed line in the figure. The implications are dis-
cussed in detail in § 4.
All power-law fits were done by minimizing the χ2 and
using the individual errors of the data points. In all the cases
we found that the probability to get the χ2/dof is larger
than about 5 %. Therefore, we did not rescale the measure-
ment errors. Furthermore, the reported errors are the usual
1 σ errors without marginalization over all other parame-
ters. In the broken-power law description, the most robust
features of the light curve are as follows. (i) At t = 1day the
bolometric luminosity is about 6 × 1041 erg s−1. (ii) Between
t > 1day and t = 6.2 ± 0.7 day the bolometric light curve
is well represented by a power-law decay with a power-law
index of −0.95 ± 0.06 (χ2/dof=17.2/15 for the entire broken
power-law fit). (iii) At t = 6.2 ± 0.7 day there is some indi-
cation for a break in the light curve, followed by a steeper
decay rate. We cannot rule out however the possibility that
at these times the emission shifted into the mid IR (i.e.,
above 2.4µm). (iv) If the break at t = 6.2 ± 0.7day is not a
consequence of missing IR flux, then the best power-law in-
dex after this break is −2.8± 0.6. We note that the existence
of this break can be tested using mid-IR observations (e.g.,
using Spitzer). (v) There is an indication of a break in the
bolometric light curve at t <∼ 1day. However, given the un-
certainty of the bolometric luminosity at these early times,
we do not think that the existence of the break is robust.
Therefore, at this stage all we can claim is that there if there
is break, it is at t<1 day.
MNRAS 000, 1–23 (2015)
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Figure 3. The estimated bolometric light curve of GW170817/AT 2017gfo. The blue-empty circles show the estimates based on fitting
blackbody spectra to the photometric points. The filled triangles are based on trapezoidal integration of the photometric data points,
while the filled stars represent the integration of the X-Shooter spectra. The bolometric light curve is highly uncertain after t ≈ 7 day,
as at this stage we cannot rule out that we miss some of the emission in the IR. The solid line shows a broken power-law fit to the
trapezoidal integration of the photometric data points-based light curve, with parameters given in Table 1. The thick-solid gray line
shows the best-fit exponential to the data between t = 2 to t = 15 days, while the thin-solid gray lines shows the extension of this fit
before t = 2 days. The best-fit exponential has a decay timescale of 3.7 ± 0.3 days.
Table 1. Bolometric luminosity power-law fit
Parameter Value
First break t1 < 1 d
Second break t2 = 6.2 ± 0.7 d
t1 < t < t2 power-law index −0.95 ± 0.06
t > t2 power-law index −2.8 ± 0.6
L(1d) 6.1+0.3
−0.1
× 1041erg/s
Figure 5 presents the blackbody temperature estimated
from the photometric data and spectroscopic data, while
Figure 6 shows the photospheric radius as a function of time
as derived from the blackbody fits.
Again, these fits are reliable only between day one and
about day five. After about one week it seems that the spec-
tral energy distribution of AT2017gfo is poorly described
by a blackbody radiation, and therefore the estimated ef-
fective temperature and photospheric radius are unreliable.
We find that between day one to five, the temperature evo-
lution is well described by a power-law with an index of
−0.54±0.02 (χ2/dof=2.3/3), while the radius is well described
by a power-law with an index of 0.61 ± 0.05 (χ2/dof=0.4/3).
Figure 7 shows the estimated photospheric velocity cal-
culated by R/t. Between day one to day five, the velocity is
consistent with a power-law decay, between day 1 to 5, with
index of = −0.39 ± 0.05 (χ2/dof=0.4/3). This plot suggests
that the velocity at day one is of the order of 0.3c.
3 A SIMPLE MODEL FOR THE EMISSION OF
RADIATION FROM THE EXPANDING
EJECTA
The model and its underlying assumptions are described in
§ 3.1. The main model results are given in § 3.2. These in-
clude the multi-band and bolometric light curves, L(t), pho-
tospheric radii, rph(t), and effective temperatures, Teff(t), pre-
dicted by the model. The derivation of these results is given
in the appendix, § A.
MNRAS 000, 1–23 (2015)
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Figure 4. The fraction of the luminosity emitted in the IR
(1−2.45µm) compared with the entire observed luminosity. Black
points represent the estimates based on the integration of the
spectroscopic data, and gray points represent the trapezoidal in-
tegration of the photometric data without the Rayleigh-Jeans
extrapolated tail. The red squares show the fraction of the ex-
trapolated Rayleigh-Jeans tail. We note that the spectra taken
after t = 10 days are very noisy and may suffer from background
subtraction and calibration issues.
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Figure 5. The effective temperature as estimated from fitting
the multi-band photometric data (black circles) and spectroscopic
data (gray circles) with a blackbody spectrum. The estimates are
unreliable at early times (<∼ 1 day) and at late times (>∼ 7 day),
when the UV photometric points deviate from a blackbody fit.
The best-fit power-law index, between day 1 to 5, is −0.54±0.02.
3.1 Model description
The smooth continuous evolution of the luminosity, temper-
ature and photospheric radius at t . 6 d motivates us to
consider a simple model, in which the microscopic proper-
ties of the emitting plasma (e.g. composition, opacity) do
not vary abruptly across the ejecta. The fact that the pho-
tospheric radius growth is slower than r ∝ t suggests that
the photosphere gradually penetrates into slower parts of
the ejecta, and the power-law evolution, rph ∝ t
0.6, suggests
a power-law distribution of velocity as a function of mass.
We therefore consider a spherical ejecta with a velocity pro-
10
0
10
1
10
14
10
15
Figure 6. The same as Figure 5, but for the photospheric radius.
The best-fit power-law index, between day 1 to 5, is 0.61 ± 0.05.
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Figure 7. The same as Figure 5, but for the photospheric ra-
dius divided by time since merger. The best-fit power-law index,
between day 1 to 5, is −0.39 ± 0.05.
file
v(m) = vM(m˜/M)
−α ≡ vMm
−α, (1)
where m˜ is the integrated mass measured from the outer
edge (i.e., highest velocity), m˜ =
∫ ∞
r
4πr2ρ(r)dr, M is the
total ejecta mass, m is the fractional mass, m = m˜/M, and
vM is the characteristic velocity of the slowest parts of the
ejecta. Assuming that Eq. (1) holds over (at least) a factor
of a few in m, and given that vM is not far below c, physically
meaningful values of α are limited to α . 2 (as otherwise the
fastest velocity would exceed c).
We assume a uniform opacity, κ, which is allowed to
evolve with time,
κ = κM(t/tM)
γ . (2)
Here κ is the effective opacity governing the photon diffusion
time, taking into account the velocity gradient (”expansion
opacity”) and averaged over frequency. The temporal evolu-
tion of the opacity is allowed in order to account for vari-
ations due to the temperature and density evolution of the
plasma. Moreover, it may partially capture the effect of an
opacity gradient due to a composition gradient within the
MNRAS 000, 1–23 (2015)
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ejecta, since the opacity at the region from which photons
are emitted would evolve with time in this case. We note,
however, that this simple parametrization cannot capture
large abrupt variations of the opacity, due to strong spa-
tial or temporal evolution. In particular, a rapid increase
of the opacity due to a transition between regions of dif-
ferent compositions (e.g. low to high Lanthanide fraction)
cannot be accounted for. Similarly, a rapid drop of opacity
due to recombination, which is expected at a temperature
of ∼ 3000 K for both Iron group and Lanthanide elements
(e.g. Kasen et al. 2013), cannot be accounted for. The im-
plications of this rapid drop are discussed in § 3.2.
We define tM as the time at which photons begin to
escape, on a dynamical time scale, from the slowest part of
the ejecta. At any time t, photons escape from regions with
optical depth smaller than c/v (where the photon diffusion
time is shorter than t). For the power-law velocity profile we
adopted, the optical depth beyond radius r is
τ =
∫ ∞
r
drκρ = κ
∫ ∞
r
dr
−1
4πr2
dm˜
dr
=
κM
4πt2
∫ m
0
dmv−2 =
κM
4π(1 + 2α)v2
M
t2
m2α+1 (3)
(note that τ ∝ r−(1+2α)/α and ρ ∝ r−(1+3α)/α), and
t2M ≡
1
4π(1 + 2α)
κMM
cvM
. (4)
We refer to the location within the ejecta at which τ = c/v as
the ”diffusion sphere”. At t = tM the diffusion sphere reaches
m = 1, and at t > tM photons escape from the entire ejecta
on a time scale shorter than t.
We assume a uniform radioactive energy release per unit
mass,
Ûε = ÛεM(t/tM)
−β . (5)
This temporal behavior represents the decay of nuclei
with a wide range of decay times, as expected to be
produced in the expansion of the neutron rich ejecta
(Lattimer & Schramm 1974; Li & Paczyn´ski 1998). As-
suming a uniform distribution in logarithmic life time
intervals, β ∼ 1 was suggested by Li & Paczyn´ski (1998).
Detailed numerical calculations find 1.1 . β . 1.4 and
Ûε(1d) ≈ 2 × 1010erg g−1s−1 (to within a factor of a few) for
Ye < 0.4 (e.g. Freiburghaus et al. 1999; Metzger et al. 2010;
Goriely et al. 2011; Roberts et al. 2011; Korobkin et al.
2012; Wanajo et al. 2014; Lippuner & Roberts 2015;
Barnes et al. 2016; Hotokezaka et al. 2016; Rosswog et al.
2017). A uniform radioactive energy release is likely to be a
good approximation, since the energy release obtained for
a wide range of Ye < 0.4 is nearly independent of Ye.
The energy deposited in the plasma is a fraction of
the total radioactive energy release. The energy carried
by neutrinos is not deposited. γ-rays also escape at rela-
tively early time, as demonstrated by the following argu-
ment. At the place from which optical/UV photons escape,
κρr ∼ c/v, the optical depth for γ-rays is κγ ρr ≈ (c/v)κγ/κ,
where the γ-ray opacity is κγ ≈ 10
−1.5cm2/g for γ-rays in
the relevant energy range, & 1 MeV (Longair 1992). Since
a few scatterings are required for energy deposition (i.e.
for significant energy loss of the γ-ray photon in Comp-
ton scatterings), the fraction of the γ-ray energy deposited
is ≈ (c/3v)κγ/κ ≈ 10
−1.5(κ/1cm2g−1)−1 ≪ 1. For our simple
model, we therefore consider only the energy deposited by
electrons and positrons, assuming that most of the energy is
generated by β-decays,
Ûεd(t, m) = (1 − fνγ) fed(m) Ûε, (6)
where fνγ is the energy fraction carried by neutrinos and
γ-rays, and fed(m) is the m-dependent fraction of e
± energy
deposited in the plasma. We note that the assumption that
the energy generation is dominated by beta-decay is gener-
ally valid, since the energy deposited by fission products is
sub-dominant to that deposited by photons and electrons,
and the energy deposited by alpha-particles is less than a
few percent of the electron-positron deposition up to 10 d
(e.g. Barnes et al. 2016).
In the relevant energy range, ∼ 0.5 − 2 MeV, the e± en-
ergy loss is well described by dE/dX ≈ 1MeV/g cm−2 (within
a factor of a few for a wide range of materials, e.g. Longair
1992). Assuming that the e± are confined to the plasma
(which would be valid even for very low magnetic fields),
the fraction of the energy they lose over time t is
fed ≈ min
[
1, ρctE−1dE/dX
]
= min[1, κeρct] (7)
with an effective electron ”opacity”, κe ≈ 1cm
2/g (if electrons
escape freely, over time r/c, the deposited fraction would be
smaller by v/c, fed ≈ κeρr, which is a small correction for
our v/c ∼ 1). At late time, when fed < 1 at all parts of the
ejecta, the energy deposition in the entire ejecta decreases
like 1/t2, since fed ∝ ρt ∝ t
−2. The mass averaged value of
fed,
∫
dm fed = κect
∫
dmρ (recall ρ ∝ m1+3α)), is given at
late time by (t/tε)
−2, with
t2ε =
1
α(2 + 3α)
cκeM
4πv3
M
, κe ≈ 1cm
2/g. (8)
The fact that κe ≈ 1cm
2/g implies that for low opacity, κM .
1cm2/g, the time at which the ejecta becomes optically thin,
tph, is similar to tε. For κM ≫ 1cm
2/g, tε ≪ tph.
The following point is important to clarify. If electrons
and positrons are confined to the plasma, they lose energy
adiabatically (i.e to the kinetic energy of the accelerated
plasma) as the plasma expands, dE/dt ≈ −xE/t with x = 1(2)
for highly (non)-relativistic particles. Since the particles lose
most of their energy adiabatically over a time t, the frac-
tion of their energy that is converted to thermal energy is
the fraction that they lose by ionization/Bremsstrahlung in-
teractions over time t, ρctE−1dE/dX. Neglecting adiabatic
losses, the confined electrons never lose much of their en-
ergy and they accumulate in the plasma over time: without
adiabatic losses we have dE/dt ∝ ρ ∝ t−3, which implies that
e± produced at t > tε lose only a small fraction of their en-
ergy ≈ (t/tε)
−2 (at all times). For a radioactive energy release
rate ∝ t−1, neglecting adiabatic losses leads to a logarithmic
divergence of the energy carried by confined high energy
e±, ǫ ∝ ln(t/tε), which in turn leads to a non-physical over-
estimate of the rate of energy deposition at late times (this
is the case, e.g., in the analytic estimates of Barnes et al.
2016, see their Eqs. 29, 31 & 32).
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3.2 Summary of the main model results
The numerical values of tM and tε are give by
tM ≡
[
1
4π(1 + 2α)
κMM
cvM
]1/2
= 1.5
1
(1 + 2α)1/2
(
κM
1cm2/g
M
0.01M⊙
0.1c
vM
)1/2
d, (9)
tε ≡
[
cκeM
4πα(2 + 3α)v3
M
]1/2
= 15
1
α1/2(2 + 3α)1/2
×
(
κe
1cm2/g
M
0.01M⊙
)1/2 (
0.1c
vM
)3/2
d. (10)
The ratio of these two times is given by
XM ≡
(
tM
tε
)2
=
α(2 + 3α)
1 + 2α
(
vM
c
)2 κM
κe
. (11)
The qualitative behavior of the bolometric light curves
depends on the relation between tM and tε. For tM < tε
(XM < 1)
L = LM

ηX
−1+β/2
M
(t/tM)
2−γ
1+α
−β+s(1−
β
2
), t < teD = X
1/s
M
tM and s > 0;
η(t/tM)
2−γ
1+α
−β, t < tM (and teD < t for s > 0);
(t/tM)
−β, tM < t < tε = X
−1/2
M
tM;
X
β/2
M
(t/tε)
−β−2, tε < t,
(12)
and for tM > tε (XM > 1)
L = LM

η(t/tM)
2−γ
1+α
−β, t < teD = X
1/s
M
tM and s < 0;
ηX
−1+β/2
M
(t/tM)
2−γ
1+α
−β+s(1−
β
2
), t < tM (and teD < t for s < 0);
X−1
M
(t/tM)
−β−2, tM < t.
(13)
Here,
LM = M(1 − fνγ) ÛεM = 2 × 10
41
×
M
0.01M⊙
(1 − fνγ) Ûε(t = 1d)
1010erg/g s
( tM
1d
)−β
erg/s, (14)
s =
4α − (1 + 3α)γ
(1 + α)
, η = 1 +
2 − γ
(1 + α)(2 − β)
. (15)
teD is the time at which the location of the diffusion sphere,
where τ = c/v, coincides with the location in the ejecta be-
yond which the fraction of e± energy deposited in the ejecta
drops below unity.
Eqs. (12) and (13) were derived assuming that the ve-
locity distribution, v ∝ m−α, corresponding to m ∝ v−1/α,
extends to arbitrarily large velocity (small mass). In reality,
we expect m(v) to be strongly suppressed above some char-
acteristic (maximal) velocity vmax. Eqs. (12) and (13) hold
therefore at times when the diffusion sphere lies at masses
m for which v(m) < vmax, i.e at times greater than
tb =
(
vM
vmax
) (1+α)
(2−γ)α
tM (16)
(see Eq. A3). At earlier time, the emission is produced by
the outer part of the fastest shell of the ejecta, with optical
depth c/vmax. For the case where the density in this region is
large enough at t < tb to allow efficient e
± energy deposition
(which is the case for XM ≪ 1), the luminosity at t < tb
follows L ∝ t2−γ−β.
The time tph at which the photosphere crosses the entire
ejecta (i.e., after which entire ejecta is optically thin) is
tph = tM
(
c
vM
)1/(2−γ)
. (17)
For t < tph the photospheric radius is given by
rph(t)
ctM
=
(
vM
c
) 1+α
1+2α
(
t
tM
) 1+γα
1+2α
. (18)
Here too, Eq.(18) holds at times at which the photosphere
lies at masses m for which v(m) < vmax. At earlier time,
t < (c/vmax)
1/(2−γ)tb (see Eq. A4), the photosphere lies at
the outer part of the fastest moving ejecta, i.e. rph = vmaxt.
The effective temperature may be derived from L and
rph.
TM ≡ Teff.(t = tM) =

LM
4πσr2
ph
(tM)

1/4
= 0.47(1 + 2α)3/8
(
vM
c
) α
2(1+2α)
( tM
1 d
) 1−β
4
(
κM
1cm2/g
)−3/8
×
[
(1 − fνγ) Ûε(t = 1d)
1010erg/g s
]1/4 (
M
0.01M⊙
vM
0.2c
)−1/8
eV. (19)
At t > tph the ejecta is optically thin, and the emission
is roughly given by
Lν ≈ min
[
1, πR2/(κνM)
]
κνMcu
BB
ν (T), (20)
where κν is the opacity and u
BB
ν (T) is the blackbody spec-
tral energy density at the plasma temperature T , which is
determined by
Ûεd =
∫
dνLν(T). (21)
The opacity that we have used so far, κM, is the average
(expansion corrected) opacity, while κν is the frequency de-
pendent (expansion corrected) opacity. The following point
is important to note. At t < tph the radiation energy density
is close to the blackbody energy density, and the plasma
may be assumed to be close to local thermal equilibrium
(LTE). At t > tph the radiation energy density drops below
the blackbody energy density (corresponding to the plasma
temperature T), and the opacities may differ significantly
from their LTE values.
As mentioned in the preceding section, the rapid drop
of opacity due to recombination, which is expected at a tem-
perature of ∼ 3000 K for both Iron group elements and Lan-
thanides (e.g. Kasen et al. 2013), is not accounted for in the
above derivation. This rapid drop in opacity implies that
the temperature cannot decrease significantly below the re-
combination temperature. In cases where this temperature
is reached before the ejecta is transparent, i.e. at t < tph, the
photosphere will recede to the point where the plasma is ion-
ized, while if this temperature is reached after transparency,
the temperature will be kept close to recombination in or-
der to enable the generation of radiation that is required in
order to release the deposited energy.
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4 APPLYING THE MODEL TO GW170817
In this section we show that the UV to IR emission of
GW170817 is consistent with the simple model described
in the preceding section (see figures 9 and 10). We first con-
sider in § 4.1 the behavior at 0.8 d < t < 6 d, where the bolo-
metric luminosity and effective temperature, and hence the
photospheric radius, are well determined and their temporal
evolution may be described by power-laws (as explained in
§ 2, the data at earlier time do not allow for a reliable de-
termination of temperature and bolometric luminosity, and
are thus not used in constraining model parameters). We
show that the luminosity and photospheric radius at t ≈ 1 d
enable one to determine the ejecta mass M, the opacity κM,
and the energy deposition rate, (1− fνγ) ÛεM. The inferred val-
ues of the parameters imply that the e± energy deposition
becomes inefficient at t ∼ 7 d. This should lead to a steep-
ening of the bolometric light curve, which is consistent with
observations. The inferred parameter values also imply that
the ejecta should at the same time become marginally opti-
cally thin. The similarity of the transparency time, tph, and
tε, when the e
± energy deposition becomes inefficient, is not
a coincidence. Rather, it is a results of the inferred low value
of the opacity (see § 3.1).
The emission at t > 7 d, when the ejecta becomes op-
tically thin, is discussed in § 4.2, with a focus on the con-
straints implied by the IR emission on the composition of
the ejecta. We defer the discussion of the implications of the
low opacity inferred in § 4.1 to this section. The results of
our simple model are shown to be consistent with the re-
sults of detailed numerical calculations in § 4.3, where we
also discuss the limitations of numerical calculations due to
uncertainties in the opacities.
4.1 The t < 6 d emission
As we show below, the luminosity at ∼ 1 d requires the
opacity to be low, implying that the diffusion front crosses
the ejecta before the energy deposition of the electrons and
positrons is suppressed, i.e. tM < tε (XM < 1, see Eq. 11).
The decline of the bolometric luminosity at later time, L ∝
t−1 up to ∼ 6 d (see Fig. 3, table 1), may reflect in this
case the decline of the radioactive energy release, L ≈ M Ûε ∝
t−β with β = 1, provided that the diffusion wave penetrates
through the entire ejecta by t = 1 d, i.e. tM ≤ 1 d. Let us
assume first that tM ≈ 1 d (as we explain below, this must be
the case). The ejecta mass M is determined in this case by
Eq. (9), which gives tM(M, κM, vM), and by Eq. (18), which
relates vM, the velocity of the slower part of the ejecta, to
the observed photospheric velocity at 1 d, vph = rph(1d)/1d =
6.7 × 1014cm/1d = 0.26c (see Fig. 7, Table B2). The inferred
mass depends weakly on the assumed value of α, as shown
in Fig. 8, and is given by
M ≈ 1.5 × 10−2
(
κM
1cm2/g
)−1
M⊙ . (22)
Since LM = (1 − fνγ) ÛεMM, the observed luminosity at 1 d,
L = 6.1 × 1041erg/s (see Fig. 3, Table 1), determines the
ratio between the energy deposition rate and the opacity
(see Eq. 14 and Fig. 8),
ÛεM ≈ 6 × 10
10 1
3(1 − fνγ)
κM
1cm2/g
erg
g s
. (23)
0 0.5 1 1.5 2
0
0.5
1
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2
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Figure 8. Constraints implied by the observations on model pa-
rameters. The red, green and black dashed curves show the values
of κMM , Ûεd/κM and vM respectively, inferred from the observed
luminosity and photospheric radius at t = 1 d for different val-
ues of α, assuming tM = 1 d and using Eqs. (9), (14), and (18)
(κcgs(1d) = κM/1cm
2g−1). The solid black curve shows γ(α) inferred
from the temporal evolution of rph (Eq.18). The blue and magenta
curves show the model prediction, based on the inferred param-
eter values, for the optical depth of the ejecta at t = 5 d, τM(5d),
and for the time tε at which the e
± energy deposition becomes
inefficient.
For a decay rate Ûε ∝ t−1 over ∼ 1 s to ∼ 5 d the total
radioactive decay energy is ≈ 10tM ÛεM, corresponding to a
radioactive decay energy per nucleus of
EA ≈ 7
1
3(1 − fνγ)
κM
1cm2/g
A
100
MeV. (24)
Here A is the mass number of the nucleus (note that this
is the average energy per all nuclei in the ejecta). This
result implies that the opacity of the ejected material
cannot be larger than ∼ 1cm2/g, since κ ≫ 1cm2/g would
require radioactive energy release per nucleus which is
well above that expected from beta decay. For typical
radioactive energy release rates obtained in numeri-
cal calculations at 1 d for Ye < 0.4, ≈ 2 × 10
10erg/s g
(e.g. Freiburghaus et al. 1999; Metzger et al. 2010;
Goriely et al. 2011; Roberts et al. 2011; Korobkin et al.
2012; Wanajo et al. 2014; Lippuner & Roberts 2015;
Barnes et al. 2016; Hotokezaka et al. 2016; Rosswog et al.
2017), we find
κM ≈ 0.3cm
2/g. (25)
The typical radioactive energy release rate at 1 d is signifi-
cantly lower than 1010erg/s g for Ye > 0.4, and hence incon-
sistent with the observations (see also Rosswog et al. 2017).
It is important to emphasize that the conclusion, that
the luminosity is generated at t ∼ 1 d by low opacity mate-
rial, is independent of model assumptions. The mass given
is Eq. (22) is the maximum mass that can contribute to L at
1 d, since this is the mass through which the diffusion wave
can penetrate for a given opacity. This in turn implies that
the values of Ûε/κM and EA/κM given in Eqs. (23) and (24)
are model independent lower limits for these parameters,
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and hence that κM . 0.3cm
2/g is a model independent up-
per limit on the opacity. Since the opacity cannot be signifi-
cantly lower than this value, we also conclude that tM cannot
be significantly smaller than 1 d. For tM ≪ 1 d, M would be
significantly smaller than given by Eq. (22), and the value
of Ûε required for producing the observed luminosity would
exceed the value that may be provided by β decay.
The temporal dependence of rph, rph ∝ t
0.6 (see Fig. 6),
implies a relation between γ and α through Eq. (18), (1 +
γα)/(1 + 2α) = 0.6 (see Fig. 8). The extension of the power-
law behavior to ∼ 5 d implies that the optical depth of the
ejecta τM (τ(m = 1), see Eq. 3) is larger than unity up to that
time. Fig. 8 shows τM(t = 5d) as function of α, for the mass
M(α) and velocity vM(α) inferred from the observations. In
order to satisfy τM(5d) > 1, we require α & 0.5, which implies
0.5 . γ . 1. Finally, the data shows evidence for a flat
dependence of L on t at early time, L ∝ t0 at t < tM ≈ 1 d.
Adopting this as a constraint, and using Eq. (12), we find
γ ≈ α ≈ 0.6, consistent with the constraint α > 0.5 derived
from the requirement of τM(5d) > 1. This value of γ implies
that the opacity does not evolve strongly with time.
The inferred low value of κM implies that the ejecta
should become marginally optically thin, and that the e±
energy deposition should become inefficient, at similar times.
For the ejecta parameters inferred above, we have tph ≈ tε ≈
7 d. At t > tε we expect a steepening of L(t) by an additional
factor (t/tε)
−2, which is consistent with the observed light
curve (see Fig. 3, Table 1). The deviation of the spectral
distribution from a blackbody distribution at t & 5 d is
also consistent with the expected transition to optically thin
emission, see figures 1-3.
Figures 9 and 10 present a comparison of the obser-
vations with the bolometric and multi-band light-curves of
the simple analytic model (for model parameter values as
determined above). The simple model provides a good de-
scription of both the qualitative and quantitative properties
of the observations.
For both Iron group elements and Lanthanides, a rapid
decline of the opacity is obtained below ∼ 3000 K, due to re-
combination. Since the ejecta temperature drops to ∼ 3000 K
at t ∼ 7d, it may become optically thin at later time also for
masses larger than M inferred above. Thus, while the tran-
sition to optically thin emission expected for the above in-
ferred parameters is consistent with observations, we do not
consider this as strong evidence in support of the model.
We also note, that the rapid drop in opacity implies that
the temperature of the plasma cannot decreases significantly
below 3000 K, as otherwise the emissivity would not be suf-
ficient to enable the plasma to radiate the deposited energy.
As demonstrated in Fig. 3, the bolometric light curve
at t > 3 d is consistent with an exponential decline with a
time constant of t0 ≈ 3.7 d. This may suggest that an early
power-law decay of the radioactive energy generated by the
decay of a wide range of nuclei is overtaken at late time
by an exponential dominated by a single isotope. Such an
interpretation of the data would require tε > 10 d, which
implies κe/κM & 4, since otherwise the luminosity decline
would be faster than the intrinsic exponential due to the
inefficiency of the e± energy deposition, i.e. at t > tε we have
L ∝ (t/tε)
−2 exp(−t/t0). This interpretation of the data would
however be inconsistent with the temporal dependence of the
radioactive energy release obtained in detailed calculations.
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Figure 9. A comparison of the observed bolometric light curve
(black points and red stars) and the analytic model light curve
(solid black line), Eq. (12) with tM = 1 d, LM = 6 × 10
41erg/s,
TM = 6600 K, and {α = 0.7, β = 1, γ = 0.6, XM = 0.02} (the black
points show the luminosity obtained from a photometric integra-
tion, and the red stars are obtained from the black-body fits to
the data, see Fig. 3). The values of tM, LM and TM are inferred di-
rectly from the observations, and determine the ejecta parameters
κMM , ÛεM/κM and vM (see Eqs. 22 and 23, Fig. 8). The large value
of ÛεM/κM requires a low value of κM, κM . 0.3cm
2/g. Since the
value of κM cannot be much lower, this enables a determination
of the ejecta parameters with little uncertainty. For the model
shown in the figure, M = 0.05M⊙, vM/c = 0.15, κM = 0.3cm
2/g,
κe = 0.4cm
2/g, and (1 − fνγ) ÛεM = 6 × 10
9erg/s g. The model pa-
rameters are determined by the t < 6 d observations. The low
value of κM implies that the ejecta should become marginally op-
tically thin, and that the e± deposition efficiency should drop
below unity, at roughly the same time, ∼ 7 d (see Fig. 8). This
is consistent with the observed steepening of the luminosity de-
cline, from t−1 to t−3, and with the increasing deviation of the
observed spectra from thermal spectra, at t > 7 d. We note that
the analytic model parameters were not obtained as a best fit
to the data. The model light curve is overlayed on the data to
demonstrate that it captures both the qualitative and quantita-
tive behavior. The discontinuity at t = tM is due to the simplified
analytic treatment (see next to last paragraph of § A2), and is
expected to be a smooth transition in reality.
4.2 The behavior at late time, t > 6 d
Based on the above analysis, we expect the ejecta to become
marginally optically thin between 5 and 7 d (see Fig. 8). At
later time, the spectral luminosity, Lν ≡ dL/dν, is given by
Lν = κνMcu
BB
ν (T), where κν is the opacity and u
BB
ν (T) is the
blackbody spectral energy density at the plasma tempera-
ture T . At the transition to optically thin emission, t ∼ 6d,
the spectral luminosity is close to the blackbody luminosity,
Lν = 4πR
2(c/4)uBBν (T), over the observed wavelength range,
0.5 to 2.5 µm (see Figs. 2, 1). This implies that the opti-
cal depth throughout this range is not far below unity at
this time, i.e. that κνM/πR
2 & 1. For M ≈ 0.05M⊙ and
vM/c ≈ 0.1, as inferred above, this implies κν & 0.1 cm
2 g−1.
Note that at later time, the decrease of L, L ∝ L−3, implies
that the ratio of the spectral luminosity to the blackbody
luminosity drops as t−5 (since the radius increases like t and
the plasma temperature does not decrease significantly be-
low 0.3 eV).
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Figure 10. A comparison of the observed multi-band light
curves and the analytic model multi-band light curves, given by
Eqs. (12), (18) and (19), for the same model parameters used in
Fig. 9 (and including extinction). The model’s spectral energy
distributions are obtained assuming a black-body spectrum. This
assumption breaks at t > 7 d (the dotted line marks the time at
which the ejecta becomes marginally optically thin, see Fig. 8).
Thus, while we expect the model to provide a good estimate of the
bolometric luminosity at t > 7 d, we do not expect it to provide
an accurate description of the spectra. The fact that the observed
spectrum is not far from thermal at t ∼ 7 d implies that the opac-
ity at this time is ∼ 0.1cm2/g at 1 − 2µm (see discussion in § 4.2).
An accurate description of the spectrum at late times, when the
ejecta becomes optically thin, requires an accurate knowledge of
the non-LTE spectral opacity and is beyond the scope of the cur-
rent analytic model (as well as of the scope of current detailed
numerical calculations).
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Figure 11. A comparison of the line expansion opacity for Fe
and Ce, at T = 5000K, ρ = 10−13 g cm−3 and t = 1 d, adopted from
Kasen et al. (2013), using the Autostructure, Kurucz and VALD
line lists (Note that since the expansion opacity is proportional
to 1/(ρct), the implied opacity for our inferred model parameters
at t = 7 d would be ≈ 7 times larger than shown in this plot).
The low value of the frequency averaged (expansion)
opacity, κM ≈ 0.3 cm
2 g−1, required to account for the bolo-
metric light curve and for the photospheric radius, may
be provided for example by Iron group elements, and re-
quires no contribution from high opacity elements, such as
the Lanthanides. The requirement that the spectral (expan-
sion) opacity κν maintains a value ≈ 0.1cm
2/g through the
1-2 µm range yields additional constraints. The calculations
of Kasen et al. (2013) and Barnes & Kasen (2013), based on
the Kurucz/Autostructure line lists, suggest that the opacity
of Iron group elements drops with wavelength to values well
below 0.1cm2/g, κν < 10
−2 cm2 g−1 at λ & 1 µm, while the
opacity of the Lanthanides is much higher at IR wavelengths,
κν ≈ 10
2 cm2 g−1, see Fig. 11. This implies that Iron group
elements will not be able to produce the observed IR lumi-
nosity, while the Lanthanides may. The large Lanthanides’
opacity implies that a small mass fraction of these elements,
≈ 10−3, would be sufficient to produce the required opacity.
Such a small mass fraction would not affect significantly the
frequency averaged (expansion) opacity, i.e. would not in-
crease κM beyond ≈ 0.3 cm
2 g−1, and is therefore consistent
with the constraints derived from the earlier time behavior.
A significantly larger Lanthanides’ mass fraction will lead to
a significant increase of the averaged opacity, κM, which will
suppress the emission at early time. A larger mass fraction
is therefore excluded in a single component ejecta model.
The opacities of the Lanthanide elements are not well
known. The line data available are limited, and the theoret-
ical calculations are highly complex. As a result, the opacity
of the r-process mixture of Lanthanide elements is estimated
using theoretical model calculations of a few elements, which
are considered representative (Nd, Ce). Different approxi-
mations lead to large variations in the derived opacity of
individual elements (see, e.g., Fig. 8 of Kasen et al. 2013),
and the uncertainty in the opacity of the mixture exceeds
an order of magnitude (see e.g. Figure 1 of Barnes & Kasen
2013). This implies that the mass fraction of Lanthanides
required to provide the inferred opacity is uncertain.
Large uncertainties exist also in the opacity of lower
mass elements. Figure 12 compares the opacities derived for
Iron at 0.5 eV using the Kurucz line list with those ob-
tained from the LANL Astrophysical Opacity calculator. As
the plot clearly demonstrates, the LANL calculation yields
multiple lines in the IR range with oscillator strengths that
exceed by some six orders of magnitude those obtained in
the calculation based on the Kurucz line list. The expan-
sion opacity that would be produced by such lines would be
more than sufficient to yield large optical depth, and near
blackbody emission, in the IR. The LANL calculations are
limited to temperatures T ≥ 0.5 eV, and the lines shown
at 0.5 eV may not be relevant to the lower temperature,
T ≃ 0.3 eV in which we are interested. However, the very
large discrepancy between the LANL and Kurucz line list
based calculations implies that careful examination of the
line opacities is necessary in order to draw robust conclu-
sions regarding the composition of the ejecta.
It should be noted here, that constraints on the opacity
of Iron at 1− 2µm, at the conditions relevant for NS merger
ejecta at the relevant time of t & 5 d, cannot be directly
obtained from observations of Type Ia supernovae due to
several reasons. First, due to the larger mass (M ∼ 1M⊙)
and smaller velocity (v ∼ c/30) characterizing the ejecta of
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type Ia SNe, a given column density, M/(4πr2) = M/(4πv2t2),
is reached by the Ia ejecta at a much later time than that at
which it is reached by the NS merger ejecta. In particular,
a column density of 1g/cm2 is reached by the NS merger
ejecta at ≈ 7 d, and by the SN Ia ejecta at ≈ 150 d. Thus,
only IR observations at very late times, t > 150 d, probe
the relevant column densities (and hence optical depths).
Second, since the expansion opacity is proportional to the
velocity gradient, the larger characteristic velocity of the
NS merger ejecta implies that the effective opacity of the
NS merger ejecta may be significantly larger than that of
the Ia ejecta under similar conditions (temperature, density,
column density). Finally, we are interested in the opacity at
the time at which the optical depth drops below unity. At
this time, the opacity is not given by its LTE value, and
depends strongly on the density of the radiation field. Since
the luminosity of Ia SNe at ∼ 150 d is similar to that of the
NS merger ejecta at ∼ 7 d, while their radii are ≈ 4 times
larger (r ∝ M1/2 for a given column density), the radiation
density is ∼ 100 times lower in the Ia ejecta compared to
the NS merger ejecta (when the two reach the same column
density).
Adopting the Kasen et al. (2013) derived opacities, our
analysis implies that the observations are consistent with a
single composition ejecta, with Lanthanides’ mass fraction
of ≈ 10−3. One may consider the possibility of the existence
of another ejecta component, at v . vM, with Lanthanides’
mass fraction ≫ 10−3. If such a shell is contributing signifi-
cantly to the luminosity at t ≥ 7 d, then its mass is limited by
the rapid decrease of L, L ∝ t−3, at this time. This rapid de-
crease requires the energy deposition by e± to be inefficient,
(c/v)κeρR < 1, and the photon escape time to be shorter
than t, κρR < c/v (As noted in§ 4.1, a rapid decrease in L
may also be obtained by a rapid, exponential, decrease in
the radioactive energy release rate. However, such an expo-
nential decay is not expected for Lanthanides rich material
originating from a low Ye ejecta). The resulting limit on ρR,
ρR < min[(v/c)κ−1e , (c/v)κ
−1] < 0.1(v/0.1c) g cm−2, sets an up-
per limit to the shell’s mass, . 2 × 10−3M⊙ for v/c = 0.1.
We cannot, of course, rule our the existence of a slower shell
with larger mass and opacity, that does not contribute sig-
nificantly to the observed luminosity.
4.3 Comparison to detailed numerical calculations
We compare in this section our results to those obtained by
the detailed numerical calculations of Kasen et al. (2017),
which are publicly available. A direct comparison of the
analytic model to the numerical calculations is not possi-
ble, due to the different velocity distributions used. In the
numeric calculations, most of the mass (of a single ejecta
component) is concentrated around a single characteristic
velocity vt , with dm/dv ∝ v for v < vt and dm/dv ∝ v
−8
for v > vt . Our analytic model has a wider velocity distribu-
tion, dm/dv ∝ v−(α+1)/α ≈ v−2.5, with a significant fraction of
the mass at large velocity (our velocity distribution is wider
also than that used in the semi-analytic models of Metzger
2017; Villar et al. 2017; Cowperthwaite et al. 2017a, where
dm/dv ∝ v−4). This implies that the temporal dependence of
the photospheric temperature (radius) obtained in the nu-
merical calculations differs from that of the analytic model,
and hence also from the observed dependence. Moreover,
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Figure 12. A comparison of the Planck opacity for Fe, at
T = 0.5 eV and ρ = 10−13 g cm−3, obtained by the LANL Astro-
physical Opacity calculator (http://aphysics2.lanl.gov/cgi-
bin/opacrun/astro.pl, dλ/λ = 10−3, red) and using the Kurucz
line list (Kurucz 1993; Kurucz & Bell 1995, , black). The LANL
calculation yields multiple lines in the IR range with oscillator
strengths that exceed by some 6 orders of magnitude those ob-
tained in the calculation based on the Kurucz line list.
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Figure 13. A comparison of the observed bolometric
light curve (black) with those obtained in the detailed
numerical calculations of Kasen et al. (2017) (available at
https://github.com/dnkasen/Kasen_Kilonova_Models_2017),
for different values of the Lanthanides’ mass fraction (as shown
in the inset). The ejecta mass and velocity are {0.025M⊙, 0.3c},
{0.04M⊙, 0.15c}, and {0.04M⊙, 0.2c} for the mass fractions
of 10−4 (blue), 10−1.5 (red) and 10−3 (gray) respectively. The
black-dashed curve is the 2-component model of Kasen et al.
(2017), obtained by summing the luminosities obtained for the
10−4 and 10−1.5 mass fraction calculations. The dashed gray
line shows the time at which the diffusion sphere crosses most
of the ejecta, tM, in the single component model. For similar
characteristic ejecta parameters {M, v, κ }, tM is larger in the
numerical models than in the analytic model due to the wider
velocity distribution of the analytic model, with larger mass at
high velocity (see text). This is likely the reason for the lower
flux predicted by the numerical models (compared to the the
analytic model) at early times.
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Figure 14. A comparison of the observed spectral lumi-
nosity (black) with those obtained in the detailed nu-
merical calculations of Kasen et al. (2017) (avilable at
https://github.com/dnkasen/Kasen_Kilonova_Models_2017)
at t = 4.5 d, for different values of the Lanthanides’ mass
fraction. The ejecta mass and velocity are {0.025M⊙, 0.3c},
{0.04M⊙, 0.15c}, and {0.04M⊙, 0.2c} for the mass fractions
of 10−4 (blue), 10−1.5 (red) and 10−3 (gray) respectively. The
black-dashed curve is the 2-component model of Kasen et al.
(2017), obtained by summing the spectral luminosities obtained
for the 10−4 and 10−1.5 mass fraction calculations. The plots
confirm our conclusion that a 10−3 mass fraction of Lanthanides
would produce an opacity in the 1–2µ band that is sufficient to
account for the observed IR luminosity.
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Figure 15. Same as Figure 14, for t = 7.5 d.
the bolometric luminosity of the numeric model would dif-
fer from that of the analytic model up to the time at which
the diffusion sphere crosses most of the ejecta (after which
L = M Ûεd). Finally, if the adiabatic energy loss of the e
± is
neglected in the numerical calculations, the bolometric lu-
minosity of the numeric models would exceed that of the
analytic model at late times.
Given the above mentioned limitations, the main goal of
the comparison to numerical results is to test our conclusion,
that the late time IR emission may be produced by an ejecta
with κν ≈ 0.1cm
2/g at 1 − 2µm, corresponding to a small,
≈ 10−3, mass fraction of Lanthanides (adopting the opacities
used in the numerical calculations).
Figure 13 compares the observed bolometric light curve
with those obtained in the detailed numerical calculations of
Kasen et al. (2017) for different values of Lanthanides’ mass
fraction. The single component ejecta, with Lanthanides’
mass fraction of ≈ 10−3, provides as good a fit to the data
as provided by the two component ejecta model. Figures 14
and 15 compare the observed spectra at 4.5 d and 7.5 d
with those predicted by the calculations. The single ejecta
model produces a reasonable fit to the observations at both
times, confirming our conclusion that a 10−3 mass fraction
of Lanthanides would produce an opacity that is sufficient
to account for the observed IR luminosity.
A note is in place here regarding the low luminosity
produced by the numerical models compared to the analytic
model and to the observations (this has led to the sugges-
tions of additional sources of luminosity at early times, e.g.
Piro & Kollmeier 2017; Metzger et al. 2008). Due to the dif-
ferent velocity profiles of the numeric and analytic models,
for similar characteristic ejecta parameters, {M, vt = vM, κ},
the time at which the diffusion sphere penetrates through
the ejecta is longer in the numerical model (by a factor of
∼ 2) compared to that obtained in the analytic model. This
is likely the reason for the lower flux predicted by the numer-
ical models (compared to the analytic model) at early times.
Due to the narrower velocity distribution, the time at which
the e± energy deposition becomes inefficient is also longer
in the numerical models than in the analytic model. For the
single component model shown in figure 13, tε ≃ 13 d.
As explained in the preceding section, the presence of
a high opacity shell with significant contribution to the lu-
minosity would be difficult to reconcile with the rapid drop
of L at late time. This is demonstrated in Fig. 15, where
the two component model flux is shown to largely exceed
the observed flux at 7.5 d. We do not consider this discrep-
ancy as severe, since the model luminosity may be modified
by modifying the energy deposition rate, which is not accu-
rately known. However, a 2-component model would in any
case require some tuning of the two components to produce
the observed smooth evolution.
None of the numerical models produce a good descrip-
tion of the spectral minima and maxima. Here too, we do
not consider this to be a severe discrepancy since the opac-
ities are not accurately known. As discussed in detail in the
preceding section, the opacities of individual Lanthanide el-
ements are uncertain, and furthermore the opacity of the
r-process mixture of Lanthanide elements is estimated us-
ing theoretical model calculations of a few elements, which
are considered representative. This implies that the results
of detailed calculations of spectra cannot be directly com-
pared to the detailed structure of the observed spectra, as
the numerical results depend strongly on the assumed opac-
ity structure. As clearly demonstrated, e.g., in Figure 13
of Kasen et al. (2013), different approximations used in the
opacity calculations lead to large variations in the predicted
spectra. Finally, we note that the opacity uncertainties are
even larger at late times, when the plasma becomes optically
thin and deviates from LTE.
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5 DISCUSSION
A simple model describing the emission from merger ejecta
was presented in § 3. The main model results, including the
predicted light curves, L(t), photospheric radii, rph(t), and
effective temperatures, Teff(t), are given in § 3.2. The light
curve behavior is qualitatively different for low, κ . 1cm2/g,
and high, κ ≫ 1cm2/g, opacity. In particular, for low opacity
the time at which the ejecta becomes optically thin, tph,
is similar to the time at which the e± energy deposition
becomes inefficient, tph ∼ tε, while for large opacity tε ≪ tph.
We have shown in § 4 that the observed UV to IR
radiation may be well reproduced by a single component
ejecta, described by the simple analytic model of § 3. See
figures 9 and 10. The observations at t < 6 d enable one
to infer the ejecta parameters, M ≈ 0.05 M⊙ , vM ≈ 0.15c,
κM ≈ 0.3 cm
2 g−1, Ûε ≈ 2×1010(t/1 d)−1erg g−1s−1, and v ∝ m−α
with α ≈ 0.7 extending to > 0.3 c. The implied energy gen-
eration rate is consistent with that predicted for a compo-
sition produced by the expansion of a Ye < 0.4 ejecta. For
the inferred ejecta parameters, the simple model predicts
tph ≈ tε ≈ 7 d. This is consistent with the steepening of L(t)
by a factor (t/tε)
−2 at t > 7d (see Fig. 3, Table 1), and
with the deviation of the spectral distribution from a black-
body distribution at t & 5 d. In our model, a low opacity,
0.3 ≤ κ/(1cm2/g) ≤ 1, ejecta accounts for the electromag-
netic emission at all times. This is in contrast with multi-
component models, in which the early, t < 2 d, emission
is dominated by low opacity, κ ≈ 0.5cm2/g, material, and
the late, t > 5 d, emission is dominated by high opacity,
κ ≈ 10cm2/g, material (e.g. Kasen et al. 2017; Villar et al.
2017).
The low frequency averaged (expansion) opacity, κM ≈
0.3 cm2 g−1, which is required to account for the bolometric
light curve and for the inferred photospheric radii, may be
provided for example by Iron group elements, and requires
no contribution from high opacity elements, such as the Lan-
thanides. As explained in § 4.2, the fact that the spectral
luminosity at t ∼ 7 d is close to the blackbody luminosity all
the way up to λ ∼ 2 µm, requires that the spectral (expan-
sion) opacity κν maintains a value ≈ 0.1 cm
2 g−1 through the
1-2 µm range. This requirement may imply more stringent
constraints on the composition of the ejecta. If such opacity
in the IR regime can only be provided by Lanthanides, as
suggested by the calculations of Kasen et al. (2013) based
on the Kurucz/Autostructure line lists, then the mass frac-
tion of these elements should be ≈ 10−3 (this mass fraction
is sufficient to produce the required opacity, while a larger
mass fraction would suppress the emission at early time and
is therefore excluded in a single component ejecta model).
As discussed in some detail in § 4.2, the opacities of the
Lanthanide elements are not well known, which implies that
the mass fraction of Lanthanides required to provided the
inferred opacity is uncertain. Furthermore, we have shown
in § 4.2 that large discrepancies exit between the opacities
derived for Iron at 0.5 eV using the Kurucz line list and
those obtained from the LANL Astrophysical Opacity cal-
culator, see Figure 12. In particular, the LANL calculation
yields multiple lines in the IR range with oscillator strengths
that far exceed those obtained in the calculation based on
the Kurucz line list. The large discrepancy implies that a
careful examination of the line opacities is necessary in or-
der to draw robust conclusions regarding the composition
of the ejecta, and in particular regarding the required pres-
ence of the Lanthanides. It is important to note here that
the uncertainties in the opacity are much larger still for non
LTE plasma. Hence, a detailed description of the spectra at
late time, when the ejecta becomes optically thin, is beyond
the scope of both the current simple analytic model and the
detailed numerical calculations.
A comparison of our results to those of detailed numeric
calculations is given in § 4.3. A direct comparison is com-
plicated, due to the different velocity distributions used. In
the numeric calculations most of the mass (of a single ejecta
component) is concentrated around a single characteristic
velocity, while the velocity distribution of the analytic model
is wider, dm/dv ∝ v−(α+1)/α ≈ v−2.5, with a significant frac-
tion of the mass at large velocity. This implies that the tem-
poral dependence of the photospheric temperature (radius),
as well as the early evolution of the bolometric luminosity,
obtained in the numerical calculations differ from those of
the analytic model, and hence also from the observations
(which are well described by the analytic model). The main
goal of the comparison to numerical results is to test our
conclusion, that the late time IR emission may be produced
by an ejecta with κν ≈ 0.1cm
2/g at 1 − 2µm, corresponding
to a small, ≈ 10−3, mass fraction of Lanthanides (adopting
the opacities used in the numerical calculations). As can be
seen in Figs. 13-15, this conclusion is indeed supported by
the detailed numerical calculations. The single component
model with a ≈ 10−3 Lanthanides’ mass fraction provides a
good fit to the late time IR data, as well as a fit to the ear-
lier time data, which is as good as that provided by the two
component (mass fractions of ≈ 10−1.5 and ≈ 10−4) model.
Models with several ejecta components, dynamical,
wind and secular, with large opacity differences predict a
strong dependence on observing angle of the of the observed
UV-IR signal. A single component model predicts only a
weak dependence. This provides a clear test that may be
used to discriminate between the models using future obser-
vations.
Most of the mass of r-process elements with solar abun-
dance is concentrated in elements of mass number 70 <
A < 90 (Sneden et al. 2008; Thielemann et al. 2011). For
Ye ≈ 0.4, most of the ejecta mass is expected to be carried
by elements in this mass range (e.g. Korobkin et al. 2012;
Rosswog et al. 2017). In this case, NS mergers may produce
the observed solar abundance of these elements, as may be
concluded from the following argument. For solar abundance
the mass of 70 < A < 90 elements is ≈ 10−3 that of Iron. Since
a significant fraction of this Iron mass may be produced in
SN Ia, which occur at a rate ∼ 10−4Mpc−3yr−1 and release
∼ 0.5M⊙ of Iron, the mass of the r-process elements may be
provided by NS mergers that occur at a rate slower by a
factor 100 and emit 10 times less mass.
A Lanthanides’ mass fraction of ≈ 10−3 is well below
the mass fraction of Lanthanides out of all A & 70 r-process
nuclei in a solar composition material, ≈ 3% (Sneden et al.
2008; Thielemann et al. 2011). Moreover, as explained in
§ 4.2, the rapid decrease of L at t > 7d sets an upper limit
of ≈ 2 × 10−3M⊙ on the mass of a second component of
the ejecta, with v ≈ 0.1c . vM and a Lanthanides’ mass
fraction ≫ 10−3, that contributes significantly to the lumi-
nosity. Thus, while it is impossible to rule out the existence
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of a slow, Lanthanides rich component of the ejecta, that
does not contribute to the observed luminosity, we do not
have direct evidence for the production of ”heavy r-process”
elements with a mass fraction that would be required to
account for the solar abundance of such elements.
The observed properties of the ejecta, ∼ 10−1.5M⊙ with
relatively large velocity, 0.15c to 0.3c, and large value of Ye,
that would be required to avoid a large mass fraction of
Lanthanides, are inconsistent with the general predictions
of numerical simulations. These generally predict that the
fast component of the ejecta is produced by ”dynamical”
ejection, with little mass and low Ye value, while the larger
fraction of ejected mass is contributed by the ”secular” ejec-
tion, which may be characterized by larger Ye values but
expected to be slow, v < 0.05c. This difficulty has been
recently pointed out also by Fujibayashi et al. (2017), who
suggest that viscous heating due to magneto-hydrodynamic
turbulence in the merger remnant may lead to the ejection
of ∼ 10−2M⊙ with Ye & 0.25. It is, however, challenging to
obtain the required high velocity also in this scenario. If
the opacity is provided by Lanthanides, their required mass
fraction, ≈ 10−3, may be obtained for initial Ye ≈ 0.25 (e.g.
Korobkin et al. 2012), or by mixing of ejecta components
with different mass fractions of Lanthanides, i.e. different
initial values of Ye. The latter possibility may be more likely,
since the mass fraction of Lanthanides varies strongly with
Ye at Ye ≈ 0.25.
The prompt detection of GW170817 in the blue/UV
bands has several implications for future searches for electro-
magnetic counterparts of NS merger events. At early times,
NS mergers appear blue and have significant emission in the
near UV (e.g., Evans et al. 2017). It is likely that at ear-
lier times (< 10hr) the UV emission will dominate simply
because the emission temperature would be higher and any
absorption features in the UV will be less prominent (as
the gas is ionized). Therefore, future UV missions such as
ULTRASAT (Sagiv et al. 2014), that combines a large in-
stantaneous field-of-view (≈ 245 deg2) with significant depth
(5-σ limiting AB magnitude ≈ 22.4 in 900 s), and rapid tar-
get of opportunity capabilities (< 10min) for a large fraction
of the celestial sphere (≈ 50% at any given moment) will be
extremely effective electromagnetic counterpart survey ma-
chines.
Furthermore, it is possible that future missions like UL-
TRASAT and the Large Synoptic Survey Telescope (LSST,
Ivezic et al. 2008) will be able to detect NS merger events
blindly, without a gravitational-wave detector trigger (e.g.,
beyond the LIGO horizon). Figure 16 shows the expected
NS-merger electromagnetic counterpart detections per year
as a function of survey limiting magnitude and mean ob-
served area (within the appropriate cadence). We assumed
a NS-merger event rate of 1500Gpc−3 yr−1. This plot has
considerable uncertainty due mainly to the large errors in
the rate. Here we suggest that an appropriate cadence for se-
cure detection of NS-mergers, and reasonable estimate of the
merger time, is of the order of 1–2 hr cadence. The expected
performances of some future surveys like the Zwicky Tran-
sient Facility (ZTF), LSST, and ULTRASAT, are shown,
based on the following assumptions. For ZTF we assumed
the survey will observe about 1600 deg2 with weather effi-
ciency of 0.8 (effectively reducing the field of view), and lim-
iting magnitude (averaged over all lunations) of about 20.1.
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Figure 16. The expected detection rate of electromagnetic emis-
sion from NS-merger events not triggered by GW detection, as
a function of survey limiting magnitude and mean observed area
(within the appropriate cadence). Circles represent the capabil-
ities of some surveys, under assumptions specified in the text,
while the vertical lines show the LIGO horizon. We assumed that
all events will have peak UV to blue absolute magnitude of about
−15.7. This Figure does not provide a 1 to 1 comparison between
surveys, rather it demonstrates that with appropriate strategies
future surveys may be able to detect NS mergers without the GW
signal.
For LSST we assumed a dedicated survey for NS-merger
events with 5% of the telescope time, observing about 100
fields (i.e., 960 deg2), with 1 hr cadence, weather efficiency
of 0.8 and limiting magnitude of 24. For ULTRASAT two
options were considered. The first is observing a single field
continuously and coadding images on 3 hr timescale (UL-
TRASAT 3hr). The second option is observing 6 fields, in
rotation, with 1.5 hr cadence (ULTRASAT 6 fields). We es-
timate that ULTRASAT may find of the order of 10 merger
events per year.
The figure also shows the A-LIGO 8-σ detection horizon
(corresponding to 200Mpc), and it’s 6-σ detection horizon
(corresponding to 270Mpc; the strain signal-to-noise ratio
decreases linearly with the luminosity distance). This sug-
gests that future surveys like ULTRASAT and LSST hold
the potential for finding non triggered NS-merger events,
and to trigger a LIGO search. Specifically, given the known
merger time and sky location, one can search for 6-σ events
in the A-LIGO event streams, and confirm them retroac-
tively. Such a strategy can significantly increase the number
of future NS merger detections.
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APPENDIX A: A DERIVATION OF THE MODEL PREDICTIONS
We denote the location of the diffusion-sphere, beyond which radiation escapes on a dynamical time scale, τ = c/v, as
m˜D(t) = mD(t)M. The velocity and radius of the mass element at which the diffusion-sphere lies are given by
vD(t) = v[mD(t)], and rD(t) = vD(t)t. (A1)
Similarly, we denote the location of the photosphere, τ = 1, by m˜ph(t) = mph(t)M. The velocity and radius of the mass element
at which the photosphere lies are given by
vph(t) = v[mph(t)], and rph(t) = vph(t)t. (A2)
Note that vph(t) is the velocity of the mass fraction at which the photosphere lies at time t (rather than the time derivative of
rph). Using Eq. (3) and Eq. (A5) we find
mD(t) =
(
t
tM
) 2−γ
1+α
,
vD(t)
vM
=
(
t
tM
)− (2−γ)α
1+α
,
rD(t)
vMtM
=
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t
tM
) 1−(1−γ)α
1+α
(A3)
(for t < tM), and
mph =
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vM
c
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=
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c
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(A4)
(for t < tph). It is useful to note that for any mass fraction m, the time tm at which the diffusion sphere reaches m is given by
t2m ≡
1
4π(1 + 2α)
κ(t = tm)mM
cv(m)
. (A5)
We discuss first, in § A1, the emission of radiation for the case where the energy deposition of electrons and positrons is
complete, fed = 1. We then discuss the more general case of partial energy deposition in § A2.
A1 Complete e± local energy deposition
Let us consider first times t < tM. Assuming that the initial radius was close to 10 km, the initial energy is completely lost to
adiabatic expansion, and the energy of the ejecta is dominated by radioactive decay. At r < rD (m > mD), we may neglect the
diffusion (see below) and the energy per unit mass is governed by
dǫ
dt
= −
ǫ
t
+ Ûεd . (A6)
Here ǫ is the internal energy of the plasma. The first term in the energy equation represents adiabatic losses (assuming
radiation domination). Noting that t−1d(ǫ t)/dt = ǫ/t + dǫ/dt, we may integrate to find
ǫ(t)t − ǫ(t0)t0 =
∫ t
t0
dt′ Ûεdt
′. (A7)
For a power-law energy deposition rate and t ≫ t0 we have
ǫ =
1
2 − β
(1 − fνγ) ÛεMtM
(
t
tM
)1−β
. (A8)
The diffusion term,
dǫ
dt
|diff =
1
4πr2ρ
∂r
[
4πr2
c
3κρ
∂r (ǫ ρ)
]
∼
cǫ
κρr2
∼
ǫ
τr/c
=
1
τv/c
ǫ
t
, (A9)
may be neglected for (τv/c) ≫ 1.
At t < tM, the luminosity is given by
L ≈ Mǫ
dmD
dt
+ MmD Ûε. (A10)
The first term represents the escape of photons from the hot ejecta due to the penetration of the ”diffusion wave”, while the
second represents the energy deposited outside the diffusion sphere, m < mD, and radiated on a dynamical time scale. At
t > tM, after the diffusion sphere crosses through most of the mass of the ejecta and mD = 1, the luminosity is given by the
second term, L ≈ M Ûε. We therefore find
L ≈ M ÛεM
(
t
tM
)−β { [
1 +
2−γ
(1+α)(2−β)
]
(t/tM)
(2−γ)/(1+α), t < tM;
1, tM < t.
(A11)
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A2 Partial e± local energy deposition
The mass fraction me at which fed = 1 is approximately given by
m1+3αe =
(
t
tε
)2
= XM
(
t
tM
)2
, (A12)
and(
mD
me
)1+3α
= X−1M
(
t
tM
)s
, s =
4α − (1 + 3α)γ
(1 + α)
. (A13)
The time te, beyond which fed < 1 for mass fraction m, is
te
tε
= m(1+3α)/2 . (A14)
At t > te the energy deposition at m is suppressed by (t/te)
−2. The time teD at which me = mD is
teD
tM
= X
1/s
M
. (A15)
Four different cases should be considered:
(i) s > 0, tM < tε: teD < tM < tε , for which mD < me at t < teD and mD > me at t > teD;
(ii) s < 0, tM < tε : tM < tε , for which mD ≥ me;
(iii) s > 0, tM > tε: tε < tM, for which mD < me;
(iv) s < 0, tM > tε: teD < tε < tM, for which mD > me at t < teD and mD ≤ me at t > teD.
Let us consider first the behavior at t > tM. At this stage L is given by (see § A1)
L = M Ûεd, (A16)
where the deposited energy is
Ûεd = (1 − fνγ) Ûεmin
[
1,
(
t
tε
)−2]
. (A17)
This yields
L = M(1 − fνγ) ÛεM
(
t
tM
)−β
min
[
1,
(
t
tε
)−2]
. (A18)
Let us consider next the regime tε < t < tM. In this regime the diffusion sphere did not yet cross the ejecta, hence
L ≈ M ÛmDε(mD), and radiation is emitted at time t from a mass shell mD(t) for which fed became smaller than unity at te < t.
The internal energy is given in this case by
ǫ(m, t) ≈ (1 − fνγ) ÛεMtM
(
te
tM
)1−β (
t
te
)−1
= (1 − fνγ) ÛεMtM
(
te
tε
tε
tM
)2−β (
t
tM
)−1
(A19)
(the internal energy evolves like t1−β at t < te, and since the deposition drops faster than 1/t
2 at t > te, its later evolution
follows adiabatic expansion – ǫ ∝ 1/t; we neglect here the effects of diffusion at r < rD, as may be justified in a manner similar
to that of the preceding section). Using te/tε = m
(1+3α)/2 and mD = (t/tM)
(2−γ)/(1+α) we obtain
L ≈
2 − γ
1 + α
M(1 − fνγ) ÛεM
(
tε
tM
)2−β (
t
tM
) 2−γ
1+α −β+s(1−
β
2 )
. (A20)
Note that for tε < tM, Eq. (A20) gives at t = tM a luminosity larger by a factor (tM/tε)
β than that give by Eq. (A18). This
reflects the fact that in this case the energy deposition rate in the ejecta at tM, Ûεd(tM) = ÛεM(tM/tε)
−2, while the ejecta energy
density is determined by the (higher) deposition rate at t = tε < tM, ε(tM)/tM = ÛεM(tM/tε)
β−2. As the photons escape the ejecta
at t = tM, there is a drop in L in the transition to the t > tM regime.
Let us consider next t < min[tM, tε]. For tM > tε , mD < me at all time for s > 0 and at t > teD for s < 0. For mD < me,
radiation is emitted from regions for which fed dropped below unity at earlier time, hence the energy density is given by
Eq. (A19) and L by Eq. (A20). For tM < tε , mD > me at all time for s < 0 and at t > teD for s > 0. For mD > me radiation is
emitted from regions where fed = 1, hence the energy density is
ε(m, t) ≈ (1 − fνγ) ÛεMtM
(
t
tM
)1−β
(A21)
and
L ≈ M ÛmDε(mD) =
2 − γ
1 + α
M(1 − fνγ) ÛεM
(
t
tM
) 2−γ
1+α
−β
. (A22)
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Figure B1. Light curves of GW170817 in selected bands and their polynomial fits (see also Table B1).
Summarizing our results we have for tM < tε (XM < 1)
L = M(1 − fνγ) ÛεM

ηX
−1+β/2
M
(t/tM)
2−γ
1+α
−β+s(1−
β
2
), t < teD = X
1/s
M
tM and s > 0;
η(t/tM)
2−γ
1+α
−β, t < tM (and teD < t for s > 0);
(t/tM)
−β, tM < t < tε = X
−1/2
M
tM;
X
β/2
M
(t/tε)
−β−2, tε < t,
(A23)
and for tM > tε (XM > 1)
L = M(1 − fνγ) ÛεM

η(t/tM)
2−γ
1+α
−β, t < teD = X
1/s
M
tM and s < 0;
ηX
−1+β/2
M
(t/tM)
2−γ
1+α −β+s(1−
β
2 ), t < tM (and teD < t for s < 0);
X−1
M
(t/tM)
−β−2, tM < t.
(A24)
Here η ≡ 1 +
2−γ
(1+α)(2−β)
(see preceding section, Eq. A11).
APPENDIX B: DETAILED DESCRIPTION OF THE DATA ANALYSIS RESULTS
Tables B1-B3 and Fig. B1 provide the detailed results of the data analysis described in § 2.
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Table B1. Polynomial fit to multi-band data
Band min t max t rms Poly. Coef.
day day
B 0.990 7.690 0.14 −2.010, 8.994, 17.627
F110W 4.590 10.690 0.09 18.302, −23.438, 25.726
F160W 4.723 10.723 0.07 22.117, −31.192, 29.084
F336W 5.100 5.500 0.10 25.050
F475W 7.916 11.516 0.04 −59.078, 122.087, −39.029
F606W 11.200 11.600 0.10 23.090
F814W 11.200 11.600 0.10 22.320
H 0.361 14.561 0.17 3.014, −1.848, 1.668, −0.806, 17.692
I 1.090 11.490 0.13 5.112, −3.814, 3.508, 17.270
J 0.471 10.471 0.10 3.657, 7.704, −16.040, 5.934, 3.008, −1.034, 17.584
K 1.340 18.440 0.08 −4.715, 17.228, −15.540, 4.224, 17.499
Ks 0.370 25.470 0.17 −0.256, 3.303, −0.687, −1.764, 18.136
M2 0.527 1.127 0.00 6.088, 22.352
R 0.990 10.590 0.08 4.495, 0.926, 17.680
U 0.638 1.638 0.06 8.744, 5.347, 18.900
V 0.471 10.671 0.10 −3.711, 10.006, −8.364, −1.384, 6.864, 2.647, 17.571
W1 0.433 1.233 0.20 3.480, 20.150
W2 0.600 0.700 0.25 21.130
Y 0.480 11.580 0.26 3.998, −0.247, −0.730, 17.610
g 0.477 7.577 0.14 11.766, −13.658, 9.020, −12.778, 8.144, 4.902, 17.601
i 0.452 10.652 0.17 1.023, 1.930, 1.302, 17.527
r 0.464 12.564 0.20 −2.008, 4.534, 2.255, 17.529
u 1.451 3.651 0.30 −12.812, 17.255, 17.484
y 0.702 6.802 0.05 2.143, 0.504, 17.399
z 0.471 14.571 0.27 3.444, −0.354, 0.609, 17.622
Note. — Polynomial fits to the multi-band light curves of AT2017gfo in log t-magnitude
space. min t and max t are the minimum and maximum times (days since merger) for which
the polynomial fitting is relevant. rms is the best fit rms value in magnitudes, while poly-
nomial coef. corresponds to the high to low polynomila order.
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Table B2. Bolometric luminosity of AT2017gfo
t Lint Lbb −∆L +∆L Teff −∆T +∆T Rphot χ
2/dof min λ − −max λ
day erg s−1 erg s−1 erg s−1 erg s−1 K K K cm A˚
0.5 7.82 × 1041 1.2 × 1042 9.6 × 1040 2.9 × 1040 10266 367 304 3.7+0.2
−0.1
× 1014 86.5/7 2613 – 21908
0.6 8.45 × 1041 1.3 × 1042 1.4 × 1041 2.0 × 1041 10809 659 764 3.6+0.3
−0.3
× 1014 311/7 2079 – 21908
0.8 7.31 × 1041 7.0 × 1041 3.4 × 1040 1.8 × 1040 7093 142 146 6.0+0.2
−0.2
× 1014 2022/9 2254 – 21908
1.0 6.15 × 1041 5.5 × 1041 6.8 × 1039 2.8 × 1040 6351 115 123 6.7+0.3
−0.3
× 1014 2721/11 2254 – 21908
1.2 4.97 × 1041 4.8 × 1041 2.3 × 1040 5.8 × 1037 5707 73 81 7.6+0.2
−0.3
× 1014 1358/12 2613 – 21908
1.5 3.69 × 1041 3.6 × 1041 2.6 × 1037 1.8 × 1040 4967 39 39 8.9+0.3
−0.1
× 1014 1434/14 3560 – 21908
2.5 2.44 × 1041 2.3 × 1041 5.5 × 1039 8.5 × 1039 3751 86 92 1.2+0.1
−0.1
× 1015 2821/13 3560 – 21908
3.5 1.87 × 1041 1.7 × 1041 8.3 × 1039 6.5 × 1039 3160 86 90 1.5+0.1
−0.1
× 1015 5490/13 3560 – 21908
4.5 1.46 × 1041 1.4 × 1041 8.1 × 1039 8.6 × 1039 2836 84 86 1.7+0.1
−0.1
× 1015 7513/12 4473 – 21908
5.5 1.16 × 1041 1.0 × 1041 8.6 × 1039 9.4 × 1039 2951 101 107 1.3+0.1
−0.1
× 1015 32631/15 3351 – 21908
6.5 8.84 × 1040 9.1 × 1040 5.5 × 1039 5.8 × 1039 2505 64 66 1.7+0.1
−0.1
× 1015 10884/14 4473 – 21908
7.5 6.53 × 1040 7.0 × 1040 6.6 × 1039 6.4 × 1039 2452 71 73 1.6+0.2
−0.1
× 1015 13313/13 4473 – 21908
8.5 4.69 × 1040 4.5 × 1040 6.7 × 1039 8.5 × 1039 2848 96 102 9.5+1.5
−1.3
× 1014 53817/12 4755 – 21908
9.5 3.36 × 1040 2.9 × 1040 4.9 × 1039 6.4 × 1039 2857 106 114 7.6+1.3
−1.1
× 1014 66549/12 4755 – 21908
10.5 2.47 × 1040 2.0 × 1040 4.2 × 1039 5.0 × 1039 2963 137 153 5.8+1.3
−1.1
× 1014 88875/11 4755 – 21908
11.5 1.96 × 1040 3.0 × 1040 7.5 × 1039 1.0 × 1040 2808 131 146 8.0+2.1
−1.7
× 1014 29503/7 4755 – 21908
12.5 1.40 × 1040 3.0 × 1040 5.0 × 1039 6.9 × 1039 2426 308 418 1.1+0.3
−0.2
× 1015 2163/3 6183 – 21908
13.5 9.64 × 1039 2.1 × 1040 3.1 × 1039 4.9 × 1039 1641 329 576 1.9+1.3
−0.8
× 1015 1027/2 8922 – 21908
14.5 7.33 × 1039 1.7 × 1040 2.8 × 1039 4.9 × 1039 1625 353 675 1.7+1.3
−0.8
× 1015 1311/2 8922 – 21908
15.5 3.28 × 1039 7.7 × 1038 7.2 × 1038 7.0 × 1040 1917 755 3560 1.9+3.9
−0.8
× 1014 0.4/0 21908 – 21908
16.5 2.61 × 1039 7.7 × 1038 7.2 × 1038 7.03 × 1040 1917 755 3560 1.9+3.9
−0.8
× 1014 0.9/0 21908 – 21908
Note. — Bolometric luminosity of AT2017gfo as a function of time. Lint is the bolometric luminosity estimated using trape-
zoidal integration of the photometric data; Lbb is the bolometric luminosity estimated using a blackbody fit to the photometric
observations, while T and R are the effective tempearture and photospheric radius. −∆ and +∆ corresponds to lower and upper
1-σ uncertanty estimated using margenlizing over all other parameters. χ2 and dof corresponds to the blackbody fit. min λ and
max λ are the minimum and maximum central wavelength of the band used in the estimation. The errors do not include any
systematic uncertainty in the photometric calibration (presumably better than 10%).
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Table B3. Spectra blackbody fit
t T L0.3−2.4µm IR fraction
day K erg s−1
1.441 4996 2.88 × 1041 0.37
3.451 3059 1.44 × 1041 0.68
5.451 2646 1.02 × 1041 0.75
6.451 2624 7.70 × 1040 0.75
7.451 2589 5.56 × 1040 0.75
8.451 2654 3.71 × 1040 0.73
9.441 2703 2.48 × 1040 0.73
10.441 2975 1.49 × 1040 0.70
Note. — Properties of the spectra of
AT2017gfo. All spectra were obtained using
X-Shooter and are from Pian et al. (2017)
and Smartt et al. (2017). T is the best fit
blackbody temperature, L is the integrated
luminosity, and IR fraction is the fraction of
the luminosity in the IR > 1µm to the inte-
grated luminosity.
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