Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Introduction
For some financial time series, several "trend generating" mechanisms may occur simultaneously.
Semiparametric fractional autoregressive models (SEMIFAR) Feng, 2002a, 2002b) has been introduced for modelling different components in the mean function of a financial time series simultaneously, such as nonparametric trends, stochastic nonstationarity, short-and longrange dependence as well as antipersistence. Let d ∈ (−0.5, 0.5) be the fractional differencing parameter, m ∈ {0, 1} be the integer differencing parameter, B be the backshift operator, φ(B) = 1 − φ 1 B − · · · − φ p B p and ψ(B) = 1 + ψ 1 B + · · · + ψ q B q be polynomials in B with no 1 common factors and all roots outside the unit circle, and ǫ t be while noise, then SEMIFAR can be defined as
SEMIFAR includes ARIMA (p, m, 0) model and the fractional autogressive process (Hosking, 1981, Granger and Joyeux, 1980) . However, the assumption of while noise on ǫ of SEMIFAR ignores possible heteroskedasticity of financial time series. Often financial time series exhibit conditional heteroskedasticity, i.e. the volatility (or conditional variance) of a financial process often depends on the past information but the mean may not. Well known models for modelling conditional heteroskedasticity are the autoregressive conditional heteroskedastic (ARCH, Engle, 1982) and generalized ARCH (GARCH, Bollerslev, 1986) models. Since then many extensions of the ARCH and GARCH models are introduced into the literature. Engle, Lilien and Robins (1987) extended the ARCH model to the ARCH in mean (or ARCH-M) model, where the conditional standard deviation also effects the mean of the observations. The ARCH-M model can be analogously generalized to a GARCH-M model. Another well known extension of the GARCH model is the exponential GARCH (EGARCH) introduced Nelson (1991) , where the GARCH property is defined for the log-transformation of the volatility. A FARIMA-GARCH model to model long memory in the mean and conditional heteroskedasticity in the volatility is introduced by .
However, there is little research on SEMIFAR-GARCH model except Beran and Feng (2001) which describes the model and derives the asymptotic normality of trend term estimation only. Some important problems for the practical implementation of this model, e.g., estimation of the unknown parameters and the development of a data-driven algorithm, were not discussed. In this paper we provide a full implementation of a SEMIFAR-GARCH model for financial time series. We will extend the SEMIFAR model to a SEMIFAR-GARCH model, which is the same as SEMIFAR model but under the additional assumption that the innovation process {ǫ i } follows a GARCH model. Section 2 describes the SEMIFAR-GARCH model, which extends the FARIMA-GARCH model. Stochastic nonstationarity is also considered in the model. Section 3 designs a three-stage fitting algorithm for the SEMIFAR-GARCH mode. Section 4 discusses the asymptotic normality and consistency of the model functionals and parameters estimation.
Section 5 provides an comprehensive algorithm for SEMIFAR-GARCH model. Section 6 illustrate the model and estimation methods by the analysis of three different finance data sets and examples. Section 7 concludes the paper.
The Model
In the following, the notation SEMIFAR also stands for a slight generalization of the SEMIFAR model with an additional MA (moving average) component in the short-range dependence part.
Similarly to the SEMIFAR model, the SEMIFAR-GARCH model is defined by
polynomials in B with no common factors and all roots outside the unit circle. The fractional differencing operator (1 − B) d is the same as defined before. For m = 0, model (2.1) and (2.2) may be thought of as an extension of model (7) and (8) in by replacing the constant mean with a nonparametric trend function.
As in the SEMIFAR model, the two differencing parameters m and d may be summarized in one parameter δ = m + d. The innovation process defined in (2.2) follows a GARCH model (Bollerslev, 1986) . It is assumed that r j=1 α j + s j=1 β j < 1, which ensures that there exists a strictly and second order stationary solution ǫ t of (2.2) with variance Bollerslev, 1986) .
For the derivation of the asymptotic properties it is further assumed that E(ǫ 4 i ) < ∞, which implies the above condition r j=1 α j + s j=1 β j < 1. A necessary and sufficient condition which guarantee the existence of the 2m-th moments for the special case of a GARCH(1, 1) model with normal innovations z t was also found in Bollerslev (1986) . Necessary and sufficient conditions which guarantee the existence of higher order moments of a GARCH model in more general cases may be found in Ling and McAleer (2002) (see also , Chen and An 1998 and He and Teräsvirta 1999a . Model (2.1) and (2.2) are a variety of the SEMIFAR model by replacing the i.i.d. innovations there with the GARCH innovations defined in (2.2).
Denote by θ = (σ 2 ǫ , δ, φ 1 , ..., φ p , ψ 1 , ..., ψ q , α 0 , α 1 , ..., α r , β 1 , ..., β s ) T = (η T , λ T ) T the parameter vector, where η = (σ 2 ǫ , δ, φ 1 , ..., φ p , ψ 1 , ..., ψ q ) T is the parameter vector for the FARIMA part of the process and λ = (α 0 , α 1 , ..., α r , β 1 , ..., β s ) T for the GARCH part. Also denote by θ * = (σ 2 ǫ , d, φ 1 , ..., φ p , ψ 1 , ..., ψ q , α 0 , α 1 , ..., α r , β 1 , ..., β s ) T and η * = (σ 2 ǫ , d, φ 1 , ..., φ p , ψ 1 , ..., ψ q ) T , which are the same as θ and η respectively but with δ being replaced by d. Denote the unknown value of θ * by θ * 0 = (φ 0 1 , ..., φ 0 p , ψ 0 1 , ..., ψ 0 q , d 0 , α 0 0 , α 0 1 , ..., α 0 r , β 0 1 , ..., β 0 s ) T , which is assumed to be in the interior of a compact set Θ * . Note however, under model (2.1) and (2.2), σ 2 ǫ is determined by (2.3) and is hence not an independent unknown parameter. We aim to develop efficient estimation for g (or its derivatives) and θ from the observations y 1 , ..., y n . This will be discussed in details next section.
The Semiparametric Estimation Procedure
In this section we propose to estimate the SEMIFAR-GARCH model in three stages: Firstly, estimate the trend function g nonparametrically; secondly, estimate the FARIMA parameter vector η from the residuals; and thirdly, to estimate the GARCH parameter vector λ from the inverted innovations obtained from the residuals by means of a FARIMA model withη. Under the three steps, nonparametric estimators of g (ν) , the ν-th derivatives of g, can also be carried out after Step 2 by replacing the unknown parameter vector η withη.
This semiparametric estimation procedure is proposed based on the following lemmas.
Lemma 1. Assume that Y t is a stationary FARIMA-GARCH process as defined in , i.e. model (2.1) and (2.2) holds with m = 0 and g(x) ≡ µ, where µ is an unknown constant. Assume further that var (ǫ t ) = E(ǫ 2 t ) = σ 2 ǫ is an unknown constant and that E(ǫ 4 t ) < ∞. Then the asymptotic properties of the MLE of η are independent of the unknown GARCH parameter vector λ.
Lemma 1 is a straightforward consequence of Theorem 3.2 of . This lemma 4 shows that η and λ can be estimated separately from the original data. Hence the FARIMA parameters in the FARIMA-GARCH model can be estimated at first using a proper package such as S+GARCH (e.g. the S-PLUS function arima.fracdiff). Letĝ be the estimator of g, the following lemma shows that the asymptotic properties ofĝ(x) are independent of λ.
Lemma 2. Assume that g(x) in (2.1) is at least (p + 1)-times differentiable and that the other conditions of Lemma 1 hold. Then the asymptotic properties of a local polynomial estimator of
Lemma 2 is a consequence of the results in Theorems 5 and 6 of Beran and Feng (2001) . See also Theorem 2 below. Lemmas 1 and 2 together show that Lemma 3. Let Y t be defined by (2.1) and (2.2) with the GARCH innovations such that var
Assume that other regularity conditions on the FARIMA model, the bandwidth and the smoothness of g hold. Then a SEMIFAR algorithm can be directly used for estimating g (ν) and η in the SEMIFAR-GARCH model without changing the asymptotic properties of these estimators.
Assume that g is at least (p + 1)-times differentiable. Following Beran and Feng (2001) , we propose to estimate g with a p-th order local polynomial or a k-th order kernel method with k = p + 1. Detailed description on this approach may be found in that work and will be omitted here to save space. The trend function can also be estimated following other nonparametric approaches, e.g., smoothing splines. Note that the SEMIFAR-GARCH model may be rewritten as a semiparametric regression model with the FARIMA-GARCH error process. Following (2.1) and (2.2) we have, for m = 0
and for m = 1
.., n, and
is a FARIMA-GARCH process, where ǫ t are the GARCH innovations as defined in (2.2).
Letĝ(x t ) =ĝ(x t ; m) denote the kernel estimator of g obtained from (3.1) or (3.2) for m = 0 and m = 1 respectively with the bandwidth h, where it is assumed that h → 0, nh → ∞ as n → ∞.
Consider now ǫ t as a function of η. For given p, q and a trial value of η =
the (approximate) residuals. Although ǫ t in the SEMIFAR-GARCH model is non-Gaussian, the approximate maximum likelihood estimator proposed by Beran (1995) also applies under the assumption E(ǫ 4 t ) < ∞, because now ǫ t and ǫ 2 t − h t are both martingale-differences (see also the results on the parameter estimation in the FARIMA-GARCH model given by . In this case the estimator is indeed a quasi maximum likelihood estimate. For given p and q,η is estimated from e t by minimizing
This procedure can be carried out for p = 0, 1, ..., P and q = 0, 1..., Q, where P and Q are the maximal orders of the AR and MA parts, which will be considered here. Then p and q can be selected following the BIC rulê p = arg min{BIC(p, q); p = 0, 1, ..., P } andq = arg min{BIC(p, q); q = 0, 1, ..., Q},
where BIC(p, q) = n log(σ 2 (p, q) + (log n)(p + q), (3.6) andσ 2 ǫ is the estimate of var (ǫ t ) given bŷ
It is well known thatp andq obtained in this way are consistent; see the details from Beran, Bhansali and Ocker (1998) . Now, assume thatη is a consistent estimator of η, then the e t (η) are approximations of the unobservable GARCH innovations ǫ t . The parameter vector λ can be estimated from e t (η) 6 following the standard maximum likelihood method for a GARCH model. Following Bollerslev (1986) , the (unobservable) conditional Gaussian log-likelihood function based on ǫ t is given by
Denote by λ * the maximizer of L * (λ). Note however that λ * is not available. Hence we define the approximate log-likelihood function in the current context bŷ
whereη is as defined above. Similar to the estimation ofη, the proposed approximate MLE of λ isλ, the maximizer ofL(λ). The symbols h t (ǫ; λ) and h t (e(η); λ) are used to indicate that, for
given value of λ, these functions also depend on the innovations or their approximations. Given e t ,λ can be calculated using a standard package for estimating the GARCH model simply by replacing ǫ t with e t . In this work the S+GARCH package will be used.
Asymptotic Results
The asymptotic behavior ofĝ (ν) under model (3.1) were studied by Beran and Feng (2001) .
Part of the asymptotic results onĝ (ν) are represented in the following. The analysis given in the following involves infinite past history of Y t and ǫ t . For simplicity, we assume that the presample values of Y t and ǫ t are zero, and choose the presample values of h t and ǫ 2 t to be n m+2ê 2 t /n. This simplification will not affect the asymptotic properties of the proposed estimators.
Theorem 1. Let Y i follow the semiparametric regression model (3.1), where the errors ξ t are generated by (3.3) with innovation process {ǫ t } following the GARCH model (2.2), which is assumed to be strictly stationary such that E(ǫ 4 t ) < ∞. Let kernel K be a symmetric probability density having compact support [-1 1].ĝ (ν) (t) (ν ≤ p) is obtained by solving the locally weighted least squares problem
Under the regularity conditions on continuity of g (ν) , the following results hold.
as n → ∞, for some ∆ > 0, then
and K (ν,k,c) is the asymptotically equivalent boundary kernel for estimating g (ν) (Rupport and Wand, 1994) .
ii) The asymptotically optimal bandwidth that minimizes the asymptotic MISE is given by
where it is assumed that I(g (k) ) > 0 and V = V (1, d) = V (d) and β = β c with c = 1.
We now check that some sufficient conditions on the asymptotic normality are fulfilled. This is ensured by the following lemma.
Lemma 4. Let ξ t be generated by (3.3) with d ∈ (−0.5, 0.5). Assume that the innovation process {ǫ t } is generated by the GARCH model (2.2), which is strictly stationary such that E(ǫ 4 t ) < ∞. And assume further that φ(B) and ψ(B) have no common factors and all roots of them lie outside of the unit circle. Then, for the sample meanξ of ξ t , we have
Lemma 4 shows that the sample meanξ = 1 n n t=1 ξ t of a FARIMA-GARCH process defined in (3.3) is asymptotically normal, if E(ǫ 4 t ) < ∞, which extends the results of Theorem 8
ii) in Hosking (1996) to nonstationary processes. Under the condition E(ǫ 4 t ) < ∞, we have r j=1 α j + s k=1 β k < 1 (see Lemma 2.2 in Chen and An 1998) and that ǫ t is a square integrable martingale-difference w.r.t (F t , t ∈ {−∞, ..., −1, 0, 1, ..., ∞}), where F t is the σ-field generated by the information in the past. And hence ǫ t is an uncorrelated white noise. The autocovariance function γ ξ (k) of the FARIMA-GARCH process ξ t is given in Beran (1994) . Furthermore, He and Teräsvirta (1999a) showed that, under the condition E(ǫ 4 t ) < ∞, the autocorrelation function of the squared process ǫ 2 t decays exponentially. This is easy to understand, because now the squared process ǫ 2 i is itself a second order stationary process having an ARMA representation with all roots of its characteristic polynomials lying outside the unit circle. See equations (6) and (7) in Bollerslev (1986) . More detailed results on this topic may be found in He and Teräsvirta (1999b) for second order GARCH models. is as defined in Theorem 1 in Beran (1995) .
Theorem 2 shows that, under suitable conditions on the bandwidth and other regularity conditions,η is always √ n-consistent. In this case the effect ofη onλ is negligible. In the following, we will assume that the stronger conditions on the bandwidth as stated in Theorem 2 ii) hold, so that the error inη does not have any effect onλ. Under this condition,η can be simply replaced by the true unknown vector η 0 to simplify the representation given below. We
which are also not observable, because g is unobservable.
Let
and Ω 0 , the value of Ω λ at λ = λ 0 , denote the information matrix. For the proposed approximate MLE of the GARCH parameter vector,λ, we have Theorem 3. Assume that the conditions of Theorem 2 ii) hold. Then we have i) There exists a MLEλ satisfying ∂L(λ)/∂λ = 0 andλ
where Ω 0 is as defined above.
Denote byλ the maximizer ofL(λ), which is again not available, sinceẽ t (η 0 ) are unknown.
Following the results in ,λ is √ n-consistent. Hence results given in Theorem 3 will hold, if we can show thatλ −λ = o p (n −1/2 ). Note that the conditions on the GARCH model ensure that λ 0 is in the interior of a compact set Λ. To prove Theorem 3, we will introduce the following lemmas, which are required to calculate the difference betweenλ andλ.
Lemma 5. Under the assumptions of Theorem 3 we have
(4.9)
Lemma 5 gives an interesting results for quantifying the order of magnitude of the difference between the estimates of the conditional variance with the two approximations of the innovations, h t (e(η 0 ); λ) − h t (ẽ(η 0 ); λ), which shows that this order is the same as that of (e 2 t (η 0 ) −ẽ 2 t (η 0 )).
The following lemma extends the results of Lemma 5 to quantify the order of magnitude of the difference between the first derivatives of h t obtained using the two different approximations of ǫ t , i.e. e t andẽ t , respectively.
Lemma 6. Under the assumptions of Theorem 3 we have, ∀ λ ∈ Λ, the first element of
is zero and the other elements of it are all of the order O p (e 2 t (η 0 ) −ẽ 2 t (η 0 )). theorems in Beran and Feng (2001) hold for the bandwidth selected following this algorithm, since these results are independent of the GARCH parameter vector λ. Details on these results will be omitted to save space. Simulation studies on this algorithm were also not carried out, because the first step of this algorithm is exactly a SEMIFAR algorithm and the other steps are simply a procedure for fitting a parametric GARCH model from the approximated innovations.
If for a data set it happens to ber = 0 andŝ = 0, then the fitted model reduces to a SEMIFAR model.
Applications
In this section the proposal will be applied to modelling some well known financial time series.
For all examples log-transform of the original observations will be used. By doing this, the residuals of the SEMIFAR model stand automatically for the (trend adjusted) log-returns. The (Figure 1(a) ). And the residuals are significantly antipersistent. Figure 1(b) shows the estimated innovations (ǫ t ) obtained by inverting the residuals.
We can see that there is clear conditional heteroskedasticity in this series. Further calculations show that all fitted GARCH models are strongly significant. A GARCH(1, 2) model witĥ h t = 1.082 · 10 −5 + 0.1238ǫ 2 t−1 + 0.2507ĥ t−1 + 0.5695ĥ t−2 (6.1) was selected following the BIC. The estimated conditional standard deviations (ĥ 1/2 t ) and the standardized innovations (ẑ t :=ǫ t /ĥ 1/2 t ) are shown in Figures 1(c) and 1(d) . The series in The selected order of the autoregressive part is againp = 0. The long-range dependence in the third example is not significant and just slightly significant in the second example. For both series, a GARCH(1, 1) model was selected from the estimated innovations. The fitted GARCH conditional variance isĥ t = 1.132 · 10 −5 + 0.0948ǫ 2 t−1 + 0.8308ĥ t−1 (6.2)
for the S&P 500 series, and h t = 6.387 · 10 −7 + 0.0196ǫ 2 t−1 + 0.9649ĥ t−1 (6.3)
for the Euro series. Figures 2 and 3 show the same results as those given in Figure 1 for these two examples respectively. From Figure 3 we see that the GARCH effect in the Euro series is not clear. This means that the Euro/USD exchange rates can well be modelled by a SEMIFAR model with no short-or long-range dependence but with a clearly significant, nonparametric trend. Furthermore, it can be shown that the marginal distribution of the Euro/USD exchange rates series is not far from a normal distribution.
The selected bandwidthĥ, the estimatesm,d together with the 95%-confidence intervals of them and other statistics are summarized in Table 1 . Note that the SEMIFAR-GARCH model only has long memory in the mean but does not have long memory in the volatility. Bailie et al. (1995 Bailie et al. ( , 1996 introduced the FIGARCH (fractionally integrated GARCH) process for modelling long memory in the volatility. However, the FIGARCH is not second order stationary and is not considered as error process in this work. A stationary process with long memory in the volatility is the fractional LARCH (linear ARCH, Robinson, 1991 and Giraitis, et al., 2004) model. Hence nonparametric regression with fractional LARCH errors should be studied so that long memory in the volatility of a financial time series can be modelled.
Appendix: Proofs of results
Proof of Lemma 4. The formula of the asymptotic variance ofξ remains unchanged from case to case, if only the ǫ t are uncorrelated (0, σ 2 ) random variables. Hence it is the same as that for i.i.d. innovations given by Theorems 1 and 8 of Hosking (1996), i.e. var (ξ) 
.
Using the relationships Γ(1 + d) = dΓ(d) and Γ(d)Γ(1 − d) = π sin(πd) (for d ∈ (−0.5, 0.5) \ {0}), we obtain the alternative representation of V (d)
which is used in this work.
Since ξ t defined in (3.3) is a zero mean FARIMA process with innovations ǫ i following a GARCH model, we have Beran, 1994) . Hence, for −0.5 < d < 0.5, ∞ k=0 c 2 k < ∞. This shows that X i fulfills the conditions of Theorem 4 of Beran and Feng (2001) , and so (ξ 1 + · · · + ξ n )/σ n D → N (0, 1).
Observe that
[n 1/2−dξ − (ξ 1 + · · · + ξ n )/σ n ] p → 0, following Theorem 4 of Beran and Feng (2001) we have n 1/2−dξ D → N (0, 1).
3
Proof of Theorem 1 i). Following Lemma 4 and noting that the weights w i of a local polynomial estimator satisfy the conditions of Theorem 5 of Beran and Feng (2001) , the asymptotic normality ofĝ (ν) (x) follows from there.
A sketched proof of Theorem 2. i). Note in particular that the necessary condition so that the consistency ofm shown in the proof of Theorem 7.2 in Feng (2004) holds is thatη is consistent in the case with m = m 0 . This is ensured by the condition on the bandwidth in Theorem 2 i) and the further assumption E(ǫ 4 ) < ∞. This shows thatm is consistent under the assumptions of Theorem 2.
ii). To show the results given in ii) of Theorem 2 one has to show that the error inη caused byê t − ǫ t is of the order o p (n −1/2 ). This holds following the same arguments used in the proof of Theorem 5.2 ii) in Feng (2004) , because the orders of magnitude ofê t − ǫ t are the same for i.i.d. and GARCH innovations. 3
Proof of Lemma 5.
For any trial value λ = (α 0 , α 1 , ..., α r , β 1 , ..., β s ) ′ ∈ Λ, one can rewrite h t (e(η 0 ); λ) as where a j are obtained by matching the powers in B, which decay exponentially. Lemma 5 is proved. 3
Proof of Lemma 6.
Following (21) in Bollerslev (1986) we have ∂h t (ẽ(η 0 ); λ) ∂λ =z t + wherez t = (1,ẽ 2 t (η 0 ), ...,ẽ 2 t (η 0 ), h t−1 (ẽ(η 0 ); λ), ..., h t−s (ẽ(η 0 ); λ)) T . Analogously, we have ∂h t (e(η 0 ); λ) ∂λ = z t + s j=1 β j ∂h t−j (e(η 0 ); λ) ∂λ , (A.4) where z t = (1, e 2 t (η 0 ), ..., e 2 t (η 0 ), h t−1 (e(η 0 ); λ), ..., h t−s (e(η 0 ); λ)) T . Denoting by Bz t = z t−1 , Bz t =z t−1 , B ∂h t (e(η 0 ); λ) ∂λ = ∂h t−1 (e(η 0 ); λ) ∂λ and B ∂h t (ẽ(η 0 ); λ) ∂λ = ∂h t−1 (ẽ(η 0 ); λ) ∂λ , ii) To show the results in this part we have to showL ′ (λ) = o p (n −1/2 ).
