ABSTRACT. TWO new methods are described for the computation of connection coefficients for the asymptotic solutions of linear second-order differential equations having an irregular singularity of arbitrary rank. The first method is based on new asymptotic expansions of the higher coefficients in the asymptotic solutions. The second method is based on direct numerical solution of the differential equation. Numerical examples are included.
Introduction
This paper is concerned with solutions of the homogeneous linear differential equation
^■ + /W^ + *(*)«'= o, (i.i)
in the neighborhood of an irregular singularity of positive integer rank r. Without loss of generality we may suppose that this singularity is located at z = oo. Then f(z) and g(z) can be expanded in power series of the form oo /(*) = z-1 £ £, g{z) = *»-* £ f §, (1.2a,b) that converge on an open annulus \z\ > a. Moreover, at least one of the coefficients /o, go, and gi is nonzero (otherwise the singularity would be of lower rank). The nature and the existence of the asymptotic solutions of systems of homogeneous linear differential equations in the neighborhoods of irregular singularities has been the subject of many investigations; see, for example, [16, 17] . In the present case, the construction of the asymptotic solutions proceeds as follows [15] . ){^ + T}
+ /WUiW + ^KflW-(l-Wb)
In the exceptional case |/o = go (which includes, of course, the commonly occurring case of fo=go = 0), the dominant terms (for large \z\) in the polynomials €i(z) and £2(20 have the same coefficients. If we make the transformation [15] r-l ]¥■■ /\ then it is readily verified that at t = 00, the transformed differential equation has either a regular singularity or an irregular singularity of rank not exceeding 2r -1 with unequal dominant terms in the corresponding polynomials £1 (2) 2 In order to describe solutions that have these series as asymptotic expansions, we subdivide the plane into sectors 5fc, k = 0, ±1, ±2,..., defined as follows. Let a = ph^o; then see Figure 1 .1.
Sk = {z:
(fc-|)7r- (7 <phz< (fc+!)7r-<r h The significant feature of these sectors is that for sufficiently large |z|, the real part of £2(2) -£1(2) is positive or negative at interior points of Sk according as k is even or odd. This follows from the relation
obtained from (1.10). Now define S^ to be any closed sector that is properly interior to Sk-i U Sk U 5fc+i. For example, So could be taken to be the sector -( §*■ + *-6)lr < phz < (|7r -a -<5)/r, where 8 is an arbitrary small positive constant. 
and make the transformation £ = 0oz r , then for all sufficiently large z in Sk, the path Vk can be taken as the map of a path Qk in the £-plane comprising an infinite segment of the real axis and segments of one or two straight lines at angles ±^6 to the imaginary axis. Figures 1.2, 1 .3, for example, depict Qk when k is even and (kir -a)/r < ph z < (kir + ^TT -cr)/r, (kn + \TT -a)/r < ph z < (kir + |7r -a -<5)/r, respectively. See also Lemma 13.1 of [13] , Chapter 6. (fc + |)7r < phC < (fc + |)7r -6, k even.
The connection formula problem
Although, for each value of fc, Theorem 1.1 provides information on the solution Wk(z) only in the sector Sk, this solution can be continued analytically to all values of phz. In general, Wk(z) has a branch-point at infinity. Among any three solutions a linear relation holds for all values of z. In particular, 
where the constants A^-i and A^ are found by application of the recurrence relation that is, the right half of Sk when viewed from the origin. To cover the left half of S*, we continue the recurrence (2.7) one step further, to n = k, and then apply
The purpose of the present paper is to describe two methods for computing the coefficients Ck and Ak in the connection formulas (2.2) and (2.5), one asymptotic, the other numerical.
The asymptotic method is developed in § §3, 4, 5 and is based on expansions of the coefficients a s ,i and a Sj 2 for large s. Methods of this kind are already known; see, for example, [6] [7] [8] [9] [10] [11] . Other analytical methods also exist [5, 18] . The novelty of our approach is that we employ inverse factorial series in place of the more usual inverse power series for the asymptotic expansions of as,i and a S) 2-The advantage of the inverse factorial expansions is that the coefficients are available explicitly. In fact, they are simple multiples of the earlier coefficients ao,i, ai^i, a2,i,..., ao,2> Gi t 2> ^2,2* • •■• • Therefore, it is possible to evaluate the Stokes multipliers to high accuracy with relatively little analytical and computational effort. In §6, we supply two numerical examples to illustrate this feature.
The second method for evaluating the Stokes multipliers is based on direct numerical integration of the differential equation along suitably chosen paths in the complex plane. It is outlined in §7 and applied to the numerical examples previously treated in §6.
Asymptotic method for the Stokes multipliers:
singularities of unit rank
In this section, we assume that r = 1. The expressions (1.10) for £i(z) and £2 (2) reduce to
where Ai, A2 are the zeros of the quadratic polynomial A 2 + /QA 4-go-Accordingly, A2-Ax = ±(/ 0 2 -%,)*, (3.2) and is nonzero by hypothesis ( §1). The exponents //1 and /^2 are given by
and the recurrence relation (1.12), with j = 1,2, respectively, reduces to 
is also a solution of the differential equation for any integer j, and from Theorem 1.1 it follows that wwfc) = e 2jliivi w k (e2jici z) 9 k even, (3.5a)
On combining these results with (2.5), with r = 1, and (2.4), we deduce that In [12] , we proved that in the present circumstances the following theorem holds. 4 3 In forming (A2 -Ai)( -) a; , the branch of ph (A2 -Ai) has to be a.
Theorem 3.1. Let m be an arbitrary fixed nonnegative integer. Then as s -» oo,
. m-1
where UJ is defined by (2.4).
Equations (3.7) can be regarded in two ways. If Ao and Ai are known, then (3.7) provide an easy way of computing a s^ and a s^ for large s.
Alternatively, if we regard equations (3.4) as a way of generating a Si \ and a s ,2 recursively for arbitrary large s, then AQ and Ai can be estimated via
or more accurately from
It is the second point of view that we adopt in this paper. By choosing values of s and m that are large (but not unduly large), it is possible to compute AQ and Ai from (3.9) to very high accuracy.
Asymptotic method for the Stokes multipliers: singularities of arbitrary rank
We now proceed to the generalization of Theorem 3.1 to the case of arbitrary rank r. Corresponding to (3.5), we have
From these results and (2.4), (2.5), it follows that
for all integers k and j. Accordingly, it suffices to determine a set of 2r consecutive Stokes multipliers. With £i(z) and £2(2) defined as in §1, we follow the terminology of Dingle [3] , and call £2(2) -£1(2) the singulant (with respect to z = 00) of the differential equation (1.1). The first step is to renormalize the differential equation in such a way that the singulant is simply z r ; compare (3.1) and (3.6) in the case r = 1. This can be achieved in various ways. The simplest, in principle, is to take a new independent variable x defined by and higher coefBcients can be found by means of standard procedures for reversion of power series. The problem with this approach is that reversion is cumbersome; even with the aid of available software packages, the evaluation of c s is slow when s is large. Co \z/ the term 0(l/z) here actually being a power series in 1/5.
In terms of the variable 5, the differential equation (1.1) transforms into is satisfied. We observe in passing that when (4.17) holds, the definitions of §1 simplify, in that (p 0 = Ir, (j)s = 0 (1 < s < r -1), and a = 0. This theorem is proved in §5. In the remainder of the present section, we describe how it can be applied to compute the AkThe (9-terms on the right-hand sides of (4.18) contribute relative errors 0(s~m/ r ) as s -> oo. We assume that s and m are chosen sufficiently large to render these contributions negligible compared with the desired precision in the Ak. On replacing s in (4.18a) by rs, rs + 1, . .., rs + r -1, in turn, and ignoring the error terms, we arrive at the system of r equations for Ai, As, ..., A2r-i r-l 2^,bo,2k+lA2k+l = ttrs,l> Figure 5 .2, and again let R -► oo. From (1.16a) and (5.1), with k = 2, we see that V2(t) = Oft" 1 ) uniformly as t -> oo in the sector ir/r < pht < Sir/r. Hence, we obtain r"" ? ffl ( + o(r er r (s+^-mr)/r rfr).
We now integrate V2(t)/(t-z) around the closed contour Ci depicted in
As in [12] , §4, we may replace each lower limit p r by zero without disturbing the uniformity of the 0-term with respect to s. Thus, we obtain Remark. Using another approach, Immink [7] constructed integ;ral representations of Stieltjes type for solutions of linear differential equations of any order; compare Lemma 5.1. Prom these representations, she then obtained asymptotic approximations for the Stokes multipliers that in effect supply the dominant terms of the expansions in Theorem 4.1. In other words, in the case of second-order equations, Immink's results correspond to ours with m = 1. This is an important difference, however, because the restriction to m = 1 renders the approximations much weaker for numerical purposes; compare the examples in §6 below.
Examples
Example 1. We take Final results for m = 1, 10, 19, 28, and 37 are presented in Table 6 .1. Since A4 --A2 and As = -Ai (compare (2.5) and (4.2)), we omit the results for A4 and A5. The agreement of the entries in the last two rows indicates that, to the present accuracy, the neglect of the O-terms in equations (4.18) is justified after the stage m = 28 is reached. We infer that these entries give the correct values of Ak to eight decimal places.
Example 2.
We take the first example in [10] , which is the system In [10] , the asymptotic analysis applies to the case x -> 0. In terms of z = 1/x, the system becomes
On decomposing W = [X,y] T , we obtain the simultaneous equations Eliminating Y, X, in turn, we find that
Equations (6.14a,b) each have an irregular singularity of rank 2 at infinity. On applying the theory of §1, we find that there are solutions Xk, Ffe of (6.14a,b), respectively, with the properties is a fundamental matrix solution of (6.12). Any other fundamental matrix solution can be expressed in the form
where C is a non-singular constant matrix [17, §2.3] . In particular, 
and we also observe that the Stokes multipliers of (6.14a,b) differ only in sign.
We apply the method of §4 to compute the Stokes multipliers for (6.14a). We have r = 2 and find that u -|, CQ = v^, ci = -1, C2 = \y/2. Accordingly, our transformation variable z is defined by Final results are presented in Table 6 .2 for the case when s = 30 in (4.19)- (4.22) and m = 1, 9, 17, 25, and 33 in (4.20) and (4.22) . Similar conclusions may be drawn concerning accuracy to those drawn above for Table 6 .1.
Direct numerical methods for the Stokes multipliers
In principle, the calculation of the Stokes multipliers Ck and Ak defined in §2 by direct integration of the differential equation (1.1) is quite simple. Let Zo be a point in Sk-l sufficiently close to infinity to enable Wk-l (zo) and W~_l (zo) to be computed to a prescribed accuracy from (1.16a) or (1.16b) and their differentiated forms. Similarly, let Zl be a point in the interior of SkUSk+1 that is sufficiently close to infinity to enable Wk(Zl) and Wk+l(Zl) to be computed from (1.16). By numerical integration, starting with the initial values Wk-l(ZO) and w~_l (zo), the value of Wk-l (zll is obtained. Then
The difficulty in this approach is that it is prone to numerical instability. If Zl is taken to be an interior point of Sk, then Wk-l(Zt) and Wk+1(Zl) will be almost indistinguishable numerically, and wk(zd will be exponentially small in comparison. This means that severe cancellation will occur in evaluating the right-hand side of (7.1), and consequently little or no precision will remain in the computed value of Ck. On the other hand, if Zl is taken to be in Sk+l, then the computation of Wk-l(Zl) will be unstable if the integration path lies in the neighborhood of infinity, because on parts of it (in fact within the left-hand half of Sk), Wk-l(Z) decays rapidly compared with other solutions of the differential equation.
The difficulty is overcome if the real part of the singulant 6 (z) -·6 (z) is monotonic on the integration path. However, the construction of such a path is not straightforward in general. For reasons given above, it cannot be confined to the neighborhood of infinity, and it may be dependent on the distribution of turning points and the other singularities of the differential equation. In these cases, [14] may be helpful. Although this reference is devoted to the problem of calculating the Stokes multipliers asymptotically when there is a large parameter present in the differential equation, it includes an investigation of the topology of the curves along which ~{6(z) -6(z)} is monotonic. In addition, the Appendix in [14] supplies a numerical method for computing these curves.
A modification to this procedure is to make the same preliminary transformation of independent variable as that described in §4 to reduce 6(z) -6(z) to the monomial form ZT. This greatly simplifies the task of finding integration paths on which ~{6(z) -6(z)} is monotonic, although it may do so at the expense of introducing an extra singularity into the differential equation at z = O.
Consider again Example 1 of §6. We may integrate numerically either (6.1) or (6.5).
The only singularity of the former is at z = 00, but the singulant is ~v5z3 -iv5z. On the other hand, the latter equation has z3 as singulant, but it has a second singularity at the origin. For illustration with this example, we compromise by integrating (6.1) numerically along rays through the origin on which ~(z3) is monotonic. This combines the simplifying features of the two possibilities, but at the risk of introducing some instability into the computations.
In the numerical integration, we start with Zo = 11 and we compute Wo (zo) and wb(zo) by taking 11 terms in (1.16a) and its differentiated form. We obtain wo(zo) = 
This agrees with the result given in the last two rows in Table 6 .1, indicating that the possible instability in integrating the differential equation along the chosen path was not realized. Another general and reasonably stable variant of the method of numerical integration, and one that will extend more readily to differential equations of higher order, is as follows. As in Lemma 5.1, let p again denote a constant that exceeds the radius of convergence of each ofthe power series (1.2a), (1.2b). Also, let Zj (j = k -1, k, k + 1) 6This procedure for the numerical integration of (6.1) is, of course, the well-known Taylor series method [2, §6.3] . We have used it simply for illustration; other methods could equally well be employed.
Zk+1
FIGURE 7.1. Paths for numerical integration (second method).
be a point in Sj sufficiently close to infinity to enable WJ(ZJ) and WJ(ZJ) to be computed from (1.16a), (1.16b), their differentiated forms, and pj -= pexp(zphzj); see Figure 7 .1. Starting with the initial values WJ(ZJ) and wfaj), we integrate inwards along the ray phz = phzj to compute Wj(pj) and Wj(pj) for j = k -1, /c, k + 1. We then may compute Wk-i(pk) and Wk+i^pk) by integrating along arcs of the circle 1^1 = p. (This will be stable provided that p can be chosen to be sufficiently small.) Lastly, Ck is found from formula (7.1) with zi replaced by pk throughout.
All of the entries in Tables 6.1 and 6.2 were recomputed by at least one of the two methods described in the present section, and numerical agreement was satisfactory in all cases. We would add that the computations needed in these direct numerical methods are considerably longer than those used in the asymptotic method described in §4.
Suramary and conclusions
In §1, we summarized the theory of the asymptotic solutions of the form oo oo
Zs z s '
JL^ Z in which £i(z) and £2(2) are polynomials, for linear second-order differential equations having an irregular singularity at z = 00. In §2, we discussed the problem of finding the linear identities that hold among any three asymptotic solutions of these types. The coefficients in these identities are the so-called Stokes multipliers. The case of a singularity of rank unity was considered in §3, and asymptotic expansions of a s ,i and a s? 2 for large s were supplied in series of inverse factorials. These €;xpansions then may be used to compute the Stokes multipliers quite simply. In §4, the corresponding asymptotic expansions of a Sj i and a s^ for large s were stated for a singularity of arbitrary rank r, and it was shown how to use the results to compute the Stokes multipliers by solving two sets of r simultaneous linear algebraic equations. §5, is devoted to the proof of the asymptotic expansions of the coefficients a s? i and a s^ stated in §4. Two numerical examples were furnished in §6, one for a singularity of rank 3, the other for a system of two first-order differential equations having a singularity of rank 2.
^,2
z s In §7, we described another method for calculating the Stokes multipliers based on procedures for direct numerical integration of the differential equation. Potential problems of numerical instability were outlined, together with ways of overcoming this instability. The examples given in §6 were recomputed using this method. Both methods we have described are very powerful, and both may be capable of extension to differential equations, or systems of differential equations, of order higher than two.
