In this paper, we examine the predictive ability, both in-sample and the out-of-sample, for South African stock returns using a number of financial variables, based on monthly data with an in-sample period covering 1990:01 to 1996:12 and the out-of-sample period of 1997:01 to 2010:04. We use the t-statistic corresponding to the slope coefficient in a predictive regression model for in-sample predictions, while for the out-of-sample, the MSE-F and the ENC-NEW tests statistics with good power properties were utilised. To guard against data mining, a bootstrap procedure was employed for calculating the critical values of both the in-sample and out-of-sample test statistics. Furthermore, we use a procedure that combines in-sample general-to-specific model selection with out-ofsample tests of predictive ability to further analyse the predictive power of each financial variable. Our results show that, for the in-sample test statistic, only the stock returns for our major trading partners have predictive power at certain short and long run horizons. For the out-of-sample tests, the Treasury bill rate and the term spread together with the stock returns for our major trading partners show predictive power both at short and long run horizons. When accounting for data mining, the maximal out-of-sample test statistics become insignificant from 6-months onward suggesting that the evidence of the out-of-sample predictability at longer horizons is due to data mining. The general-tospecific model shows that valuation ratios contain very useful information that explains the behaviour of stock returns, despite their inability to predict stock return at any horizon. The model also highlights the role of multiple variables in predicting stock returns at medium-to long-run horizons.
Introduction
The recent financial turmoil has once again highlighted the importance of accurate forecasting, especially when it involves predicting the path of leading indicators of the economy. There exists international evidence that asset prices, including stock prices, not only help in predicting output and inflation by acting as leading indicators (Stock and Watson, 2003) , but also that there are major (asymmetric) spillovers from the stock markets to the real sector of the economy (for some recent evidence, refer to, Ludvigson, 2001, 2004; Lettau et al. 2002; Apergis and Miller, 2004 , 2005a , b, 2006 Strauss, 2006, 2007; Pavlidis et al. 2009 and Das et al., forthcoming, amongst others) . Hence, obtaining accurate predictions of stock prices cannot be understated, since if predicted accurately, the forecasts not only paves a path for relevant policy decision in advance, but can also provide important information for policy makers to appropriately design policies to avoid the impending crisis.
In a recent study, Gupta and Modise (2010) , using monthly South African data for 1990:01-2009:10, examined the in-sample predictability of real stock prices based on valuation ratios, namely, price-dividend and price-earnings ratios. The authors could not detect either short-horizon or long-horizon predictability; that is, the hypothesis that the current value of a valuation ratio is uncorrelated with future stock price changes cannot be rejected at both short-and long-horizons based on bootstrapped critical values constructed from both linear and non-linear representations of the data. Gupta and Modise (2010) , however, note that, future research should aim to investigate not only insample, but also out-of-sample predictability of real stock returns based on a wider set of financial variables, since it is possible for a variable to carry significant out-of-sample information even when it is not the case in-sample (Rapach et al., 2005; Rapach and Wohar, 2006a) . In addition, Gupta and Modise (2010) , following the recent work by Rapach et al., (2010) , suggested the need to analyze the role played by stock returns of major trading partners of South Africa in explaining the future path of stock returns.
Against this backdrop, using a predictive regression framework, we aim to implement the above set of extensions suggested by Gupta and Modise (2010) , and here in lies our contribution to the literature. To the best of our knowledge, this is the first study using South African data that looks at not only in-sample, but also out-of-sample forecasting ability of stock returns of South Africa's major trading partners, besides valuation ratios (Campbell and Shiller, 1998) , term spread (Campbell, 1987) , short-term interest rate (Ang & Bekaert, 2007) , and payout ratio (Lamont, 1998 ). Since we are using quite a number of predictors, we avoid of data mining problems by computing appropriate critical values using a bootstrap procedure. Further, given that predictive regressions are essentially a bivariate approach, where the predictability of each of the potential predictors are tested individually, we use general-to-specific model selection in order to choose the best insample forecasting model, where we start with a model that includes all the financial variables. This approach allows us to incorporate information simultaneously from (possibly) multiple predictors, without suffering from the degrees of freedom problem. Thus, in essence, the predictive regression framework based on the general-to-specific approach could encompass the bivariate predictive regression model, if in case multiple predictors are chosen in the best forecasting model.
Following the extant literature, our stock price predictions are based on a predictive regression model, which essentially amounts to regressing the growth rate of real stock price (over various horizons) on a variable thought to be capable of explaining the future path of stock prices. Note that the predictive regression framework, despite its limitations discussed below in Section 2, continue to be the most widely used econometric model in examining stock return predictability. Recent innovations involving non-linearity, time-varying parameters, latent factors and Bayesian priors, amongst others, have recently been incorporated into the framework as well.
1 Based on data availability, our in-sample period covers the period from 1990:01 to 1996:12, while our out-of-sample period begins from 1997:01 to 2010:04. Note, the choice of the outof-sample period is aimed to cover the effects of the East Asian crisis, the move to an inflation-targeting regime, the currency crisis in late 2001 and the recent financial turmoil. We assess in-sample predictability via the t-statistic corresponding to the slope coefficient in a predictive regression model. In order to test for out-of-sample predictability, we compare out-of-sample forecasts generated by a model of constant returns to forecasts generated by a model that utilizes a given financial variable using two recently developed powerful test statistics by Clark and McCracken (2001) and McCracken (2004) . In addition, following the argument by Inoue and Kilian (2002) that both in-sample and out-of-sample tests are subject to potential data mining problems, we address issues of possible data mining by computing appropriate critical values for all the test statistics using data-mining-robust bootstrap procedure. Finally, following Clark (2002) and Rapach et al. (2005) , we first use general-to-specific model selection approach in order to choose the best forecasting model based on in-sample data, where we start with a model that includes all the variables. Using a recursive approach, all the variables that have insignificant t-statistics (less than 1.654) are excluded from the final model, as a result, the general-to-specific model that we use will only contain those variables that have significant t-statistics. The selected model, in turn, is used to compute forecasts over the out-of-sample period, again based on the Clark and McCracken (2001) and McCracken (2004) test statistics. As before, to guard against overfitting, we base our inferences on a data-mining-robust bootstrap procedure.
Our results show that most of the financial variables in the vast literature show no insample predictive power on South Africa's stock returns. Only the stock returns for our major trading partners have relatively strong predictive power on stock returns at longer horizons. For the out-of-sample period only two extra financial variables show some predictive ability. The Treasury bill rate shows predictive ability from three-monthsahead horizon, while the term-spread has relatively weak predictive ability and it's only at a one-month-ahead horizon. Accounting for data mining, only the in-sample test remains significant at all horizons, while for the out-of-sample (from six-months-ahead horizon) both the MSE-F and the ENC-NEW test statistics lack predictive power. On the other hand, the model that combines general-to-specific model selection with out-of-sample test statistics shows interesting results. In all the horizons, at least one valuation ratio is included in the model specification. This may suggest that valuation ratios contain important information about stock return behaviour in South Africa, despite our earlier results showing no predictive ability in both in-sample and out-of-sample periods. Further, the model also tends to indicate predictability at medium to long-term horizons, even after accounting for datamining. The rest of the paper is organised as follows: Section 2 discusses the econometric; Sections 3 outlines the data and the results obtained from the models; and Section 4 summarises our main findings and concludes.
Econometric methodology

In-sample predictability
1 The reader is referred to Rapach and Zhou (forthcoming) for an extensive survey in this regard.
Following extant literature, including Rapach and Wohar (2006a) and Campbell and Shiller (1998) R . We also normalise each of the predictors() t x by its standard deviation to make it easier to compare the estimated b in the predictive regression, equation (1). This normalisation, however, has no effect on the in-sample and out-of-sample statistical inferences. Note that, the efficient markets hypothesis argues that the best predictor of the next period's stock price is the current stock price, since it contains all the information in the market. Thus, the rate of return on stocks should correspond to a white noise error term. So tests for in-sample and out-of-sample predictability based on other predictors using the predictive regression framework, allows us to search for violations of the efficient markets hypothesis.
Although equation (1) is widely used, it poses potential problems when estimating future stock returns. The first problem is small-sample bias, as t x is not an exogenous regressor in equation (1). Rapach & Wohar (2006a,b) show a case when 1 = k to illustrate the biasness in b . Another potential problem emerges when 1 > k in the predictive regression model, equation (1). The observations for the regression in equation (1) Newey and West (1987) standard errors to compute t-statistic. Despite using robust standard errors to compute t-statistic, there still exist the potential for serious size distortions when basing inferences on standard asymptotic distribution theory (Nelson & Kim, 1993; Kirby, 1997 and Wohar, 2006a) . Recent literature, including Rapach & Wohar (2006a) , Kilian (1999) , Kothari & Shanken (1997) , amongst others, suggests using a bootstrap procedure to base inference concerning b in equation (1) in an attempt to guard against potential size distortions. Rapach and Wohar (2006a) lay out the full discussion of the bootstrap procedure that we use in our analysis. Basically we calculate the t-statistics corresponding to b using the bootstrap procedure. We then repeat the process 1000 times to obtain an empirical distribution for the tstatistic. The p-value obtained is the proportion of the bootstrap statistics that are greater than the statistic computed using the original sample.
Out-of-sample predictability
Similar to Rapach and Wohar (2006a) and Rapach et al. (2005) , we further perform outof-sample tests of stock returns based on the following recursive scheme. First, we divide the total sample T into in-sample (1990:01 to 1996:12) and out-of-sample (1997:01 to 2010:04) portions. The in-sample observations span the first R observations for t y and t x and the out-of-sample portion spans the last P observation for t y and t x . The first unrestricted predictive regression model, equation (1), for the out-of-sample forecast is generated as in Rapach et al. (2005) . Firstly we estimate the unrestricted predictive regression model via OLS with the data available through period R. The OLS parameters in the predictive regression, equation (1), therefore become
g . Using the OLS parameter estimates from the predictive regression in equation (1) and R y and R x , we construct a forecast for k R y + based on the unrestricted predictive regression model using
The forecast errors are therefore denoted
. The initial forecast for the restricted predictive model is generated in a similar manner except that 0 = b in equation (1). This means that we estimate the restricted model with 0 = b ,via OLS using available data through period R to form the forecast
g .are the OLS estimates of a and g in the predictive regression, equation (1), and b is restricted to zero. The forecast error corresponding to the restricted predictive model are denoted by
. The period is then updated by using data available through 1 + R to generate a second set of forecasts. We estimate both the unrestricted and the restricted predictive regression models using data available through period 1 + R and use these parameter estimates and the observations for and their forecast errors,
m and
. We repeat this process for the entire available sample, resulting in two sets of
recursive forecast errors -with
for the unrestricted predictive regression model and
for the restricted model. We then compare the out-of-sample forecasts from the restricted and the unrestricted predictive forecast models. If the unrestricted model forecasts are superior to the restricted model forecasts, then the variable t x improves the out-of-sample forecast of k t y + relative to the first-order autocorrelation (AR) benchmark model which excludes t x . Following Rapach and Wohar (2006a) , we use the Theil's U statistic, the ratio of the unrestricted model forecast root-mean-squared error (RMSE), to the restricted model forecast RMSE. The Theil's U compares the prediction from a given model to a random walk model. Even though we include a lagged stock return term in the benchmark model, we still use the term Theil's U. If the RMSE for the unrestricted model forecast is less than the RMSE for the restricted model forecast, then 1 < U . 2 To formally test for the superiority of the unrestricted model forecast to the restricted model forecast, we followed the MSE-F statistics in McCracken (2004) and in Rapach and Wohar (2006a) together with the ENC-NEW in Clark and McCracken (2001) .
The MSE-F is the variant of the Diebold and Mariano (1995) and West (1996) statistic designed to test for equal predictive ability. We use the MSE-F to test the null hypothesis that the unrestricted model forecast MSE is equal to the MSE for the restricted model against the one-sided (upper-tail) alternative that the unrestricted model forecast MSE is less than the MSE forecast for the restricted model. The MSE-F statistic is based on the loss differential:
The McCracken (2004) MSE-F statistic is then given by:
A significant MSE-F indicates that the unrestricted model forecasts are statistically superior to those of the restricted model. When comparing forecasts from nested models and for 1 = k
, McCracken (2004) shows that the MSE-F statistic has a non-standard limiting distribution that is pivotal and a function of stochastic integrals of Brownian motion. Evidence, shows that the MSE-F statistic has a non-standard and non-pivotal limiting distribution in the case of nested models and 1 > k . Given this last result Clark and McCracken (2001) recommend using a bootstrap procedure to base inference. The bootstrap procedure is repeated 1000 times to obtain an empirical distribution for the tstatistic. The p-value obtained is the proportion of the bootstrap statistics that are greater than the statistic computed using the original sample.
The second out-of-sample test statistic that we use, the ENC-NEW, relates to forecast encompassing.
3 The forecast encompassing is based on optimally constructed composite forecasts -that is, if the forecasts from the restricted regression model encompass the unrestricted model forecasts, the financial variable included in the unrestricted model provides no useful additional information for predicting returns relative to the restrictive model which exclude the financial variable; but if the restricted model forecasts do not encompass the unrestricted model forecasts, then the financial variable does contain information useful for predicting returns beyond the information already contained in the model that excludes the financial variable. Tests for forecasting encompassing are equivalent to testing whether the weight attached to the unrestricted model forecasts is zero in an optimal composite forecast composed of the restricted and unrestricted model forecasts. The composite forecast takes the form of a convex combination of the restricted and unrestricted model forecast. The Clack and McCracken (2001) ENC-NEW is given by:
AR(1)-GARCH(1,1)-M model. Thus, we decided to use the AR(1) model as the benchmark. These results are available upon request from the authors. 3 Clements and Hendry (1998) discuss forecast encompassing in detail.
where:
Under the null hypothesis, the weight attached to the unrestricted model forecasts in the optimal composite forecast is zero, and the restricted model forecasts encompass the unrestricted model forecast. Under the one-sided (upper-trail) alternative hypothesis, the weight attached to the unrestricted model forecast in the optimal composite forecast is greater than zero. This means that the restricted model forecasts do not encompass the unrestricted model forecast. Similar to the MSE-F test, the ENC-NEW test accounts for parameter uncertainty inherent in estimating the unrestricted and the restricted model that are used to form the competing forecast. Further, the ENC-NEW test statistic has good size properties and is as powerful as the MSE-F test statistic. As in the case of the MSE-F, this test has limiting distribution which is non-standard and pivotal for 1 = k and it is non-standard and non-pivotal for 1 > k when comparing forecasts from nested models. As a result, we follow a bootstrap procedure in Rapach and Wohar (2006) as well as in Clark and McCracken (2001) to calculate the t-statistics corresponding to the ENC-NEW statistics. The bootstrap procedure is repeated 1000 times to obtain an empirical distribution for the t-statistic. The p-value obtained is the proportion of the bootstrap statistics that are greater than the statistic computed using the original sample. As specified earlier, data mining becomes a concern when using a number of variables to predict real stock returns with respect to the in-sample and out-of-sample test statistics. To control for data mining we use appropriate critical values for both test statistics. We follow the data mining procedure in Rapach and Wohar (2006a) and Rapach et al. (2005) for our analysis.
5 Basically, we use the maximal t-statistic for the in-sample test statistic and the maximal MSE-F and the ENC-NEW for the out-of-sample test statistics. We derived the asymptotic distributions for the maximal in-sample and out-of-sample test statistics under the null hypothesis of no predictability and the alternative hypothesis in the data mining environment. Due to the limiting distributions which are generally datadependent (making inferences based on asymptotic distributions difficult), we use a bootstrap procedure in Rapach et al. (2005) and Rapach and Wohar (2006a) . The bootstrap procedure that we follow is similar to the one discussed above, except that it is modified to explicitly account for data mining.
General-to-specific model
In addition to analysing each financial variable to determine the predictive power, we further identify the "best" forecasting model for South African stock returns. We do this by using a procedure identified and used in Clark (2002) and Rapach et al. (2005) that combines the in-sample general-to-specific model with out-of-sample forecasts. We start with the following general form of the predictive regression model:
This model is estimated using data only from the in-sample (1990:01 to 1996:12) portion of the overall sample. We then examine each of the t-statistics corresponding to the t j x , variables in equation (4) x , variables is selected in the best forecasting model over the in-sample period, we then compare the out-of-sample forecast generated by the "best" selected model to the out-of-sample forecasts for stock returns generated by the benchmark model. Similar to section 2.2, we form out-of-sample forecasts by recursively updating the data, and then compare out-of-sample forecasts from the competing models using the MSE-F and ENC-NEW statistics.
The main aspect of the general-to-specific approach is to select the forecasting model using data only from the in-sample before carrying out the out-of-sample forecasts (Clark, 2002) . Therefore, selecting the forecasting model using data from the full sample would result in considerable size distortions. In order to guard against model overfitting, we generate p-values for the out-of-sample statistics by modifying the data-mining bootstrap procedure discussed earlier.
6 . The p-value obtained for each out-of-sample statistic is the proportion of the bootstrapped statistics that are greater than the statistic computed using the original sample.
Empirical results
Data analysis
We use monthly data from 1990:01 to 1996:12 for the in-sample period and 1997:07 to 2010:04 as the out-of-sample period for the stock returns and the other financial variables 7 . The variables are discussed below:
Allshare index: Real stock returns for South Africa, computed as the first difference in the log-levels of real All Share Stock Index (ALSI); Price-dividend ratio (log-level): One-year moving sum of the ratio of nominal dividend to nominal stock prices;
Price-earnings ratio (log-level): One-year moving sum of the ratio the ratio of nominal earnings to nominal stock prices; Payout ratio (log-level):
The ratio of price-earnings to the price dividend ratio;
6 See Rapach et al., (2005) for further details 7 Using the supF statistics developed by Andrews (1993) , the variables used in our analysis exhibit only outof-sample structural break, barring the price-dividend ratio, in which case the predictive regression model showed a break in 1993:04. The structural breaks that appear in the model, however, do not affect the outof-sample forecasts, as these are generated recursively, whereby the parameter estimate is continuously updated. Further, when we used the CUSUM test for the predictive regression model, no structural break could be detected for any of the variables over the entire sample period. These results are available upon request from the authors. 
Analysing the individual predictive ability of the financial variables
We used monthly data from 1990:01 to 2010:04 for the stock return and the financial variables. All the financial variables used (price-dividend ratio, price-earnings ratio, Treasury bill rate, term spread and the payout ratio) appear widely in the financial economics literature and have been shown to be possible predictors of stock returns in a number of countries (Rapach et al., 2005) . The domestic stock prices are further affected by movements in the stock prices of the major trading partners and should exhibit a positive relationship. We include only countries with data available from 1989:10 or earlier, and these include Germany, France, USA, UK, Japan and Hong-Kong. These countries account over 60 per cent of the South Africa's trading partners. These stock returns also represent the major stock exchanges in the United States (S&P 500), Europe (FTSE 100, DAX and CAC 40) and Asia (NIKKEI 225 and Hang Seng Index). 9 In Table  1 we report the descriptive statistic (the mean and the standard deviations) for the stock return and each of the possible predictors. 8 These results are available upon request from the authors. Given that the predictive regression framework uses stationary variables, and barring the treasury bill rate all variables were found to be I(0), issues of cointegration, does not arise. 9 We also analyzed whether the deviations (shocks) of the stock returns of our major trading partners from their long-run values could serve as better predictors than the stock returns per se. In this regard, we used HP-filtered stock returns as measure of shocks. However, or results indicated that in fact the stock returns, rather than the so-called shocks of stock returns performs better. Further, we also separated out the positive and negative shocks of stock returns, to investigate the role of asymmetry, but the results fail to highlight any such asymmetric effect in the sense that both positive and negative stock return shocks tended to carry negligible predictive content. Table 2 reports the in-sample and the out-of-sample predictive ability of the financial variables for horizons 1, 3, 6, 9, 12, 15, 18, and 24 . For the in-sample forecast we used the period 1990:01 to 1996:12 (84 time series data points), while for the out-of-sample forecast the period was between 1997:01 and 2010:04. The table reports the t-statistics for the in-sample tests together with the Theil's U, the MSE-F and the ENC-NEW statistics for the out-of-sample tests. The p-values (given in brackets) for the in-sample and the out-of-sample results reported in Table 2 are generated using the bootstrap procedure described earlier. The p-values in bold indicate significance at the 10 per cent level, while entries in bold, underlined and italics are entries that remain significant when accounting for data mining.
[INSERT TABLE 2 HERE] Table 2 shows some interesting results, firstly only the stock returns for our major trading partners have in-sample predictive power at some horizons, where the p-values are less than the 10 per cent level, thus rejecting the null hypothesis of no predictability. The FTSE 100 and the NIKKEI are the only stock returns that have predictive power for all the horizons (up to 24 months), while the S&P 500, the Hang Seng index and the CAC 40 can only predict stock returns for up to 18 months. Amongst the financial variables, only the treasury bill rate has in-sample predictability (one-month-ahead horizon to 15-months-ahead horizon, and the 24th-month-ahead horizon), while the term spread has predictive power at the one-month-ahead horizon. Similar to the insample test, only the FTSE 100 and the NIKKEI have long-horizon out-of-sample predictive power.
Overall, the results confirm proposals from McCracken (2004) , as well as Clark and McCracken (2001) , in the sense that financial variables that have in-sample predictive power also have out-of-sample predictive capabilities. Including a large number of financial variables in an attempt to predict stock price return renders the predictability tests susceptible to data mining, despite some of these variables exhibiting significant insample and out-of-sample predictive ability. Inoue and Kilian (2002) further show that both in-sample and out-of-sample forecasts are susceptible to data mining. Rapach and Wohar (2006a) propose a bootstrap procedure in a data mining environment to control for data mining. Basically, we test for stock return predictability using 0 = b for the null hypothesis for all financial variables in Table 2 and test it against the alternative hypothesis that 0 > b for at least one of the financial variables using the maximal insample t-statistic and the maximal out-of-sample MSE-F and ENC-NEW statistics. The critical values for the maximal t-statistic and the maximal statistics of the MSE-F and ENC-NEW are reported in Appendix 1. We use these critical values to check whether the significance of the best statistic in Table 2 is mainly due to data mining. In Table 2 , the entries that remain significant after accounting for data mining are in bold, underlined and italic.
From Table 2 , the significant results for the one-month-ahead forecast are not due to data mining since the maximal t-statistic, maximal MSE-F statistic and the maximal ENC-NEW remain significant when using the critical values that account for data mining. For three-months-ahead forecast horizon, the maximal t-statistic and the maximal MSE-F statistic remain statistically significant when accounting for data mining, while the ENC-NEW becomes insignificant. The results, therefore, become somewhat robust for the three-months-ahead horizon since we account for data mining. For the six-months-ahead horizon to the 18-months-ahead horizon, only the in-sample maximal t-statistics remain significant in a data mining environment, while there was no significant out-of-sample maximal statistics (neither the MSE-F statistic nor the ENC-NEW statistics) when accounting for data mining. For the 24-months-ahead horizon, all the maximal test statistics are insignificant in a data mining environment. The results in Table  2 , therefore, show that only the in-sample tests have robust predictive ability at longer horizons. The out-of-sample tests, however, show no evidence of predictability for stock returns at any horizon longer than three-months-ahead. [INSERT TABLE 3 HERE] The results obtained using the general-to-specific model specification are reported in Table 3 . We combine the in-sample general-to-specific model selection with tests of outof-sample forecasting ability. The in-sample period ends in 1996:12 and the out-ofsample period begins in 1997:01 for all the variables. Despite these variables' inability to predict stock price returns both in-sample and out-of-sample, the valuation ratios are almost always included among the explanatory variables in the model selected over the in-sample period. The model also includes some stock returns of our major trading partners -with the S&P 500 and the FTSE 100 being the main stock returns that explain developments in South Africa's stock returns. Since only one external stock returns appear at each horizon, South Africa's stock returns, according to this model specification, is explained by only one country's stock returns in each horizon. Contrary to the findings in Rapach et al. (2005) where interest rate variables play a crucial role in determining the behaviour of stock return in a number of countries, our results emphasise the importance of valuation ratios and stock returns of our major trading partners. Interest rate variables become important only at a longer horizon (from 12-months-ahead horizon). The model further shows that the explanatory variables increases, with the horizon, since at a one-month ahead there only are three explanatory variables while at 24 months-ahead horizon, the explanatory increases to five. Since the U is greater than 0.9 for all horizons (with U greater than 1 at horizons 3, 9, 15 and 24) the forecasting gains are typically small according to relative RMSE criterion. This basically means that the predictable component in South African stock returns is fairly small. The forecast encompassing tests indicate that the selected model contains information that is useful for forecasting beyond that contained into benchmark model for horizons 1 and 18-months ahead.
General to specific model selection and out-of-sample forecasting ability
Conclusion
In this paper, we examine the predictive ability of 5 financial variables and 6 global stock returns on South Africa's stock returns. We look at the two valuation ratios, term spread, Treasury bill rate, payout ratio, and stock returns of our major trading partners and use these variables for both the in-sample and the out-of-sample forecasts. The in-sample period starts from 1990:01 to 1996:12 and out-of-sample period is from 1997:01 to 2010:04. To account for data mining, we employ a data-mining-robust bootstrap procedure used by Rapach and Wohar (2006a) . Using this procedure we obtain critical values that account for data mining. Further, we combine the in-sample general-tospecific model selection with tests of out-of-sample forecasting ability.
Our results show that adding more financial variables does not improve the predictive ability of the valuation ratios. Further, only the stock returns for our major trading partners have in-sample predictive ability at any horizon. For the out-of-sample forecast, the stock returns of our trading partners together with the Treasury bill rate and the term-spread have some predictive ability at certain horizons. Using critical values that account for data mining, we find that only the in-sample test statistics for most horizons remain significant (except the 24-months-ahead horizon), while, for the out-of-sample forecasts, the MSE-F and the ENC-NEW test statistics become insignificant from sixmonths-ahead horizon. The results we obtain from the general-to-specific model show that the valuation ratios play a crucial role in explaining movements in stock returns, despite their inability to predict stock return when using in-sample and out-of-sample test statistics. The results from the model further show that the S&P 500 and the FTSE 100 are the main stock returns which explain movements in South Africa's stock returns.
Based on the current analysis, especially when accounting for data mining, one could conclude that financial variables and stock returns of trading partners have limited information content over and above the first lag of the South African stock return in forecasting the latter both in-and out-of-sample. Given this, future research should be aimed at analyzing whether adding macroeconomic variables could help in improving the predictability of South African stock returns. Critical values were computed using the data-mining bootstrap procedure described in section (2.3). The critical values correspond to the maximum values of the statistics reported in Table 2 .
