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Wedevelop ageneral framework for perturbation analysis ofmatrix
polynomials. More specifically, we show that the normed linear
space Lm(C
n×n
) of n-by-n matrix polynomials of degree at most
m provides a natural framework for perturbation analysis of matrix
polynomials in Lm(C
n×n
). We present a family of natural norms
on the space Lm(C
n×n
) and show that the norms on the spaces
Cm+1 and Cn×n play a crucial role in the perturbation analysis of
matrix polynomials. We deﬁne pseudospectra of matrix polynomi-
als in the general framework of the normed space Lm(C
n×n
) and
show that the pseudospectra of matrix polynomials well known
in the literature follow as special cases. We analyze various prop-
erties of pseudospectra in the uniﬁed framework of the normed
space Lm(C
n×n
). We analyze critical points of backward errors of
approximate eigenvalues ofmatrix polynomials and show that each
critical point is amultiple eigenvalue of an appropriately perturbed
polynomial. We show that common boundary points of compo-
nents of pseudospectra of matrix polynomials are critical points.
As a consequence, we show that a solution of Wilkinson’s problem
for matrix polynomials can be read off from the pseudospectra of
matrix polynomials.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that when Cn×n, the space of n-by-n matrices with complex entries, is equipped
with a norm the resulting normed linear space provides a general framework for perturbation analysis
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ofmatrices inCn×n. Thus, given anorm ‖ · ‖onCn×n, the -pseudospectrum(A)of amatrixA ∈ Cn×n
is deﬁned (see, for example, [18] and the references therein) by
(A) :=
⋃
‖A‖
(A+ A), (1)
where(A) :={λ ∈ C : rank(A− λI) < n} is the spectrum of A. By contrast, a general framework of this
kind does not exist for perturbation analysis of matrix polynomials. Given a matrix polynomial L of
degree m, one may ask, how to deﬁne the -pseudospectrum (L) of L? To answer this question it
is necessary to develop a general framework for perturbation analysis of matrix polynomials. In this
paper, we develop such a framework and analyze pseudospectra of matrix polynomials and some
associated problems. The crux of the matter is that matrix polynomials of degree, say, at mostm form
a vector space and thus when the vector space is equipped with a norm the resulting normed linear
space provides a general framework for perturbation analysis of matrix polynomials. Let Lm(C
n×n
)
be the vector space of n-by-n matrix polynomials of degree at most m. Then given a norm ‖ · ‖ on
Lm(C
n×n
), we deﬁne the -pseudospectrum(L) of a matrix polynomial L ∈ Lm(Cn×n) by
(L) :=
⋃
‖L‖
(L + L), (2)
where (L) is the spectrum of L and L ∈ Lm(Cn×n). Thus, as in the case of matrices, we deﬁne the
pseudospectra of matrix polynomials in the general framework of normed linear spaces of matrix
polynomials and put the analysis of pseudospectra of matrix polynomials on the same footing as that
of the matrices. Needless to mention that, as in the case of matrices, the pseudospectra of matrix
polynomials are determined by the geometry of the normed space of matrix polynomials, that is, by
the choice of a normonLm(C
n×n
). This raises a natural question: Is there a natural normonLm(C
n×n
)?
Note that in the case of matrices the subordinate matrix norm is a natural norm on Cn×n. We show
that there is a rich collection of natural norms on Lm(C
n×n
). In particular, for 1 p∞, we present
a natural norm ‖ · ‖ p on Lm(Cn×n) which we refer to as the Hölder’s p-norm. We show that a natural
norm on Lm(C
n×n
) is a crossnorm induced by the norms on Cm+1 and Cn×n. Consequently, we show
that the perturbation analysis of matrix polynomials is strongly inﬂuenced by the geometries of the
spaces Cm+1 and Cn×n. When Cn×n is equipped with the spectral norm or the Frobenius norm, we
show that fast perturbations of L are strongly inﬂuencedby thenormonCm+1. Indeed,whenLm(Cn×n)
is equipped with the Hölder’s p-norm, we show that a fast perturbation (i.e., smallest perturbation)
L of L which makes λ an eigenvalue of L + L is given by
L := − ∇(‖(1, λ, . . . , λ
m)‖q)
‖(1, λ, . . . , λm)‖q ⊗ σmin(L(λ))uv
∗,
where u and v, respectively, are normalized left and right singular vectors of L(λ) corresponding to the
smallest singular value σmin(L(λ)),∇‖(1, λ, . . . , λm)‖q is the gradient of the Hölder’s q-norm Cm+1 →
R, z 	→ ‖z‖q evaluated at (1, λ, . . . , λm) and p−1 + q−1 = 1. It is instructive to note that this marks the
departure of perturbation analysis of matrix polynomials from that of the matrices. We show that
the pseudospectra of matrix polynomials introduced by Higham and Tisseur [17,10] correspond to the
pseudospectra given in (2) when Lm(C
n×n
) is equipped with the Hölder’s ∞-norm.
Next, we consider critical points of backward errors of approximate eigenvalues of matrix polyno-
mials and analyze their significance. We consider a weighted Hölder’s p-norm ‖ · ‖w,p on Lm(Cn×n)
and given a regularmatrix polynomial L ∈ Lm(Cn×n) and λ ∈ C, we deﬁne the backward error ηw,p(λ, L)
of λ as an approximate eigenvalue of L by
ηw,p(λ, L) := inf{‖L‖w,p : L ∈ Lm(Cn×n), det(L(λ) + L(λ)) = 0}.
Weanalyzesubharmonicityandnonconstancyof the functions z 	→ − log ηw,p(z, L)and z 	→ 1/ηw,p(z, L).
Wedeﬁne critical points of ηw,p and showthat ifλ is a critical point of ηw,p then there exists apolynomial
L such that ‖L‖w,p = ηw,p(λ, L) and that λ is a multiple eigenvalue of L + L. When λ is a generic
critical point of ηw,p andC
n×n
is equipped with the spectral norm, the fast perturbationL is given by
L := − ∇(‖(1, λ, . . . , λm)‖w−1,q) ⊗ ηw,p(λ, L)uv∗,
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where u and v, respectively, are normalized left and right singular vectors of L(λ) corresponding to
its smallest singular value, ∇‖(1, λ, . . . , λm)‖w−1,q is the gradient of the map Cm+1 → R, z 	→ ‖z‖w−1,q
evaluated at (1, λ, . . . , λm) and p−1 + q−1 = 1.When λ is a nongeneric critical point of ηw,p, we show that
a similar construction for L holds. Thus we show that if λ is a critical (generic or nongeneric) point
of ηw,p then λ is a multiple eigenvalue of a polynomial which lies on the boundary of the ηw,p(λ, L)-
neighbourhood of L.We show that certain critical points of ηw,p can be read off from the pseudospectra
of L. More specifically, we show that common boundary points of the components of pseudospectra
of L are critical points of ηw,p. In particular, when L is simple (that is, it has distinct eigenvalues) we
show that a minimal critical point of ηw,p can be read off from the pseudospectra of L. Hence we
show that the distance from L to the nearest polynomial having a multiple eigenvalue can be read off
from the pseudospectra of L. Consequently, we show that a solution of Wilkinson’s problem (stated in
Section 7) for matrix polynomials can be read off from the pseudospectra of the matrix
polynomials.
We mention that, unlike the pseudospectra of matrix polynomials, several definitions of pseudo-
spectra ofmatrix pencils havebeenproposed in the literature (see, for example, [14,8,6,12,7,18] and the
reference therein). As a result of which there is a perception that there are various nonequivalent ways
of deﬁning pseudospectra of matrix pencils. It is shown in [2] that this perception is far from the truth
and that the pseudospectra of matrix pencils are deﬁned as uniquely as their matrix counterparts. The
analysis in this paper shows that the same is true for matrix polynomials as well. The salient features
of this paper are as follows.
• We show that the vector space Lm(Cn×n) of matrix polynomials of degree at most m when
equipped with a norm provides a natural framework for perturbation analysis of matrix poly-
nomials in Lm(C
n×n
). We show that a crossnorm on Cm+1 ⊗ Cn×n induces a natural norm on
Lm(C
n×n
) and present a family of natural norms which we refer to as the Hölder’s norms. We
show that when Lm(C
n×n
) is equipped with a Hölder norm the perturbation analysis of matrix
polynomials in Lm(C
n×n
) is strongly inﬂuenced by the norm on Cn×n and the smoothness of
the dual norm of the norm on Cm+1.
• We deﬁne pseudospectra of (nonhomogeneous as well as homogeneous) matrix polynomials in
the framework of the normed linear spaceLm(C
n×n
) and show that the pseudospectra ofmatrix
polynomials well known in the literature follow as special cases. Our uniﬁed framework show
that the pseudospectra of matrix polynomials can be deﬁned and analyzed in the samemanner
as that of thematrices.We analyze various properties of the pseudospectra so deﬁned and show
that these results subsume properties of the pseudospectra analyzed in [17,10,11,5].
• We deﬁne backward errors of approximate eigenvalues of matrix polynomials in the normed
space Lm(C
n×n
) and analyze their subharmonicity and nonconstancy on open subsets of the
complex plane. We deﬁne and analyze critical points of the backward error functions and show
that a critical point is a multiple eigenvalue of an appropriately perturbed matrix polynomials.
We analyze optimal perturbations (also referred to as fast perturbations) of matrix polynomials
and show that an optimal perturbation is strongly inﬂuenced by the geometry of the normed
space Lm(C
n×n
).
• We show that common boundary points of components of pseudospectra are critical points of
the backward error function. As a consequence, we show that a solution ofWilkinson’s problem
formatrix polynomials can be read off from thepseudospectra ofmatrix polynomials. This result
subsumes the corresponding result in [3,5].
Notation. LetCn denote the space of column vectors of size n. For 1 p∞, the Hölder’s p-norm on
Cn is givenby‖x‖p :=
(∑n
j=1 |xj|p
)1/p
, for1 p < ∞, and‖x‖∞ := max1jn |xj|. LetRn+ :={x ∈ Rn : xj 
0, j = 1 : n}. Forw :=(w1, . . . ,wn) ∈ Rn+ andx :=(x1, . . . , xn) ∈ Cn,wedeﬁne‖x‖w,p :=‖(w1x1, . . . ,wnxn)‖p.
Then ‖ · ‖w,p is a seminorm on Cn. Let Cn×n denote the set of n-by-n matrices with complex entries.
The spectral norm and the Frobenius norm on Cn×n denoted by ‖ · ‖2 and ‖ · ‖F , respectively, are
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given by ‖A‖2 := max‖x‖2=1 ‖Ax‖2 and ‖A‖F :=(traceA∗A)1/2. The spectrum(A) of A ∈ Cn×n is given by
(A) :={λ ∈ C : rank(A− λI) < n}. We denote the smallest singular value of A by σmin(A).
2. Differentiability of norms and seminorms
The gradients and partial gradients of the maps C2 → R, (c, s) 	→ ‖(cm, cm−1s, . . . , sm)‖w,p,C → R,
z 	→ ‖(1, z, . . . , zm)‖w,p andCm+1 → R, z 	→ ‖z‖w,p will play an important role in the subsequent devel-
opment. We identify C with R2 and express the gradients as complex numbers.
Proposition 2.1. Let hw,p(z) :=‖(1, z, . . . , zm)‖w,p for z ∈ C and 1 p∞.
(1) If 1 < p < ∞ then hw,p is differentiable on C and ∇hw,p(z) :=
∑m
i=1 iw
p
i
z|z|ip−2
hw,p(z)p−1
.
(2) If p = 1 then hw,p is differentiable on C \ {0} and ∇hw,1(z) =
∑m
i=1 iwiz|z|i−2 for z /= 0.
(3) Let D :={z ∈ C : hw,∞(z) = wj|zj| = wi|zi| for some i /= j}. Then hw,∞ is differentiable on C \ D and
∇hw,∞(z) = jwjz|z|j−2, where j is such that hw,∞(z) = wj|zj|.
Proof. The proof follows from the fact that∇(|λ|p) = pλ|λ|p−2 and the chain rule∇(g ◦ h)(λ) = ∇g(h(λ))
∇h(λ). 
Next, we analyze the gradient of the map C2 → R, (c, s) 	→ ‖(cm, cm−1s, . . . , sm)‖w,p. We deﬁne the
partial gradient∇c(‖(cm, cm−1s, . . . , sm)‖w,p) to be the gradient of themapC → R, c 	→ ‖(cm, cm−1s, . . . ,
sm)‖w,p treating s as constant. Thepartial gradient∇s(‖(cm, cm−1s, . . . , sm)‖w,p) is deﬁned similarly. Then
the gradient of the map (c, s) 	→ ‖(cm, cm−1s, . . . , sm)‖w,p when exists is given by
∇(‖(cm, cm−1s, . . . , sm)‖w,p) = (∇c(‖(cm, . . . , sm)‖w,p),∇s(‖(cm, . . . , sm)‖w,p)) ⊂ C2.
The gradient and the partial gradients of the map (c, s) 	→ ‖(cm, cm−1s, . . . , sm)‖w,p are given in the
following result.
Proposition 2.2. For 1 p∞, deﬁne Hw,p : C2 → R by Hw,p(c, s) :=‖(cm, cm−1s, . . . , sm)‖w,p.
(1) If 1 < p < ∞ then the partial gradients ∇cHw,p and ∇sHw,p exist on C2 and are given by
∇cHw,p(c, s) =
∑m−1
j=0 (m− j)wpj c|c|(m−j)p−2|s|jp
Hw,p(c, s)p−1
,
∇sHw,p(c, s) =
∑m
j=1 jw
p
j
s|s|jp−2|c|(m−j)p
Hw,p(c, s)p−1
.
(2) The partial gradient ∇cHw,1(c, s) exists when c /= 0 and the partial gradient ∇sHw,1(c, s) exists when
s /= 0 and are given by
∇cHw,1(c, s) =
m−1∑
j=0
(m− j)wjc|c|m−j−2|s|j ,
∇sHw,1(c, s) =
m∑
j=1
jwjs|s|j−2|c|(m−j).
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(3) Let D :={(c, s) ∈ C2 \ {0} : Hw,∞(c, s) = wj|c|m−j|s|j = wi|c|m−i|s|i for some i /= j}. Then ∇cHw,∞ and
∇sHw,∞ exist on (c, s) ∈ C2 \ D and are given by
∇cHw,∞(c, s) = (m− j)wjc|c|m−j−2|s|j if wj|c|m−j|s|j = Hw,∞(c, s),
∇sHw,∞(c, s) = jwjs|s|j−2|c|m−j if wj|c|m−j|s|j = Hw,∞(c, s).
Proof. Suppose that 1 p < ∞. SinceHw,p(c, s) =
(∑m
j=0w
p
j
|c|(m−j)p|s|jp
)1/p
and ∇(|c|p) = pc|c|p−2, by
the chain rule of derivative we obtain the desired results. The proof is similar for the case p = ∞. 
Next, we consider gradient and partial gradients of the map Cm+1 → R, z 	→ ‖z‖w,p. We deﬁne
the partial gradient ∇i(‖z‖w,p) to be the gradient of the map C → R, zi 	→ ‖(z0, . . . , zm)‖w,p treating
z0, z1, . . . , zi−1, zi+1, . . . , zm as constants. Then the gradient of the map C
m+1 → R, z 	→ ‖z‖w,p, when
exists, is given by
∇(‖z‖w,p) =
(∇0‖z‖w,p,∇1‖z‖w,p, . . . ,∇m‖z‖w,p) ⊂ Cm+1.
Proposition 2.3. Deﬁne Nw,p : Cm+1 → R by Nw,p(z) :=‖(z0, . . . , zm)‖w,p, where 1 p∞.
(1) If 1 < p < ∞ then Nw,p is differentiable on Cm+1 and ∇iNw,p(z) = w
p
i
zi|zi|p−2
Nw,p(z)p−1
for i = 0 : m.
(2) If p = 1 then ∇iNw,p(z) exists for zi /= 0 and is given by ∇iNw,p(z) = wizi|zi| .
In particular, Nw,p is differentiable at (z0, z1, . . . , zm) if zj /= 0 for j = 0 : m.
(3) Let D :={z ∈ Cm+1 : Nw,∞(z) = wj|zj| = wi|zi| for some i /= j}. Then Nw,∞ is differentiable onCm+1 \
Dand∇Nw,∞(z) =
(
0, . . . ,wj
zj
|zj | , . . . , 0
)
, if wj|zj| = Nw,∞(z). Also let Di :={z ∈ Cm+1 : wj|zj| = wi|zi|
for some j /= i}. Then ∇iNw,∞(z) exists for z ∈ Cm+1 \ Di and
∇iNw,∞(z) =
{
0 if wi|zi| < Nw,∞(z),
wi
zi|zi| if wi|zi| = Nw,∞(z).
Proof. The proof is easy and follows from the fact that ∇(|zi|p) = pzi|zi|p−2. 
The next result shows that ∇Nw,p(z) is a unit vector in (Cm+1, ‖ · ‖w−1,q).
Lemma 2.4. Let z :=(z0, z1, . . . , zm) ∈ Cm+1,Nw,p(z) :=‖z‖w,p and p−1 + q−1 = 1. Suppose that ∇iNw,p(z)
exists for i = 0 : m. Then we have
• ‖(∇0Nw,p(z),∇1Nw,p(z), . . . ,∇mNw,p(z))‖w−1,q = 1,
• (z0∇0Nw,p(z) + . . . + zi∇iNw,p(z) + . . . + zm∇mNw,p(z)) = Nw,p(z).
Proof. For 1 p < ∞, by Proposition 2.3, we have
‖(∇0Nw,p(z),∇1Nw,p(z), . . . ,∇mNw,p(z))‖w−1,q
= 1
Nw,p(z)p−1
(w
pq−q
0
|z0|pq−q +wpq−q1 |z1|pq−q + · · · + wpq−qm |zm|pq−q)1/q
= 1
Nw,p(z)p−1
(w
p
0
|z0|p +wp1|z1|p + · · · + wpm|zm|p)1/q = 1.
The proof is similar for p = ∞. 
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The next result relates the gradients of Nw,p,Hw,p and hw,p.
Lemma 2.5. Let Nw,p,Hw,p and hw,p be as above. Then we have the following:
(a)
∑m
j=1 jλj−1(∇jNw,p)(1, λ, . . . , λm) = ∇hw,p(λ).
(b)
∑m−1
j=0 (m− j)cm−j−1sj(∇jNw,p)(cm, cm−1s, . . . , sm) = ∇cHw,p(c, s).
(c)
∑m
j=1 jcm−jsj−1(∇jNw,p)(cm, cm−1s, . . . , sm) = ∇sHw,p(c, s).
Proof. Suppose that 1 p < ∞. Set zλ :=(1, λ, . . . , λm) and zcs :=(cm, cm−1s, . . . , sm). Then by Proposi-
tions 2.1 and 2.3, we have
m∑
j=1
jλj−1(∇jNw,p)(zλ) =
∑m
j=1 jw
p
j
λj−1λj−1λ|λj|p−2
hw,p(λ)p−1
=
∑m
j=1 jw
p
j
λ|λ|jp−2
hw,p(λ)p−1
= ∇hw,p(λ).
Next, by Propositions 2.2 and 2.3 we have,
m−1∑
j=0
(m− j)cm−j−1sj(∇jNw,p)(zcs) =
∑m−1
j=0 (m− j)wpj c|c|(m−j)p−2|s|jp
Hw,p(c, s)p−1
= ∇cHw,p(c, s).
Finally, we have
∑m
j=1 jcm−jsj−1(∇jNw,p)(zcs) =
∑m
j=1 jw
p
j
s|s|jp−2|c|(m−j)p
Hw,p(c,s)p−1
= ∇sHw,p(c, s). The proof is sim-
ilar for p = ∞. 
3. Pseudospectra of matrix polynomials
Considera (nonhomogeneous)matrixpolynomialL(z) :=∑mi=0 ziAi,whereAj ∈ Cn×n, j = 0 : m. Then
L is said to be regular if det(L(λ)) /= 0 for some λ ∈ C. The spectrum(L) of L is given by
(L) :={λ ∈ C : rank(L(λ)) < n}.
Note that L has an inﬁnite eigenvalue when rank(Am) < n. However, the case of an inﬁnite eigenvalue
can be resolved by considering(L) as a subset ofC∞, the one-point compactification ofC, and adding
∞ to(L) whenever rank(Am) < n.
A more convenient setup for dealing with matrix polynomials with an inﬁnite eigenvalue is to
consider their homogeneous forms. The homogeneous form of L is given by L(c, s) :=∑mi=0 cm−isiAi.
Thus, when L is homogenous, the (homogeneous) spectrum(L) is given by
(L) :={(c, s) ∈ C2 : (c, s) /= 0 and rank(L(c, s)) < n}.
An inﬁnite eigenvalue of L, if any, is then represented by (0, 1). Normalizing (c, s) ∈ (L) as |c|2 +
|s|2 = 1, we often identify (L) as a subset of the unit sphere S1 :={(c, s) ∈ C2 : |c|2 + |s|2 = 1}. Fur-
ther, for computational purposes, restricting c to be real, s to be complex and with the normalization
c2 + |s|2 = 1, the spectrum(L) can be identiﬁed with a subset of the Riemann sphereS :={(x, y, z) ∈
R3 : |x|2 + |y|2 + |z|2 = 1}. In such a case, an inﬁnite eigenvalue of L is represented by the north pole
(0, 0, 1) of S.
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The pseudospectra of matrix polynomials have been systematically developed and studied by Hig-
hamand Tisseur [17,10]. Further analysis of pseudospectra ofmatrix polynomials has been undertaken
by Lancaster et al. [11,5]. A brief outline of the pseudospectra developed in [17,10] is as follows. Let
L(z) :=∑mi=0 ziAi be an n-by-n regular matrix polynomial and ‖ · ‖ be a subordinate matrix norm on
Cn×n. Then the -pseudospectrum(L) is given by [17]
(L) = {λ ∈ C : det(L(λ) + L(λ)) = 0 and ‖Ak‖ αk , k = 0, 1, . . . ,m}
=
⎧⎨
⎩λ ∈ C : ‖L(λ)−1‖
⎛
⎝ m∑
i=0
αi|λ|i
⎞
⎠ −1
⎫⎬
⎭ ,
where αk , k = 0 : m, are non-negative scalars. On the other hand, when L is homogeneous, that is,
L(c, s) :=∑mi=0 cm−isiAi, the (homogeneous) -pseudospectrum is given by [10]
(L) := {(c, s) ∈ C2 \ {0} : det(L(c, s) +L(c, s)) = 0 and ‖Ak‖ αk}
=
⎧⎨
⎩(c, s) ∈ C2 \ {0} : ‖L(c, s)−1‖
⎛
⎝ m∑
k=0
αk|c|m−k|s|k
⎞
⎠ −1
⎫⎬
⎭ .
We show that these pseudospectra follow from (2) as special cases and correspond to an appropriate
choice of the norm ‖ · ‖ on the space of matrix polynomials.
4. A framework for pseudospectra of matrix polynomials
Wenowdevelopageneral framework forperturbationanalysis ofmatrixpolynomials. LetLm(C
n×n
)
denotes the vector space of n-by-n homogeneous or nonhomogeneous matrix polynomials of degree
at most m. Thus if L ∈ Lm(Cn×n) then L(c, s) :=∑mi=0 cm−isiAi when L is considered as homogeneous
andL(z) :=∑mi=0 ziAiwhenL is consideredasnonhomogeneous,whereAi ∈ Cn×n, i = 0 : m. Needless to
mention that for perturbation analysis it is necessary to choose a norm so as tomeasure themagnitude
of perturbations. Thus,whenLm(C
n×n
) is equippedwith anorm the resultingnormed linear spacepro-
vides a general framework for perturbation analysis of matrix polynomials in Lm(C
n×n
). Surprisingly,
this simple truth has not been emphasized enough in the literature while dealing with perturbation
of matrix polynomials in general and pseudospectra of matrix polynomials in particular. We remove
this shortcoming. So, let ‖ · ‖ be a norm on Lm(Cn×n). Then the normed linear space (Lm(Cn×n), ‖ · ‖ )
provides a natural framework for spectral perturbation analysis of matrix polynomials in Lm(C
n×n
).
We now employ this framework and analyze pseudospectra of matrix polynomials. First, we provide
a general definition of pseudospectra of matrix polynomials.
Deﬁnition 4.1. Let ‖ · ‖ be a norm on Lm(Cn×n). Then for a regular polynomial L ∈ Lm(Cn×n), we
deﬁne the -pseudospectrum(L) of L by
(L) :=
⋃
{(L + L) : L ∈ Lm(Cn×n) and ‖L‖  }.
Note that the pseudospectrum(L) deﬁned above is a natural generalization of the pseudospec-
trum (A) of a matrix A given in (1). We mention that for certain purposes, it may be necessary
to consider pseudospectra of L where each coefﬁcient matrix of L is perturbed relative to certain
weight. To take this fact into account, we now deﬁne weighted pseudospectra of matrix polynomials.
First, we deﬁne the action of Rm+1 on Lm(Cn×n). Deﬁne Rm+1 × Lm(Cn×n) → Lm(Cn×n), (w, L) 	→
w  L by (w  L)(z) =∑mj=0wjzjAj , where w :=(w0,w1, . . . ,wm) and L(z) :=∑mj=0 zjAj . Obviously the
map (w, L) 	→ w  L is bilinear and v  (w  L) = w  (v  L). Note thatw : L 	→ w  L acts as a linear
map on Lm(C
n×n
). We say that L ∈ Lm(Cn×n) is a w-null polynomial if w  L = 0. The action of w is
said to be injective if w  L = 0 ⇒ L = 0 for all L ∈ Lm(Cn×n). Obviously the action of w is injective
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if and only if all the components of w are nonzero. We deﬁne w−1 :=(w−1
0
,w−1
1
, . . . ,w−1m ) with the
convention that w−1
j
= 0 if wj = 0. When w ∈ Rm+1+ we say that w is a weight vector.
Deﬁnition 4.2. Let ‖ · ‖ be a norm onLm(Cn×n) and L ∈ Lm(Cn×n) be regular. Then for aweight vector
w ∈ Rm+1+ , we deﬁne the weighted -pseudospectrum(L) of L by
(L) :=
⋃
{(L + L) : L ∈ Lm(Cn×n),w−1  (w  L) = L and ‖w  L‖  }.
Note that if some components of w are equal to 0 then w−1  (w  L) = L holds only for certain
polynomials. Thusw−1  (w  L) = L is an admissibility condition on the perturbation polynomial
L.
Deﬁnition 4.3. Let L ∈ Lm(Cn×n) andw ∈ Rm+1+ be a weight vector. Then L is said to bew-admissible
if w−1  (w  L) = L.
It is obvious that the set of w-admissible matrix polynomials is a subspace of Lm(C
n×n
) and that
the subspace is proper whenever some components of w are equal to 0. For example, suppose that
the j-th component ofw is equal to 0. Then L(z) :=∑mi=0 ziAi isw-admissible if and only if Aj = 0.
Consequently, if L(z) =∑mi=0 ziAi is perturbed to L + L then the coefﬁcient matrix Aj of L remains
unperturbed. This shows that the weighted pseudospectrum(L) given in Definition 4.2 is obtained
by restricting the perturbation polynomial L to the subspace of w-admissible matrix polynomials.
Thus the weighted pseudospectrum (L) can be thought of as a structured pseudospectrum of L
whenever some components of w are equal to 0. Observe that ‖ L‖w :=‖w  L‖ for L ∈ Lm(Cn×n) is a
seminorm on Lm(C
n×n
) but is a norm on the subspace of w-admissible polynomials.
Assumption. Given a weight vector w, unless stated otherwise, all perturbations of a polynomial
L ∈ Lm(Cn×n) will be assumed to be w-admissible.
The normed space (Lm(C
n×n
), ‖ · ‖ ) together with an associated weighted seminorm ‖ · ‖w pro-
vides ageneral framework for analyzingpseudospectraofmatrixpolynomials.Obviously, thegeometry
of the normed space Lm(C
n×n
) has a fundamental role to play in the spectral perturbation analysis of
matrix polynomials. So, one may ask: Is there a natural norm on Lm(C
n×n
) that facilitates systematic
analysis of pseudospectra ofmatrix polynomials?We now show that there are plenty of natural norms
on the space of polynomials Lm(C
n×n
). First, note that so far we have treated a polynomial of degree
at mostm as nothingmore than a basic element of the space Lm(C
n×n
). Now recognizing that amatrix
polynomial in Lm(C
n×n
) is determined by a linear transformation fromCm+1 toCn×n, it is easily seen
that the vector space Lm(C
n×n
) is isomorphic to the space Cm+1 ⊗ Cn×n, where Cm+1 ⊗ Cn×n is the
algebraic tensor product of Cm+1 and Cn×n. Indeed, the map
φ : Lm(Cn×n) → Cm+1 ⊗ Cn×n, L 	→ e0 ⊗ A0 + · · · + em ⊗ Am
is a linear isomorphism,whereL(z) =∑mj=0 Ajzj or for thatmatterL(c, s) =∑mj=0 Ajcm−jsj and {e0, e1, . . . ,
em} is the standard basis of Cm+1. When Cm+1 and Cn×n are equipped with norms there is a natural
norm on Cm+1 ⊗ Cn×n known as the crossnorm.
A crossnorm is deﬁned as follows (see, for example, [13] for further details). Let X and Y be Banach
spaces and let X ⊗ Y be their algebraic tensor product. Note that by definition a dyad x ⊗ y ∈ X ⊗ Y
is a continuous linear map from X∗ to Y , that is, x ⊗ y : X∗ → Y is a bounded linear map given by
(x ⊗ y)(x∗) :=x∗(x)y for x∗ ∈ X∗, where X∗ is the dual space of X . So, a natural norm on X ⊗ Y is the
operator norm that it receives as the space of bounded linear maps from X∗ to Y . Let ‖ · ‖ be the
operator norm on X ⊗ Y . Then for x ⊗ y ∈ X ⊗ Y , we have ‖ x ⊗ y‖ = sup{‖(x ⊗ y)(x∗)‖Y : x∗ ∈ X∗ and
‖x∗‖X∗ = 1} = ‖y‖Y sup{|x∗(x)| : x∗ ∈ X∗, ‖x∗‖X∗ = 1} = ‖x‖X‖y‖Y . This shows that ‖ x ⊗ y‖ = ‖x‖X‖y‖Y
for every dyad x ⊗ y ∈ X ⊗ Y . A norm ‖ · ‖ on X ⊗ Y that satisﬁes ‖ x ⊗ y‖ = ‖x‖X‖y‖Y for each dyad
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x ⊗ y ∈ X ⊗ Y is called a crossnorm. Here we have denoted the norm on a Banach space, say, Z by ‖ · ‖Z .
Thus a crossnorm on X ⊗ Y can be thought of as a cross between the norms on X and Y , and thus
induces a hybrid geometry on the space X ⊗ Y .
Now coming back to the spaceCm+1 ⊗ Cn×n, note that a dyad x ⊗ A ∈ Cm+1 ⊗ Cn×n is a linear map
from Cm+1 → Cn×n given by (x ⊗ A)(y) = 〈x, y〉A for y ∈ Cm+1, where 〈x, y〉 :=y∗x is the usual inner
product on Cm+1. Thus if L :=e0 ⊗ A0 + · · · + em ⊗ Am ∈ Cm+1 ⊗ Cn×n then for (1, z, . . . , zm) ∈ Cm+1,
we have L(1, z, . . . , zm) =∑mi=0 ziAi, and for (cm, cm−1s, . . . , sm) ∈ Cm+1, we have L(cm, cm−1s, . . . , sm) =∑m
j=0 cm−jsjAj . With amisuse of notation, wewrite L(z) to denote thematrix polynomial L(1, z, . . . , zm).
Similarly, we write L(c, s) to denote the homogeneous matrix polynomial L(cm, cm−1s, . . . , sm). This
identiﬁcation enables us to treat L as an element of Cm+1 ⊗ Cn×n as well as an element of Lm(Cn×n).
Since Lm(C
n×n
) is isomorphic to Cm+1 ⊗ Cn×n, it is natural to endow Lm(Cn×n) with the same
geometry as that of Cm+1 ⊗ Cn×n. Thus given a crossnorm ‖ · ‖ on Cm+1 ⊗ Cn×n, we deﬁne ‖ L‖ :=
‖φ(L)‖ for L ∈ Lm(Cn×n). Then obviously ‖ · ‖ is a norm on Lm(Cn×n) and φ is an isometric isomor-
phism. We refer to ‖ · ‖ as a crossnorm on Lm(Cn×n). We now present some concrete examples of
crossnorms on Lm(C
n×n
). The family of Hölder’s p-norms on Cm+1 are among the most important
norms used in practice. So, let Cm+1 be equipped with the Hölder’s p-norm ‖ · ‖p, where 1 p∞.
Let ‖ · ‖ be a norm on Cn×n. For 1 p∞, we deﬁne ‖ · ‖ p : Lm(Cn×n) → R by
‖ L‖ p :=‖(‖A0‖, . . . , ‖Am‖)‖p,
where L(z) :=∑mj=0 zjAj or L(c, s) :=∑mi=0 cm−isiAi. Then it is easily seen that ‖ · ‖ p deﬁnes a crossnorm
on Lm(C
n×n
). Indeed, for X :=e0 ⊗ X0 + · · · + em ⊗ Xm ∈ Cm+1 ⊗ Cn×n, deﬁning ‖X‖ p :=‖(‖X0‖, . . . ,
‖Xm‖)‖p we obtain a crossnorm on Cm+1 ⊗ Cn×n. Consequently, for L ∈ Lm(Cn×n) given by L(z) =∑m
j=0 Ajzj we have φ(L) = e0 ⊗ A0 + · · · + em ⊗ Am and hence ‖ L‖ p :=‖φ(L)‖ p = ‖(‖A0‖, . . . , ‖Am‖)‖p.
We refer to ‖ · ‖ p as the Hölder’s p-norm on Lm(Cn×n). We mention that if the Hölder’s p-norm on
Cm+1 is replaced by a monotone norm then the resulting norm on Lm(Cn×n) is also a crossnorm. A
norm ‖ · ‖ onCm+1 is monotone if |x| |y| ⇒ ‖x‖ ‖y‖, where |x| |y|means |xj| |yj| for j = 0 : m.
This shows that there is a rich collection of crossnorms on Lm(C
n×n
).
Wedenote thespaceLm(C
n×n
)whenequippedwith thenorm‖ · ‖ p byLpm(Cn×n, ‖ · ‖). Thisnotation
emphasizes the fact that (Cn×n, ‖ · ‖) and (Cm+1, ‖ · ‖p) are the base spaces fromwhich the norm ‖ · ‖ p
is built up. Observe that 〈X ,Y〉 :=trace(Y∗X), for X ,Y ∈ Cn×n, is an inner product on Cn×n and that
‖X‖F :=
√〈X ,X〉. This shows that
〈L1, L2〉m :=〈X0,Y0〉 + · · · + 〈Xm,Ym〉
is an innerproductonL2m(C
n×n
, ‖ · ‖F ),whereL1(z) :=
∑m
j=0 Xjzj andL2(z) :=
∑m
j=0 Yjzj . ThusL
2
m(C
n×n
, ‖ ·
‖F ) is a Hilbert space and ‖ L‖ 2 =
√〈L, L〉m.
Next, let w ∈ Rm+1+ be a weight vector. Then for L ∈ Lm(Cn×n), we consider the weighted se-
minorm/norm ‖ L‖w,p :=‖w  L‖ p. Note that ‖ · ‖w,p is a norm on the subspace of w-admissible
matrix polynomials. We denote the space Lm(C
n×n
) when equipped with the seminorm ‖ · ‖w,p by
Lpm,w(C
n×n
, ‖ · ‖). Then L2m,w(Cn×n, ‖ · ‖F ) × L2m,w(Cn×n, ‖ · ‖F ) −→ C, (L1, L2) 	→ 〈w  L1,w  L2〉m is a
scalar product which deﬁnes an inner product on the subspace of w-admissible polynomials.
As we shall see, the dual space of (Cm+1, ‖ · ‖p) plays a crucial role in the perturbation analysis
of matrix polynomials in Lpm,w(C
n×n
, ‖ · ‖). This is also partly reﬂected by the following results. If
L ∈ Lpm,w(Cn×n, ‖ · ‖) is a w-admissible polynomial then it is easily seen that
‖L(λ)‖ ‖ L‖w,p‖(1, λ, . . . , λm)‖w−1,q,
‖L(c, s)‖ ‖ L‖w,p‖(cm, cm−1s, . . . , sm)‖w−1,q,
(3)
where p−1 + q−1 = 1. When 1 < p < ∞, another choice of weighted seminorm on Lm(Cn×n) is given
by ‖ L‖w,p :=(w0‖A0‖p +w1‖A1‖p + · · · + wm‖Am‖p)1/p.We, however, will not have occasion to use this
norm/seminorm.
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We reiterate that the pseudospectra of matrix polynomials are determined by the geometry of
(that is, the norm on) the space of matrix polynomials. Therefore, the pseudospectra of a matrix
polynomial get automatically speciﬁed once the space to which the matrix polynomial belongs is
speciﬁed. Consequently, for L ∈ Lpm,w(Cn×n, ‖ · ‖), we can afford to denote the -pseudospectrum of L
simply by(L) without showing the dependence of(L) on w, p and ‖ · ‖.
Let L ∈ Lpm,w(Cn×n, ‖ · ‖) be a regular polynomial. Then by Definition 4.2, the -pseudospectrum
(L) of L is given by
(L) :=
⋃
{(L + L) : L is wadmissible and ‖L‖w,p  }. (4)
We now provide a characterization of(L). For z, c, s ∈ C, we deﬁne the backward errors
ηw,p(z, L) := inf{‖L‖w,p : z ∈ (L + L) and w−1  (w  L) = L},
ηw,p(c, s, L) := inf{‖L‖w,p : (c, s) ∈ (L + L) and w−1  (w  L) = L}.
Since closed and bounded subsets in Lpm(C
n×n
, ‖ · ‖) are compact, it is easily seen that the infimum
above is attained, that is, the infimum is actually the minimum.
Corollary 4.4. Let L ∈ Lpm,w(Cn×n, ‖ · ‖) be a regular polynomial. Assume that ∞ /∈ (L) when L is non-
homogeneous. Then we have
(L) = {z ∈ C : ηw,p(z, L) } if L is nonhomogeneous
(L) = {(c, s) ∈ C2 \ {0} : ηw,p(c, s, L) } if L is homogeneous.
We now determine the backward error function ηw,p when C
n×n
is equipped with a subordinate
matrix norm. We mention that ηw,p(λ, L) has been determined in [17, Lemma 2.2] for the special case
when p = ∞. We have the following result for all 1  p∞.
Proposition 4.5. Let ‖ · ‖ be a subordinate matrix norm on Cn×n and L ∈ Lpm,w(Cn×n, ‖ · ‖) be a regular
polynomial. Then we have
ηw,p(λ, L) = min‖x‖=1
{
‖L(λ)x‖
‖(1, λ, . . . , λm)‖w−1,q
}
= (‖(1, λ, . . . , λm)‖w−1,q‖L(λ)−1‖)−1,
ηw,p(c, s, L) = min‖x‖=1
{
‖L(c, s)x‖
‖(cm, cm−1s, . . . , sm)‖w−1,q
}
= (‖(cm, cm−1s, . . . , sm)‖w−1,q‖L(c, s)−1‖)−1,
where x ∈ Cn and p−1 + q−1 = 1.
Proof. Suppose that L is nonhomogeneous. Note that if L is w-admissible and λ ∈ (L + L) then
there exists x such that ‖x‖ = 1 and L(λ)x + L(λ)x = 0. Since L is w-admissible, we have
‖L(λ)x‖ = ‖L(λ)x‖ ‖L(λ)‖ ‖L‖w,p‖(1, λ, . . . , λm)‖w−1,q,
where p−1 + q−1 = 1. This shows that ηw,p(λ, L)min‖x‖=1 ‖L(λ)x‖/‖(1, λ, . . . , λm)‖w−1,q.
For the reverse inequality, choose x ∈ Cn such that ‖x‖ = 1. Then there is a (functional) y ∈ Cn such
that ‖y‖∗ = 1 and y∗x = 1,where ‖ · ‖∗ is the dual normof the normonCn. Now set r :=L(λ)x anddeﬁne
E : Cn → Cn byEz :=(y∗z)r. ThenE ∈ Cn×n,Ex = r and‖E‖ = ‖y‖∗‖r‖ = ‖r‖. Setα :=‖(1, λ, . . . , λm)‖w−1,q,
where p−1 + q−1 = 1. For 1 < p∞, deﬁne
Ai := −
w
−q
i
sign(λi)|λ|i(q−1)E
αq
for i = 0 : m,
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where sign(z) = z/|z|, if z /= 0 and sign(0) = 0. When p = 1, deﬁne Aj := −
w−1
j
sign(λj)E
α
and Ai = 0
for i /= j if α = w−1
j
|λj|. Consider the polynomial L(z) :=∑mi=0 ziAi. Then we have L(λ)x + L(λ)x =
L(λ)x − Ex = 0 and ‖L‖w,p = ‖r‖/α = ‖L(λ)x‖/‖(1, λ, . . . , λm)‖w−1,q. Now the desired result follows
by taking minimum over all x such that ‖x‖ = 1. For homogeneous matrix polynomials, the proof is
similar. 
Note that if L is w-admissible then ηw,p(z, L) ‖ L‖w,p and ηw,p(c, s, L) ‖ L‖w,p. When Cn×n is
equippedwitheither the spectral norm ‖ · ‖2 or the Frobeniusnorm ‖ · ‖F , it turnsout that thebackward
error ηw,p and the -pseudospectrum(L) remain the same for both the norms. Indeed, we have the
following result.
Proposition 4.6. Let L ∈ Lpm,w(Cn×n, ‖ · ‖2) be regular. Set η2(λ, L) :=ηw,p(λ, L) and 2 (L) :=(L). Now
considering L as an element of Lpm,w(C
n×n
, ‖ · ‖F ), set ηF (λ, L) :=ηw,p(λ, L) and F (L) :=(L). Then we
have
η2(λ, L) = ηF (λ, L) = σmin(L(λ))‖(1, λ, . . . , λm)‖w−1,q
and 2 (L) = F (L),
where p−1 + q−1 = 1. Similar results hold when L is considered as a homogeneous polynomial.
Proof. Let u and v be unit left and right singular vectors of L(λ) corresponding to the smallest singular
value σmin(L(λ)). Set α :=‖(1, λ, . . . , λm)‖w−1,q. For 1 < p∞, deﬁne
Ai := −
w
−q
i
σmin(L(λ))sign(λ
i)|λ|i(q−1)uv∗
αq
for i = 0 : m,
where sign(z) :=z/|z|, if z /= 0 and sign(0) = 0. Now consider the polynomialL(z) :=∑mi=0 ziAi. Then
by construction, we have L(λ)v + L(λ)v = 0. Since each Ai is a rank 1 matrix, the spectral and the
Frobenius norms of Ai are the same. Consequently, ‖L‖w,p is the same for the spectral and the
FrobeniusnormsonCn×n.Now,wehave‖L‖w,p =
(∑m
i=0w
p
i
‖Ai‖p
)1/p = σmin(L(λ))
α
.Hence the results
follow from Proposition 4.5.
When p = 1, the result follows by deﬁning Aj := −
w−1
j
σmin(L(λ))sign(λ
j)uv∗
α
and Ai :=0 for i /= j, if
α = w−1
j
|λj|.
Theproof is similarwhen L is homogeneous. Indeed, letu and vbeunit left and right singular vectors
of L(λ,μ) corresponding to σmin(L(λ,μ)). Set α :=‖(λm, λm−1μ, . . . ,μm)‖w−1,q. For 1 < p∞, deﬁne
Ai := − w
−q
i
σmin(L(λ,μ))sign(λ
m−iμi)|λ|(m−i)(q−1)|μ|i(q−1)uv∗
αq
for i = 0 : m. When p = 1, deﬁne Aj :=
− w
−1
j
σmin(L(λ,μ))sign(λ
m−jμj)uv∗
α
and Ai :=0 for i /= j, if α = w−1j |λm−jμj|. Then the desired result follows
by considering the polynomial L(c, s) :=∑mj=0 cm−jsjAj . Hence the proof. 
We are now ready to show that the pseudospectra deﬁned in Section 3 follow from (4) for appro-
priate choices of w, p and the norm ‖ · ‖ on Cn×n.
• Tisseur and Higham [17]: let L be given by L(z)=∑mi=0 ziAi. Then considering the space
Lpm,w(C
n×n
, ‖ · ‖) for the choice w :=(α−1
0
,α−1
1
, . . . ,α−1m ), p = ∞ and a subordinate matrix norm ‖ · ‖
on Cn×n, we obtain from (4), the pseudospectrum(L) deﬁned by Tisseur and Higham.
• Higham and Tisseur [10]: let L be given by L(c, s) =∑mi=0 cm−isiAi. Then considering the space
Lpm,w(C
n×n
, ‖ · ‖) for the choice w :=(α−1
0
,α−1
1
, . . . ,α−1m ), p = ∞ and a subordinate matrix norm ‖ · ‖
on Cn×n, we obtain from (4), the pseudospectrum(L) deﬁned by Higham and Tisseur.
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Needless to mention that homogeneous matrix polynomials and their pseudospectra provide a
convenient setting for dealing with matrix polynomials having an inﬁnite eigenvalue. However, an
inﬁnite eigenvalue of a polynomial L ∈ Lpm,w(Cn×n, ‖ · ‖) can also be resolved by considering the reverse
polynomial revL of L given by revL(z) :=zmL(1/z) for z ∈ C. Then ∞ is an eigenvalue of L if and only
if 0 is an eigenvalue of revL. Note that(L) is to be considered as a subset of C∞ :=C ∪ {∞}, the one-
point compactification ofC, whenever L has an inﬁnite eigenvalue. Note also that the map ψ : C∞ →
C∞, z 	→ z−1 is continuous. Hence in the space C∞ the following spectral mapping holds:
(revL) = {1/λ ∈ C∞ : λ ∈ (L)} = ψ((L)).
Next, consider the ﬂip operator F : Cm+1 → Cm+1, (x0, x1, . . . , xm) 	→ (xm, . . . , x1, x0). Given aweight
vector w ∈ Rm+1+ , we set wˆ :=Fw. Then it is easily seen that the operator
rev : Lpm,w(Cn×n, ‖ · ‖) → Lpm,wˆ(C
n×n
, ‖ · ‖), L 	→ revL
is a linear isomorphism and that ‖ L‖w,p = ‖ revL‖ wˆ,p. Consequently, we have
ηw,p(λ, L) = min{‖H‖w,p : w−1 w H = H, λ ∈ (L +H)}
= min{‖ revH‖ wˆ,p : wˆ−1  wˆ  revH = revH, λ ∈ (L +H)}
= min{‖ revH‖ wˆ,p : wˆ−1  wˆ  revH = revH, 1/λ ∈ (revL + revH)}
= ηwˆ,p(1/λ, revL).
Keeping in mind that(L) is deﬁned in the space L
p
m,w(C
n×n
, ‖ · ‖) whereas(revL) is deﬁned in
the space Lp
m,wˆ
(Cn×n, ‖ · ‖), we have the pseudospectral mapping
(revL) = {1/λ ∈ C∞ : λ ∈ (L)} = ψ((L)).
This shows that(L) = (L) ∪ ψ(), where(L) is the union of bounded components of(L) and
 is the component of(revL) containing 0. Since ψ is continuous, it follows that(L) is compact
in C∞.
5. Properties of pseudospectra of matrix polynomial
Let L ∈ Lpm,w(Cn×n, ‖ · ‖) be a regular polynomial. We consider (L) as a subset of C∞ when L is
nonhomogeneous and as a subset of S1 when L is homogeneous. We have already seen that (L) is
compact inC∞. Similarly,(L) is compact inS1 when L is considered as a homogeneous polynomial.
Further, it is immediate from (4) that the map  	→ (L) is monotone increasing, that is, if   δ
then (L) ⊂ δ(L). Furthermore, each component of (L) contains an eigenvalue of L and hence
(L) consists of at mostmn components. Indeed, let  be a component of(L). Then  is compact
(in C∞) and connected. Let μ ∈ . Then there is a w-admissible polynomial H such that ‖H‖w,p  
andμ ∈ (L +H). Now consider the polynomial L + tH for t ∈ [0, 1]. Then there is an eigenvalue λ(t) of
L + tH such that themap [0, 1] → C∞, t 	→ λ(t) is continuous, λ(1) = μ and λ(0) = λ for some λ ∈ (L).
Note that λ(t) ∈ (L + tH) ⊂ (L) for all t ∈ [0, 1]. Hence for all t ∈ [0, 1], λ(t) lies in exactly one com-
ponent of (L). Since λ(1) = μ ∈ , it follows that λ(t) ∈  for all t ∈ [0, 1]. Consequently, we have
λ = λ(0) ∈ . This completes the proof. If L is block diagonal, that is, L = diag(L1, L2), and the norm
‖ · ‖ onCn×n satisﬁes ‖diag(A1,A2)‖ = max(‖A1‖, ‖A2‖) then(L) = (L1) ∪(L2). We summarize
these results in the following.
Proposition 5.1. Let L ∈ Lpm,w(Cn×n, ‖ · ‖) be a regular polynomial. Then (L) is compact in C∞ and
consists of at most mn components. Further, (L) \(L) does not have an isolated point. Hence (L)
consists of nontrivial components when each entry of the weight vector w is nonzero.
Proof. We only need to show that (L) \(L) does not have an isolated point. Suppose that λ is
an isolated point of (L) \(L). Then there is an open set U ⊂ C containing λ and a w-admissible
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matrix polynomial L(z) =∑mi=0 ziAi with ‖L‖w,p = ηw,p(λ, L)  such that (L) ∩ U = {λ} and
λ ∈ (L + L). Note that ηw,p(λ, L) /= 0. Let (rn), where 0 < rn < 1, be a strictly increasing sequence
such that rn → 1. Then for all large k, we have (L + rkL) ∩ U /= ∅. Since ‖ rkL‖w,p = rkηw,p(λ, L) <
ηw,p(λ, L), it follows that λ /∈ (L + rkL). Consequently, there exists μ ∈ C such that μ /= λ and {μ} ⊂
(L + rkL) ∩ U ⊂ (L) ∩ U = {λ} which is a contradiction.
Finally, note that someeigenvalues ofLmay remainunperturbedunderw-admissible perturbations
of L when ‖ · ‖w,p is not a norm on Lpm,w(Cn×n, ‖ · ‖). However, this cannot happen when ‖ · ‖w,p is a
norm, that is, when each component of w is nonzero. This completes the proof. 
Next, we analyze subharmonicity of the map z 	→ 1/ηw,p(z, L). Let U be an open subset of C and
D be a domain, that is, D is a connected open subset of C. A function f : U → R ∪ {−∞} is said to be
subharmonic on U if it is upper semicontinuous on U and satisﬁes the mean inequality
f (z0)
1
2π
∫ 2π
0
f (z0 + reiθ )dθ
for all closed discs B[z0, r] ⊂ U centered at z0 and radius r. We need the following results.
Theorem 5.2 [4, pp. 52–53]. LetA be a complex Banach algebra and let f : D →A be analytic. Then
z 	→ ‖f (z)‖ and z 	→ log ‖f (z)‖ are subharmonic on D.
Theorem 5.3 [4, pp. 174]. Let U ⊂ C be open. Then we have the following.
(a) If φ1 and φ2 are subharmonic on U then φ1 + φ2 is subharmonic on U.
(b) If φ is subharmonic on U and α is positive number then α.φ is subharmonic on U.
(c) If φ1 and φ2 are subharmonic on U thenmax(φ1,φ2) is subharmonic on U.
(d) Ifφ is subharmonic onU and if f is real, convex and increasing function onR then f ◦ φ is subharmonic
on U.
Theorem 5.4 [4, pp. 175]. Let φ1,φ2 be two positive functions such that log φ1 and log φ2 are subharmonic
on an open set U ⊂ C. Then log(φ1 + φ2) is subharmonic on U.
For a regular matrix pencil, we have the following.
Theorem 5.5. Let L(z) = A− zB be a regular pencil. Then the function z 	→ L(z)−1 is analytic onC \(L).
In particular, if z0 ∈ C \(L) and |z − z0| < ‖L(z0)−1B‖−1, then
L(z)−1 =
⎡
⎣ ∞∑
k=0
(z − z0)k(L(z0)−1B)k
⎤
⎦ L(z0)−1 and
‖L(z)−1‖ ‖L(z0)
−1‖
1− |z − z0|‖L(z0)−1B‖
.
Further, the maps z 	→ ‖L(z)−1‖ and z 	→ log ‖L(z)−1‖ are subharmonic on C \(L).
Proof. We have
L(z)−1 = [I − (z − z0)L(z0)−1B]−1L(z0)−1 =
⎡
⎣ ∞∑
k=0
(z − z0)k(L(z0)−1B)k
⎤
⎦ L(z0)−1.
This shows that L(z)−1 is analytic on {z ∈ C : |z − z0| < ‖L(z0)−1B‖−1} and
‖L(z)−1‖ ‖L(z0)
−1‖
1− |z − z0|‖L(z0)−1B‖
.
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Consequently, the map z 	→ L(z)−1 is analytic onC \(L). Hence the desired results follow from The-
orem 5.2. 
The next result shows that if L is a regular matrix polynomial then the maps z 	→ ‖L(z)−1‖ and
z 	→ log ‖L(z)−1‖ are subharmonic on C \(L).
Theorem 5.6. Let L(z) :=∑mi=0 ziAi be a regular matrix polynomial. Then the functions z 	→ ‖L(z)−1‖ and
z 	→ log ‖L(z)−1‖ are subharmonic on C \(L).
Proof. Consider the linearization CL(z) :=X − zY of L, where
X =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 −I 0 . . . 0
0 0 −I . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . −I
A0 A1 . . . Am−1
⎤
⎥⎥⎥⎥⎥⎥⎦
and Y =
⎡
⎢⎢⎢⎢⎢⎢⎣
−I 0 . . . 0
0 −I . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . −I 0
0 0 . . . 0 −Am
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Then it is well known [9] that L(z)−1 = [I 0 0 . . . 0] CL(z)−1[0 0 0 . . . I]T .
Let z0 /∈ (L). Then by Theorem 5.5 it follows that the map z 	→ L(z)−1 is analytic on {z ∈ C :
|z − z0| < ‖(X − z0Y)−1Y‖−1}. Consequently the map z 	→ L(z)−1 is analytic on C \(L). Hence by
Theorem 5.2, the maps z 	→ ‖L(z)−1‖ and z 	→ log ‖L(z)−1‖ are subharmonic on C \(L). 
We need the following auxiliary result.
Proposition 5.7. Let w ∈ Rm+1+ be a weight vector. Then, for 1 p∞, the functions z 	→ ‖(1, z, . . . ,
zm)‖w,p and z 	→ log ‖(1, z, . . . , zm)‖w,p are subharmonic on C.
Proof. First,we showthat z 	→ log ‖(1, z, . . . , zm)‖w,p is subharmonic.Without loss of generality assume
that wj /= 0 for j = 0 : m. Suppose that 1 p < ∞. Since z 	→ wizi is analytic, by Theorem 5.2, z 	→
wi|z|i and z 	→ log(wpi |z|ip) are subharmonic for i = 0 : m. Consequently, by Theorem 5.4, the map
z 	→ log
(∑m
i=0(w
p
i
|z|ip)
)
is subharmonic. This shows that z 	→ log(‖(1, z, . . . , zm)‖w,p) is subharmonic
on C.
Next, assume that p = ∞. Since z 	→ wizi is analytic, by Theorem 5.2, z 	→ wi|z|i and z 	→ log(wi|z|i)
are subharmonic on C for i = 0 : m. Now by Theorem 5.3(c), the map
z 	→ max(log(w0), log(w1|z|), . . . , log(wm|z|m))
is subharmonic. Since max(log(w0), log(w1|z|), . . . , log(wm|z|m)) = log(max(w0,w1|z|, . . . ,wm|z|m)), it
follows that z 	→ log(‖(1, z, . . . , zm)‖w,∞) is subharmonic on C.
Finally, set h(z) :=‖(1, z, . . . , zm)‖w,p for 1 p∞. Then h(z) = elog(h(z)). Since ex is positive, convex
and increasing and log(h(z)) is subharmonic, by Theorem 5.3(d),h(z) is subharmonic on C. 
Now we prove subharmonicity of the maps z 	→ 1/ηw,p(z, L) and z 	→ − log ηw,p(z, L) when Cn×n is
equipped with a subordinate matrix norm.
Theorem 5.8. Let L ∈ Lpm,w(Cn×n, ‖ · ‖) be a regularmatrix polynomial,where ‖ · ‖ is a subordinatematrix
norm and 1 p∞. Then z 	→ 1/ηw,p(z, L) and z 	→ − log ηw,p(z, L) are subharmonic on C \(L).
Proof. By Theorem 5.6 and Proposition 5.7, z 	→ log ‖L(z)−1‖ and z 	→ log ‖(1, z, . . . , zm)‖w−1,q are sub-
harmonic, where p−1 + q−1 = 1. By Theorem 5.3(a), z 	→ log ‖L(z)−1‖ + log(‖(1, z, . . . , zm)‖w−1,q) is
subharmonic. Hence z 	→ log(1/ηw,p(z, L)) is subharmonic. Next, we show that z 	→ 1/ηw,p(z, L) is sub-
harmonic. So let h(z) = 1/ηw,p(z, L). Then h(z) = elog(h(z)). Since ex is positive, convex and increasing
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and log(h(z)) is subharmonic, by Theorem 5.3(d),h(z) = 1/ηw,p(z, L) is subharmonic. This completes
the proof. 
We now analyze the boundary of the pseudospectrum (L) for the special case when C
n×n
is
equipped with the spectral norm, that is, when L ∈ Lpm,w(Cn×n, ‖ · ‖2). In this case, recall that
ηw,p(λ, L) = σmin(L(λ))‖(1, λ, . . . , λm)‖w−1,q
and
ηw,p(c, s, L) = σmin(L(c, s))‖(cm, cm−1s, . . . , sm)‖w−1,q
. (5)
We often identify C with R2 and treat the map λ 	→ ηw,p(λ, L) as a function from R2 to R. As a conse-
quence, we often identify(L) as a subset of R
2
. Then it follows that
∂(L) ⊂ {(x, y) ∈ R2 : ηw,p(x + iy, L) = },
where ∂(L) is the boundary of(L). It is shown in ([3], Proposition 4.2) that the boundary of the -
pseudospectrum of a matrix is a real algebraic curve. For a regular matrix polynomial L ∈ L∞(Cn×n, ‖ ·
‖2), it is shown in ([5], Theorem 7) that ∂(L) is a real algebraic curve as well. The next result shows
that for a regular matrix polynomial L ∈ Lp(Cn×n, ‖ · ‖2), the boundary ∂(L) is a real algebraic curve
when p/(p− 1) is an integer or p = ∞.
Proposition 5.9. Let L ∈ Lpm,w(Cn×n, ‖ · ‖2) be a regular nonhomogeneous polynomial. Then the boundary
∂(L) of(L) is embedded in a real algebraic curve when p/(p− 1) is an integer or p = ∞.
Proof. Wehave ∂(L) ⊂ {(x, y) ∈ R2 : σmin(x + iy, L) = ‖(1, x + iy, . . . , (x + iy)m)‖w−1,q}. First, suppose
that p = 1. Then note that ‖(1, x + iy, . . . , (x + iy)m)‖w−1,∞ is a singular value of L(x + iy) if and only if
Z∞(x, y) :=(L(x + iy)∗L(x + iy)) − (‖(1, x + iy, . . . , (x + iy)m)‖w−1,∞)2I is singular. Hence ∂(L) ⊂
∞ :={(x, y) ∈ R2 : det(Z∞(x, y)) = 0}. Now it is easy to check that ∞ is an algebraic curve.
Next, suppose that p /= 1. Then ‖(1, x + iy, . . . , (x + iy)m)‖w−1,q is a singular value of L(x + iy) if and
only if Zq(x, y) :=(L(x + iy)∗L(x + iy))q − (‖(1, x + iy, . . . , (x + iy)m)‖w−1,q)2qI is singular.Hence ∂(L) ⊂
q :={(x, y) ∈ R2 : det(Zq(x, y)) = 0}. Since q = p/(p− 1) is an integer, it is easy to see that q is a
real algebraic curve. Indeed, if q = p/(p− 1) is even then it follows that det(Zq(x, y)) is a polynomial.
On the other hand, if q is odd then it follows that det(Zq(x, y)) = (
√
x2 + y2)t(x, y) + r(x, y) for some
nonzero polynomials t(x, y) and r(x, y). Hence in either caseq is an algebraic curve. This completes the
proof. 
What kind of curve is ∂(L) when p/(p− 1) is not an integer? If ∂(L) does not pass through
the origin 0 ∈ C then it can be shown that ∂(L) is a real analytic curve. However, for most practical
purposes, the values of p that matter are p = 1, 2 and p = ∞.
For a homogeneous polynomial L(c, s), the boundary ∂(L) is embedded in a projective algebraic
curve. Indeed, for the special case when L ∈ L2m,w(Cn×n, ‖ · ‖2), we have
∂(L) ⊂
⎧⎨
⎩(x, y, z) ∈ R3\{0} : σmin(L(x, y + iz))2 = 2
⎛
⎝ m∑
i=0
w−2
i
x2(m−i)(y2+z2)i
⎞
⎠
⎫⎬
⎭
⊂{(x, y, z) ∈ R3\{0} : Q (x, y, z) = 0} =: V(Q ),
where Q (x, y, z) :=det
(
L∗(z, x + iy)L(z, x + iy) − 2
(∑m
i=0w
−2
i
x2(m−i)(y2 + z2)i
))
. Now, treating (L)
as a subset of the Riemann sphere S ⊂ R3, we have ∂(L) ⊂ V(Q ) ∩ V(x2 + y2 + z2 − 1), where V(f )
denotes the algebraic variety of the polynomial f .
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Next,weconsider the issueofnonconstancyof themap z 	→ 1/ηw,p(z, L)onopensubsetsofC \(L).
Let U ⊂ C be open. If ηw,p(z, L) = δ for all z ∈ U then U ⊂  :={z ∈ C : ηw,p(z, L) = δ}. When p/(p− 1)
is an integer or p = ∞, by Proposition 5.9,  is an algebraic curve. Hence we have δ(L) = C. More
generally, we have the following result.
Theorem 5.10. Let L ∈ Lpm,w(Cn×n, ‖ · ‖) be regular and U ⊂ C be open. Then either ηw,p(z, L) is non-
constant on U orδ(L) = C, where ηw,p(z, L) = δ for all z ∈ U.
Proof. Suppose that ηw,p(z, L) = δ for z ∈ U. Let U be the closure of U. Then we have U ∩(L) = ∅.
Indeed, if U contains an eigenvalue λ ∈ (L) then δ = ηw,p(λ, L) = 0. Consequently U ⊂ (L) which is
impossible. Now, if possible, suppose thatδ(L) /= C. Then U is a component ofδ(L) not containing
an eigenvalue of L which is not possible. Hence the proof. 
We have the following result for local minimizers of the map z 	→ ηw,p(z, L).
Theorem 5.11. Let L ∈ Lpm,w(Cn×n, ‖ · ‖) be regular, where ‖ · ‖ is a subordinate matrix norm. Let μ ∈ C
be a local minimum of ηw,p(z, L). Then either μ ∈ (L) orδ(L) = C, where δ :=ηw,p(μ, L).
Proof. Sinceμ is a localminimizer, there is anopen setU such thatμ ∈ U and that ηw,p(μ, L) ηw,p(z, L)
for all z ∈ U. Note that if μ is an eigenvalue then obviously μ is a local minimizer of ηw,p(z, L).
Now suppose that μ is not an eigenvalue of L. Then μ is a maximum of 1/ηw,p(z, L) on U. Since
1/ηw,p(z, L) is subharmonic on U, by maximum principle, 1/ηw,p(z, L) is constant on U. Consequently,
by Theorem 5.10, we haveδ(L) = C. 
6. Critical points and multiple eigenvalues
For a regular matrix polynomial L ∈ Lpm,w(Cn×n, ‖ · ‖2), we further investigate properties of the
functions z 	→ ηw,p(z, L) and (c, s) 	→ ηw,p(c, s, L). First, we consider smoothness of singular values of
a matrix. Let p :=(p1, . . . , pN)T ∈ RN and A(p) ∈ Cm×n. Suppose that σ is a singular value of A. Then
there exists unit right and left singular vectors v ∈ Cn and u ∈ Cm, respectively, such that Av = σu and
A∗u = σv.
Theorem 6.1 [16]. Let p ∈ RN and A(p) ∈ Cm×n. Suppose that Re[A(p)] and Im[A(p)] are real analytic
matrix valued functions of p in some neighborhood of 0. Let σ be a simple nonzero singular value of A(0)
and v ∈ Cn and u ∈ Cm be the corresponding unit right and left singular vectors, respectively. Then there
exists a simple nonzero singular value σ(p) of A(p) which is a real analytic function of p in a neighborhood
N(0) of 0 such that σ(0) = σ and
∂σ(p)
∂pj
= Re
⎡
⎣u∗
(
∂A(p)
∂pj
)
p=0
v
⎤
⎦ for p ∈N(0).
We now analyze differentiability of ηw,p(λ, L) and ηw,p(c, s, L). We treat ηw,p(λ, L) as a function
from R2 to R and express its gradient as a complex number. Recall that hw,p(λ) :=‖(1, λ, . . . , λm)‖w,p,
Hw,p(c, s) :=‖(cm, cm−1s, . . . , csm−1, sm)‖w,p and Nw,p(z) :=‖z‖w,p.
Theorem 6.2. Let L ∈ Lpm,w(Cn×n, ‖ · ‖2) be a regular polynomial and 1 p∞.
(a) Suppose that L is given by L(z) =∑mi=0 ziAi. Suppose also that σmin(L(λ)) is simple. If the gradient
∇hw−1,q(z) exists at λ then the gradient ∇ηw,p(λ, L) exists and is given by
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∇ηw,p(λ, L) =
u∗∂zL(λ)v − ηw,p(λ, L)∇hw−1,q(λ)
hw−1,q(λ)
,
where u and v are unit left and right singular vectors of L(λ) corresponding to σmin(L(λ)) and p
−1 +
q−1 = 1. Here ∂zL(λ) denotes derivative of L(z) evaluated at λ.
(b) Next, suppose that L is given by L(c, s) =∑mi=0 cm−isiAi. Let (λ,μ) ∈ C2 \ {0}. Suppose also that
σmin(L(λ,μ)) is simple and partial gradients of Hw−1,q exist. Then the partial gradients of ηw,p exist
and are given by
∇cηw,p(λ,μ, L) =
u∗∂cL(λ,μ)v − ηw,p(λ,μ, L)(∇cHw−1,q)(λ,μ)
Hw−1,q(λ,μ)
,
∇sηw,p(λ,μ, L) =
u∗∂sL(λ,μ)v − ηw,p(λ,μ, L)(∇sHw−1,q)(λ,μ)
Hw−1,q(λ,μ)
,
where u and v are left and right singular vectors of L(c, s) corresponding to σmin(L(λ,μ)) and p
−1 + q−1 = 1.
Proof. Let λ = x + iy and g(λ) :=σmin(L(λ)). Since g(λ) is simple, by Theorem 6.1, g is real analytic
at (x, y) and ∇g(λ) = (Re(u∗∂xL(λ)v), Re(u∗∂yL(λ)v)). Writing the gradient as a complex number, we
have ∇g(λ) = u∗∂zL(λ)v. Now, using the fact that ∇(g(λ)/hw−1,q(λ)) =
h
w−1,q(λ)∇g(λ)−g(λ)∇hw−1,q(λ)
h
w−1,q(λ)
2 and
ηw,p(λ, L) = g(λ)/hw−1,q(λ), the desired result follows.
Next, set g(λ,μ) :=σmin(L(λ,μ)). Since g(λ,μ) is simple, by Theorem 6.1, g is real analytic at (λ,μ)
and ∇g(λ,μ) = (∇cg(λ,μ),∇sg(λ,μ)). Writing the gradient as a complex number, we have ∇cg(λ,μ) =
u∗∂cL(λ,μ)v. Now, using the fact that∇c(g(λ,μ)/Hw−1,q(λ,μ)) =
H
w−1,q(λ,μ)∇cg(λ,μ)−g(λ,μ)(∇cHw−1,q)(λ,μ)
H
w−1,q(λ,μ)
2 and
ηw,p(λ,μ, L) = g(λ,μ)/Hw−1,q(λ,μ), the desired result follows. 
We now analyze optimal perturbations (also referred to as fast perturbations) of matrix polyno-
mials. Let L ∈ Lpm,w(Cn×n, ‖ · ‖) be regular and λ ∈ C. Then L is said to be an optimal perturbation or
fast perturbation of L that moves an eigenvalue of L to λ, if L is w-admissible, ‖L‖w,p = ηw,p(λ, L)
and λ ∈ (L + L). We now construct optimal perturbations of matrix polynomials in the special case
whenCn×n is equippedwith the spectral norm (an optimal perturbation remains the samewhenCn×n
is equipped with the Frobenius norm). In other words, we construct optimal directions in the space
Lpm,w(C
n×n
, ‖ · ‖2) and show that an optimal direction is strongly inﬂuenced by the smoothness of the
dual norm of the norm on Cm+1.
Recall that Nw,p(z) :=‖z‖w,p for z ∈ Cm+1 and hw,p(z) :=‖(1, z, . . . , zm)‖w,p for z ∈ C.
Theorem 6.3. Let L ∈ Lpm,w(Cn×n, ‖ · ‖2) be a regular polynomial and λ ∈ C. Consider the SVD L(λ) =
UV∗. Suppose that k is themultiplicity of σmin(L(λ)). Set u :=U(:,n− k + 1 : n) and v :=V(:,n− k + 1 : n).
With the convention that a partial gradient of Nw,p at z ∈ Cm+1 is 0 if it does not exist, we deﬁne
Ai := − ηw,p(λ, L)(∇iNw−1,q)(1, λ, . . . , λm)uv∗
and consider L(z) :=∑mi=0 ziAi, where p−1 + q−1 = 1. Then L is w-admissible and we have
(a) L(λ) = −ηw,p(λ, L)hw−1,q(λ)uv∗ = −σmin(L(λ))uv∗,
(b) ∂zL(λ) = −ηw,p(λ, L)∇hw−1,q(λ)uv∗,
(c) ‖L‖w,p = ηw,p(λ, L),
(d) (L(λ) + L(λ))v = 0 and u∗(L(λ) + L(λ)) = 0,
(e) u∗(∂zL(λ) + ∂zL(λ))v = u∗∂zL(λ)v − ηw,p(λ, L)∇hw−1,q(λ)Ik,where Ik ∈ Ck×k is the identitymatrix.
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If σmin(L(λ)) is simple and the gradient ∇hw−1,q(λ) exists then we have
u∗(∂zL(λ) + ∂zL(λ))v = u∗(∂zL(λ))v − ηw,p(λ, L)∇hw−1,q(λ)
= hw−1,q(λ)∇ηw,p(λ, L).
Proof. (a) Consider the polynomial L(z) :=∑mi=0 Aizi and set zλ :=(1, λ, . . . , λm). Then L(λ) =
−ηw,p(λ, L)∑mi=0 (∇iNw−1,q)(zλ)uv∗λi. By Lemma 2.4, we have ∑mi=0 λi(∇iNw−1,q)(zλ) = Nw−1,q(zλ) =
hw−1,q(λ). Hence L(λ) = −ηw,p(λ, L)hw−1,q(λ)uv∗ = −σmin(L(λ))uv∗.
(b) Now, ∂zL(λ) =∑mi=1 iAiλi−1 = −ηw,p(λ, L)∑mi=1 i(∇iNw−1,q)(zλ)λi−1. By Lemma 2.5, we have
∂zL(λ) = −ηw,p(λ, L)∇hw−1,q(λ)uv∗.
(c) We have
‖L‖w,p = ‖(‖A0‖, . . . , ‖Am‖)‖w,p = ηw,p(λ, L)‖(∇0Nw−1,q(zλ), . . . ,∇mNw−1,q(zλ))‖w,p.
ByLemma2.4,wehave‖(∇0Nw−1,q(zλ), . . . ,∇mNw−1,q(zλ))‖w,p = 1.Consequently,wehave‖L‖w,p =
ηw,p(λ, L).
(d) By (a) we have (L(λ) + L(λ))v = σmin(L(λ))u− σmin(L(λ))u = 0. Also u∗(L(λ) +L(λ)) =
σmin(L(λ))v
∗ − σmin(L(λ))v∗ = 0. Hence λ is an eigenvalue of L +L.
(e) By (b)wehaveu∗(∂zL(λ) + ∂zL(λ))v = u∗∂zL(λ)v − ηw,p(λ, L)∇hw−1,q(λ). Finally,whenσmin(L(λ))
is simple, the desired result follows from Theorem 6.2 (a). 
Wemention that Theorem 6.3 and [3, Theorem 4.1] are similar in spirit and the former generalizes
the latter to the case of matrix polynomials. We also mention that (c) and (d) in Theorem 6.3 have
been proved in [5, Proposition 14] for the special case when p = ∞.
Remark 6.4. A few comments about the results in Theorem 6.3, especially the case when p = 1 and
p = ∞, are in order. Set zλ :=(1, λ, . . . , λm).
1. Recall that for a weight vector w :=(w0,w1, . . . ,wm),w−1 = (w−10 ,w−11 , . . . ,w−1m ) with the con-
vention thatw−1
j
= 0 ifwj = 0. So for example, ifwi = 0 then∇iNw−1,q(zλ) = 0.HencebyTheorem
6.3 we have Ai = 0 which conforms with the fact that wi = 0 means Ai remains unperturbed.
2. Suppose that p = ∞. Then q = 1, and∇0Nw−1,1(zλ) = w−10 and∇iNw−1,1(zλ) = w−1i λ
i
|λi| . Recall that,
for i = 1 : m, the partial gradient ∇iNw−1,1(zλ) does not exist when λ = 0. Hence by conven-
tion ∇iNw−1,1(zλ) = 0 when λ = 0. Consequently, when λ = 0 by Theorem 6.3, we have A0 =
−w−1
0
ηw,∞(λ, L)uv∗ and Ai = 0 for i = 1 : m. Thus Aj remains unperturbed for j = 1 : m.
3. Finally, suppose that p = 1. Then q = ∞. Set Di :={z ∈ Cm+1 : Nw−1,∞(z) = w−1j |zj| = w−1i |zi| for
some j /= i}. Then the partial gradient ∇iNw−1,∞(zλ) does not exist if zλ ∈ Di. Hence by Theo-
rem 6.3, we have Ai = 0. Thus Theorem 6.3 does not provide us with a nonzero perturbed
polynomial L such that λ ∈ (L + L). This problem can easily be ﬁxed by redeﬁning Ai as
Ai := − ηw,1(λ, L)sign(λi)uv∗ and Aj = 0 for j /= i. This choice of L corresponds to the poly-
nomial obtained from Theorem 6.3 by deﬁning ∇jNw−1,∞(zλ) := limμ→λ ∇jNw−1,∞(zμ) for j = 0 :
m, where zμ :=(1,μ, . . . ,μm) is such that zμ /∈ Di and Nw−1,∞(zμ) = w−1i |μ|i. This shows that if
Nw−1,∞(zλ) = w−1i1 |λ|
i1 = · · · = w−1
ik
|λ|ik then anyone of the coefﬁcientmatrix Aj , j ∈ {i1, i2, . . . , ik},
can be perturbed by Aj := − ηw,1(λ, L)sign(λj)uv∗ leaving other coefﬁcients unperturbed and
each such choice will provide us with a perturbation L such that λ ∈ (L + L).
Representation of matrix polynomials in Cm+1 ⊗ Cn×n provides an interesting geometric insight
into optimal perturbations of matrix polynomials. The optimal perturbation L in Theorem 6.3 when
represented in the space Cm+1 ⊗ Cn×n takes the concise form
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L := − ∇(‖(1, λ, . . . , λm)‖w−1,q) ⊗ ηw,p(λ, L)uv∗,
where∇(‖(1, λ, . . . , λm)‖w−1,q) is the gradient of themapCm+1 → R, z 	→ ‖z‖w−1,q evaluated at (1, λ, . . . ,
λm). Recall that in this representationL is a linearmap from (Cm+1, ‖ · ‖q), the dual space of (Cm+1, ‖ ·
‖p), to (Cn×n, ‖ · ‖2) and hence restricting L on the subset A :={(1, z, . . . , zm) : z ∈ C} ⊂ Cm+1 we
obtain the polynomialL(z). Further, when σmin(L(λ)) is simple, we have uv
∗ = ∇σmin(L(λ)) and hence
the polynomial L above can also be written as
L := − ∇(‖(1, λ, . . . , λm)‖w−1,q) ⊗ ηw,p(λ, L)∇σmin(L(λ)),
where∇σmin(L(λ)) is the gradient of themapCn×n → R,X 	→ σmin(X) evaluated at L(λ), where σmin(X)
is the smallest singular value of X .
Wemention thatwhenCn×n is equippedwith a subordinatematrix norm, optimal perturbations in
the spaceLpm,w(C
n×n
, ‖ · ‖)have almost the same formand similar properties as those given in Theorem
6.3. If L ∈ Lpm,w(Cn×n, ‖ · ‖) is regular and λ ∈ C is not an eigenvalue of L then an optimal perturbation
L of L can be constructed by noting the fact that there exists vectors x ∈ Cn and y ∈ Cn such that
‖x‖ = 1, ‖L(λ)x‖ = ‖L(λ)−1‖−1 and ‖y‖∗ = 1, y∗x = 1, where ‖ · ‖∗ is the dual norm of the norm on Cn.
Indeed, we have the following result whose proof is easy and is similar to that of Theorem 6.3.
Theorem 6.5. Let ‖ · ‖ be a subordinate matrix norm on Cn×n and let L ∈ Lpm,w(Cn×n, ‖ · ‖) be regular.
Suppose that λ ∈ C is not an eigenvalue of L. Let x ∈ Cn be such that ‖x‖ = 1 and ‖L(λ)x‖ = ‖L(λ)−1‖−1.
Also, let y ∈ Cn be such that ‖y‖∗ = 1 and y∗x = 1, where ‖ · ‖∗ is the dual norm of the norm on Cn. Now
deﬁne the matrix polynomial L by
L := − ∇(‖(1, λ, . . . , λ
m)‖w−1,q)
‖(1, λ, . . . , λm)‖w−1,q
⊗ L(λ)xy∗,
where∇(‖(1, λ, . . . , λm)‖w−1,q) is thegradientof themapCm+1 → R, z 	→ ‖z‖w−1,q evaluatedat (1, λ, . . . , λm)
and p−1 + q−1 = 1. Then L is w-admissible and we have
‖L‖w,p = ηw,p(λ, L),L(λ) = −L(λ)xy∗ and (L(λ) + L(λ))x = 0.
Further, we have ∂zL(λ) = −
∇h
w−1,q(λ)
h
w−1,q(λ)
L(λ)xy∗.
For homogeneous matrix polynomials we have the following result. Recall that Nw,p(z) :=‖z‖w,p for
z ∈ Cm+1 and Hw,p(c, s) :=Nw,p(cm, cm−1s, . . . , sm) for (c, s) ∈ C2.
Theorem 6.6. LetL ∈ Lpm,w(Cn×n, ‖ · ‖2)be regularand (λ,μ) ∈ C2 \ {0}.Consider theSVDL(λ,μ) = UV∗
and set u :=U(:,n− k + 1 : n) and v :=V(:,n− k + 1 : n), where k is the multiplicity of σmin(L(λ,μ)). With
the convention that a partial gradient of Nw,p at z ∈ Cm+1 is 0 if it does not exist, we deﬁne
Ai := − ηw,p(λ,μ, L)(∇iNw−1,q)(λm, λm−1μ, . . . ,μm)uv∗
and consider the polynomial L(c, s) :=∑mi=0 cm−isiAi, where p−1 + q−1 = 1. Then L is w-admissible
and we have
(a) L(λ,μ) = −ηw,p(λ,μ, L)Hw−1,q(λ,μ)uv∗ = −σmin(L(λ,μ))uv∗,
(b) ∂cL(λ,μ) = −ηw,p(λ,μ, L)(∇cHw−1,q)(λ,μ)uv∗,
(c) ∂sL(λ,μ) = −ηw,p(λ,μ, L)(∇sHw−1,q)(λ,μ)uv∗,
(d) ‖L‖w,p = ηw,p(λ,μ, L),
(e) (L(λ,μ) +L(λ,μ))v = 0 and u∗(L(λ,μ) +L(λ,μ)) = 0,
1190 Sk.S. Ahmad, R. Alam / Linear Algebra and its Applications 430 (2009) 1171–1195
(f) u∗(∂cL(λ,μ) + ∂cL(λ,μ))v = u∗∂cL(λ,μ)v − ηw,p(λ,μ, L)(∇cHw−1,q)(λ,μ)Ik ,
(g) u∗(∂sL(λ,μ) + ∂sL(λ,μ))v = u∗∂sL(λ,μ)v − ηw,p(λ,μ, L)(∇sHw−1,q)(λ,μ)Ik ,
where Ik ∈ Ck×k is the identity matrix.
If σmin(L(c, s)) is simple, (∇cHw−1,q)(λ,μ) and (∇sHw−1,q)(λ,μ) exist, then we have
u∗(∂sL(λ,μ) + ∂sL(λ,μ))v = u∗∂sL(λ,μ)v − ηw,p(λ,μ, L)(∇sHw−1,q)(λ,μ)
= Hw−1,q(λ,μ)∇sηw,p(λ,μ, L),
u∗(∂cL(λ,μ) + ∂cL(λ,μ))v = u∗∂cL(λ,μ)v − ηw,p(λ,μ, L)(∇cHw−1,q)(λ,μ)
= Hw−1,q(λ,μ)∇cηw,p(λ,μ, L).
Proof. (a) Consider L(c, s) =∑mi=0 cm−isiAi and set zλμ :=(λm, λm−1μ, . . . ,μm). Then we have
L(λ,μ) = −ηw,p(λ,μ, L)∑mi=0 λm−iμm∇iNw−1,q(zλμ)uv∗. By Lemma 2.4, we have ∑mi=0 λm−iμm
∇iNw−1,q(zλμ) = Hw−1,q(λ,μ). Hence we have
L(λ,μ) = −ηw,p(λ,μ, L)Hw−1,q(λ,μ)uv∗ = −σmin(L(λ,μ))uv∗.
(b) Now, ∂cL(λ,μ) = −ηw,p(λ,μ, L)∑m−1i=0 (m− i)λm−i−1μi∇iNw−1,q(zλμ)uv∗. By Lemma 2.5, we have
m−1∑
i=0
(m− i)λm−i−1μi∇iNw−1,q(zλμ) = ∇cHw−1,q(λ,μ).
Hence ∂cL(λ,μ) = −ηw,p(λ,μ, L)(∇cHw−1,q)(λ,μ)uv∗.
(c) Similarly,wehave ∂sL(λ,μ) = −ηw,p(λ,μ, L)∑mi=1 iλm−iμi−1∇iNw−1,q(zλμ)uv∗. By Lemma2.5,we
have
∑m−1
i=1 iλ
m−iμi−1∇iNw−1,q(zλμ) = (∇sHw−1,q)(λ,μ). Hence
∂sL(λ,μ) = −ηw,p(λ,μ, L)(∇sHw−1,q)(λ,μ)uv∗.
(d) Next, we have
‖L‖w,p = ‖(‖A0‖, . . . , ‖Am‖)‖w,p
= ηw,p(λ,μ, L)‖(∇0Nw−1,q(zλμ), . . . ,∇mNw−1,q(zλμ))‖w,p.
ByLemma2.4,wehave ‖(∇0Nw−1,q(zλμ), . . . ,∇mNw−1,q(zλμ))‖w,p = 1. Consequently,wehave ‖L‖w,p =
ηw,p(λ,μ, L).
(e) By (a) we have (L(λ,μ) + L(λ,μ))v = σmin(L(λ,μ))u− σmin(L(λ,μ))u = 0. Similarly, u∗(L(λ,μ) +
L(λ,μ)) = σmin(L(λ,μ))v∗ − σmin(L(λ,μ))v∗ = 0.
(f) By (b) we have ∂cL(λ,μ) = −ηw,p(λ,μ, L)(∇cHw−1,q)(λ,μ)uv∗. Hence u∗(∂cL(λ,μ) + ∂cL(λ,μ))v =
u∗(∂cL(λ,μ))v − ηw,p(λ,μ, L)(∇cHw−1,q)(λ,μ)Ik .
(g) By (c) we have ∂sL(λ,μ) = −ηw,p(λ,μ, L)(∇sHw−1,q)(λ,μ)uv∗. Hence u∗(∂sL(λ,μ) + ∂sL(λ,μ))v =
u∗(∂sL(λ,μ))v − ηw,p(λ,μ, L)(∇sHw−1,q)(λ,μ)Ik .
Finally, if σmin(L(λ,μ)) is simple, ∇cHw−1,q(λ,μ) and ∇sHw−1,q(λ,μ) exist, then by Theorem 6.2, we
have
u∗(∂sL(λ,μ) + ∂sL(λ,μ))v = u∗∂sL(λ,μ)v − ηw,p(λ,μ, L)(∇sHw−1,q)(λ,μ)
= Hw−1,q(λ,μ)∇sηw,p(λ,μ, L),
u∗(∂cL(λ,μ) + ∂cL(λ,μ))v = u∗∂cL(λ,μ)v − ηw,p(λ,μ, L)(∇cHw−1,q)(λ,μ)
= Hw−1,q(λ,μ)∇cηw,p(λ,μ, L). 
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Remark 6.7. Recall that zλμ :=(λm, λm−1μ, . . . ,μm). Suppose that p = 1 and that Nw−1,∞(zλμ) =
w−1
i1
|λm−i1μi1 | = · · · = w−1
ik
|λm−ikμik |. Then∇jNw−1,∞(zλμ)doesnotexist for j ∈ {i1, . . . , ik}. Consequently,
Theorem 6.6 does not provide us with a nonzero polynomial L such that (λ,μ) ∈ (L + L). How-
ever, as in the case of nonhomogeneous polynomials, perturbing anyone of the coefﬁcient matrix
Aj , j ∈ {i1, . . . , ik}, by Aj := − ηw,1(λ,μ, L)sign(λm−jμj)uv∗ and setting Ai :=0 for i /= j, we obtain a
polynomial L such that (λ,μ) ∈ (L + L). The polynomial L so constructed corresponds to the
polynomial obtained fromTheorem6.6 by deﬁning∇jNw−1,∞(zλμ) := lim(c,s)→(λ,μ) ∇jNw−1,∞(zcs), where
zcs :=(cm, cm−1s, . . . , sm) is such that Nw−1,∞(zcs) = w−1i |cm−isi| and w−1j |cm−jsj| < Nw−1,∞(zcs) for j /= i.
The optimal perturbation L in Theorem 6.6 when represented in the space Cm+1 ⊗ Cn×n takes
the concise form
L := − ∇(‖(λm, λm−1μ, . . . ,μm)‖w−1,q) ⊗ ηw,p(λ,μ, L)uv∗,
where ∇(‖(λm, λm−1μ, . . . ,μm)‖w−1,q) is the gradient of the mapCm+1 → R, z 	→ ‖z‖w−1,q evaluated at
(λm, λm−1μ, . . . ,μm). When Cn×n is equipped with a subordinate matrix norm, we easily obtain an
analogue of Theorem 6.5.
Now we deﬁne the notion of generic and nongeneric critical points of the functions z 	→ ηw,p(z, L)
and (c, s) 	→ ηw,p(c, s, L).
Deﬁnition 6.8. Let λ ∈ C. Then λ is said to be a generic critical point of ηw,p if σmin(L(λ)) is simple and
∇ηw,p(λ, L) = 0. If σmin(L(λ)) is multiple then λ is said to be a nongeneric critical point of ηw,p. If the
multiplicity of σmin(L(λ)) is k thenμ is said to be a nongeneric critical point ofmultiplicity k. A complex
number is said to be a critical point of ηw,p if it is either a generic or a nongeneric critical point of ηw,p.
Critical points of ηw,p(c, s, L) are deﬁned similarly.
We show that critical points of ηw,p are multiple eigenvalues of appropriate matrix polynomials.
For this purpose, we brieﬂy review a necessary and sufﬁcient condition for an eigenvalue of a matrix
polynomial to be multiple. If λ is an eigenvalue of a matrix A then Wilkinson [22] proved that λ is
multiple if and only if there exists left and right eigenvectors u and v, respectively, of A corresponding
to λ such that u∗v = 0. For a regular matrix pencil A− zB, it turns out that λ is a multiple eigenvalue if
and only if there exists left and right eigenvectors u and v, respectively, of A− zB corresponding to λ
such that u∗Bv = 0. A simple proof of this result is given in [1,2] by usingWilkinson’s characterization
ofmultiple eigenvalues ofmatrices. Now considering a linearization of amatrix polynomial Lweeasily
obtain a characterization formultiple eigenvalues of L. Indeed, λ ∈ C is amultiple eigenvalue of L if and
only if there exists left and right eigenvectors u and v of L corresponding to λ such that u∗∂zL(λ)v = 0.
For completeness, we provide a proof of this result.
Theorem 6.9. (a) Let L(z) =∑mi=0 ziAi be regular and λ ∈ (L). Then λ is a multiple eigenvalue if and only
if there exists left and right eigenvectors u and v of L corresponding to λ such that u∗∂zL(λ)v = 0.
(b) Let L(c, s) =∑mi=0 cm−isiAi be regular and (c0, s0) ∈ (L). Then (c0, s0) is a multiple eigenvalue
if and only if there exists left and right eigenvectors u and v of L corresponding to (c0, s0) such that
(u∗∂cL(c0, s0)v,u∗∂sL(c0, s0)v) = 0.
Proof. Consider the pencils CL(z) :=X − zY and CL(c, s) :=cX − sY, where
X :=
⎡
⎢⎢⎢⎢⎢⎢⎣
0 −I 0 . . . 0
0 0 −I . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . −I
A0 A1 . . . Am−1
⎤
⎥⎥⎥⎥⎥⎥⎦
and Y :=
⎡
⎢⎢⎢⎢⎢⎢⎣
−I 0 . . . 0
0 −I . . . 0
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . −I 0
0 0 . . . 0 −Am
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Note that CL is a linearization of L.
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Set Z :=
⎡
⎢⎢⎣
v
λv
.
.
.
λm−1v
⎤
⎥⎥⎦ andW :=
⎡
⎢⎢⎢⎢⎣
(A1 + λA2 + · · · + λm−1Am)∗u
(A2 + λA3 + · · · + λm−2Am)∗u
.
.
.
(Am−1 + λAm)∗u
u
⎤
⎥⎥⎥⎥⎦. Then it is easy to see thatW∗CL(λ) = 0 and
CL(λ)Z = 0. Thus λ is an eigenvalue of CL(z), andW and Z are left and right eigenvectors corresponding
to λ. Hence λ is a multiple eigenvalue of CL(z) if and only if W
∗YZ = 0. By construction, we have
W∗YZ = −u∗∂zL(λ)v. Hence λ is multiple eigenvalue of L(z) if and only if u∗∂zL(λ)v = 0.
Next, for (c, s) ∈ C2 \ {0}, set λ :=s/cwhen c /= 0 andμ :=c/swhen s /= 0. Then L(c, s) = cmL(λ)when
c /= 0 and L(c, s) = smrevL(μ) when s /= 0, where revL is the reversal of L, that is, revL(z) = zmL(1/z).
Then taking partial derivatives of L(c, s), we have
u∗∂cL(c0, s0)v = −cm−20 s0u∗∂λL(λ0)v,u∗∂sL(c0, s0)v = cm−10 u∗∂λL(λ0)v
when c0 /= 0, and
u∗∂cL(c0, s0)v = sm−10 u∗∂μrevL(μ0)v,u∗∂srevL(c0, s0)v = −sm−20 c0u∗∂μrevL(μ0)v
when s0 /= 0. Note that ∞ is a multiple eigenvalue of L(z) if and only if 0 is a multiple eigenvalue of
revL(z). Hence the desired result follows from (a). 
We mention that an alternative proof of Theorem 6.9(a) can be found in ([5], Proposition 16).
The next result shows that the critical points of ηw,p(z, L) are multiple eigenvalues of appropriately
perturbed polynomials.
Theorem 6.10. Let L ∈ Lpm,w(Cn×n, ‖ · ‖2) be regular. For λ ∈ C, construct the polynomialL as in Theorem
6.3. Then we have ‖L‖w,p = ηw,p(λ, L). If λ is a generic critical point of ηw,p(z, L) then λ is a defective
eigenvalue of L + L.On the other hand, if λ is a nongeneric critical point of ηw,p(z, L) of multiplicity k then
λ is a multiple eigenvalue of L + L of geometric multiplicity k.
Proof. By Theorem 6.3, we have ‖L‖w,p = ηw,p(λ, L), L(λ)v + L(λ)v = 0 and u∗(L(λ) + L(λ)) = 0. If
λ is a generic critical point then we have ∇ηw,p(λ, L) = 0. Hence by Theorem 6.3, we have u∗∂z(L(λ) +
L(λ))v = hw−1,q(λ)∇ηw,p(λ, L) = 0. Consequently, by Theorem 6.9, λ is a multiple eigenvalue of L +
L. Since by construction rank(L(λ) + L(λ)) = n− 1, it follows that λ is a defective eigenvalue of
L + L.
Nowwhen λ is a nongeneric critical point of multiplicity k, by Theorem 6.3, we have (L(λ) + L(λ))
v(:, j) = 0,u(:, j)∗(L(λ) + L(λ)) = 0 for j = 1 : k. Hence the result follows. 
Obviously, similar result holds for homogeneous polynomials. Indeed, we have the following result
for homogeneous polynomials whose proof follows from Theorem 6.6.
Theorem 6.11. Let L ∈ Lpm,w(Cn×n, ‖ · ‖2) be a regular polynomial given by L(c, s) :=
∑m
i=0 cm−isiAi. For
nonzero (λ,μ) ∈ C2, construct the polynomialL as in Theorem6.6. Thenwehave ‖L‖w,p = ηw,p(λ,μ, L).
If (λ,μ) is a generic critical point of ηw,p(c, s, L) then (λ,μ) is a defective eigenvalue of L + L. On the other
hand, if (λ,μ) is a nongeneric critical point of ηw,p(c, s, L) ofmultiplicity k then (λ,μ) is amultiple eigenvalue
of L + L of geometric multiplicity k.
Thus we see that critical points of the function z 	→ ηw,p(z, L) are multiple eigenvalues of appropri-
ately perturbed polynomials. Although determining all the critical points of ηw,p(z, L) is a nontrivial
task, it turns out that some critical points of ηw,p(z, L) can be read off from the pseudospectra of L.
More precisely, we now show that common boundary points of components of pseudospectra of L are
in fact critical points of ηw,p(z, L).
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Theorem 6.12. Let L ∈ Lpm,w(Cn×n, ‖ · ‖2) be a regular polynomial. Suppose that two components of(L)
coalesce at μ as  → δ. Then ηw,p(μ, L) = δ. Further, μ is either a nongeneric critical point of ηw,p(z, L) for
1 p∞ or the following holds:
(a) If 1 < p < ∞ and p/(p− 1) is an integer then μ is a generic critical point of ηw,p.
(b) If p = ∞ then μ is a generic critical point of ηw,p provided that μ /= 0.
(c) If p = 1 then μ is a generic critical point of ηw,p provided that (1,μ, . . . ,μm) ∈ Cm+1 \ D, where
D :={z ∈ Cm+1 : w−1
i
|zi| = w−1j |zj| = ‖z‖w−1,∞ for some i /= j}.
Proof. Recall that ∂δ(L) ⊂  :={z ∈ C : ηw,p(z, L) = δ}. Consequently, we have ηw,p(μ, L) = δ. Now, if
σmin(L(μ)) is multiple then μ is a nongeneric critical point of ηw,p. On the other hand, if σmin(L(μ)) is
simple thenbyProposition2.3 andTheorem6.2, ηw,p(z, L) is differentiable in a neighbourhoodNμ ofμ
for 1 < p < ∞. Sinceμ lies on the commonboundary of two components, in viewof Proposition 5.9, the
curve ∩Nμ consists of two arcs intersecting atμ. Hence by Implicit Function Theorem∇ηw,p(μ, L) =
0. When p = ∞, ηw,p(z, L) is differentiable for μ /= 0 and when p = 1, ηw,p(z, L) is differentiable at μ if
(1,μ, . . . ,μm) ∈ Cm+1 \ D. Hence the result follows. 
This shows that commonboundary points of components of pseudospectra of L are critical points of
ηw,p(λ, L). Consequently, by Theorem 6.10 we conclude that common boundary points of components
of(L) are in fact multiple eigenvalues of appropriately perturbed polynomials whose distance from
L is equal to . For the special case when p = ∞, generalizing ([3], Theorem 4.5) to the case of matrix
polynomials, it is shown in ([5], Theorem 18) that common boundary points of components of (L)
are multiple eigenvalues of appropriately perturbed polynomials.
Observe that if L ∈ Lpm,w(Cn×n, ‖ · ‖2) is a regular polynomial and hasmn distinct eigenvalues then
Theorem6.10 provides a polynomial having amultiple eigenvaluewhenever a critical point of ηw,p(z, L)
is available. A minimal critical point of ηw,p, that is, the critical point at which ηw,p takes the smallest
value among all the critical points, is of special interest and Theorem 6.12 tells us where to look for it.
This brings us to Wilkinson’s problem for matrix polynomials.
7. Wilkinson’s problem for matrix polynomials
Given a matrix A ∈ Cn×n having n distinct eigenvalues, the problem of determining A having the
smallest norm such that A+ A has a multiple eigenvalue is widely known as Wilkinson’s problem
[15,19–22]. It is shown in [3, Theorem 5.1] that a solution of Wilkinson’s problem can be constructed
from the pseudospectra of A. For the special case when p = ∞, generalizing [3, Theorem 5.1] to the
case of matrix polynomials, it is shown in [5, Corollary 20] that a solution of Wilkinson’s problem for
matrix polynomials can be read off from the pseudospectra of the matrix polynomial as well. We now
analyze Wilkinson’s problem for 1 p∞.
Wilkinson’s problem: let L ∈ Lpm,w(Cn×n, ‖ · ‖2) be a regular polynomial having n distinct eigenvalues.
Deﬁne
d(L) := inf{‖L‖w,p : L ∈ Lpm,w(Cn×n, ‖ · ‖2) and L + L has a multiple eigenvalue}.
ThendetermineL ∈ Lpm,w(Cn×n, ‖ · ‖2) such thatL + L hasamultiple eigenvalueand that ‖L‖w,p =
d(L).
We now show that a solution of Wilkinson’s problem can be constructed from the pseudospec-
tra of matrix polynomials. We consider the space of polynomials Lpm,w(C
n×n
, ‖ · ‖2) and assume that
p/(p− 1) is an integer or p = ∞. So, let L ∈ Lpm,w(Cn, ‖ · ‖2) be a regular polynomial havingmn distinct
eigenvalues. Recall that (L) consists of at most mn components and each component contains at
least one eigenvalue of L. Since L has mn distinct eigenvalues, for sufﬁciently small ,(L) consists
of mn components. Let #((L)) denotes the number of components of (L). Then if  is such that
#((L)) = mn then obviouslywe haved(L) > . Thus, in viewof Theorem6.12, it is now clear thatd(L)
can be read off from the pseudospectra of L. Indeed, let δ be such that #((L)) = mnwhen  < δ and
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#((L)) mn− 1 when   δ. Then we have d(L) = δ. Note that at least two components of (L)
coalesce as  → δ.
Theorem 7.1. LetL ∈ Lpm,w(Cn×n, ‖ · ‖2)bea regularpolynomialhavingmndistinct eigenvalues.Let#((L))
denote the number of components of(L). Let δ > 0 be such that #((L)) = mn if  < δ and #((L))
mn− 1 if   δ. Then we have d(L) = δ. Let μ be a common boundary point of two components ofδ(L).
Consider the SVD L(μ) = UV∗ and set σ :=(n,n). Then we have
d(L) = ηw,p(μ, L) = σ‖(1,μ, . . . ,μm)‖w−1,q
= δ.
If σ is multiple then set u :=U(:,n− 1 : n) and v :=V(:,n− 1 : n), else set u :=U(:,n) and v :=V(:,n). Deﬁne
Ai := −
w
−q
i
σsign(μi)|μ|i(q−1)uv∗
‖(1,μ, . . . ,μm)‖q
w−1,q
for i = 0 : m,
where sign(z) :=z/|z| if z /= 0 and sign(0) = 0. Consider the polynomial L(z) =∑mi=0 ziAi. Then d(L) =
‖L‖w,p = ηw,p(μ, L). Further, μ is a defective (resp., multiple) eigenvalue of L + L when σ is simple
(resp.,multiple).
Proof. Since at least two components of (L) coalesce at μ as  → δ, by Theorem 6.12, μ is a critical
point of ηw,p(z, L). Hence d(L) = δ. Now the desired results follow from Theorem 6.10. 
Setting p = ∞ in Theorem 7.1, we obtain the solution ofWilkinson’s problem provided in [5, Corol-
lary 20]. Now recall that an inﬁnite eigenvalue of L, if any, can be treated at par with ﬁnite eigenvalues
by considering homogenous form of L. We now present an analogue of Theorem 7.1 for homogeneous
polynomials.
Theorem 7.2. Let L ∈ Lpm,w(Cn×n, ‖ · ‖2) be a regular homogeneous polynomial having mn distinct eigen-
values. Let #((L)) denote the number of components of(L). Let δ > 0 be such that #((L)) = mn if
 < δ and #((L)) mn− 1 if   δ. Then we have d(L) = δ. Let (λ,μ) be a common boundary point of
two components ofδ(L). Consider the singular value decomposition L(λ,μ) = UV∗ and set σ :=(n,n).
Then we have
d(L) = ηw,p(λ,μ, L) = σ‖(λm, λm−1μ, . . . ,μm)‖w−1,q
= δ.
If σ is multiple then set u :=U(:,n− 1 : n) and v :=V(:,n− 1 : n), else set u :=U(:,n) and v :=V(:,n). Deﬁne
Ai := −
w
−q
i
σsign(λm−iμi)|λ|(m−i)(q−1)|μ|i(q−1)uv∗
‖(λm, λm−1μ, . . . ,μm)‖q
w−1,q
for i = 0 : m
andconsider thepolynomialL(c, s) =∑mi=0 cm−isiAi.Thend(L) = ‖L‖w,p = ηw,p(λ,μ, L). Further, (λ,μ)
is a defective (resp.,multiple) eigenvalue of L + L when σ is simple (resp.,multiple).
8. Conclusion
We have developed a general framework in the setting of normed linear spaces of matrix polyno-
mials for a systematic analysis of spectral perturbations of matrix polynomials. We have presented a
family of natural norms on the space of polynomials and have shown that the geometry of the spaces
Cm+1 and Cn×n play a crucial role in the perturbation analysis of matrix polynomials in Lm(Cn×n).
We have presented a general definition of pseudospectra of matrix polynomials and have shown that
the pseudospectra of matrix polynomials well known in the literature follow as special cases.We have
shown that the pseudospectra of matrix polynomials can be deﬁned and analyzed in the same way as
that of thematrices.Wehave deﬁned and analyzed critical points of backward error functions andhave
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shown that a critical point is a multiple eigenvalue of an appropriately perturbedmatrix polynomials.
As a consequence, we have shown that a solution of Wilkinson’s problem for matrix polynomials can
be read off from the pseudospectra of matrix polynomials.
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