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Abstract
On different time-intervals it can be useful to empirically determine whether the measurement process being observed is funda-
mental and representative of actual discrete events, or whether these measurements can still be faithfully represented as random
samples of some underlying continuous process. As sampling time-scales become smaller for a continuous-time process one can
expect to be able to continue to measure correlations, even as the sampling intervals become very small. However, with a discrete
event process one can expect the correlation measurements to quickly break-down. This is a theoretically well explored problem.
Here we concern ourselves with a simulation based empirical investigation that uses the Epps effect as a discriminator between
situations where the underlying system is discrete e.g. a D-type Hawkes process, and when it can still be appropriate to represent
the problem with a continuous-time random process that is being asynchronously sampled e.g. an asynchronously sampled set of
correlated Brownian motions. We derive a method aimed to compensate for the Epps effect from asynchrony and then use this to
discriminate. We are able to compare the correction on a simple continuous Brownian price path model with a Hawkes price model
when the sampling is either a simple homogeneous Poisson Process or a Hawkes sampling process. This suggests that Epps curves
can sometimes provide insight into whether discrete data are in fact observables realised from fundamental co-dependent discrete
processes, or when they are merely samples of some correlated continuous-time process.
Keywords: Epps effect, Hawkes process, Asynchronous sampling
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1. Introduction
Financial time series have traditionally been modelled using
continuous-time stochastic processes with Brownian diffusions
(Karatzas and Shreve, 1998). This was before the wide avail-
ability of high frequency data from a time when prices were
modelled at coarser time scales; such as daily, weekly and
longer sampling frequencies. With the advent of high quality
intraday data there has been a surge in literature investigating
intraday price dynamics.
The processes generating intraday data are generally re-
lated to the order-flow of parent orders executed in continuous
double-auction markets rather than the result of static supply
and demand equilibrium resulting from an end of day auction
process. It is these day-end closing auctions that generate typi-
cal low-frequency price data. A popular approach to represent-
ing higher-frequency data has been latent price models. Here
the observed prices consist of an underlying Brownian diffu-
sion which is contaminated with noise or dressed with jumps.
This has been well investigated Zhang (2010); Ait-Sahalia et al.
(2010); Griffin and Oomen (2011).
Due to the discrete nature of measured price variations, and
the random arrival of trades alternative price models have been
proposed by Bacry et al. (2013a,b). Of specific interest here is
the modelling of prices as discrete connected events where the
prices live on an inhomogeneous tick-grid.
Key phenomenology relating to correlation dynamics in high
frequency finance on such a tick-grid is the decay of correla-
tions as the sampling intervals decrease. This was first no-
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ticed by Epps (1979), and has since been known as the Epps
effect. Understanding which of these price models better repre-
sents the empirical observations is important in answering ques-
tions about the correlation dynamics in high frequency finance.
Specifically, is the Epps effect a bias?
This questions whether or not latent price models can be rea-
sonable representations of the data generating processes. Is
correlation perhaps an emergent property dependent on time-
scales? If this is the case then correlations can be the result of
complexity and collective interaction dynamically aggregated
in a way that cannot be faithfully represented by traditional
stochastic processes even with clever sampling and additional
sources of noise. The key question here is then: Are latent price
models actually good-enough?
Latent price models assume an underlying diffusion compo-
nent which has instantaneous correlation dynamics. The corre-
lations are not an emergent property. This means that the cor-
relation does not depend on the sampling intervals ∆t. There-
fore under these models, the Epps effect is a statistical anomaly
(apart from the effects of genuine lead-lags). However, corre-
lation is an emergent property dependent on time-scales when
the price model is from discrete connected events (Bacry et al.,
2013a). Meaning that decision making with correlations re-
quire a careful choice of the time-scales under investigation.
This can be of particular importance if there is a hierarchy
of causal scales within the high-frequency domain (Hendricks
et al., 2016).
The Epps effect is a prevalent issue in high frequency fi-
nance and has been observed in stock markets and foreign ex-
change markets (See Mastromatteo et al. (2011) and references
therein). More recently, Chang et al. (2019) has shown the ex-
istence of this effect under volume time averaging. Many re-
searchers have investigated the issue.
The literature has identified three main sources contribut-
ing towards this effect: (i) asynchrony, (ii) lead-lag and (iii)
tick-size. Concretely, modelling asynchrony from Poisson sam-
pling, Reno` (2001) explored the effect of asynchrony under the
presence of lead-lag. Precup and Iori (2007) demonstrated the
impact different levels of asynchrony has on the Epps effect.
Around the same time Tth and Kertsz (2007) derived an analyt-
ical expression characterising the Epps effect as a function of
the rate from the Poisson sampling. This lead to the realisation
that one can decompose the correlation at time interval ∆t as a
function of the correlation at a smaller time interval ∆t0 (To´th
and Kerte´sz, 2009). Subsequently, Mnnix et al. (2010) inves-
tigated the direct impact of tick-size on the Epps effect. They
were able to find a representation that combined the compen-
sation of tick-size with asynchrony (Mnnix et al., 2011). The
analytical expression characterising the Epps effect in Tth and
Kertsz (2007) was then further extended by Mastromatteo et al.
(2011) to separate the effects from asynchrony, to that of lead-
lag.
Researchers have argued that statistical causes such as asyn-
chrony, which induce the Epps effect, is a bias which requires a
correction (Hayashi and Yoshida, 2005; Zhang, 2010; Buccheri
et al., 2019). Many methods have been proposed to fix this.
The canonical approach of Hayashi and Yoshida (2005) pro-
pose a cumulative covariance estimator. The Epps effect can
also be characterised in terms of the probability of flat trading
(Buccheri et al., 2019) to provide a correction, or compensator
for the Epps effect.
Here we provide a correction based on the distortion resulting
from partial overlapping intervals from the sampling process,
largely based on insights and innovations of Tth and Kertsz
(2007); Mastromatteo et al. (2011); Mnnix et al. (2011). Meth-
ods aimed at compensating the effect due to asynchrony all as-
sume that there is some underlying synchronous process, with
some true correlation for which we are interested in. This is
the key underlying representation assumption we are concerned
about.
An unresolved issue regarding the Epps effect is that empiri-
cal studies compensating for these statistical causes cannot ex-
plain the entirety of the Epps effect (Mastromatteo et al., 2011;
Mnnix et al., 2011). To´th and Kerte´sz (2009) conjectured that
this residual effect may be related to time scales of our human
reaction - it is behavioural. Here we demonstrate that the resid-
ual Epps effect can still retain a statistical explanation if the
underlying price model is formed from discrete and connected
events; such as a D-type Hawkes process. We are concerned
that “behavioural” arguments are premature, and may provide a
smoke-screen in defense of a possibly inappropriate underlying
representation.
Concretely, we simulate price models generated from a cor-
related Brownian motion and a connected Hawkes process, as
used in Bacry et al. (2013a). These price paths are then sampled
using a homogeneous Poisson process and a Hawkes process.
The correction methods are compared for the different price
models with the different asynchronous sampling. Through
these experiments we are able to demonstrate additional sta-
tistical causes for the residual Epps effect.
In a simulation setting we show that the residual Epps effect
can be used as a discriminator to determine whether the price
model is from a continuous-time stochastic process, or from a
discrete connected system. This argues that the residual Epps
effect, with the correct combination of related assets, strong
enough inter-dependencies across assets, and sufficiently differ-
ent asynchronous sampling rates, can be the “smoking gun” of
a truly discrete world of events. A world that cannot be faith-
fully represented using sampling within the latent continuous
time price perspective.
The paper proceeds as follows: Section 2 demonstrates how
the Epps effect arises from asynchrony. We introduce three
methods to compensate for this effect. In Section 3 we intro-
duce the Hawkes process and its properties. The experiments
in Section 4 show how the Epps effect can be used to deter-
mine if the price model is grounded with a Brownian motion
model, or a Hawkes price model - this is under a simulation set-
ting. We demonstrate using experiments a statistical cause for
the residual Epps effect. Section 5 then applies these techniques
to equities on the Johannesburg Stock Exchange (JSE). This is
an empirical attempt to determine if measured high-frequency
prices are better represented as a continuous-time stochastic
processes, or a discrete connected process. Lastly, Section 6
we end with some closing remarks.
2
2. Asynchrony: Compensating for the Epps effect
2.1. The Epps effect from asynchrony
Consider a multivariate diffusion process as the underlying
representation of the stochastic nature of a log-price of the i-
th asset at time t. We assume that the process has stationary
increments dXit . Let the finite variation over the interval ∆t by
given by:
Xi∆t =
∫ ∆t
0
dXit . (1)
The infinitesimal lagged correlation between asset i and j are
taken to be: 〈
dXitdX
j
t′
〉
= ci jt−t′dtdt
′, (2)
where ci jt−t′ is defined as:
ci jt−t′ =
δt−t′ if i = j,cδt−t′ if i 6= j, (3)
and δ denotes the Dirac delta function at 0. Meaning δx equals
1 when x = 0, and equals 0 when x 6= 0. We want to examine
the behaviour of the covariance process Ci j
∆t =
〈
Xi
∆tX
j
∆t
〉
on time
scales ∆t. This can be computed using eq. (2) as:
Ci j
∆t =
∫ ∆t
0
∫ ∆t
0
ci jt−t′dtdt
′. (4)
We can use eqs. (3) and (4) to show that for synchronous cases
we have correlations:
Ci j
∆t = c∆t,
Cii∆t = ∆t.
(5)
Therefore, the correlation for the synchronous process is:
ρ
i j
∆t = C
i j
∆t ·
(
Cii∆t ·C j j∆t
)− 12
= c. (6)
Again, for the synchronous process, we find that both the vari-
ance and covariance scale linearly with the sampling interval
∆t. This shows that the correlation is independent of ∆t. Mas-
tromatteo et al. (2011) characterize the Epps effect by saying
that the Epps effect is present whenever ρi j
∆t depends on ∆t, and
is absent otherwise.
A property of high-frequency finance is that on a tick by
tick scale observed prices are asynchronous. Meaning that
prices rarely arrive simultaneously, and moreover, many sam-
pling points contain no trades. Several estimators have been
proposed to explicitly deal with the asynchrony, such as that
proposed by Hayashi and Yoshida (2005), or the Fourier esti-
mator proposed by Malliavin and Mancino (2009).
A derivation of the Epps effect arising from asynchrony can
be found by creating a new synchronised series from the orig-
inal asynchronously sampled series using the previous tick in-
terpolation. To this end, let U i = {tik}k∈Z, be the set of asyn-
chronous arrival times observed between [0,T ], for the syn-
chronous process dXit . Using these two elements, we can con-
struct the synchronised asynchronous process:
X˜i∆t =
∫ ti2
ti1
dXit , (7)
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Figure 1: The figure plots a realisation of the synchronous process Xi
∆t (dotted
line) and the asynchronous process X˜i
∆t (solid line). Here we use a simple case
where the inter-arrival distribution of U i is exponential with λ = 1/15.
where ti1 = max{tik ∈ U i|tik ≤ 0} and ti2 = max{tik ∈ U i|tik ≤ ∆t}.
The resulting asynchronous process is piece-wise constant with
jumps at tik ∈ U i. A comparison of the two process Xi∆t and X˜i∆t
can be seen in Figure 1.
Given U i and U j, the covariance of the asynchronous process
can be defined as:
C˜i j
∆t = E
[〈
X˜i∆tX˜
j
∆t
〉∣∣∣∣U iU j]
= E
∫ ti2
ti1
∫ t j2
t j1
ci jt−t′dtdt
′
∣∣∣∣∣∣∣U iU j

= c · E
[∣∣∣∣[ti1, ti2] ∩ [t j1, t j2]∣∣∣∣] .
(8)
Here E [·] is the expectation of the sampling process. Similarly,
the variance is defined as:
C˜ii∆t = E
[∣∣∣∣[ti1, ti2] ∩ [ti1, ti2]∣∣∣∣] . (9)
Given U i and U j we can estimate the sampling process expec-
tation by defining a new variable γi(t) = max{tik : tik ≤ t} for
t ∈ [0,T ]. We can use a discretisation size ∆t to compute:
κˆ
i j
∆t = E
[∣∣∣∣[γi(t − ∆t), γi(t)] ∩ [γ j(t − ∆t), γ j(t)]∣∣∣∣] . (10)
The correlation of the asynchronous process is then given by:
ρ˜
i j
∆t = c · κˆi j∆t
(
κˆii∆t · κˆ j j∆t
)− 12 . (11)
This depends on ∆t; therefore the Epps effect is present.
The intuition is best explained by Mnnix et al. (2011) and in
eq. (8). When the intervals
[
ti1, t
i
2
]
and
[
t j1, t
j
2
]
overlap, the cor-
relation from the synchronous process X∆t is being extracted,
while the non-overlapping intervals are uncorrelated. There-
fore, the correlation of the asynchronous process will be dis-
torted by the non-overlapping intervals.
This approach has been previously investigated by Tth and
Kertsz (2007); Mastromatteo et al. (2011); Mnnix et al. (2011).
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The key difference between the work of Tth and Kertsz (2007);
Mastromatteo et al. (2011) is that a specific distribution for the
sampling process with stationary increments is chosen before-
hand (usually a homogeneous Poisson), whereas here we only
require that the sampling process have stationary increments.1
This can be useful because characterising the Epps effect with a
specific a-priori distribution requires knowledge about the dis-
tribution ofW∆t defined as:
W∆t = min
{
γi(t), γ j(t)
}
−max
{
γi(t − ∆t), γ j(t − ∆t)
}
, (12)
This is not always easy to convincingly obtain. Using the Pois-
son example, eq. (11) becomes:
ρ˜
i j
∆t = c
(
1 +
1
λ∆t
(
e−λ∆t − 1
))
. (13)
The difference here and the work of Mnnix et al. (2011) is that
they apply the correction in the estimation of ρ˜i j
∆t, for return
intervals that overlap. Whereas we separate the estimation of
ρ˜
i j
∆t and κˆ
i j
∆t. This makes the correction simpler to compute.
2.2. Correcting for an Epps effect from asynchrony
Here the Epps effect arises from sampling. For this reason the
effect can be corrected; it can be compensated for. We proceed
to discuss a few methods to do so. A key assumption underly-
ing the correction is that there exists an underlying “true” and
synchronous process which has some correlation quantity we
are interested in. The observed samples are then merely reali-
sations from this underlying process (Chang et al., 2019).
We can use the Malliavin and Mancino (2002, 2009) esti-
mator cast into the framework of fast Fourier methods (Chang
et al., 2020c) to efficiently measure the correlation ρ˜i j
∆t from
the observables of the asynchronous process. The Malliavin-
Mancino estimator is applied on the asynchronous process
in eq. (7) which has been synchronised using the previous
tick interpolation. Chang et al. (2019) have shown when the
Malliavin-Mancino estimator is applied to synchronised data
with the Nyquist frequency, it recovers the same estimates as
the Realised Volatility (RV) estimator.
Concretely, we have
Σ˜
i j
T,∆t =
∫ T
0
Σ˜i j(t)dt
=
1
2N + 1
bT/∆tc∑
|s|≤N
`=1,k=1
eis(`−k)∆t
(
X˜i`∆t − X˜i(`−1)∆t
) (
X˜ jk∆t − X˜ j(k−1)∆t
)
,
(14)
where N = b T2∆t c is the Nyquist frequency. Thus the measured
correlation is:
ρ˜
i j
∆t = Σ˜
i j
T,∆t ·
(
Σ˜iiT,∆t · Σ˜ j jT,∆t
)− 12 . (15)
1We conjecture that the result still holds with non-stationary increments.
2.2.1. Arrival time (overlap) correction
The first correction we investigate will be to correct the Epps
effect directly from the characterisation derived in eq. (11).
Therefore to recover the correlation of the true synchronous
process we compute:
ρ
i j
∆t =
ρ˜
i j
∆t
κˆ
i j
∆t
·
(
κˆii∆t · κˆ j j∆t
) 1
2 , (16)
where κˆi j
∆t can be directly estimated using U
i and U j with dis-
cretisation size ∆t. This defines the overlap correction.
2.2.2. Flat trade correction
The second correction for the Epps effect is given by Buc-
cheri et al. (2019). They take a different approach and assume
that the process is observed at n = b T
∆t c + 1 non-random times
equispaced over [0,T ], i.e. 0 < t0,n < t1,n < ... < tn,n = T
where ∆t = t j,n − t j−1,n for j ≥ 1. They then characterise the
observables as:
X˜it j,n = X
i
t j,n
(
1 − Bij,n
)
+ X˜it j−1,n B
i
j,n, (17)
where Bij,n are pairwise-independent triangular arrays of i.i.d.
Bernoulli variables. The probability of flat trading is then:
E
[
Bij,n
]
= pi.
In this setting they prove that the Realized Covariance estimator
is biased (their Theorem 3.1) to then provide a correction:
ρ
i j
∆t = ρ˜
i j
∆t ·
(
1 − pˆ∆t,i pˆ∆t, j
)
(
1 − pˆ∆t,i) (1 − pˆ∆t, j) . (18)
Here pˆ∆t,i is the estimate of pi using that
pˆ∆t,i =
1
bT/∆tc
bT/∆tc∑
j=1
1{X˜ij∆t−X˜i( j−1)∆t}=0, (19)
where 1 is an indicator function. Convergence pˆ∆t,i
p−→pi is then
shown to hold. We highlight that the assumptions used in Buc-
cheri et al. (2019) to justify this are not well suited for tick-by-
tick trade data.2 Nonetheless, we include the comparison as it
is one of the few corrections in the literature for the Epps effect.
2.2.3. Hayashi-Yoshida (baseline) correction
The last correction we consider is that given by Hayashi and
Yoshida (2005). The estimator corrects the effect by accounting
for multiple contributions. This is defined by:
Σˆ
i j
T =
∫ T
0
Σi j(t)dt
=
#U i∑
`=1
#U j∑
k=1
(
Xiti
`
− Xiti
`−1
) (
X j
t jk
− X j
t jk−1
)
1{(ti` ,ti`−1]∩(t jk ,t jk−1]6=∅}.
(20)
2Their assumptions are laid out in section 2 and 3 of their paper — in par-
ticular assumption 3. Which simply rephrased states that the maximum number
of repeated trades is not large relative to the number of data points.
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Here #U i denotes the cardinality of set U i. Thus
ρ
i j
∆t = Σˆ
i j
T ·
(
ΣˆiiT · Σˆ j jT
)− 12 , (21)
is independent of ∆t. This means that the Hayashi-Yoshida es-
timator cannot be used to investigate the correlation at various
time scales. It can only recover the correlation of the underly-
ing synchronous process under the presence of asynchrony. For
this reason we will use it as a baseline for comparison.
Although we do not deal with lead-lag we highlight that
the Hayashi-Yoshida estimator cannot account for lead-lag as
it assumes that the correlation between two assets do no ex-
tend beyond the interval with full or partial overlap (Griffin and
Oomen, 2011).
3. Hawkes process
Hawkes (1971) introduced a class of multivariate point
process allowing for event-occurrence clustering through a
stochastic intensity vector. The stochastic intensity is composed
from an exogenous or baseline intensity component which is
not influenced by prior events, and an endogenous component
where prior events lead to an increased intensity. Within the
endogenous component, self-excitation refers to an event type
leading to more of the same event and mutual-excitation is an
event driving the occurrence of other event types. Applications
of the Hawkes process is plentiful, ranging from seismology
(See Ogata (1988, 1999)) to social media (See Rizoiu et al.
(2017)) and finance (See Hawkes (2018); Bacry et al. (2015)
and the references therein). The application of the Hawkes pro-
cess here is to construct a price model from bottom-up events
and also applying the Hawkes process to model the arrival of
asynchronous trades.
3.1. Definition
We consider a M-variate counting process N(t) = {Nm(t)}Mm=1
with the associated intensity λ(t) = {λm(t)}Mm=1. Whereby the
stochastic intensity takes the form
λm(t) = λm0 (t) +
M∑
n=1
∫ t
−∞
φmn(t − s)dNns , (22)
where λm0 (t) is the time dependent baseline intensity for the m-th
component and φmn(t) is the kernel function which governs the
dependency of prior events to the current time t. Furthermore,
Φ(t) = {φmn(t)}Mm,n=1 is such that the following conditions hold
(Bacry et al., 2015):
(i) Component-wise positive,
i.e. φmn(t) > 0 for each 1 ≤ m, n ≤ M;
(ii) Component-wise causal,
i.e. if t < 0, then φmn(t) = 0 for each 1 ≤ m, n ≤ M;
(iii) Each component φmn(t) belongs to the space of L1-
integrable functions.
The popular kernels used include the exponential kernel, and
the power law kernel (Bacry et al., 2015). Here we consider
the simplest case of the Hawkes process used by Bacry et al.
(2013a); the exponential kernel with a constant baseline inten-
sity λm0 and kernel function:
φmn(t) = αmne−β
mnt
1t∈R+ . (23)
For αmn and βmn > 0 in eq. (23) we have that the Hawkes pro-
cess is well defined.
3.2. Stability condition
Let the matrix of branching ratios be
Γ = ‖Φ‖= {‖φmn‖}Mm,n=1, (24)
where ‖φmn‖ denotes the L1-norm defined as ∫ ∞0 φmn(t)dt, thus,
for the exponential kernel, we have Γ = {αmn/βmn}Mm,n=1. The
spectral radius of matrix Γ is defined as ρ(Γ) = maxa∈S(Γ)|a|,
where S(Γ) is the set of all eigenvalues of Γ. The three phases
of a Hawkes process are when ρ(Γ) > 1, ρ(Γ) = 1 and ρ(Γ) < 1,
and these correspond to the cases when the Hawkes process is
non-stationary, quasi-stationary and stationary respectively.
Thus the condition to ensure stationarity is that the spectral
radius of Γ must be strictly less than 1. This condition is more
clear using the cluster representation of the Hawkes process,
where ρ(Γ) can be thought of as the expected number of chil-
dren a parent event will have in a Galton-Watson tree. The
stationary condition therefore ensures that the process remains
sub-critical and will not lead to an explosion. For more details
we refer the interested reader to subsection 2.3.7 of Bacry et al.
(2015).
3.3. Simulation and calibration
A number of simulation techniques have been developed over
the years and each exploit different properties of the Hawkes
process. Ogata (1981) developed the thinning procedure, fol-
lowed by Mller and Rasmussen (2005) using the cluster repre-
sentation and more recently Dassios and Zhao (2013) used the
time-change method for the exponential kernel.
We use the thinning procedure in Appendix A of Toke and
Pomponio (2012). The thinning procedure can be summa-
rized as follows: let Ik(t) =
∑K
k=1 λ
k(t) and let t be the cur-
rent time. We sample an exponential inter-arrival time with rate
parameter IM(t), call it τ. A random uniform u is then sam-
pled from [0, IM(t)], and if u < IM(t) − IM(t + τ), the arrival
time t + τ is rejected. Otherwise, the arrival time t + τ is ac-
cepted and attributed to the i-th component, where i is such that
Ii−1(t + τ) < u ≤ Ii(t + τ).
The benefit for using the exponential kernel comes in when
simulating and estimating the Hawkes process. This is because
with the exponential, λ(t) can be recast into Markovian form
(Bacry et al., 2015), meaning that keeping track of the entire
history is unnecessary. Therefore reducing the computation of
the likelihood from O(T 2M) to O(T M), where T is the total
number of arrival times.
5
4. Simulation Experiments
The experiments focus on comparing the correction of the
Epps effect arising from asynchrony from two types of sam-
pling: the first from a homogeneous Poisson process (hence-
forth referred to as Poisson sampling) and the second from a 2-
dimensional Hawkes process (henceforth referred to as Hawkes
sampling). The sampling methods are performed on two types
of price models: the first being the standard diffusive Brownian
price model and the second being a Hawkes price model gen-
erated from bottom-up events, which, in the limit converges in
distribution towards the standard diffusion processes shown by
Bacry et al. (2013a,b).
The experiments will be conducted using simulated paths
where T is 20 hours (72,000 seconds) and correlations will
be investigated at ultra-small intervals where ∆t is measured
in seconds. Figures 2 and 5 to 7, a single realisation of the
price paths are re-sampled using either a Poisson or Hawkes
sampling scheme. These figures plot the mean estimation path3
over 100 replications. The error ribbons contain 95% of the
estimates at each ∆t from the replications. This is computed
using the Student t-distribution with 99 degrees of freedom and
the standard deviation of the estimates between the replications
at each ∆t. Only in Figure 4, we simulate 100 realisations of
price paths from the Hawkes price model given in eq. (27). The
figure plots the mean correlation estimate and the error ribbons
contain 95% of the estimates at each ∆t over the 100 replica-
tions.
4.1. Brownian Price model
Let us consider a standard diffusive Brownian log-price
model satisfying the following SDE:
dX1t =
µ1 − σ212
 dt + σ1dW1t ,
dX2t =
µ2 − σ222
 dt + σ2dW2t , (25)
where the infinitesimal correlation between dW1t and dW
2
t is
ρ set to be approximately 0.65. The process eq. (25) is simu-
lated using the first order Euler discretisation with the discreti-
sation size corresponding to one second intervals. The param-
eters used are µ1 = µ2 = 0.01, σ21 = 0.1 and σ
2
2 = 0.2 (the
parameters are given in daily intervals). The first 500 seconds
of this process is shown in Figure 1.
This process is sampled using a Poisson process with λ =
1/15 (per second) and a 2-dimensional Hawkes process with
λ10 = λ
2
0 = 0.015 and Φ taking the form:
Φ =
(
0 φ(s)
φ(s) 0
)
, (26)
where φ(s) = 0.023e−0.11t1t∈R+ .
3The estimation path refers to the correlation estimate/correction estimate
as a function of ∆t, for a single realisation of the asynchronous samples U i, U j.
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(a) Brownian price model with Poisson sampling
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(b) Brownian price model with Hawkes sampling
Figure 2: A Brownian price model with (a) Poisson sampling, and (b) Hawkes
sampling is presented: (+) is the measured correlation from the asynchronous
process (See eq. (15)), (×) is the flat trade correction (See eq. (18)), and (◦) is
the overlap correction (See eq. (16)). The thick solid line is the plot of eq. (13).
The horizontal dotted line is the induced correlation of the synchronous sys-
tem with ρ ≈ 0.65. Lastly, the horizontal dashed line is the Hayashi-Yoshida
estimate (See eq. (21)).
Figure 2 we compare the correction methods for (a) Poisson
and (b) Hawkes sampling on a Brownian price model. It is clear
that the overlap correction (◦) and the Hayashi-Yoshida estima-
tor (horizontal dashed line) correctly recovers the induced cor-
relation for both types of sampling. On the other hand, the flat
trade correction (×) does not seem to perform well at recovering
the induced correlation. Figure 2a, the flat trade correction does
mitigate some of the Epps effect at ultra-high frequencies, but
more problematic is Figure 2b where the flat trade correction
returns corrected values outside the feasible range of correla-
tion. This result can be attributed to the violation of assumption
3 in Buccheri et al. (2019), as the specification of the Hawkes
sampling in eq. (26) resulted in long inter-arrival times, which
using smaller ∆t intervals resulted in extended periods of flat
trading, making the estimates in eq. (19) closer to 1, therefore
over compensating the correction.
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The theoretical Epps effect arising from asynchrony (thick
solid line) is plotted for Figure 2a, as the distribution of W∆t
can be recovered from the Poisson sampling. Allowing the
derivation of the analytical expression given in eq. (13). This
theoretical Epps effect is not plotted for Figure 2b, as obtaining
the distribution of W∆t is not simple from the Hawkes sam-
pling. A nice feature of the overlap correction is that obtaining
the distribution ofW∆t is unnecessary, as the correction can be
directly estimated using eq. (10) given U i and U j.
Here we only demonstrate a Hawkes sampling process which
mutually excite. We highlight that the similar results as Fig-
ure 2b are achieved using different variations of the Hawkes
sampling process, such as one which contains self and mutual
excitation.
4.2. Hawkes Price model
Let us consider an alternative price model, as opposed to the
widely used diffusive processes. The price model considered
is one introduced by Bacry et al. (2013a), constructed using a
Hawkes process. The price model arises from inter-connected
events. Let the bivariate log-price be:
X1t = X
1
0 + N1(t) − N2(t),
X2t = X
2
0 + N3(t) − N4(t),
(27)
where {Nm(t)}4m=1 is a 4-dimensional mutually exciting Hawkes
process, with Φ taking the form:
Φ =

0 φ(r) φ(c) 0
φ(r) 0 0 φ(c)
φ(c) 0 0 φ(r)
0 φ(c) φ(r) 0
 . (28)
The interpretation of eq. (28) is as follows: φ(r) imitates mean
reversion, because an uptick in X1 by N1 will lead to an in-
creased intensity in the down tick N2—allowing the price level
to revert (similarly for X2 through N2 and N4). While φ(c) in-
duces a correlation between the prices, by connecting the two
prices, since an uptick in X1 by N1 will lead to an increased in-
tensity in the uptick of X2 through N3 (similarly for down ticks
through N2 and N4).
We use the same parameters as Bacry et al. (2013a) for the
construction of eq. (27). λm0 = µ,∀m, φ(r) = α(r)e−βt1t∈R+
and φ(c) = α(c)e−βt1t∈R+ . Therefore, the set of parameters are
(µ, α(r), α(c), β) = (0.015, 0.023, 0.05, 0.11).
Figure 3 plots a single realisation for the price model given
by eq. (27). It is clear that Figure 3a looks like a diffusive model
such as that in Figure 1. However, Figure 3b, we clearly see
the jumps and that the price model is contrived from discrete
events. This arises because over large horizons, these events
start behaving like diffusion processes. Limit theorems for
Hawkes price models have been derived by Bacry et al. (2013b).
A key insight from Bacry et al. (2013a) is their formulation
of the Epps effect using the Hawkes price model in eq. (27)
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(b) Zoomed plot of 1 hour
Figure 3: Here a Hawkes price model is plotted: (a) plots the full 20 hours
where the path looks like that from a diffusion process, and (b) zooms in the
first hour where the jumps are clearly seen.
where they derive the covariance matrix as a function of ∆t:
C11(∆t)
∆t
=Λ +
RC1
2G1
+
RC2
2G2
+ R
C2G21e
−∆tG2 −C1G22 + Q1G22e−∆tG1 −C2G21
2G22G
2
1∆t
,
and
C12(∆t)
∆t
=
−RC1
2G1
+
RC2
2G2
+
R
(
C1G22 −C2G21 −C1G22e−G1∆t + C2G21e−G2∆t
)
2G22G
2
1∆t
.
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Figure 4: The Epps effect is demonstrated from the Hawkes price model where
(+) is the measured correlation (See eq. (15)) from synchronous samples. The
thick line is the plot of eq. (29), and the dotted horizontal line is the correlation
as ∆t → ∞. Using the parameters (µ, α(r), α(c), β) = (0.015, 0.023, 0.05, 0.11),
we have that ρ(∆t) ≈ 0.65 as ∆t → ∞.
Here the parameters are:
Λ =
µ
1 − Γ12 − Γ13 ,
R =
βµ
Γ12 + Γ13 − 1 ,
C1 =
(2 + Γ12 + Γ13) (Γ12 + Γ13)
1 + Γ12 + Γ13
,
C2 =
(2 + Γ12 − Γ13) (Γ12 − Γ13)
1 + Γ12 − Γ13 ,
Q1 = Q4 =
−µ
(
Γ212 + Γ12 − Γ213
)(
(Γ12 + 1)2 − Γ213
)
(1 − Γ12 − Γ13)
,
Q2 = Q3 =
−µΓ13(
(Γ12 + 1)2 − Γ213
)
(1 − Γ12 − Γ13)
,
and
G1 = β (1 + Γ12 + Γ13) , G2 = β (1 + Γ12 − Γ13) .
The correlation for the Hawkes price model is then given by:
ρ(∆t) =
C12(∆t)
C11(∆t)
. (29)
Moreover, in the limit we have that Bacry et al. (2013a):
lim
∆t→∞
ρ(∆t) =
2Γ13 (1 + Γ12)
1 + Γ213 + 2Γ12 + Γ
2
12
. (30)
Figure 4 demonstrates the Epps effect arising from the
Hawkes price model. A crucial feature that cannot be under-
stated here is that the Epps effect arises from synchronous sam-
ples. There are no statistical causes such as asynchrony or tick-
size, nor is the effect of lead-lag contributions towards the Epps
effect present. Here, rather than thinking of the Epps effect as a
decay correction to existing correlations, it is more accurate to
think of it as the emergence of correlation as ∆t increases.
This is because at ultra-small time intervals, these events are
merely random. The connection between the events can only
be detected when there are sufficient events in a given interval.
Meaning that a system created by events takes a finite time to
correlate. This is a fundamental difference between the price
models considered here. Correlation from the Hawkes price
model is a result of prices generated from discrete random and
connected events, while the Brownian price model has some un-
derlying correlation between the prices at infinitesimal scales.
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(a) Hawkes price model with Poisson sampling
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(b) Hawkes price model with Hawkes sampling
Figure 5: The Hawkes price model with (a) Poisson sampling, and (b) Hawkes
sampling are plotted where: (+) is the measured correlation from the asyn-
chronous process (See eq. (15)), (×) is the flat trade correction (See eq. (18)),
and (◦) is the overlap correction (See eq. (16)). The thick solid line is the plot of
eq. (29). The horizontal dotted line is when ∆t → ∞, making ρ ≈ 0.65. Lastly,
the horizontal dashed line is the Hayashi-Yoshida estimator (See eq. (21)).
As with the Brownian price model, Figure 5 we sample the
Hawkes price model with (a) a Poisson process with λ = 1/15
(per second), and (b) a 2-dimensional Hawkes process tak-
ing the form of eq. (26) with parameters (λ10 = λ
2
0, α
(s), β) =
(0.015, 0.023, 0.11). The two processes sample a synchronous
Hawkes price model where prices are extracted every second
between [0,T ].
In Figure 5a we see that the flat trade correction (×) over
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Figure 6: The Hayashi-Yoshida estimate (dashes lines) given in eq. (21) are
plotted as a function of the sampling rate under a Poisson sampling. The limit-
ing ρ (horizontal dotted line) is given by eq. (30) using the same parameters as
before.
corrects the Hawkes price model with Poisson samples. This is
because the Hawkes price model only jumps to a new price state
when an event occurs. Moreover, due to the mean reverting
property, an uptick is likely followed by a down tick, and this
interaction can lead to an amplification of an extended period
with flat trades, resulting in an estimate of eq. (19) closer to 1.
This over correction is further amplified in Figure 5b, where the
above effect suffers further from the long inter-arrival times of
the specific Hawkes sampling used.
The measured correlation (+) from the asynchronous process
exhibits a further Epps effect (as expected) relative to the the-
oretical synchronous Epps effect (thick line). Naturally, this
difference is attributed towards the asynchronous sampling.
More interestingly, in both Figures 5a and 5b, the Hayashi-
Yoshida estimate (horizontal dashed line) recover the limiting
ρ, but the overlap correction (◦) only recovers the limiting ρ in
Figure 5b. Figure 5a, the overlap correction at ultra-high fre-
quencies under estimate the limiting correlation ρ and over es-
timates the synchronous Epps effect. This residual Epps effect4
depends on the length of inter-arrivals in U i and U j. We will
demonstrate why, and that it is not only unique to the overlap
correction.
4.3. The importance of the residual Epps effect
When asynchrony is introduced into the Hawkes price model,
the effect of the corrections depends on the length of inter-
arrivals from U i and U j. This is because as the average length
of the inter-arrival times increase, larger intervals are investi-
gated, allowing events to correlate towards its limiting correla-
tion. This is demonstrated in Figure 6, the asynchronous inter-
arrivals are controlled using the Poisson sampling. We see the
Hayashi-Yoshida estimator presents an Epps effect as a function
of the mean inter-arrival time. Moreover, as 1/λ increases, the
4The residual Epps effect refers to the remaining Epps effect after correcting
for asynchrony.
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Figure 7: The overlap corrections (See eq. (16)) for three sampling frequen-
cies are plotted. The three sampling frequencies chosen are: 1/λ = 1, 10, 25
(+,×, ◦) respectively. The thick line is the theoretical synchronous Epps ef-
fect given by eq. (29) and the horizontal dotted line is the limiting ρ given by
eq. (30) using the same parameters as before.
correlation tends towards the limiting correlation. This demon-
strates the impact that arrival dynamics have on the correction
of asynchrony for discrete connected events.
Given that the Hayashi-Yoshida estimator does not depend
on ∆t, we use the overlap correlation to examine the effect of
the average inter-arrivals in relation to the synchronous Epps
effect of the Hawkes price model. Figure 7 plots the over-
lap correction for average inter-arrival times 1/λ = 1, 10, 25
(+,×, ◦) respectively from Poisson sampling. We see that as
1/λ decreases, the overlap correction starts to look like the syn-
chronous Epps effect (thick black line), and as 1/λ increases,
the overlap correction tends towards the limiting correlation.
The many causes for Epps like effects are well understood
in the literature in the context of latent price models. The is-
sue is that known effects causing the Epps effect do not fully
account for the entirety of empirically observations at increas-
ingly higher frequency. Mastromatteo et al. (2011) compen-
sated the Epps effect arising from asynchrony and found that
a significant fraction of the Epps effect cannot be explained
through asynchrony alone. Mnnix et al. (2011) compensated
the Epps effect arising from asynchrony and tick-size, and still
found that a portion of the Epps effect is still unaccounted for.
To´th and Kerte´sz (2009) have conjectured that the unexplained
fraction may be a result of time scales relating to human reac-
tion. We offer another possible explanation for the unaccounted
Epps effect. When correlation is an emergent property of time-
scales from random and connected events, the residual Epps
effect can be expected. This is demonstrated in Figures 6 and 7.
Moreover, Figure 7 gives us a method to differentiate be-
tween diffusion price models and price models generated from
random and connected events - through the lens of the Epps
effect, even under the presence of asynchrony. Random con-
nected events which take time to correlated can present a resid-
ual Epps effect which decays while a continuous-time stochas-
tic processes will not due to the instantaneous correlation of
the diffusion. This can be tested by seeing if the residual Epps
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effect decays for smaller average inter-arrivals.5
4.4. Jump diffusion models
A sceptical reader which be prudent to retain the lingering
question of whether jump diffusion models, such as a Merton
or Bates model, will affect the ability to discriminate when cor-
relations are emergent. The answer is, No. For these models the
underlying component is still a diffusion process. This means
that there is still an instantaneous component to correlations.
Which is not mechanism by which correlations emerge from a
web of inter-connected events in the truly discrete case.
Chang et al. (2019) investigated the impact of jumps on the
correlation estimates. They found that jumps reduce the satu-
ration level, but ultimately, the correlation does not depend on
the time-scales for the synchronous case (due to the diffusion
component). Moreover, when the Hayashi-Yoshida estimator is
applied to the asynchronous case, the saturation level is recov-
ered.
This means that discrimination ultimately depends the under-
lying correlation dynamics of the synchronous process. This is
what we are trying to recover from the corrections. The key
insight is realising the sampling process can affect the recov-
ery of the underlying synchronous process when correlations
are emergent, and for this reason the discrimination is achieved
by testing the decay of the residual Epps for smaller average
inter-arrivals.
5. Empirical Investigation
We want to empirically determine whether it is necessary to
represent measured data as events and if corrections are emer-
gent. To this end, we apply the correction methods to banking
equities from the Johannesburg Stock Exchange (JSE). The eq-
uities considered are: FirstRand Limited (FSR), Absa Group
Ltd (ABG), Nedbank Group Ltd (NED) and Standard Bank
Group Ltd (SBK). The data is 40 trading days of Trade and
Quote (TAQ) data starting from 2019/05/02 to 2019/06/28. The
data is extracted from Bloomberg Pro and is processed so that
trades with the same time stamp are aggregated using a volume
weighted average.
The correlations are measured for each day and the ensemble
is reported. The error ribbons here are computed as in section 4,
they contain 95% of the estimates at each ∆t from the trading
5We highlight that the discretisation of the diffusion process should be finer
than the average inter-arrivals to avoid insufficient granularity in the diffusion
process.
Tickers 1/λˆ[sec] σˆ(1/λ)
FSR 12.09 19.53
SBK 13.06 21.51
NED 15.39 25.14
ABG 15.68 26.27
Table 1: reports the mean inter-arrival estimate and its associated standard de-
viation for each ticker over the 40 day trading period.
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Figure 8: The corrections (See Section 2.2) are applied and compared for the
equity pairs (a) SBK/FSR, and (b) NED/ABG. Here (+) is the measured corre-
lation from the asynchronous process (See eq. (15)), (×) is the flat trade correc-
tion (See eq. (18)), and (◦) is the overlap correction (See eq. (16)). Lastly, the
horizontal dashed line is the Hayashi-Yoshida estimator (See eq. (21)).
days. This is computed using the Student t-distribution with 39
degrees of freedom and the standard deviation of the estimates
between the days at each ∆t. Moreover, t = 0 starts once the
equity pair has each made their first trade, and T = 28200 sec-
onds.6 Table 1 gives the estimate for the mean and standard de-
viation for the inter-arrival time over the 40 trading day period.
It is clear that the pair FSR and SBK (NED and ABG) have on
average smaller (larger) inter-arrival times respectively. There-
fore, we will compare the corrections on FSR/SBK against
NED/ABG to determine if there is a difference in the decay
of the residual Epps effect.
In Figure 8 we compare the correction methods on the pair
FSR/SBK and NED/ABG to investigate the residual Epps ef-
fect. We see that the variability of the correlation estimates
between days is very high, but largely remains positive. This
is why we chose the banking sector—equities that are less
68 hour trading day, less the 10 minute closing auction.
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Figure 9: The overlap correction (◦) is given by eq. (16) and show in the upper
two curves for the two stock pairs investigated. The measured correlation (+)
as given by eq. (15) are scaled by the saturation level (See section 5) for the
equity pairs SBK/FSR (dotted line) and NED/ABG (solid line) and compared;
they are the two lower curves.
correlated jump between negative and positive estimates be-
tween the days. Once again the flat trade correction (×) over-
compensates the correction. Interestingly, the Hayashi-Yoshida
estimate (horizontal dashes) does not recover the same estimate
as the overlap correction (◦) or the saturation level. Explaining
this difference is not as simple as attributing it to other factors
causing the Epps effect such as lead-lag. Although it is known
that the Hayashi-Yoshida estimator cannot deal with lead-lag
(Griffin and Oomen, 2011), but the overlap correction applied
here is also not immune to lead-lag. At this stage, we have not
identified the source leading to this difference.7
In Figure 9 we take a closer look at the overlap correction (◦)
and the measured correlation (+) for the equity pairs SBK/FSR
(dotted line) and NED/ABG (solid line) from Figure 8. The
measured and the correction are scaled by the saturation level
for better comparison. We see that the measured and the cor-
rection are very similar for the equity pairs. The similarity of
the overlap correction may be due to the fact that average inter-
arrival times are not significantly different. Moreover, both cor-
rections seem to present a U-shaped residual Epps effect which
has not been noted in the broader literature.8 For ∆t > 100
seconds the decay is present, which starts to flatten out for ∆t
between 50 and 100 seconds, and below 50 seconds, the resid-
ual correlation starts to rise back towards the saturation level.
This peculiar effect could not be achieved with combinations of
price model and sampling methods considered.
Using the residual Epps effect as a discriminator for dis-
crete connected events relative to continuous-time stochastic
processes becomes problematic empirically for two main rea-
sons. First, there are many effects causing the Epps effect, be
7By adjusting eq. (3) to contain a lead-lag component such as the one used
in Mastromatteo et al. (2011), it becomes obvious that the overlapping intervals
will be further distorted, leading to a further decay of correlation.
8To our knowledge, corrections have not been applied at such fine resolu-
tion.
it statistical, fundamental or related to the measurement pro-
cesses. Making it difficult to account for all the effects for a
simple comparison. Second, we have only one set of U i and
U j. Making it hard to find equity pairs with a strong correlation
which has a significant difference in the average inter-arrival
times. These issues are displayed in our inability to reconcile
the difference between the Hayashi-Yoshida estimate and the
overlap correction (See Figure 8), and in the inability to dif-
ferentiate the residual Epps effect due to only having one set of
asynchronous arrivals (See Figure 9). However, we argue that if
one can find asset pairs where a strong correlation exists, have
significantly different inter-arrival times, and are not influenced
by other factors causing the Epps effect such as lead-lags. Then
our methodology can prove to be effective.
6. Conclusion
Our refined method is based on existing work that provides
a correction for the Epps effect arising from asynchrony Mnnix
et al. (2010, 2011) and is informed by a rich prior literature:
Bacry et al. (2013a,b); Mastromatteo et al. (2011); To´th and
Kerte´sz (2009); Tth and Kertsz (2007); Precup and Iori (2007).
The key contribution of our refinement is that the correction
does not need to be applied to the estimation of correlations
ρ
i j
∆t for overlapping intervals, a requirement for the method of
Mnnix et al. (2011). Nor does our refinement make strong as-
sumptions about the distributional properties of the sampling
processes. Concretely, we separate the estimation of the asyn-
chronous correlations from the correction factor.
The method is compared with the Hayashi-Yoshida estimator
(Hayashi and Yoshida, 2005) and a correction using the prob-
ability of flat trading (Buccheri et al., 2019) (See Figures 2
and 5). The key computational framework we exploit is based
on the Malliavin-Mancino estimator (Malliavin and Mancino,
2002, 2009) cast into the setting of fast Fourier methods (Chang
et al., 2020c). The methods are compared using a Brownian
price model (See Section 4.1) and a Hawkes price model (Sec-
tion 4.2) sampled with both a homogeneous Poisson process,
and a Hawkes process. We found that our correction recovers
similar estimates to that of the Hayashi-Yoshida estimator and
outperforms the flat trade correction (Figures 2 and 5).
We argue that in a simulation setting: If a correlation repre-
sentation of related events is an emergent property arising from
discrete connected events and observed over sufficiently long
time-scales, then a residual Epps effect can be expected. The
idea is visualised in Figures 6 and 7.
We then show empirically that the residual Epps effect could
be used to discriminate between continuous-time stochastic
processes i.e. Brownian motion based price models, and dis-
crete connected events as proxied by a Hawkes price model.
The idea is visualised in Figure 7 and discussed in more detail
in Section 4.3. This is achieved by decreasing the average inter-
arrivals of the sampling process and observing whether there is
an anomalous decay in the residual Epps effect. The nature of
the decay can give insight into nature of the stochastics under-
lying processes being measured.
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Our empirical experiments apply the discriminator to bank-
ing equities from the JSE to determine if empirical samples
are more appropriately represented as discrete events, by com-
paring asset pairs with different average inter-arrivals. Which
we found no significant differences in the decay of the residual
Epps effect across the pairs considered. The study uncovers a
discrepancy between the overlap correction and the Hayashi-
Yoshida estimate, along with a surprising U-shaped residual
Epps effect which could not be achieved from our simulation
study. It appears this anomaly has not been reported in the
broader literature either.
The empirical investigation highlights the stringent condi-
tions required to apply the correlation based discriminator. This
unfortunately does not answer the question of whether correla-
tions need to be empirically considered as an emergent property
of an underlying web of inter-related discrete events; that at the
highest frequency they cannot be represented as merely discrete
samples of some underlying continuous-time Brownian repre-
sentation - at least if one is required to recover the empirical
Epps curves. However, we highlight that our methodology can
prove to be effective if three conditions are meet: 1.) we find as-
set pairs with sufficiently strong correlations, 2.) the asset pairs
have significantly different inter-arrival times, and 3.) there is
a sufficient absence of other confounding effects causing Epps
like effects. In principle, we argue that we can discriminate with
the right combination of measurements and events. In practice,
the situation requires refinement.
Future avenues of research may involve devising a method
to discriminate under less stringent conditions. Discriminating
under the presence of lead-lags may be more practical problem
given the vagaries of the measured data.
Reproducibility of the Research
The data set can be found in Chang et al. (2020a). The Julia
code and instructions for replication can be found in our GitHub
site Chang et al. (2020b).
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