Abs tract. Grabner basis is olle of the most important tools ill rece nt symbolic algebraic computations. Howe\'er, computing a Grobncr basis fo r the given polynomial ideal is lIot easy and it is lIot numcric.. .. l1y stable if polynomials have inexact coefficients. I n this paper, we study what we should get for computing a Grabner basis with inexact coefficients alld introduce a naive method to compute a Grabner basis by reduced row echelon form , for the ideal generated by the given polynomial set having a priori errors on their coefficients.
Introduction
Recently, cOIlIJ>uting a Grabner basis fo[' polynomials with inexact coefficients has been studied by several researchers ([I ], [2] , [3] , [4] , [5] . [6] , [7] ). In Sasaki and I<ako [I ] , t his problem is classified into the fi rst and the St.'cond kinds of problems. The first kind is com puting a GrobneJ' basis for the ideal generated by t he given polynomials with exact coefficients by nUll1erical arithmetic (e.g. floating-poim arithmetic) . The second kind is fo r the given polynomials with inexact coefficients havi ng a priori errors. In this case, we have to operate with a priori errors whether we compute a basis by exact arithmetic or not . For example, Sh irayanagi 's method ( [3] , [4J ) by stabilization techniques requi res to extend t he inl)ut precision up to a point t hat the algori t hm can work stably hence it is for the first kind since we cannot extend the input precision of inexact data in practice even if we can extend precisions duri ng computations. For pract ical computations, coefficients may have a priori errol's due to limited accuracy, rel)-rescntational error , measuring error a nd so on, hence the second kind is much more important than the first one. In this paper , we try to interpret the second kind of problem with the comprehensive Gr6bner system and numerical linear algebra.
We assume t hat we compute a Grabner basis or its variants for the ideal
Comprehe n sive Grobner Syst e m with Inexact Input
If we can bound the difference between F and F in some wa.y, the most fait hful solution for computing a Grobner basis with inexact input is the comprehensive G rabner basis (or comprehensive G robner system) introduced by \Veispfennillg ([8] , [7] , [9] ). By representing ClTOl' parts as unknown parameters, the problem becomes computing a parametric Grabner basis. In this sect ion , we briefl y rmriew t his approach in our problem setting.
Let A = C(o ) Weispfenning [7] trie<1 to decrease the time-complexity by lIsing only a single parameter to represent t he inexact parts, whose bounding e rror mcchanism is very similar to interval arithmetic and Traverso and Zanoni [6] pointed out that an inter val easily becomes too large when we compute a Crobner basis by intel'val arithmet ic. In the < luthor's opinion, t his is one of reasons that many researchers still havc been studying Crabner basis with inexact input. 
<J
T he above definition can bc considered as a numerical version of comprehens ive Grabner system wit.h a single parameter by Weispfellning [7] , using much reasonably relaxed bounds instead of exact interval arithmetic. In the Buchberger algorithm, hea.d terms of polynomials appearing in the procedure arc critically important hence most of known results have to take care of approximate zero tests by exact interval arithmetic, parametric representation or the ahove way for examplp.. In t.i[e n>st of t.lll' ! Jlaper , Wf' c.orl."ider the Sec.Ollri kind of problem as a problem in nume rical linear algebra instead of trying to extend the Buchbe rger algorithm directly. 4 Grabner Basis for Ine xact Input a s Linear Space \Ve note again t hat t he first and second kinds of problem are fundamentally different. For the first. kind 1 t.here exists the answer which is a Grabner basi s of the ideHI 1 generated by F and can be computable by exact arit.hmet.ic. On the other hand, for t he second Olle, there exist so ma ny possible answers since F is not known in practice and the given polynomials of t have a priori errors and we can absolutely not be able to knmv that they should be. Moreover, for the given F a nd the unknown F , it may happen t hat p(x) E idenl(G) and p(x ) 1. ideal (F) even if we can com pute a Grabner basis G for ideal(F) by some method , where ideal (S) denotes the ideal generated by the clements of a set S. Because s uch a Grabner basis is only a candid ate for possible so many Grabner basl.'S for unknown F . It also be possible that they include {I}. Any resolution for the second kind of problem must guarantee that p(x ) E ideal(G) and p(x ) E idcal(F) are eQuivalem with or without some conditions since what is the most reliable is not C but the given F (this is the only reliable information) which does not have any posteriori error. In the below, we give u resolution from this point of view.
G r obner Basis as Linear Space
Some researchers studied computing a Grabner basis by reduced row echelon form ([J I], [12] ) though there are no concrete algorithms described. However, this is Ilot efficient since we have to operate with large matl·ices. Using matrix operations paltially like F'4 and F'5 ( [13] , [14] , [2] ) may be the best choice if we want to decrease the computation time. We note that the matrix constructed in the F 4 algorithm is essentially the same as in this paper and is more compact a nd well considered . On t he other hand , for the second kind of problem , it may be useful since we can use so many results from numerical linear algebra for the situation where we must inevitably operate with a priori errors. ('(cnce we summarize an algorithm for computing Crabner basis with exact input by reduced row echelon form in this subsection. We note that we use the following definition though there are several equivalents (see [15] or other text books). 
The Buchberger algorithm guarantees that G ~ FT if T has a large enough Ilumber of elements. To compute a Crabner basis for J, we construct the matrix MT (F) whose each row vector 11 satisfies ¢:
By this definition, FT and t.he linear space VT generated by the row vectors of MT (F) are isomorphic.
We note that a matrix is said to be in reduced row echelon form if it satisfies the following four conditions. \. All non/':ero rows appear above /':ero rows. 2. Each leading element of a row is in a column to the right of the leading elemellt of the row above it. 3. The leading clement. in ally nonzero row i:s 1. 4. Every leading element is the only Ilon/':ero elcrnent ill its column. 
Output: a Crooner basis G for the ideal gencrated by 6 . Outputs G if the following conditions satisfied: Proof. The condition 6-1 guarantees that the ideals generated by F and G are the same. Hence, if T has a large enough number of elements, Algorithm I outputs a Grabnel' basis for the ideal generated by F since the condition 6-2 means that G is a. Grabner basis fo r the ideal generale<l by G.
GT
Step 5 deletes verbose polynomia.ls by Defi nition 6 hence G is a minimal Grabner basis. T he lemma follows from the fact that Mr(F ) is in the reduce<i row echelon form so that all the polynomials corresponding to row vectors are already red uced by other rows (polynomials). III t his algorithm, we usc lotal degree bounds for T hence T must have a large enough number of elements in nnite steps. D Example 1. We compute the reduced Grabner basis \V.r.t. the graded lexicographic order for the ideal generated by the followi ng polynomials. We Hote that we show only \'ery simple example since it is difficult to show the whole matrices for nontrivial cases.
F = {2 x +3y, x y -2}.
In this case, we construct t he follow ing matrix Mr(F) with II = 3 and compute its reduced row echelon forlll Mr(F). The difference of t.he ideal membership of p(x) , bet.ween ideal(G) 2 F and ideal(F) may increase wit.h increasing the total degree or the number of terms of p(x). Hence, we consider the equivalence of idea\(G) and ideal(F) by limitiug the total degree 01" the nmnber of terms that must be the lowest value satisfying G C F7 since we wish to kee p the relat.ions between G and F. We note again t hat F is only reliable since F is not known.
Definition 7 (N umerical Members hip). For a polynomial p( x ), a polynomial set P and an ordered set of tenlls T , we say thatp( x ) is Ilumerically a member ojidcal(F) W.r. t. T and the tolemllcee ifrank(M T(P » = rank~(Atf T(F , ,)) . We denote thii by p(x) ET.~ idea l(F) .

<J
By this definition, \ve say ideal(F) and ideal(G) are numerically IXluivalellt if and only ifVJ lx ) E P , f(x) ET., idcal(G) and IIg{x) E G , g(x ) ET.~ ideal(F).
On may thi nk t hat with this definition some st.range situations can happen . For example, it is possible that cvery polynomials numerically bclong to an ideal or t hat 51 h + S2h. docs not numerically belong to an ideal even if fl and 12 numerically belong to it. This is correct and inevitable for the second kind of problem. F are just. one of possi ble sets for F so we cannot ignore t he extreme case: I E ideal(F). r.,'loreover, evcn if we lISC exact arithmetic as in Section 2, after any computation (e.g. 5]h + 52h), t he differcnce from F usually becomes larger hence some strange situations may happen.
C;::--:-"G
The above definition cannot be used for testing S(9;, f!j) = 0 (9; , 9j E G) since it usually happens that S{9i , 9j) E T.~ idcal(G) , depending on T. We suppose 9j(X) >-9i.(X) (j < -i) and construct t he mat rix RT(G) whosc each row vector p satisfies ¢:rtv) E PT(9;) for gi (X) E G where P7(9;) = {t; x 9; E c[XlT I t ; = ¢:rl (e;) , i = l , ... , m.,
.
Similar to M7(F, p) , RT(G,P) is defined as the matrix whose row vectors are the vectors of 'RT(G) and ¢7(P) of a polynomial p(x).
D efinition 8 (Nume r ical S-Polynomial Check). For polynomials g.(x) and 9j{X) of a set G and an ordered set of terms T , we say that the S-polynomial
S(9j , 9j) is nmnerirolly reduced to 0 by G w.r.t. T and the tolerance ~ E R~o if rank(R.T(G» = ra.nk~(nT (G)S(gi,gj))). We denote it by S(g;,gj)G =T,~ O. <J D efin it ion 9 (Numerical Grobner Basis). We say that G = {Yl, .. . , g,.} is a mLflW1'ical Grabner basis fo r idcal(F) 1/J. r . t . a fixed term on1e1' >-and a tolerance e E R >o if the following conditions an~ satisfied.
2. '<ii,j E {I" .. , 1'} , 5(9j,9) = T ,~ 0 when! T is an ordered set of tenns such that idea-I(t) and idcal (G ) are numeri· cally equivalent. In addition, minimal and red~lced G1'iibneJ' basis are also defined in the onlinary way.
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We note that LiLC above definition is compatible with the conventional Grabner basis since they are the same if e = O. ivlorcover, any conventional Grabner basis is always a numerical Grabner bas is w.r.t. any tolerance. O ne may think that this definition for the second kind of problem is not well-posed which is t he notion introduC<!d by Hadamard and should have three properties: <l solution exists, is unique, and continuously depends on the data. Analyzing the definition from t his point of vicw is postponed for future Ko rk.
How to Compute Numerical Grobne r Bas is
Computing a Ilumerical Grabner basis defined in the previolls subsection is not easy. In t his subsection , we give a naive method using t he reduced row echelon form. Though Algorithm I uses only the red uced row eclwlon form , for the numerical CU$C, we scparate it into the forward Gau$Siun elimination and backsubstitution . Let UT(F) be the upper t riangular matrix by the forward Gaussian elimination with partial pivoting, using an unitary tnmsfor mation (Lg. givens rotation), of M T(F) , and UT,d F) be the same matrix but neglecting elements and rows t hat arc smaller than the given tolerance e in absolute vallie and 2-norm , respectively.
A lgorithm 2. (Numerical Grobner Basis)
Input: a tolerance e« 1, a term order >-and a set t ,
Output : a numerical Grabner basis G for ideal (F), GT incl'eases by a factor of 3 in the worst case, even if we decrease 6 and 6' such that 6, 6' .:::: c.
In our preliminary implementation , due to accumulating numerical errors, we use the following GT and GT instead of the above.
In
Step 7, we test G and C. With t he tolerance e = 6.95972 x 10 -9 calculated by (4.1 ) and the rectangular degree bound d = {5, 4} , we have the following numerical Grabner basis . \Ve note t hat the head term of the first element is smaller than e during inner calculations hence it is not reduced. i\'!oreover, Algorithm 2 outputs the same as in just above (4.2) if we specify E. = 10-6 .
{ 0.0008GI G98y2 + 1.5y + 1.0x + 0.00 114879, I.OyZ -O.OOOOOO l y + 1.33334 }.
R e marks
Our approach uses a huge matrix so that it is not effective if we t ry to compute a Grabner basis fot' polynomials with exact coeHicients. However, as noted in the beginning of Section 4, it is natural that \\'e use several tools in numerical linear algebra since we have to handle a priori errors a nd most of symbolic-numeric algorithms fo r polynomials also use them from necessity. From this point of view, instead of row echelon form by the Gaussian elimination in Algorithm 2, one can use t he QR decom position or the singular value decomposition (SVD) to improve the algorithm t.hough we've not yet analyzed t heir effectiveness. We note t hat for all the example in this paper , we use our preliminary implementation on
Malhemati ca G.
