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Abstract
We introduce a new technique for packing pairwise edge-disjoint cycles of specified lengths in complete
graphs and use it to prove several results. Firstly, we prove the existence of dense packings of the complete
graph with pairwise edge-disjoint cycles of arbitrary specified lengths. We then use this result to prove
the existence of decompositions of the complete graph of odd order into pairwise edge-disjoint cycles
for a large family of lists of specified cycle lengths. Finally, we construct new maximum packings of the
complete graph with pairwise edge-disjoint cycles of uniform length.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
This paper concerns packing pairwise edge-disjoint cycles of specified lengths in complete
graphs. Let M = m1,m2, . . . ,mt be a given list of specified cycle lengths, possibly containing
repeated elements. An (M)-cycle decomposition of a graph K is a set, D = {G1,G2, . . . ,Gt }
say, where Gi is a cycle of length mi for i = 1,2, . . . , t , E(Gi) ∩ E(Gj ) = ∅ for i = j , and
E(G1)∪E(G2)∪ · · · ∪E(Gt) = E(K).
Some obvious necessary conditions for the existence of an (M)-cycle decomposition of K are
• each vertex of K has even degree,
• 3m1,m2, . . . ,mt  n where n is the number of vertices in K ,
• the number of edges in K is m1 +m2 + · · · +mt .
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sufficient in the case K is a complete graph, and in the case K is a complete graph of even order
with the edges of a perfect matching removed. The complete graph with n vertices is denoted
by Kn. When n is even, the graph obtained from Kn by removing the edges of a perfect matching
is denoted by Kn − I .
Numerous partial results on Alspach’s problem have been obtained. Alspach and Gavlas [3]
and Šajna [18,19] have settled the case where all the cycles are of the same length. Balister
has shown that the decompositions exist when the cycles have length at most 5 [6], when n
is at most 14 (see [5]), and when n is (extremely) large and each cycle has length at most
(n− 112)/20 [5]. Other results can be found in [1,10,12–14], the recent surveys [7] and [11],
and the older survey [16].
While we do not solve Alspach’s problem here, we prove that it is possible to pack large
numbers of pairwise edge-disjoint cycles of arbitrary specified lengths in complete graphs. In
particular, we prove the following result.
Theorem 1. Let Kn be the complete graph with n vertices and let m1,m2, . . . ,mt be any list of
integers satisfying 3m1,m2, . . . ,mt  n and either
(1) m1 +m2 + · · · +mt 
(
n
2
)−  32n + 2; or
(2) there exists i ∈ {1,2, . . . , t} such that m1 + m2 + · · · + mt 
(
n
2
) −  32n + 2 + mi , mi /∈{n− 1, n} if n is odd and mi /∈ {n− 2, n− 1, n} if n is even.
Then there exist pairwise edge-disjoint cycles G1,G2, . . . ,Gt in Kn where Gi has length mi for
i = 1,2, . . . , t .
Using the same techniques we are also able to obtain a solution to Alspach’s problem for
n odd in a large number of cases, see Theorem 2 below. Numerical evidence suggests that for
large n, the number of lists of cycle lengths covered by Theorem 2 is just over 10% of the total
number of feasible lists. For all previous results on this problem (see [7] or [11]) this fraction
is 0%.
Theorem 2. Let n be odd, let Kn be the complete graph with n vertices and let m1,m2, . . . ,mt
be any list of integers satisfying 3m1 m2  · · ·mt  n and m1 +m2 +· · ·+mt =
(
n
2
)
and
such that
• mi = n for i ∈ {1,2, . . . , t − 1};
• mi = 3 for i ∈ {1,2, . . . , n−52 };
• there exists a ∈ {n−32 , n−12 , . . . , t − 1} such that ma = 4; and
• there exists b ∈ {n−32 , n−12 , . . . , t − 1} \ {a} such that n−mt − 1mb  n− 4.
Then there exists a decomposition D = {G1,G2, . . . ,Gt } of Kn where Gi is a cycle of length mi
for i = 1,2, . . . , t .
Finally, we obtain some new results on maximum packings of Kn with m-cycles for certain
odd values of m. A set of t pairwise edge-disjoint m-cycles in Kn is a maximum packing if there is
no set of t + 1 pairwise edge-disjoint m-cycles in Kn. Maximum packings of Kn with m-cycles
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theorem.
Theorem 3. For all even n  8 and all odd m in the range n2 − 1  m  n − 1, there exists a
maximum packing of Kn, the complete graph with n vertices, with n(n−2)2m  cycles of length m.
Actually, we prove the following more general result on maximum packings of Kn with m-
cycles. When n is odd, it gives us maximum packings of Kn with m-cycles for some odd values
of m in the range n+12  m  n. When n is even, it gives us maximum packings of Kn with
m-cycles for some odd values of m in the range 	n+24 
m n2 − 1, and all odd values of m in
the range n2 m n− 1.
Theorem 4. Let n and m be integers such that m is odd and 3m n. If n is odd, let E be the
smallest non-negative integer such that E /∈ {1,2} and (n2)− E is a multiple of m. If n is even,
let E be the smallest integer such that E  n2 and
(
n
2
)−E is a multiple of m. Then there exists a
maximum packing of Kn, the complete graph on n vertices, with 1m(
(
n
2
)− E) cycles of length m
if one of the following statements holds.
• n is odd and n+ 1 −E m 2E − 1;
• n is even and m n−E.
We will use the following notation. An (M)-cycle decomposition of any subgraph of Kn will
be called an (M)-packing of Kn. The leave of an (M)-packing P of Kn is the graph L with
vertex set V (L) = V (Kn) and edge set given by xy ∈ E(L) if and only if x, y ∈ V (Kn) and xy
occurs in no cycle of P . The length of a cycle or path is the number of edges it contains. A cycle
of length p is called a p-cycle and a path of length q is called a q-path. The p-cycle with vertices
x1, x2, . . . , xp and edges x1x2, x2x3, . . . , xp−1xp, xpx1 is denoted by (x1, x2, . . . , xp) and the q-
path with vertices y0, y1, . . . , yq and edges y0y1, y1y2, . . . , yq−1yq is denoted by [y0, y1, . . . , yq ].
For a given cycle C, a chord is an edge xy with x, y ∈ V (C) and xy /∈ E(C), and a tail of
length q is a q-path [x, y1, y2, . . . , yq ] where x ∈ V (C) and y1, y2, . . . , yq /∈ V (C). A lasso is
a cycle with a tail of length at least 1. A lasso consisting of a p-cycle with a tail of length q
will be called a (p, q)-lasso. Note that p + q is both the order and the size of a (p, q)-
lasso. A (p, q)-lasso with cycle (x1, x2, . . . , xp) and path [xp, y1, y2, . . . , yq ] is denoted by
(x1, x2, . . . , xp)[xp, y1, y2, . . . , yq ]. A lasso is even if its cycle has even length.
The degree of a vertex x in a graph G is denoted by degG(x), an even graph is one where
degG(x) is even for each x ∈ V (G), and an odd graph is one where degG(x) is odd for each
x ∈ V (G). In a graph G, the set of vertices adjacent to a vertex x is denoted by NG(x). The two
vertices of degree 1 in a path are called its end-vertices. A θ -graph is a graph consisting of three
internally disjoint paths, each of length at least 1, with common end-vertices.
2. Alternating path switches
Our constructions are based on the edge swapping techniques developed in [4,9], and are also
an extension of one of the repacking techniques from [8]. They involve modifying an existing
(M)-packing of Kn to produce a new (M)-packing of Kn with the property that a cycle of some
required length, m say, is in its leave. This cycle is then added to the packing, so that an (M,m)-
packing results, and the process is repeated until the desired packing is obtained.
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multigraph Gα,β is constructed as follows. The vertex set of Gα,β is V (Gα,β) = V (K)∪J where
J is a set of new vertices disjoint from V (K) that is determined by the following construction.
• For each cycle C ∈D that contains α and not β , a red edge joining the two neighbours of α
in C is added to E(Gα,β).
• For each cycle C ∈D that contains β and not α, a blue edge joining the two neighbours of β
in C is added to E(Gα,β).
• If there is a cycle C ∈D that contains the edge αβ , say C = (. . . , x,α,β, y, . . .), then a new
vertex v is added to J , a red edge xv is added to E(Gα,β), and a blue edge yv is added to
E(Gα,β) (if C is a 3-cycle, then x = y and a double edge results).
• For each cycle C ∈D that contains α and β at distance at least 2, say C = (. . . , x1, α, x2, . . . ,
y2, β, y1, . . .), two new vertices u and v are added to J , two red edges ux1 and vx2 are added
to E(Gα,β), and two blue edges uy1 and vy2 are added to E(Gα,β) (if x1 = y1 or x2 = y2,
then a double edge results).
By construction, each vertex of Gα,β is incident with either zero or one red edges and with either
zero or one blue edges. Moreover, the vertices of K that are incident in Gα,β with a red edge are
exactly those in NK(α) \ {β}, the vertices of K that are incident in Gα,β with a blue edge are
exactly those in NK(β) \ {α}, and each vertex of J is incident in Gα,β with exactly one red edge
and exactly one blue edge. So each component of Gα,β is either an alternating red–blue path (this
includes trivial paths consisting of an isolated vertex) or an alternating red–blue cycle (of even
length).
Suppose that for some vertex a1 ∈ V (K) \ {α,β}, αa1 ∈ E(K) and βa1 /∈ E(K). Then there
is a component of Gα,β which is a path, say P = [a1, a2, . . . , ar ] where r  2 and a1a2 is red.
For 2 i  r − 1, if ai ∈ V (K), then both edges αai and βai are in E(K), the edge αar ∈ E(K)
if and only if ar−1ar is red, and the edge βar ∈ E(K) if and only if ar−1ar is blue. So exactly
one of the edges αar and βar is in E(K). Let e1 be the one that is, let e2 be the one that is not,
and let K ′ be the graph obtained from K by replacing the edges αa1 and e1 with βa1 and e2. We
now modify the cycles of D in the following manner to obtain an (M)-cycle decomposition D′
of K ′.
• In the cycle containing the edge αa1, replace αa1 with the edge βa1.
• For 2 i  r − 1, if ai ∈ V (K), then in the cycle containing the edge αai replace αai with
the edge βai , and in the cycle containing the edge βai , replace βai with the edge αai .
• If αar ∈ E(K), then in the cycle containing the edge αar , replace αar with the edge βar .
• If βar ∈ E(K), then in the cycle containing the edge βar , replace βar with the edge αar .
It is an easy task (see [9]) to check that this procedure results in an (M)-cycle decomposition
of K ′.
Note that if G′α,β were constructed in the same manner using the new decomposition D′, then
it would differ from Gα,β only in that the colours on the path P would be interchanged. In this
sense D′ is constructed from D by interchanging the colours on P and changing the relevant
cycles in the corresponding manner.
The above procedure allows us to construct a new (M)-packing D′ of Kn from an existing
(M)-packing D of Kn and we will use it many times in what follows. We say that D′ is the
(M)-packing of Kn obtained from D by switching along the alternating (α,β)-path emanating
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switching along a trivial path. That is, when neither of the edges αa and βa occur in a cycle of
an (M)-packing, switching along the (α,β)-path emanating from a (this path is trivial and ter-
minates at a) is defined and leaves the (M)-packing unchanged. We note the following important
properties of these alternating path switches.
• For an (M)-packing of Kn with leave L say and a vertex v ∈ V (Kn) \ {α,β}, there is an
alternating (α,β)-path emanating from v if and only if v ∈ NL(α)∪NL(β) (if v ∈ NL(α)∩
NL(β), then the path consists of the single vertex v).
• For an (M)-packing of Kn with leave L say, switching along an alternating (α,β)-path
emanating from a1 and terminating at ar results in a new (M)-packing of Kn with leave,
L′ say, which differs from L only in that αa1, αar , βa1 and βar are edges in L′ if and only
if they are not edges in L.
• We can switch along two (or indeed any number of) alternating (α,β)-paths simultaneously.
3. Lassos and cycles
In this section our main aim is to prove two results, namely Lemmas 3.5 and 3.6, which allow
us to construct (M,m)-packings of Kn from certain (M)-packings of Kn, in particular from ones
having certain lassos in their leaves. First we need a few preliminary results.
Lemma 3.1. Let M be a list of integers and let n, p and q be integers satisfying p  3 and
q  2. Suppose there exists an (M)-packing of Kn with a (p, q)-lasso in its leave. Then either
there exists an (M,p + q − 2)-packing of Kn, or q  3 and there exists an (M)-packing of Kn
with a (q,p)-lasso in its leave.
Proof. Let D be an (M)-packing of Kn with a (p, q)-lasso in its leave, and let the lasso be
(x1, x2, . . . , xp)[xp, y1, y2, . . . , yq ]. If q = 2, then p+ q − 2 = p and we simply add the p-cycle
of the lasso toD. Hence we assume q  3. LetD′ be the (M)-packing of Kn obtained fromD by
switching along the alternating (x1, yq−1)-path emanating from x2. If this path does not terminate
at yq−2, then the leave of D′ contains the (p + q − 2)-cycle (x2, x3, . . . , xp, y1, y2, . . . , yq−1)
and we are finished. Hence we assume the path terminates at yq−2. In this case the leave of D′
contains the (q,p)-lasso (y1, y2, . . . , yq−2, x1, xp)[xp, xp−1, . . . , x3, x2, yq−1, yq ]. 
Lemma 3.2. Let M be a list of integers and let n, p and q be integers satisfying p  3 and
q  1. Suppose there exists an (M)-packing of Kn with a (p, q)-lasso in its leave. Then either
there exists an (M,p + q − 2)-packing of Kn, or there exists an (M)-packing of Kn with a
(q + 2,p − 2)-lasso in its leave.
Proof. Let D be an (M)-packing of Kn with a (p, q)-lasso in its leave, and let the lasso be
(x1, x2, . . . , xp)[xp = y0, y1, y2, . . . , yq ]. Let D′ be the (M)-packing of Kn obtained from D by
switching along the alternating (x2, yq)-path emanating from x3. If this path does not terminate
at yq−1, then the leave of D′ contains the (p + q − 2)-cycle (x3, x4, . . . , xp = y0, y1, y2, . . . , yq)
and we are finished. Hence we assume the path terminates at yq−1. In this case the leave of D′
contains the (q + 2,p − 2)-lasso (x1, x2, yq−1, yq−2, . . . , y0)[y0 = xp, xp−1, . . . , x3, yq ]. 
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and 3m p. Suppose there exists an (M)-packing of Kn with a (p, q)-lasso in its leave. Then
there exists an (M,m)-packing of Kn, or there exists an (M)-packing of Kn with a (p −m+ 2,
q +m− 2)-lasso in its leave.
Proof. Let D be an (M)-packing of Kn with a (p, q)-lasso in its leave, and let the lasso be
(x1, x2, . . . , xp)[xp, y1, y2, . . . , yq ]. If p = m, then we can simply add the p-cycle of the lasso
to D. Let D′ be the (M)-packing of Kn obtained from D by switching along the alternating
(xp−m+1, y1)-path emanating from xp−m+2. If this path does not terminate at xp , then the leave
ofD′ contains the m-cycle (xp−m+2, xp−m+3, . . . , xp, y1) and we are finished. Hence we assume
the path terminates at xp . In this case the leave of D′ contains the (p −m+ 2, q +m− 2)-lasso
(x1, x2, . . . , xp−m+1, xp)[xp, xp−1, . . . , xp−m+2, y1, y2, . . . , yq ]. 
By repeatedly applying Lemma 3.3 we obtain the following corollary.
Corollary 3.4. Let M be a list of integers and let p, q and m be integers satisfying p  3,
q  1 and 3  m  p. Suppose there exists an (M)-packing of Kn with a (p, q)-lasso in its
leave. Then there exists an (M,m)-packing of Kn, or there exists an (M)-packing of Kn with
a (p′,p + q − p′)-lasso in its leave where p′ is in the range 3  p′  m − 1 and p′ ≡ p
(mod m− 2).
The following lemma allows us to add a cycle of any odd length, m say, to any existing cycle
packing provided its leave contains a lasso of order at least m+ 2. Note that the lower bound
of m + 2 cannot be decreased. For example, if the leave of an (M)-packing of Kn consists of a
3-cycle and a 4-cycle intersecting in exactly one vertex (and some number of isolated vertices),
then the leave contains a (4,2)-lasso. But clearly there is no (M,5)-packing of Kn (as its leave
would contain only two edges).
Lemma 3.5. Let M be a list of integers and let m and n be integers such that m  3 is odd.
Suppose there exists an (M)-packing of Kn with a lasso of order at least m+ 2 in its leave. Then
there exists an (M,m)-packing of Kn.
Proof. By Corollary 3.4, we may assume we have a (p, q)-lasso of order (exactly) m + 2 with
3 p m. If p = m, then we have an m-cycle in the leave and we are finished. Otherwise, we
apply Lemma 3.1 if p is odd and apply Lemma 3.2 if p is even. We claim that repeating this
process, in each instance applying Lemma 3.1 when the cycle of the lasso has odd length and
applying Lemma 3.2 when the cycle of the lasso has even length, results in either an (M,m)-
packing of Kn or an (M)-packing of Kn with an (m,2)-lasso in its leave, and hence the required
result once the m-cycle is added to the decomposition. To see this, observe that the above process
changes the length of the cycle in the lasso as indicated below.
C3 → Cm−1 → C5 → Cm−3 → C7 → ·· · → C6 → Cm−2 → C4 → Cm. 
If we wish to add a cycle of even length, m say, to an existing packing our methods require
not only a lasso of order m+ 2 but also that the lasso be even.
1020 D. Bryant, D. Horsley / Journal of Combinatorial Theory, Series B 98 (2008) 1014–1037Lemma 3.6. Let M be a list of integers and let m and n be integers such that m  4 is even.
Suppose there exists an (M)-packing of Kn with an even lasso of order at least m + 2 in its
leave. Then there exists an (M,m)-packing of Kn.
Proof. By Corollary 3.4, we may assume we have a (p, q)-lasso of order (exactly) m + 2 with
p even and 3  p  m. If p = m, then we have an m-cycle in the leave and we are finished.
Otherwise, we apply Lemma 3.1 if p  m+42 and apply Lemma 3.2 if p 
m+2
2 . We claim that
repeating this process, in each instance applying Lemma 3.1 when the cycle of the lasso has
length at least m+42 and applying Lemma 3.2 when the cycle of the lasso has length at most
m+2
2 ,
results in either an (M,m)-packing of Kn or an (M)-packing of Kn with an (m,2)-lasso in its
leave, and hence the required result once the m-cycle is added to the decomposition. To see this,
observe that the above process changes the length of the cycle in the lasso as indicated below.
Cm+4
2
→ Cm
2
→ Cm+8
2
→ Cm−4
2
→ ·· · → Cm−4 → C6 → Cm−2 → C4 → Cm
for m ≡ 0 (mod 4) and
Cm+2
2
→ Cm+6
2
→ Cm−2
2
→ Cm+10
2
→ ·· · → Cm−4 → C6 → Cm−2 → C4 → Cm
for m ≡ 2 (mod 4). 
4. Creating a lasso when n is odd
In order to apply the results of Section 3, we need to be able to modify an (M)-packing of Kn
to produce a new (M)-packing of Kn with the property that the leave of the new (M)-packing
contains a lasso of sufficiently large order. Our aim in this section is to prove Lemmas 4.1–4.3
(see below) which allow us to do this when n is odd.
Lemma 4.1. Let M be a list of integers and let n and e be integers such that n  5 is odd and
e  n + 1. Suppose there exists an (M)-packing of Kn whose leave has size e. Then there exists
an (M)-packing of Kn with a lasso of order at least min{	 23e
 + 1, n}.
Lemma 4.2. Let M be a list of integers, let n 5 be an odd integer and suppose there exists an
(M)-packing of Kn whose leave has size at least 32 (n− 1)− 1. Then there exists an (M)-packing
of Kn with a leave which contains a lasso of order n.
Lemma 4.3. Let M be a list of integers, let n 7 be an odd integer and suppose there exists an
(M)-packing of Kn with a leave of size at least 32 (n− 1)− 1. Then there exists an (M)-packing
of Kn with a leave which contains either an (n − 3,1)-lasso or an even lasso of order at least
n− 1.
Lemma 4.2 is an immediate consequence of Lemma 4.1 and will be used in the proof of
Lemma 4.3. We prove Lemma 4.1 by showing, using Lemmas 4.4, 4.5 and 4.11, that given an
(M)-packing of Kn with a leave of size e we can find an (M)-packing of Kn with a leave which
contains a path of length min{	 23e
, n − 1}. Lemmas 4.4 and 4.5 allow us to modify an (M)-
packing of Kn is such a way that the components of the leave of the resulting (M)-packing
of Kn satisfy particular conditions. Lemma 4.11 allows us to modify an (M)-packing of Kn so
as to produce a long path in the leave of the resulting (M)-packing of Kn.
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under which we can modify an existing (M)-packing of Kn so that the leave of the resulting (M)-
packing contains a longer path than the leave of the original (M)-packing. Lemma 4.9 is used
only in the proof of Lemma 4.10. Many of the results proven in this section apply to packings
of Kn for both n odd and n even. Lemma 4.6 will also be used in Section 5.
Lemma 4.4. Let M be a list of integers, let n be an odd integer and suppose there exists an
(M)-packing of Kn. Then there exists an (M)-packing of Kn in which all the edges of the leave
are in a single component.
Proof. Let L be the leave of an (M)-packing of Kn. If all the edges of L are not in a single
component then there exist distinct non-trivial components G and H in L. Choose w ∈ V (G)
and xy ∈ E(H). Since n is odd, L is an even graph. So G contains no bridge and there is an edge,
yz say, in H with z = x. Let L′ be the leave of the (M)-packing of Kn obtained by switching
along the alternating (w,x)-path emanating from y. In L′, the component containing w contains
the edge wy, the edge yz, and all except at most one of the edges of G. Hence this component
has more edges than G. By repeating this process we obtain an (M)-packing of Kn with all the
edges of the leave in a single component. 
Lemma 4.5. Let M be a list of integers and let n, v and e be integers satisfying v < n and
v < 23e + 1. Suppose there exists an (M)-packing of Kn with a component G of order v and
size e in its leave. Then there exists an (M)-packing of Kn which has a component of size at
least e and order greater than v in its leave.
Proof. Suppose each edge of G is in at most one cycle. If G has a cycle, then delete an edge
from that cycle and repeat the process until a graph T with no cycles remains. Since no edge
of G is in more than one cycle, at most one edge from each cycle of G is deleted, and it follows
that the number of deleted edges is at most 13e. So |E(T )|  23e. But since T has no cycles,
v − 1 = |V (T )| − 1  |E(T )| and so we have v − 1  23e. That is, v  23e + 1 and we have a
contradiction. Hence G has an edge xy which is in more than one cycle.
Let z be a vertex where the two cycles containing xy diverge and let z′ be a neighbour of z
in one of the cycles (it does not matter if z′ is chosen to be in both or in just one of the cy-
cles). Choose w ∈ V (Kn) \ V (G) (such a vertex exists since v < n), let H be the component
containing w (w could be an isolated vertex), and switch along the alternating (z,w)-path ema-
nating from z′. It is easy to check that in the leave of the resulting (M)-packing of Kn, there is a
component containing all the vertices of V (G)∪ V (H) and having e + |E(H)| edges. 
Lemma 4.6. Let M be a list of integers and let n, s, a, b and c be integers satisfying 0 
a  b  c  s. Suppose there exists an (M)-packing of Kn with a leave L which contains an
s-path X = [x0, x1, . . . , xs] and a vertex y /∈ V (X). Suppose further that L contains an edge
xaxs and two internally disjoint paths B and C from y to xb and y to xc, respectively, such that
V (B)∩ V (X) = {xb} and V (C)∩ V (X) = {xc}. Then there exists an (M)-packing of Kn with a
leave L′ which contains an s′-path, X′ say, for some s′ > s. Furthermore,
(i) if X is in a component of L with order v, then X′ is in a component of L′ with order at
least v;
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(iii) if degL(x0) = 1, then an end-vertex of X′ has degree 1 in L′.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma and let L
be its leave. Let B = [y = b0, b1, . . . , bk = xb] and C = [y = c0, c1, . . . , cl = xc] (so k, l  1,
b1 = c1 and bk−1bk = cl−1cl). Clearly D itself has the required properties if a = 0, c = s or
a = b = c = s − 1 (note that when b = c one of A or B must have length at least 2), so we may
assume a  1, c s − 1 and a  s − 2.
We switch along the alternating (xa, y)-path emanating from xa−1. Moreover, to ensure that
property (ii) holds, if degL(xa) = 3 (so n is even and a < b), degL(y)  3, and the alternating
(xa, y)-path emanating from xa−1 terminates at a neighbour in L of xa , then we also switch
along an alternating (xa, y)-path which emanates from a neighbour in L of y and terminates
at a neighbour in L of y (note that such a path exists as degL(y)  3). Let D′ be the resulting
(M)-packing and let L′ be its leave.
We claim that L′ contains an s′-path for some s′ > s. Explicitly, the s′-path is
• [x0, x1, . . . , xa−1, y, xa+1, xa+2, . . . , xs, xa] if the (xa, y)-path emanating from xa−1 termi-
nates at xa+1;
• [x0, x1, . . . , xa−1, y, xs, xs−1, . . . , xa] if the (xa, y)-path emanating from xa−1 terminates
at xs ;
• [x0, x1, . . . , xa−1, y = c0, c1, . . . , cl = xc, xc−1, . . . , xa, xs, xs−1, . . . , xc+1] if the (xa, y)-
path emanating from xa−1 terminates at b1 or bk−1;
• [x0, x1, . . . , xa−1, y = b0, b1, . . . , bk = xb, xb−1, . . . , xa, xs, xs−1, . . . , xb+1] if the (xa, y)-
path emanating from xa−1 does not terminate at xa+1, xs , b1 or bk−1.
It is easy to verify that L′ satisfies properties (i)–(iii). For (iii), the end-vertex of degree 1
is x0. 
Lemma 4.7. Let M be a list of integers and let n, v, s and k be integers. Suppose there exists
an (M)-packing of Kn whose leave has a component of order v which contains an s-path and a
k-cycle which intersect in precisely one vertex. Then there exists an (M)-packing of Kn whose
leave has a component of order at least v which contains an (s + k − 1)-path.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma, let
[x0, x1, . . . , xs] be the s-path and let (xa, y1, y2, . . . , yk−1) be the k-cycle. So xi = yj for all i
and j . Clearly D itself has the required properties if a = 0 or a = s, so we may assume
1 a  s − 1.
Consider the alternating (xa, xs)-paths emanating from y1 and yk−1. At most one of these
paths terminates at xs−1, so we may assume without loss of generality that the path emanating
from y1 does not terminate at xs−1. Let D′ be the (M)-packing obtained from D by switching
along the alternating (xa, xs)-path emanating from y1. We claim that the leave of D′ contains an
(s + k − 1)-path. Explicitly, the (s + k − 1)-path is
• [x0, x1, . . . , xa−1, xs, xs−1, . . . , xa, yk−1, yk−2, . . . , y1] if the (xa, xs)-path emanating from
y1 terminates at xa−1;
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y1 terminates at xa+1;
• [x0, x1, . . . , xs, y1, y2, . . . , yk−1] if the (xa, xs)-path emanating from y1 does not terminate
at xa−1 or xa+1.
It is clear that this path is in a component of order at least v. 
Lemma 4.8. Let M be a list of integers and let n, v, s, k, a, b and c be integers satisfying k  2
and 0 a  b < c s. Suppose there exists an (M)-packing of Kn whose leave has a component
of order v which contains an s-path X = [x0, x1, . . . , xs], a k-path Y from xb to xc and an edge
xaxc such that V (Y ) ∩ V (X) = {xb, xc}. Then there exists an (M)-packing of Kn whose leave
has a component of order at least v which contains an s′-path for some s′ > s.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma and let
Y = [xb = y0, y1, . . . , yk = xc]. Clearly D itself has the required properties if b = 0, c = s or
c = b + 1, so we may assume b  1, c  s − 1 and c  b + 2. Consider the alternating (xc, xs)-
paths. Clearly at least one of the following four statements holds.
(1) The alternating (xc, xs)-path emanating from yk−1 terminates at none of xc−1, xc+1, xs−1.
(2) The alternating (xc, xs)-path emanating from xc−1 terminates at none of yk−1, xc+1, xs−1.
(3) The alternating (xc, xs)-path emanating from yk−1 terminates at xc−1.
(4) The alternating (xc, xs)-paths emanating from yk−1 and xc−1 terminate at xc+1 and xs−1 (not
necessarily, respectively).
First suppose statement (1) holds. Let D′ be the (M)-packing obtained from D by switching
along the alternating (xc, xs)-path emanating from yk−1. Then the leave of D′ has a component
of order at least v which contains an (s + 1)-path, namely [x0, x1, . . . , xs, yk−1].
Now suppose statement (2) holds. Let D′ be the (M)-packing obtained from D by switching
along the alternating (xc, xs)-path emanating from xc−1. Then the leave ofD′ has a component of
order at least v which contains an (s+1)-path, namely [x0, x1, . . . , xc−1, xs, xs−1, . . . , xc, yk−1].
Now suppose that statement (3) holds and let D′ be the (M)-packing obtained from D by
switching along the alternating (xc, xs)-path emanating from yk−1 and terminating at xc−1. Then
D′ satisfies the conditions of Lemma 4.6 with paths [x0, x1, . . . , xc−1, xs, xs−1, . . . , xc], [xb, y1],
[xs, yk−1, yk−2, . . . , y1] and edge xaxc. Note that the path [x0, x1, . . . , xc−1, xs, xs−1, . . . , xc] oc-
curs in a component of order at least v in the leave of D′. Thus, applying Lemma 4.6 to D′ gives
us the required result.
Finally, suppose statement (4) holds. Then, since a  b  c − 2, the alternating (xc, xs)-path
emanating from xa terminates at none of xc−1, yk−1, xc+1, xs−1. Let D′ be the (M)-packing ob-
tained from D by switching along the alternating (xc, xs)-path emanating from xa . Then D′ sat-
isfies the conditions of Lemma 4.6 with paths [x0, x1, . . . , xs], [xb, y1], [xc, yk−1, yk−2, . . . , y1]
and edge xaxs . Note that the path [x0, x1, . . . , xs] occurs in a component of order at least v in the
leave of D′. Thus, applying Lemma 4.6 to D′ gives us the required result. 
Lemma 4.9. Let M be a list of integers and let n, v, s and b be integers satisfying 0  b  s.
Suppose there exists an (M)-packing of Kn whose leave, L say, has a component of order v
which contains an s-path X = [x0, x1, . . . , xs], a vertex w /∈ V (X) and a path W from xb to w
such that V (W) ∩ V (X) = {xb}. Then there exists an (M)-packing of Kn whose leave, L′ say,
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(E(L) \ {xb−1xb, xbxb+1})∪ {xb−1w,wxb+1}.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma. Let W =
[xb = w0,w1, . . . ,wk = w] for some k  1. Clearly D itself has the required properties if b = 0
or b = s, so we may assume 1  b  s − 1. Let L∗ be the leave of the (M)-packing obtained
from D by switching along the alternating (w1, xb)-path, P say, emanating from xb−1. If P does
not terminate at xb+1, then L∗ has a component of order at least v which contains the (s + 1)-
path [x0, x1, . . . , xb−1,w1, xb, xb+1, . . . , xs] and we are finished. If P terminates at xb+1, then
L∗ satisfies E(L∗) = (E(L) \ {xb−1xb, xbxb+1})∪ {xb−1w1,w1xb+1}.
It is clear that by repeating this procedure we will eventually obtain an (M)-packing of Kn
whose leave, L′ say, either has a component of order at least v which contains an (s + 1)-path,
or satisfies E(L′) = (E(L) \ {xb−1xb, xbxb+1})∪ {xb−1w,wxb+1}. 
Lemma 4.10. Let M be a list of integers and let n, v, s, k, a and b be integers such that n is
odd, k  2 and 0  a < b  s. Suppose there exists an (M)-packing of Kn whose leave has a
component of order v which contains an s-path X = [x0, x1, . . . , xs] and a k-path Y from xa
to xb with V (Y ) ∩ V (X) = {xa, xb}. Then there exists an (M)-packing of Kn whose leave has a
component of order at least v which contains an s′-path for some s′ > s.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma and let L be
its leave. Clearly D itself has the required properties if a = 0 or b = s, so we may assume a  1
and b s − 1.
Let Y = [xa = y0, y1, . . . , yk = xb]. Since n is odd, L is an even graph and it follows that in L
there is an l-path Z = [xb = z0, z1, . . . , zl] for some l  1 such that V (Z) ∩ (V (X) ∪ V (Y )) =
{xb, zl}.
If zl ∈ V (Y ) \ {xa}, then there is a cycle in L which intersects [x0, x1, . . . , xs] in precisely one
vertex, and applying Lemma 4.7 yields the required result. Thus we may assume that zl = xc for
some c satisfying 0 c s, c = b. The proof now splits into three cases according to whether c
is in {0,1,2, . . . , a}, {a + 1, a + 2, . . . , b − 1} or {b + 1, b + 2, . . . , s}.
First suppose c ∈ {0,1,2, . . . , a}. If l = 1, then we can apply Lemma 4.8 to complete the
proof, so we may assume that l  2. Applying Lemma 4.9 with W = [xb = z0, z1, . . . , zl−1], we
obtain an (M)-packing of Kn whose leave has a component of order at least v which contains
either an s′-path for some s′ > s or an s-path X′ = [x1, x2, . . . , xb−1, zl−1, xb+1, xb+2, . . . , xs],
an edge xczl−1, and a (k + l − 1)-path Y ′ from xa to zl−1 such that V (Y ′)∩V (X′) = {xa, zl−1}.
In the former case we are finished and in the latter case we apply Lemma 4.8 to complete the
proof.
Now suppose c ∈ {a + 1, a + 2, . . . , b − 1}. Applying Lemma 4.9 with W = [xb = yk,
yk−1, . . . , y1], we obtain an (M)-packing of Kn whose leave has a component of order at least v
which contains either an s′-path for some s′ > s or an s-path X′ = [x1, x2, . . . , xb−1, y1, xb+1,
xb+2, . . . , xs], an edge xay1, and a (k + l − 1)-path Z′ from y1 to xc such that V (Z′)∩V (X′) =
{y1, xc}. In the former case we are finished and in the latter case we can apply Lemma 4.8 to
complete the proof.
Finally suppose c ∈ {b + 1, b + 2, . . . , s}. Applying Lemma 4.9 with W = [xb = yk, yk−1,
. . . , y1], we obtain an (M)-packing of Kn whose leave has a component of order at least v which
contains either an s′-path for some s′ > s or an s-path X′ = [x′0, x′1, . . . , x′s] (where x′i = xi for
i = b and x′ = y1) and a (k + l − 1)-path Z′ from x′ to x′ such that V (Z′)∩ V (X′) = {x′ , x′ } .b b c b c
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then we are finished. Otherwise, we may repeat the procedure outlined in this proof. Proceeding
in this way, we will eventually obtain an (M)-packing with the required properties. 
Lemma 4.11. Let M be a list of integers, let n and v be integers such that n is odd, and suppose
there exists an (M)-packing of Kn with a component of order v in its leave. Then there exists an
(M)-packing of Kn with a (v − 1)-path in its leave.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma, let L be
the leave of D and let H be a component of L with order v. Let X be a longest path in H . Let
s = |E(X)| and let X = [x0, x1, . . . , xs]. If s = v − 1, then we are finished so suppose s < v − 1.
Since H is connected and even, and since there are vertices of H which are not vertices of X,
it follows that H contains either a cycle which intersects X in precisely one vertex or a k-path
[xa, y1, . . . , yk−1, xb] where k  2, 0 a < b  s and yi /∈ V (X) for i = 1,2, . . . , k − 1. In the
first case we apply Lemma 4.7 and in the second we apply Lemma 4.10, in both cases obtaining
an (M)-packing of Kn whose leave has a component of order at least v which contains an s′-path
for some s′ > s. Repeating this process, we obtain the required result. 
Proof of Lemma 4.1. By Lemma 4.4 there exists an (M)-packing of Kn with a component of
size e. Thus, by repeatedly applying Lemma 4.5, we can obtain an (M)-packing of Kn with a
component of order v for some v  min{	 23e
 + 1, n}. Then by Lemma 4.11, there exists an
(M)-packing of Kn with a (v − 1)-path in its leave. Let D be such an (M)-packing, let L be its
leave and let H be the component of L which contains the (v − 1)-path. It is easy to see that
either L contains a lasso of order v or H is a v-cycle (since n is odd, L is an even graph). In the
former case we are finished, so we may assume H is a v-cycle.
Since e > n, there must be a vertex y ∈ V (L) with degL(y)  4. Let x ∈ V (H) and let L′
be the leave of the (M)-packing obtained from D by switching along the alternating (x, y)-path
emanating from a neighbour in L of y and terminating at a neighbour in L of y (degL(x) = 2 and
degL(y) 4, so such a path exists). It is easy to see that L′ contains a lasso of order v + 1. 
Proof of Lemma 4.2. This is an immediate consequence of Lemma 4.1. 
We now prove Lemma 4.3. Essentially this is accomplished by using Lemmas 4.2 and 3.5 to
modify an existing (M)-packing of Kn so as to create a new (M)-packing of Kn with an (n−2)-
cycle in its leave. This leave either contains one of the required lassos or can be modified so
that it does. However, before we can prove Lemma 4.3, we require the following three lemmas.
Lemmas 4.12 and 4.14 are results which will also be used in Section 5. The proof of Lemma 4.12
is an easy exercise. Lemma 4.13 is used only in the proof of Lemma 4.14.
Lemma 4.12. If G is a θ -graph of order s and G is not an even cycle with a chord, then G
contains an even lasso of order s.
Lemma 4.13. Let M be a list of integers, let n and s be integers with s  4 and suppose there
exists an (M)-packing of Kn with a leave which contains an s-cycle, C say. Let [a, b, c, d] be
a path in C. Then there exists an (M)-packing of Kn with a leave, L′ say, such that either L′
contains an (s − 1,1)-lasso or E(L′) = (E(L) \ {ab, cd})∪ {ac, bd}.
1026 D. Bryant, D. Horsley / Journal of Combinatorial Theory, Series B 98 (2008) 1014–1037Proof. LetD be an (M)-packing of Kn which satisfies the conditions of the lemma. LetD′ be the
(M)-packing obtained from D by switching along the alternating (b, c)-path, P say, emanating
from a and let L′ be its leave. If P terminates at d , then E(L′) = (E(L) \ {ab, cd}) ∪ {ac, bd}.
If P does not terminate at d , then L′ contains an (s − 1,1)-lasso with tail [c, b]. 
Lemma 4.14. Let M be a list of integers, let n and s be integers and suppose there exists an
(M)-packing of Kn with a leave which contains an s-cycle with a chord. Then there exists an
(M)-packing of Kn with a leave which contains an (s − 1,1)-lasso.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma. Let L be
the leave of D and suppose without loss of generality that the s-cycle in L is (x1, x2, . . . , xs) and
the chord in L is x1xe for some 3  e  s − 1. If e = 3, then (x3, x4, . . . , xs, x1)[x1, x2] is an
(s − 1,1)-lasso in L and we are finished. If e 4, then by applying Lemma 4.13 with a = xe−2,
b = xe−1, c = xe, and d = xe+1 we obtain an (M)-packing of Kn with a leave which contains
either an (s − 1,1)-lasso or an s-cycle (x′1, x′2, . . . , x′s) with a chord x′1x′e−1. It is clear that by
repeating this procedure we will eventually obtain an (M)-packing with a leave which contains
an (s − 1,1)-lasso. 
Proof of Lemma 4.3. By Lemma 4.2, there exists an (M)-packing of Kn with a leave containing
a lasso of order n. Thus, by Lemma 3.5 there exists an (M,n − 2)-packing of Kn. Omitting an
(n − 2)-cycle from this packing we obtain an (M)-packing of Kn with a leave containing an
(n− 2)-cycle. Let D be such an (M)-packing, let L be its leave, let C be an (n− 2)-cycle in L,
and let z1 and z2 be the two vertices of Kn which are not on C.
If L contains a chord of C, then we are finished by Lemma 4.14. If at least four edges of L
are incident with z1 or z2, then it is routine to check that L contains a θ -graph of order at least
n− 1 which is not an even cycle with a chord. In this case we are finished by Lemma 4.12.
Thus, we may assume that L contains no chord of C and at most three edges of L are incident
with z1 or z2. Since L is an even graph and |E(L)|  32 (n − 1) − 1, it follows that n = 7 and
L consists of a five cycle and a three cycle with exactly one vertex in common. However, in
this case we know that there exists an (M,4,4)-cycle decomposition of K7 (Balister [5] has
settled Alspach’s cycle decomposition problem for n  14). Omitting two 4-cycles from this
decomposition we obtain an (M)-packing of K7 with a leave which contains a (4,1)-lasso. 
5. Creating a lasso when n is even
Our aim in this section is to prove Lemmas 5.1–5.3 (see below) which are the n even analogues
of Lemmas 4.1–4.3.
Lemma 5.1. Let M be a list of integers and let n and e be integers such that n 6 is even and
e  n. Suppose there exists an (M)-packing of Kn with a leave of size e. Then there exists an
(M)-packing of Kn with a leave which contains a lasso of order at least min{e − n2 + 1, n}.
Lemma 5.2. Let M be a list of integers, let n 6 be an even integer and suppose there exists an
(M)-packing of Kn with a leave of size at least 32n− 2. Then there exists an (M)-packing of Kn
with a leave which contains a lasso of order at least n− 1.
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(M)-packing of Kn with a leave of size at least 32n− 2. Then there exists an (M)-packing of Kn
with a leave which contains an (n− 4,1)-lasso or an even lasso of order at least n− 2.
Lemma 5.2 is an immediate consequence of Lemma 5.1 and will be used to prove Lemma 5.3.
We prove Lemma 5.1 by showing, in Lemma 5.10, that from an (M)-packing of Kn with a
leave of size e we can construct an (M)-packing of Kn with a leave which contains a path of
length min{e − n2 , n− 1}. To accomplish this we will make use of Lemmas 5.4–5.9. Lemma 5.4
was proved in [9] and is restated here to fit the terminology of this paper. Lemma 5.5 allows us
to modify an (M)-packing of Kn whose leave contains a path with end-vertices of degree 1 in
such a way that the leave of the resulting (M)-packing contains a path of the same length with an
end-vertex of degree 3. Lemmas 5.6–5.9 give various conditions under which we can modify an
existing (M)-packing of Kn in such a way that the leave of the resulting (M)-packing contains a
longer path than the leave of the original (M)-packing.
Lemma 5.4. (See [9].) Let M be a list of integers and let n be an integer. If there exists an
(M)-packing of Kn, then there exists an (M)-packing of Kn with a leave L such that |degL(x)−
degL(y)| 2 for all x, y ∈ V (Kn).
Lemma 5.5. Let M be a list of integers and let n and s be integers such that n is even. Suppose
there exists an (M)-packing of Kn having a leave L which contains an s-path X and a vertex
y /∈ V (X) such that both end-vertices of X have degree 1 in L and degL(y) 3. Then there exists
an (M)-packing of Kn having a leave L∗ which contains an s-path X∗ such that one end-vertex
of X∗ has degree 1 in L∗ and the other has degree 3 in L∗. Furthermore, the number of vertices
of degree 1 in L∗ is at most the number of vertices of degree 1 in L.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma and let
L be its leave. Let x be an end-vertex of X. Let D∗ be an (M)-packing of Kn obtained by
switching along an alternating (x, y)-path which emanates from a neighbour of y and terminates
at a neighbour of y. At least one such path exists since degL(y) 3 and degL(x) = 1. Then D∗
is the (M)-packing we require. 
Lemma 5.6. Let M be a list of integers and let n and s be integers such that n is even.
Suppose there exists an (M)-packing of Kn having a leave L which contains an s-path
X = [x0, x1, . . . , xs] and a vertex y /∈ V (X) such that degL(xs)  3, NL(y) ∩ V (X) = ∅ and
degL(y) 3. Then there exists an (M)-packing of Kn with a leave L∗ which contains an (s+1)-
path X∗. Furthermore, the number of vertices of degree 1 in L∗ is at most the number of vertices
of degree 1 in L and if degL(x0) = 1, then an end-vertex of X∗ has degree 1 in L∗.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma and let L be
its leave. Since n is even, degL(xs) and degL(y) are both odd and hence there exists an alternating
(xs, y)-path emanating from a neighbour, d say, of y in L and terminating at a neighbour, e say,
of xs in L. Let D′ be the (M)-packing obtained from D by switching along such an alternating
path and let L′ be its leave. We claim that L′ contains an (s + 1)-path, X′ say. Explicitly
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• X′ = [x0, x1, . . . , xs−1, y, z], if e = xs−1, where z is any neighbour in L of y that is distinct
from d (recall that degL(y) 3, so z exists).
It is easy to see that a vertex has degree 1 in L′ if and only if it has degree 1 in L. 
Lemma 5.7. Let M be a list of integers and let n, s, a, b and c be integers such that n is
even and 0  a  b  c  s. Suppose there exists an (M)-packing of Kn having a leave L
which contains an s-path X = [x0, x1, . . . , xs] such that degL(xs)  3 and a vertex y /∈ V (X).
Suppose further that L contains three pairwise internally disjoint paths A, B and C from y
to xa , y to xb and y to xc, respectively, such that V (A) ∩ V (X) = {xa}, V (B) ∩ V (X) = {xb}
and V (C) ∩ V (X) = {xc}. Then there exists an (M)-packing of Kn having a leave L∗ which
contains an s∗-path X∗ for some s∗ > s. Furthermore, the number of vertices of degree 1 in L∗
is at most the number of vertices of degree 1 in L and if degL(x0) = 1, then an end-vertex of X∗
has degree 1 in L∗.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma and let L be
its leave. The proof splits into the following cases.
(1) There exists an edge x0w or an edge xsw with w /∈ V (X).
(2) There exists an edge xexs in L with e b.
(3) There exists an edge x0xd in L with d  b.
(4) NL(x0) ⊆ {x1, x2, . . . , xb−1} and NL(xs) ⊆ {xb+1, xb+2, . . . , xs−1}.
In case (1) L contains an (s + 1)-path and we are finished. In case (2) we apply Lemma 4.6
with paths X, B and C and edge xexs to complete the proof. The argument in case (3) follows
similarly to that of case (2) except that we use paths X, A and B and edge x0xd . Note that in this
case we cannot invoke property (iii) of Lemma 4.6, but degL(x0) > 1 and so we do not care if
X∗ has an end-vertex of degree 1 in L∗.
Finally, we consider case (4). Note that in this case 1 a  b  c  s − 1. Since n is even,
degL(x0) and degL(xs) are odd and hence there exists an alternating (x0, xs)-path emanating
from a neighbour, xd say, of x0 in L and terminating at a neighbour, xe say, of xs in L. Let D′
be the (M)-packing obtained from D by switching along this alternating path and let L′ be the
leave of D′. It is easy to see that a vertex has degree 1 in L′ if and only if it has degree 1 in L.
We claim that D′ satisfies the conditions of Lemma 4.6. The required paths and edge in L′ are
• [x0, xs−1, xs−2, . . . , x1, xs], A, B and xsxf , if d = 1 and e = s − 1, where xf is any neigh-
bour of xs in L distinct from xs−1 (recall that degL(xs) 3, so xf exists);
• [x0, xe, xe−1, . . . , x1, xs, xs−1, . . . , xe+1], A, B and xe+1xe , if d = 1 and e < s − 1;
• [xs, xd, xd+1, . . . , xs−1, x0, x1, . . . , xd−1], B , C and xd−1xd , if d > 1 and e = s − 1;
• [x0, x1, . . . , xs], B , C and xsxd if d > 1 and e < s − 1.
Thus we can apply Lemma 4.6 to complete the proof. 
Lemma 5.8. Let M be a list of integers and let n, s, a and b be integers such that n is even and
0 a  b  s. Suppose there exists an (M)-packing of Kn having a leave L which contains an
s-path X = [x0, x1, . . . , xs] and vertices y, z /∈ V (X) such that degL(xs) 3, degL(y) 3, and
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and B from y to xa and y to xb, respectively, such that V (A) ∩ V (X) = {xa} and V (B) ∩
V (X) = {xb}. Then there exists an (M)-packing of Kn having a leave L∗ which contains an s∗-
path X∗ for some s∗ > s. Furthermore, the number of vertices of degree 1 in L∗ is at most the
number of vertices of degree 1 in L and if degL(x0) = 1, then an end-vertex of X∗ has degree 1
in L∗.
Proof. Let D be an (M)-packing of Kn which satisfies the conditions of the lemma and let L be
its leave. The proof splits into the following three cases.
(1) There exists an edge xsw with w /∈ V (X).
(2) There exists an edge xexs in L with e a.
(3) NL(xs) ⊆ {xa+1, xa+2, . . . , xs−1}.
In case (1) L contains an (s + 1)-path and we are finished. In case (2) we apply Lemma 4.6 with
paths X, A and B and edge xexs to complete the proof. In case (3) we know degL(xs) 3, so let
f,g ∈ {a+ 1, a+ 2, . . . , xs−2} be integers such that xsxf , xsxg ∈ E(L) and f = g. Let D′ be the
(M)-packing obtained from D by switching along the alternating (z, xs)-path emanating from y
and let L′ be its leave. If this path does not terminate at xs−1, then L′ contains the (s + 1)-path
[x0, x1, . . . , xs, y] and we are finished. Thus we may assume that the path terminates at xs−1.
Case (3) now splits into the following two subcases.
(3a) The alternating (y, z)-path, P say (induced by D′) emanating from xs does not terminate
at xs−1.
(3b) The alternating (y, z)-path, P say (induced by D′) emanating from xs terminates at xs−1.
In case (3a) the leave, L′′ say, of the (M)-packing obtained from D′ by switching along P
contains the (s + 1)-path X′′ = [x0, x1, . . . , xs−1, z, xs]. It is easy to see that the number of ver-
tices of degree 1 in L′′ is at most the number of vertices of degree 1 in L and if degL(x0) = 1,
then degL′′(x0) = 1.
In case (3b), let k be the length of A and let A = [y = a0, a1, . . . , ak = xa]. Let D′′ be the
(M)-packing obtained from D′ by switching along the alternating (y, z)-path emanating from a1
and let L′′ be its leave. Note that this path does not terminate at xs−1. It is easy to see that the
number of vertices of degree 1 in L′′ is at most the number of vertices of degree 1 in L and if
degL(x0) = 1, then degL′′(x0) = 1.
If k > 1, then [x0, x1, . . . , xs−1, z, a1] is an (s + 1)-path in L′′ and we are finished. If k = 1,
then applying Lemma 4.6 with paths [x0, x1, . . . , xs−1, z], [xs, xf ], [xs, xg] and edge zxa com-
pletes the proof. 
Lemma 5.9. Let M be a list of integers and let n and s be integers. Suppose there exists an (M)-
packing of Kn having a leave L which contains an s-path X = [x0, x1, . . . , xs] and a vertex y
such that degL(xs)  3, degL(y)  3 and y is adjacent to two vertices z1 and z2 such that
degL(z1) = degL(z2) = 1 and z1, z2 /∈ V (X). Then there exists an (M)-packing of Kn having a
leave L∗ which contains an (s + 1)-path X∗. Furthermore, the number of vertices of degree 1
in L∗ is at most the number of vertices of degree 1 in L, and if degL(x0) = 1, then an end-vertex
of X∗ has degree 1 in L∗.
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leave L.
Let D′ be the (M)-packing obtained from D by switching along the alternating (z1, xs)-path
emanating from y and let L′ be its leave. If this path does not terminate at xs−1, then L′ con-
tains the (s + 1)-path [x0, x1, . . . , xs, y] and we are finished. Thus we may assume that the path
terminates at xs−1.
Consider the alternating (y, z1)-paths in D′ emanating from z2 and xs . At most one of these
terminates at xs−1. Let w ∈ {z2, xs} be a vertex such that the alternating (y, z1)-path emanating
from w does not terminate at xs−1. Let D′′ be the (M)-packing obtained from D′ by switching
along the alternating (y, z1)-path emanating from w and let L′′ be its leave. Note that L′′ contains
(s + 1)-path [x0, x1, . . . , xs−1, z1,w]. It is easy to see that the number of vertices of degree one
in L′′ is at most the number of vertices of degree one in L and if degL(x0) = 1, then an end-vertex
of X′′ has degree one in L′′. 
Lemma 5.10. Let M be a list of integers, let n and e be integers such that n  6 is even, and
suppose there exists an (M)-packing of Kn with a leave of size e. Then there exists an (M)-
packing of Kn with a leave, L say, which contains a path of length min{e − n2 , n − 1} such that
one end-vertex of the path has degree at least 3 in L.
Proof. For brevity, let k = min{e − n2 , n}. Note that if k = n, then we require a path of
length k − 1 and if k < n, then we require a path of length k.
Applying Lemma 5.4 to an (M)-packing of Kn that satisfies the conditions of the lemma
results in an (M)-packing of Kn with exactly k vertices of degree at least 3 in its leave. Let D
be such an (M)-packing and let L be its leave. Note that no (M)-packing of Kn has more than k
vertices of degree at least 3 in its leave. Let X be the longest path in L with the property that if
e − n2 < n, then X has an end-vertex with degree 1 in L.
Let s be the length of the path X. The proof now splits into the following three cases.
(1) s > min{e − n2 , n− 1}.
(2) s = min{e − n2 , n− 1}.
(3) s < min{e − n2 , n− 1}.
In cases (1) and (2) we will show that we can obtain an (M)-packing of Kn that satisfies the
required properties. In case (3) we will show that we can obtain an (M)-packing of Kn whose
leave, L′ say, contains exactly k vertices of degree at least 3 and an (s + 1)-path, X′ say, with the
property that if e < 32n, then X
′ has an end-vertex with degree 1 in L′. It is clear that this will
suffice to complete the proof.
Clearly in case (1) we have that s > e− n2 . It can be seen that X has a subpath of length e− n2
with one end-vertex of degree at least 3 in L. Thus we are finished.
Case (2) splits into the following two subcases.
(2a) An end-vertex of X has degree at least 3 in L.
(2b) Both end-vertices of X have degree 1 in L.
In case (2a) we are finished. In case (2b), k  n − 2, so k = e − n2 and s = k. It follows that
L has a vertex y /∈ V (X) with degL(y)  3 (since L contains exactly k vertices of degree at
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contains exactly k vertices of degree at least 3 and an s-path with one end-vertex of degree 3.
Thus we are finished.
In case (3), note that if k < n, then X has an end-vertex with degree 1 in L (by the definition
of X) and, as s  k−1, there are at least k− s  1 vertices of degree at least 3 in V (Kn)\V (X).
Also, if k = n, then, as s  n− 2, there is a vertex of degree at least 3 in V (Kn) \ V (X).
Case (3) splits into the following three subcases.
(3a) An end-vertex of X has degree at least 3 in L and L contains a vertex of degree at least 3
which is not adjacent to any vertex in V (X).
(3b) An end-vertex of X has degree at least 3 in L and every vertex of degree at least 3 in L
which is not in V (X) is adjacent to a vertex in V (X).
(3c) Both end-vertices of X have degree 1 in L.
In case (3a) we may apply Lemma 5.6 to D to obtain an (M)-packing of Kn whose leave,
L′ say, contains exactly k vertices of degree at least 3 and an (s + 1)-path, X′ say, with the
property that if e < 32n, then X
′ has an end-vertex with degree 1 in L′.
In case (3b) it is routine to check (using the fact that there is at least one vertex of degree 3 in
V (Kn) \V (X)) that D must satisfy the conditions of Lemma 5.7, 5.8 or 5.9. Thus we may apply
the appropriate lemma to obtain an (M)-packing of Kn whose leave, L′ say, contains exactly k
vertices of degree at least 3 and an (s + 1)-path, X′ say, with the property that if e < 32n, then X′
has an end-vertex with degree 1 in L′.
In case (3c) we may apply Lemma 5.5 to obtain an (M)-packing of Kn with a leave which
contains exactly k vertices of degree at least 3 and an s-path with one end-vertex of degree 3. We
are now in case (3a) or (3b) and may follow the appropriate argument to obtain an (M)-packing
of Kn whose leave, L′ say, contains exactly k vertices of degree at least 3 and an (s + 1)-path,
X′ say, with the property that if e < 32n, then X
′ has an end-vertex with degree 1 in L′. 
Proof of Lemma 5.1. By Lemma 5.10 there exists an (M)-packing D of Kn having a leave,
L say, which contains a path, X = [x0, x1, . . . , xs] say, of length s = min{e− n2 , n− 1} such that
degL(xs) 3.
It is easy to see that at most e − n2 vertices have degree at least 3 in L, so every vertex of
degree at least 3 in L is on X. Since e  n, L must contain a cycle and thus there must be an
edge xaxb in L with a, b ∈ {0,1, . . . , s} and b a + 2.
If there is an edge xcxs with c ∈ {0,1, . . . , s − 2}, then it is easy to see that L contains a
lasso of order at least s + 1 (for the case c = 0 note that L is an odd graph, so in L the cycle
(x0, x1, . . . , xs) must have a tail of length 1 or a chord). Thus we may assume there is no such
edge and xs is adjacent to at least two vertices not in V (X). Thus s  n − 3 and it follows that
s = e − n2 . Since the e − n2 vertices in V (X) \ {x0} all have degree at least 3 in L, it can be
seen that every other vertex in L has degree 1 in L. In particular, degL(x0) = 1. Let D′ be the
(M)-packing obtained from D by switching along an alternating (xs, x0)-path, P say, emanating
from a neighbour of xs and terminating at a neighbour of xs (note that such a path exists since
degL(xs) 3 and degL(x0) = 1). Let L′ be the leave of D′.
If xs−1 is an end-vertex of our path P , then L′ contains a lasso of order s, namely
(x0, x1, . . . , xs−1)[x0, y], where y is the other end-vertex of P . Thus we may assume that
xs−1 is not an end-vertex of P . In this case L′ contains a path X′ = [x′ , x′ , . . . , x′ ] and an0 1 s
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leave which contains a lasso of order min{e − n2 + 1, n}. 
Proof of Lemma 5.2. This is an immediate consequence of Lemma 5.1. 
We now prove Lemma 5.3. This is accomplished by using Lemmas 5.2 and 3.5 to modify an
existing (M)-packing of Kn so as to create a new (M)-packing of Kn with an (n − 3)-cycle in
its leave. This leave either contains one of the required lassos or can be modified so that it does.
Proof of Lemma 5.3. By Lemma 5.2 there exists an (M)-packing of Kn with a leave which
contains a lasso of order n− 1. Thus, by Lemma 3.5, there exists an (M,n− 3)-packing of Kn.
By omitting an (n − 3)-cycle from this packing we obtain an (M)-packing of Kn with a leave,
L say, containing an (n− 3)-cycle. Let C be an (n− 3)-cycle in L and let z1, z2, z3 be the three
vertices of Kn which are not on C.
If L contains a chord of C, then we are finished by Lemma 4.14, so we may assume that
L contains no chord of C. Since L is an odd graph, this implies that every vertex in V (C) is
adjacent to z1, z2 or z3. Thus, as n 8, it is routine to check that L contains a θ -graph of order
at least n− 2 which is not an even cycle with a chord. Thus we are finished by Lemma 4.12. 
6. Adding cycles to packings
In this section we will show that we can construct (M,m)-packings of Kn from (M)-packings
of Kn provided the latter packing is not too dense, and provided m is not too large. This is proved
easily by combining results from Sections 3–5. Lemma 6.1 gives the strongest result we are able
to prove along these lines.
Lemma 6.1. Let M be a list of integers, let n, m and e be integers with n 5, and suppose there
exists an (M)-packing of Kn whose leave has size e. Then there exists an (M,m)-packing of Kn
if
• m is odd, n is odd, e n+ 1 and 3mmin{	 23e
 − 1, n− 2};
• m is odd, n is even, e n and 3mmin{e − n2 − 1, n− 3};
• m is even, n is odd, e 32 (n− 1)− 1 and 4m n− 3; or
• m is even, n is even, e 32n− 2 and 4m n− 4.
Proof. If m is odd and n is odd, we construct an (M)-packing of Kn with a leave which contains
a lasso of order min{	 23e
 + 1, n} using Lemma 4.1. If m is odd and n is even, we construct
an (M)-packing of Kn with a leave which contains a lasso of order min{e − n2 + 1, n} using
Lemma 5.1. The m odd cases thus follow by Lemma 3.5.
If m is even and n is odd, then n  7 and we use Lemma 4.3 to construct an (M)-packing
of Kn with a leave that contains either an (n − 3,1)-lasso or an even lasso having order at least
n− 1. If m is even and n is even, then n 8 and we use Lemma 5.3 to construct an (M)-packing
of Kn with a leave that contains either an (n − 4,1)-lasso or an even lasso having order at least
n− 2. It is easy to see that the leaves of these (M)-packings contain either an m-cycle or an even
lasso of order at least m+ 2. Thus, the m even cases follow by Lemma 3.6. 
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if n is odd and for any m ∈ {3,4, . . . , n− 3} if n is even. Thus we have the following result.
Lemma 6.2. Let M be a list of integers, let n  5 be an integer and suppose there exists an
(M)-packing of Kn whose leave has size at least  32n− 2. Then there exists an (M,m)-packing
of Kn for any
m ∈
{ {3,4, . . . , n− 2} if n is odd;
{3,4, . . . , n− 3} if n is even.
7. Packing cycles of arbitrary specified lengths
In this section we will prove Theorem 1 using Lemma 6.2. Because of the restriction on m in
Lemma 6.2, we also need to construct some packings containing cycles of lengths n − 2, n − 1
and n. We construct such packings in Lemmas 7.2 and 7.3 by using the cycle decompositions
given in Lemma 7.1. Coincidentally, cycle decompositions of Kn into all possible combinations
of cycles of lengths n − 2, n − 1 and n have been constructed by Heinrich et al. [13]. Unfortu-
nately, and perhaps surprisingly at first glance, these decompositions do not give us the packings
that we need. For example, a (10,11,11)-packing of K11 cannot be obtained from the result
in [13] as there is no cycle decomposition of K11 containing two 11-cycles and a 10-cycle and
containing only cycles of lengths 9, 10 and 11.
Lemma 7.1. Let n 7 be an odd integer and let s ∈ {3,4, . . . , n−12 }. Then Kn can be decomposed
into s cycles of length n− 1, n−12 − s cycles of length n, and one cycle of length s. Moreover, for
n  13 there is a set S of n−12 independent edges in Kn with the property that each of the n−12
cycles of lengths n− 1 and n contains exactly one edge of S.
Proof. Let n = 2k + 1 and take Z2k ∪ {∞} as the vertex set of Kn. Define two (n− 1)-cycles C
and C′, an n-cycle C′′, and an s-cycle C′′′ as follows.
• C = (0,2,2k − 1,1,3,2k − 3,4,2k − 4,5,2k − 5, . . . , k − 1, k + 1, k,∞);
• C′ = (0,2k − 1,2,2k − 2,3,2k − 3,4,2k − 4,5,2k − 5, . . . , k − 1, k + 1, k,∞);
• C′′ = (0,1,2k − 1,2,2k − 2,3,2k − 3,4,2k − 4,5,2k − 5, . . . , k − 1, k + 1, k,∞);
• C′′′ = (2,2k − 2,3) for s = 3;
• C′′′ = (2,2k − 2,3,4) for s = 4;
• C′′′ = (2,2k − 2,3,5,7, . . . , s, s − 1, s − 3, s − 5, . . . ,6,4) for odd s  5;
• C′′′ = (2,2k − 2,3,5,7, . . . , s − 1, s, s − 2, s − 4, . . . ,6,4) for even s  6.
The required decomposition is given by
D = {C} ∪ {C′ + i: 1 i  s − 1} ∪ {C′′ + i: s  i  k − 1} ∪ {C′′′}
where C′ + i and C′′ + i are obtained from C′ and C′′, respectively, by applying to each vertex
the permutation x → x + i for each x ∈ Z2k and ∞ → ∞. The set S is given by
S = {{0, k}, {1, k + 1}, {2, k + 2}, . . . , {k − 1,2k − 1}}. 
Lemma 7.2. Let n, a and b be non-negative integers such that n 5 is odd and an+ b(n− 1)(
n
2
)− 32 (n − 1) + 1. Then there exists a packing of Kn with a cycles of length n and b cycles of
length n− 1.
1034 D. Bryant, D. Horsley / Journal of Combinatorial Theory, Series B 98 (2008) 1014–1037Proof. It is routine to check that the result holds for n ∈ {5,7} so assume n  9. The upper
bound on an + b(n − 1) implies b  n−12 . If b = 0 we get the required packing by deleting the
appropriate number of cycles from an n-cycle decomposition of Kn. If b ∈ {3,4, . . . , n−12 }, then
the upper bound on an + b(n − 1) clearly guarantees that a  n−12 − b. Thus, we obtain the
required packing by deleting cycles from a decomposition of Kn into n−12 − b cycles of length n,
b cycles of length n − 1 and a b-cycle, which exists by Lemma 7.1. Finally, if b is 1 or 2, then
it is straightforward to verify that the upper bound on an+ b(n− 1) implies a  n−72 . Thus, the
required packing is obtained by deleting cycles from a decomposition of Kn into n−72 cycles of
length n, 3 cycles of length (n− 1), and a 3-cycle, which exists by Lemma 7.1. 
Lemma 7.3. Let n, a, b and c be non-negative integers such that n  6 is even and an +
b(n− 1)+ c(n− 2) (n2)− 32n+ 2. Then there exists a packing of Kn with a cycles of length n,
b cycles of length n− 1, and c cycles of length n− 2.
Proof. For n ∈ {6,8,10,12} we can delete the unnecessary cycles from a cycle decomposi-
tion of Kn − I (Balister [5] has settled Alspach’s cycle decomposition problem for n  14)
which contains all the required cycles. Hence we can assume n  14. The upper bound
on an + b(n − 1) + c(n − 2) implies a  n−22 . So if b + c = 0 we can obtain the required
packing by deleting the appropriate number of cycles from an n-cycle decomposition of Kn − I .
Thus we may assume b + c 1.
We let r = n−1 and construct the required packing of Kn from a packing of Kr with a cycles
of length r , b+ c cycles of length r − 1, and having the property that there is a set S of a + b + c
independent edges of Kr such that each of the cycles in the packing contains exactly one edge
of S. First we need to show that this packing of Kr exists. Note that the upper bound on an +
b(n − 1) + c(n − 2) implies b + c  r−12 . We deal separately with the three cases b + c ∈
{3,4, . . . , r−12 }, b + c = 2 and b + c = 1.
If b + c ∈ {3,4, . . . , r−12 }, then it is routine to check that a  r−12 − (b + c). Thus we can
obtain our packing of Kr by deleting cycles from a decomposition of Kr into r−12 − (b + c)
cycles of length r , b + c cycles of length r − 1 and a (b + c)-cycle, which exists by Lemma 7.1.
If b + c = 2, then it is routine to check that a  r−72 . Thus we can obtain our packing of Kr
by deleting cycles from a decomposition of Kr into r−72 cycles of length r , three cycles of
length r − 1 and a 3-cycle, which exists by Lemma 7.1.
If b + c = 1, then it is routine to check that a  r−52 . Let r = 2k + 1 and take Z2k ∪ {∞} as
the vertex set of Kr . Then our packing of Kr is given by
{C′} ∪ {C′′ + i: 1 i  a}
where C′ and C′′ + i are cycles as defined in the proof of Lemma 7.1. The set S is given by
S = {{0, k}, {1, k + 1}, {2, k + 2}, . . . , {k − 1,2k − 1}}.
So our packing of Kr with the above-stated properties exists. Let the a cycles of length r
be C1,C2, . . . ,Ca , let the b + c cycles of length r − 1 be Ca+1,Ca+2, . . . ,Ca+b+c , and for each
i ∈ {1,2, . . . , a+b+c} let uivi be the unique edge of S such that uivi ∈ E(Ci). Adjoin a new ver-
tex ∞2 (∞2 /∈ V (Kr)) and for i ∈ {1,2, . . . , a + b} let C∗i be the cycle with vertex set V (C∗i ) =
V (C) ∪ {∞2} and edge set E(C∗i ) = (E(C) \ {uivi}) ∪ {ui∞2,∞2vi}. So the length of C∗i is
one greater than the length of Ci . Thus, {C∗1 ,C∗2 , . . . ,C∗a+b,Ca+b+1,Ca+b+2, . . . ,Ca+b+c} is the
required packing of Kn (with vertex set V (Kr)∪ {∞2}). 
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brevity, an m-cycle is long if m ∈ {n,n−1} and n is odd or if m ∈ {n,n−1, n−2} and n is even,
otherwise it is short. Clearly, if either condition (1) or condition (2) holds, then the sum of the
lengths of the required long cycles is at most
(
n
2
)− 32n+ 2. Thus, by Lemma 7.2 for n odd, and
Lemma 7.3 for n even, we can pack the required long cycles in Kn. But by Lemma 6.2 we can
add additional short cycles to any existing packing provided the sum of the lengths of the cycles
in the existing packing is at most
(
n
2
)−  32n + 2. Thus, it is easy to see that we can add all of
the short required cycles to the packing. If condition (1) is satisfied, then we can add all the short
cycles in any order we like. If condition (2) is satisfied, then we ensure that a cycle of length mi
is the final cycle we add to the packing. 
8. Decompositions and maximum packings
In this section we will prove Theorems 2– 4. We prove Theorem 2 by appending a new vertex
to a packing of Kn−1, obtained using Theorem 1, and decomposing the leave of the resulting
packing of Kn into cycles. We note that it is also possible to obtain further results of this kind in
a similar manner by appending more than one new vertex, although the restrictions on the list of
cycle lengths become increasingly complicated.
Proof of Theorem 2. It is trivial to see that the result holds for n 5, so assume n 7. Let r =
n− 1 and let M be a list whose elements are exactly the mi with i ∈ {n−32 , n−12 , . . . , t − 1} \ {a}.
Since m1 +m2 + · · · +mt =
(
n
2
)
, the sum of the elements of M equals(
n
2
)
− 3
(
n− 5
2
)
− 4 −mt =
(
r
2
)
− r
2
−mt + 2.
Since n − mt − 1  mb , the sum of the elements of M is at most
(
r
2
)− 3r2 + 2 + mb , and thus
by Theorem 1 there exists an (M)-packing, D say, of Kr . Note that the leave of D has size r2 +
mt − 2. Thus by Lemma 5.10 there is an (M)-packing, D′ say, of Kr whose leave, L′ say,
contains a path of length mt − 2, [x0, x1, . . . , xmt−2] say, with degL′(xmt−2) = 3. Since L′ is
an odd graph it follows that the vertices x1, x2, . . . , xmt−2 have degree 3 in L′ and all the other
vertices in V (Kr) have degree 1 in L′.
Adjoin a vertex ∞ (∞ /∈ V (Kr)) and add the cycle (∞, x0, x1, . . . , xmt−2) to the packing D′
to form an (M,mt )-packing D′′ of Kn (on vertex set V (Kr) ∪ {∞}). It is easy to see that the
leave of D′′ is the edge-disjoint union of n−52 3-cycles and a 4-cycle. Adding these cycles to D′′
gives us the required decomposition. 
We now prove Theorem 4. It will then be easy to prove Theorem 3. The main ingredient in
the proof of Theorem 4 is Lemma 6.1.
Proof of Theorem 4. It is clear that if there exists a packing of Kn with a leave of size E, then
it is a maximum packing. It is trivial to see that the result holds for n 4, so assume n 5.
If m = n, then n is odd and an n-cycle decomposition of Kn is the required maximum packing.
If m = n − 1, then a maximum packing of Kn with a leave of size E (E = n− 1 since m is odd
implies n is even) can be obtained by taking an m-cycle decomposition of Km (which exists since
m is odd) and adjoining a new vertex. Thus we may assume m n− 2.
If E = 0 when n is odd or E = n2 when n is even, then the required packing is a decomposition
of Kn or Kn − I , respectively. This problem has been settled by Alspach and Gavlas [3] in the
1036 D. Bryant, D. Horsley / Journal of Combinatorial Theory, Series B 98 (2008) 1014–1037case n and m have the same parity and by Šajna [19] in the case n and m have different parities.
Thus we may assume E  3 when n is odd and E  n2 + 1 when n is even. The proof now splits
into cases depending on whether n is odd or even.
Case 1: n is odd. Beginning with a packing of Kn containing no cycles, we can use Lemma 6.1
to add m-cycles until we obtain a packing,D say, of Kn with m-cycles which has a leave of size e
where either e n or m 	 23e
. We claim that e = E and hence that we are finished.
Suppose for a contradiction that e = E. Clearly then, since (n2)− e and (n2)−E are multiples
of m, we have e  E + m. Since m  n + 1 − E is a condition of the theorem, this implies
e  n + 1. Also, using the condition of the theorem that m 2E − 1 it is routine to check that
e  E + m implies m  	 23e
 − 1. So we have that e  n + 1 and m  	 23e
 − 1, which is a
contradiction to the definition of D.
Case 2: n is even. Beginning with a packing of Kn containing no cycles, we can use
Lemma 6.1 to add m-cycles until we obtain a packing, D say, of Kn with m-cycles which has a
leave of size e where either e n− 1 or m e − n2 . We claim that e = E and hence that we are
finished.
Suppose for a contradiction that e = E. Clearly then, since (n2)− e and (n2)−E are multiples
of m, we have eE+m. This implies e n and m e− n2 −1 (using respectively the condition
m  n − E of the theorem and our assumption that E  n2 + 1). This is a contradiction to the
definition of D. 
Proof of Theorem 3. If
(
n
2
) − n2 is a multiple of m, then by Šajna’s result [19] there exists a
packing of Kn with n(n−2)2m cycles of length m and we are finished. Thus we can assume
(
n
2
)− n2
is not a multiple of m. This implies E  n2 + 1 where E is as defined in Theorem 4. Thus, since
m n2 − 1, we have m n−E and we can apply Theorem 4 to obtain the result. 
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