This paper addresses a new and efficient linearization technique to solve mixed 0-1 polynomial problems to achieve a global optimal solution. Given a mixed 0-1 polynomial term z = c t x 1 x 2 . . . x n y, where x 1 , x 2 , . . . , x n are binary (0-1) variables and y is a continuous variable. Also, c t can be either a positive or a negative parameter. We transform z into a set of auxiliary constraints which are linear and can be solved by exact methods such as branch and bound algorithms. For this purpose, we will introduce a method in which the number of additional constraints is decreased significantly rather than the previous methods proposed in the literature. As is known in any operations research problem decreasing the number of constraints leads to decreasing the mathematical computations, extensively. Thus, research on the reducing number of constraints in mathematical problems in complicated situations have high priority for decision makers. In this method, each n-auxiliary constraints proposed in the last method in the literature for the linearization problem will be replaced by only 3 novel constraints. In other words, previous methods were dependent on the number of 0-1 variables and therefore, one auxiliary constraint was considered per 0-1 variable, but this method is completely independent of the number of 0-1 variables and this illustrates the high performance of this method in computation considerations. The analysis of this method illustrates the efficiency of the proposed algorithm.
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Introduction
In real-world cases, there exist many problems such as job scheduling, pricing management, scheduling aggregated with cellular manufacturing, facilities design and network designs which are formulated as mixed 0-1 problems [1, 2] . To solve such nonlinear problems researchers tried to transform models into linear form using auxiliary constraints and additional 0-1 variables. Firstly, Glover [3] introduced a binary quadratic problem using n 0-1 variables and linearized it by adding 4n auxiliary constraints and n continuous variables. In the past two decades, researchers made many efforts to develop and improve previous methods based on reducing the number of extra variables or auxiliary constraints [4] [5] [6] . Sherali and Adams [7, 8] proposed a Reformulation-Linearization Technique (RLT) for 0-1 mixed-integer linear programming problems, and then extended in [9, 10] for general discrete linear optimization problems. Recently, Sherali and Adams [11] illustrated that the RLT methodology proposed in [7] [8] [9] for constructing a hierarchy of relaxations leading from the continuous relaxation to the convex hull version as applied to both finite linear 0-1 mixed-integer and general mixed-discrete problems extends to semi-infinite models as well.
In the middle of the 90s, Li [12] proposed a more generalized technique for the mentioned problem. Comparisons among previous methods showed that Li's model had more efficiency for solving mixed 0-1 problems. Then, Chang and Chang [13] proposed the most efficient method to linearize the problem by auxiliary constraints without new additional variables. In this research, we will propose a new method which can reduce extra constraints significantly rather than Chang and
