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Abstract
In this paper, the solution of the nonlinear evolution inclusion problem of the form u′(t) + B(t, u(t)) 
f (t) is studied. In this problem, the operators are of type (M) or type (S+), which are different from those
of pseudo-monotone operators that had been studied by many authors. At the same time, we study the
perturbation problem. In fact, many kinds of evolution equations can be generalized by this problem. The
former results are improved and generalized by our conclusions, and we will give more applications.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries
Let H be a Hilbert space, V ⊂ H be a reflexive Banach subspace with dual V ∗. We all know
that the existence of the solution of nonlinear evolution equation is very important, the study of
it is not be disconnected. Berkovits [6] gave an existence result of the solution to the evolution
equation{
du
dt
+A(t)u(t) = f (t), 0 < t < T,
u(0) = u0,
here A(t) is a monotone operator, but we need to consider the problem with perturbation either
in theory or in applications. We also need to find other assumptions instead of the condition of
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[1–3,5,9,10,13,18], and some conclusions about the existence results of the solutions had been
studied. Hirano [13] gave the existence result to the perturbation problem
du
dt
+A(u(t))+G(u(t))= f (t)
but the assumptions made are strict. For example, he supposed that
(1) the embedding V ↪→ H is compact;
(2) G : V → H is continuous and weakly continuous, and 〈G(v), v〉−c. Moreover, the range
of G remains in H .
Recently, these conditions were modified by many authors. For example, the range of G was
generalized to V ∗ [3], and satisfies
(3) if xn ⇀ x, then 〈Gxn,xn − x〉 → 0.
Liu ZhenHai [14] has modified condition (3) as follows:
if xn ⇀ x, then lim sup〈Gxn,xn − x〉 0.
Except that, Migorski [15] considered the existence of an evolution inclusion
d2u
dt2
+A
(
t,
du
dt
)
+ B(u(t)) ∈ F(t, u(t), du
dt
)
and Bian [7,8] considered the solution of the evolution inclusion problem
du
dt
+B(t, u(t))  0,
here B(t, ·) : V → V ∗ is a pseudo-monotone operator. He gave an existence result to this problem
and generalized the results in [3,6,8,13].
In this paper we will continue the study of this kind of problem by considering the evolution
inclusion problem
du
dt
+B(t, u(t))  f (t).
The difference from before is that the operators we considered are not the pseudo-monotone op-
erators but the operators of type (M) or type (S+). B(t, ·) : V → V ∗ is the operator of type (M)
or type (S+). For these kinds of problems, we not only give the proof of existence results but
also consider the perturbation with a Lipschitz mapping. Under some other reasonable assump-
tions, we prove that the perturbation problem admits solutions. If, in addition, the perturbation is
single valued and continuous, the solution is unique. At the end, an example is given to show the
applications.
In the sequel, we also suppose that V is a real reflexive Banach space with dual V ∗, H is a
real Hilbert space such that V ⊂ H ⊂ V ∗ and V is embedded into H densely and continuously.
The duality of V and V ∗ is denoted by 〈·,·〉, and 〈〈 · , · 〉〉 stands for the duality of Lp(0, T ;V )
and Lq(0, T ;V ∗). Here T > 0, p  2, q > 1 and fixed real numbers and 1/p + 1/q = 1.
The norm of any Banach space X involved is denoted by ‖ · ‖X or ‖ ·‖ if there is no confusion.
Lp(0, T ;V ) and Lq(0, T ;V ∗) will be abbreviated to Lp(V ) and Lq(V ∗), respectively.
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du
dt
+B(t, u(t))  f (t),
u(0) = u0.
(1)
Here B : [0, T ] × V → V ∗ is a set-valued mapping, f ∈ Lq(V ∗) is given. When B(t, u) =
A(t)u + Gu and A(t), G are single-valued operators, it is the equation discussed in [3,6,13];
when B(t, u) = A(t)u+G(u) + f (t) with A monotone, it is the problem treated in [15,16].
For ∀u ∈ Lp(V ), the generalized derivative u′, if it exists, is characterized by
T∫
0
u′(t)φ(t) dt = −
T∫
0
u(t)
∂φ(t)
∂(t)
dt ∀φ ∈ C∞0 (0, T )
and we can define a map L from a subset D(L) = {u ∈ Lp(V ): u′ ∈ Lq(V ∗), u(0) = u0} of V to
V ∗ by
〈〈Lu,v〉〉 =
T∫
0
〈
u′(t), v(t)
〉
dt ∀v ∈ Lp(V ).
We can see L is a densely defined, closed maximal monotone linear map [19].
The mapping A is said to be:
• Of type (M) provided that:
(i) The set Ax is nonempty, bounded, convex and closed for each x ∈ X;
(ii) If {[xn,fn]} is a sequence in G(A) such that [xn,fn] ⇀ [x,f ], and lim sup(fn,
xn − x) 0, then [x,f ] ∈ G(A);
(iii) A is continuous from the finite-dimensional subspace of X to X∗ in the weak topology.
• Of type (S+) provided that whenever xn ⇀ x in X and lim sup(Axn, xn − x)  0, then
xn → x in X.
• Monotone, if 〈u− v, x − y〉 0 ∀x, y ∈ X,u ∈ Ax,v ∈ Ay.
• Demi-continuous, if A is upper semi-continuous as a mapping from X to X∗w .
Let (Ω,Σ,µ) is a measurable space, a set-valued mapping F defined on Ω with values in the
space 2X is said to be
• Measurable if F−1(D) = {ω ∈ Ω: F(ω)∩ D = ∅} ∈ Σ for each closed set D ⊂ X.
2. The existence results of evolution inclusion with the operator of type (M)
In this section, we will consider some relative results. The lemmas as the following play a
very important role in this paper.
Lemma 1 [17]. Let X0 be a dense subspace of X, let T : X → 2X∗ be a maximal monotone
mapping with [0,0] ∈ G(T ) where G(T ) is weakly closed in X × X∗. Let P : X → 2X∗ be a
quasi-bounded mapping of type (M) with X0 ⊂ D(P ) and P be coercive, then R(P + T ) = X∗.
Now, we introduce some basic assumptions:
S. Ke, H. Zhen / J. Math. Anal. Appl. 313 (2006) 84–97 87(B1) (t, v) → B(t, v) is measurable with nonempty closed convex values and
v → B(t, v) is of type (M) for ∀t ∈ [0, T ].
(B2) For ∀t ∈ [0, T ],∃b1  0, b2 ∈ Lq(0, T ), such that∥∥B(t, u)∥∥
V ∗  b1‖u‖p−1V + b2(t) ∀u ∈ V.
(B3) ∃b3  0, b4 ∈ L1(0, T ), such that
inf
v∈B(t,u)(v,u) b3‖u‖
p
V − b4(t) ∀t ∈ [0, T ], u ∈ V.
(B4) When un(t)⇀ u(t) (n → ∞), we have
lim inf
n→∞
〈
zn(t), un(t)− u(t)
〉
 0, zn(t) ∈ B
(
t, un(t)
)
.
We introduce a new operator B¯ related to B as follows:
B¯u = {g ∈ L1(V ∗): g(t) ∈ B(t, u(t)+ u0) a.e.}, u ∈ Lp(V ).
From (B1), (B2) and [4, Theorem 8.1.3], we have B¯(u) = ∅ for ∀u ∈ Lp(V ). Since (B2) holds
for ∀g ∈ B¯u, we have∥∥g(t)∥∥
V ∗  b1
∥∥u(t)∥∥p−1
Lp(V )
+ b2(t) ∀t ∈ [0, T ].
Depending on the relation of p and q , this implies that g ∈ Lq(V ∗). B¯ maps Lp(V ) into 2Lq(V ∗)
and
‖B¯u‖Lq(V ∗)  c1‖u‖p−1Lp(V ) + c2 ∀u ∈ Lp(V ),
where c1, c2 are positive constants. It can be easily proved that
B¯u is closed convex in Lq(V ∗). (2)
By (B3), there exists positive constants c3 and c4 ∈ L1(0, T ) such that
inf
y∈B¯u
〈〈y,u〉〉 c3‖u‖pLp(V ) − c4(t) ∀u ∈ Lp(V ).
Without loss of generality we can assume u0 = 0.
Lemma 2. Under (B1)–(B4), the operator B¯ : Lp(V ) → 2Lq(V ∗) is of type (M).
Proof. Let un ⇀ u,zn ∈ B¯un, zn ⇀ z in Lq(V ∗), and lim supn→∞ 〈〈zn,un − u〉〉  0. We may
suppose that zn(t) ∈ B(t, un(t)). Let hn(t) = 〈zn(t), un(t) − u(t)〉. We will prove that for ∀t ∈
[0, T ]
lim inf
n→∞ hn(t) 0
holds.
If there exists t0 ∈ [0, T ], such that lim infn→∞ hn(t) < 0 then there exists subsequence {hni }
such that limi→∞ hni (t0) < 0,
hn(t0) =
〈
zn(t0), un(t0)− u(t0)
〉
 b3
∥∥un(t0)∥∥p − b1∥∥un(t0)∥∥p−1∥∥u(t0)∥∥ − b2(t0)∥∥u(t0)∥∥ − b4(t0). (3)V V V V
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lim inf
i→∞
〈
zni (t0), uni (t0)− u(t0)
〉
 0.
That is lim inf i→∞ hni (t0) 0, which is a contradiction. Hence
lim inf
n→∞ hn(t) 0.
By Fatou’s Lemma,
0
T∫
0
lim inf hn(t) dt  lim inf
T∫
0
hn(t) dt  lim sup 〈〈zn,un − u〉〉 0.
So
lim
n→∞
T∫
0
∣∣hn(t)∣∣dt = 0.
Hence there exists a subsequence {hni (t)} ⊂ {hn(t)}, such that
lim
i→∞hni (t) = 0 ∀t ∈ [0, T ].
Moreover, {‖uni (t)‖V } is bounded, hence uni (t) ⇀ u(t) (i → ∞). By (B2), {‖zn(t)‖V ∗} is
bounded, hence zni (t) ⇀ z(t) (i → ∞).
For B(t, ·) being of type (M), z(t) ∈ B(t, u(t)), from (B2) we have∥∥z(t)∥∥
V ∗ 
∥∥B(t, u(t))∥∥
V ∗  b1
∥∥u(t)∥∥p−1
V
+ b2(t).
Hence z ∈ Lq(V ∗). In addition, Lq(V ∗) ⊂ L1(V ∗) so z ∈ L1(V ∗). By the definition of B¯ , we
know
z ∈ B¯u. (4)
Since B(t, ·) is an operator of type (M), B(t, ·) is demi-continuous from the finite-dimension
subspace of V to V ∗.
Next we will prove B¯ also satisfy the above condition. Let un → u (n → ∞) in Lp(V ) then∫ T
0 ‖un(t)−u(t)‖pV dt → 0. Hence there exists {uni } in V , such that uni (t) → u(t) (i → ∞) and∥∥uni (t)− u(t)∥∥V  h(t) ∀t ∈ [0, T ], h ∈ Lp[0, T ].
For B(t, ·) being of type (M),
B
(
t, uni (t)
)
⇀B
(
t, u(t)
) ∀t ∈ [0, T ].
That means for ∀y ∈ Lp(V ), we have〈
B
(
t, uni (t)
)
, y(t)
〉→ 〈B(t, u(t)), y(t)〉 ∀t ∈ [0, T ].
By (B2) and the Dominated Convergence Theorem
T∫ 〈
B
(
t, uni (t)
)
, y(t)
〉
dt →
T∫ 〈
B
(
t, u(t)
)
, y(t)
〉
dt ∀y ∈ Lp(V ).0 0
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B¯ is demi-continuous from the finite-dimension space of Lp(V ) to Lq(V ∗) (5)
(see [12]). By (2), (4), (5), B¯ is of type (M). 
Theorem 1. If u0 ∈ V , B satisfies (B1)–(B4), then problem (1) admits a solution.
Proof. By the definition of the operator, the weak solution of the problem (1) is equal to the
solution of the equation Lu + B¯u  f . By the maximal monotone of L, we know G(L) is a
linear subspace, so it is weakly closed with [0,0] ∈ G(L) [17]. Moreover, B¯ is the operator of
type (M). From (B2), we can see B¯ is bounded, by (B3), we know B¯ is coercive. Together with
Lemma 1, we have for ∀f ∈ Lq(V ∗), the equation
Lu+ B¯u  f
admits solutions. That is the problem (1) admits solutions. 
We can also show that the solution u of problem (1) satisfies the following regularity condi-
tions:
u ∈ C(0, T ;H), du
dt
∈ Lq(V ∗).
We know this from u ∈ D(L) and [2, Theorem 1.2.15].
Corollary. Suppose C : [0, T ] × V → V ∗ is measurable with nonempty closed convex values
such that
(C1) ∀t ∈ [0, T ], v → C(t, v) is monotone and weakly continuous;
(C2) ∃d1  0, d2 ∈ Lq(0, T ), d4 ∈ L1(0, T ), d3 ∈ [0, b3], such that∥∥C(t, v)∥∥
V ∗  d1‖v‖p−1V + d2(t), infu∈C(t,v)〈u,v〉−d3‖v‖
p
V − d4(t)
∀v ∈ V, t ∈ [0, T ].
If B satisfied (B1)–(B4), then the inclusion{
du
dt
+B(t, u(t)) + C(t, u(t))  f (t) a.e.,
u(0) = u0 ∈ V
admits the solution.
Proof. For any t ∈ [0, T ], because B(t, ·) is the operator of type (M) and C(t, ·) is monotone
and weakly continuous, B(t, ·) + C(t, ·) is the operator of type (M) by Pascali [17]. Choosing
the different constants, we can make B(t, ·) +C(t, ·) satisfy conditions (B1)–(B3).
Let un(t)⇀ u(t). By the weakly continuity of C(t, ·), we can see that B(t, ·)+C(t, ·) satisfies
condition (B4). By Theorem 1, we can see the above inclusion admits the solution. 
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Lemma 3 [17]. Let L : D(L) ⊂ Lp(V ) → Lq(V ∗) be defined as above, T : Lp(V ) → Lq(V ∗)
be a bounded, demi-continuous and pseudo-monotone operator. If T is coercive, that is
〈〈T u,u〉〉
‖u‖Lp(V ) → ∞, ‖u‖L
p(V ) → ∞,
then
(L + T )(D(L))= Lq(V ∗).
As above, we consider B : [0, T ] × V → V ∗, and B(t, ·) is the operator of type (S+). Let us
assume as follows:
(B4′) For ∀t ∈ [0, T ],B(t, ·) is demi-continuous.
Define an operator Bˆ by
Bˆ(u)(t) = B(t, u(t) + u0), u ∈ Lp(V ).
By translation, we can assume u0 = 0.
Lemma 4. Under (B1)–(B3), (B4′), operator Bˆ : Lp(V ) → Lq(V ∗) is demi-continuous.
The proof is similar to that in Lemma 2.
Lemma 5. Let {un} ⊂ Lp(V ),un ⇀ u, and
lim sup
n→∞
〈〈Bˆun,un − u〉〉 0.
Then there exists a subsequence {uni } ⊂ {un} such that Bˆuni ⇀ Bˆu and
〈〈Bˆuni , uni 〉〉 → 〈〈Bˆu,u〉〉 (i → ∞).
Proof. Suppose {un} satisfy the assumption. Write
hn(t) =
〈
B
(
t, un(t)
)
, un(t) − u(t)
〉 ∀t ∈ [0, T ].
Similar to the proof of Lemma 2, we can get Eq. (3). That is uni (t0) ⇀ u(t0). By B(t, ·)
of the type (S+), uni (t0) → u(t0). So limi→∞ hni (t0) = 0, which is a contradiction. Hence
lim infn→∞ hn(t) 0.
By Fatou’s Lemma, similar to that in Lemma 2, we obtain
lim
i→∞hni (t) = 0 ∀t ∈ [0, T ].
By the boundary of {‖un(t)‖V }, we can assume uni (t) ⇀ u(t) (i → ∞). For B(t, ·) being of the
type (S+), we have uni (t) → u(t) (i → ∞) ∀t ∈ [0, T ] then by (B4′), for ∀y(t) ∈ V , we have
lim inf
i→∞
〈
B
(
t, uni (t)
)
, uni (t)− y(t)
〉
 lim inf
i→∞
〈
B
(
t, uni (t)
)
, uni (t)
〉+ lim inf
i→∞
〈
B
(
t, uni (t)
)
,−y(t)〉
= 〈B(t, u(t)), u(t) − y(t)〉.
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By Fatou’s Lemma and the Dominate Convergence Theorem, we get
〈〈Bˆu,u− y〉〉
T∫
0
lim inf
i→∞
〈
B
(
t, uni (t)
)
, uni (t)− y(t)
〉
dt
 lim inf
i→∞
T∫
0
〈
B
(
t, uni (t)
)
, uni (t)− y(t)
〉
dt
= lim inf
i→∞ 〈〈Bˆuni , uni − y〉〉
= lim inf
i→∞
(〈〈Bˆuni , uni − u〉〉 + 〈〈Bˆuni , u− y〉〉)
= lim inf
i→∞ 〈〈Bˆuni , u− y〉〉 ∀y ∈ L
p(V ).
Because of y is arbitrary we have
〈〈Bˆu, z〉〉 lim
i→∞〈〈Bˆuni , z〉〉 ∀z ∈ L
p(V ).
Because of z is arbitrary we know
lim
i→∞〈〈Bˆuni , z〉〉 = 〈〈Bˆu, z〉〉.
So Bˆuni ⇀ Bˆu (i → ∞).
In addition, from lim 〈〈Bˆun,un − u〉〉 = 0 we have
〈〈Bˆuni , uni 〉〉 → 〈〈Bˆu,u〉〉. 
Theorem 2. If B satisfied (B1)–(B3) and (B4′), then problem (1) admits solutions.
Proof. It is easy to see that problem (1) is equal to the equation
Lu+ Bˆu = f ∀f ∈ Lp(V ∗).
By Lemma 5, if un ⇀ u in Lp(V ), lim supn→∞ 〈〈Bˆun,un − u〉〉 0, we can get
〈〈Bˆu,u− y〉〉 lim inf
i→∞ 〈〈Bˆuni , uni − y〉〉 ∀y ∈ L
p(V )
which implies that Bˆ is pseudo-monotone. Moreover, it L is maximal monotone, together with
(B3), then Bˆ is coercive. From Lemma 3, for ∀f ∈ Lp(V ∗), equation Lu + Bˆu = f admits a
solution u ∈ Lp(V ). 
4. Perturbation with Lipschitz mappings of the evolution inclusion problem
In this section, we study problem (1) in the case when B is perturbed by a Lipschitz mappings.
Under some extra assumptions, we will prove that the perturbation problem admits solutions. If,
in addition, the perturbation is single valued and continuous, then the solution is unique. We will
use the following hypotheses.
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(B5) v → B(t, v) is accretive as a mapping in V ∗, that is〈
u¯− v¯, j (u− v)〉 0 ∀u,v ∈ V, u¯ ∈ B(t, u), v¯ ∈ B(t, v), t ∈ [0, T ],
here j is the duality mapping from V ∗ to V .
We recall that the Hausdorff distance HV ∗(D1,D2) between two subsets D1,D2 ⊂ V ∗ is
identified by
HV ∗(D1,D2) = max
{
sup
u∈D1
inf
v∈D2
‖u− v‖V ∗ , sup
v∈D2
inf
u∈D1
‖u− v‖V ∗
}
.
Lemma 6. Suppose (B1)–(B5) and (V1) are satisfied. Then, for ∀g ∈ Lq(V ∗), the problem{
du
dt
+B(t, u(t)) + g(t)  f (t) a.e.,
u(0) = u0 ∈ V
admits a unique solution ug ∈ Lq(V ∗), and the solution map r : g → ug is such that
∥∥r(g1(t))− r(g2(t))∥∥V ∗ 
t∫
0
∥∥g1(s) − g2(s)∥∥V ∗ ds ∀t ∈ [0, T ], g1, g2 ∈ Lq(V ∗).
Proof. The existence is direct consequence of Theorem 1. Now we suppose gi ∈ Lq(V ∗), ui is
one of the corresponding solutions, i = 1,2. Then there exists yi(t) ∈ B(t, ui(t)) such that〈
du1
dt
− du2
dt
, j
(
u1(t)− u2(t)
)〉+ 〈y1(t) − y2(t), j(u1(t) − u2(t))〉
= −〈g1(t)− g2(t), j(u1(t)− u2(t))〉 a.e.
By Barbu [5],〈
du1
dt
− du2
dt
, j
(
u1(t)− u2(t)
)〉= 1
2
d
dt
∥∥u1(t) − u2(t)∥∥2V ∗ .
Since (B5) holds and u1(0) = u2(0) = u0, we have
1
2
∥∥u1(t)− u2(t)∥∥2V ∗  −
t∫
0
〈
g1(s) − g2(s), j
(
u1(s) − u2(s)
)〉
ds

t∫
0
∥∥g1(s) − g2(s)∥∥V ∗∥∥j(u1(s) − u2(s))∥∥V ds
=
t∫
0
∥∥g1(s) − g2(s)∥∥V ∗∥∥u1(s) − u2(s)∥∥V ∗ ds
 1
n
+
t∫
0
∥∥g1(s) − g2(s)∥∥V ∗∥∥u1(s) − u2(s)∥∥V ∗ ds
=: ω2(t).
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√
2ω(t) (let
ω(t) 0). Since ω2(t) 1/n > 0, ω is absolutely continuous. Therefore
2ω(t)ω′(t) = ∥∥g1(t)− g2(t)∥∥V ∗∥∥u1(t)− u2(t)∥∥V ∗ √2∥∥g1(t)− g2(t)∥∥V ∗ω(t).
That is
ω′(t) 1√
2
∥∥g1(t)− g2(t)∥∥V ∗ .
Hence
∥∥u1(t)− u2(t)∥∥V ∗ √2ω(t)
√
2
n
+
t∫
0
∥∥g1(s) − g2(s)∥∥V ∗ ds.
Let n → ∞, we obtain
∥∥u1(t)− u2(t)∥∥V ∗ 
t∫
0
∥∥g1(s) − g2(s)∥∥V ∗ ds.
That is the inequality we need to prove and taking g1 = g2, we obtain the uniqueness. This
completes the proof. 
Theorem 3. Suppose conditions (B1)–(B5) and (V1) holds, G : [0, T ] × V → 2V ∗ be a measur-
able set-valued mapping with closed convex values. If
(G1) ∃k > 0 such that
HV ∗
(
G(t, v1),G(t, v2)
)
 k‖v1 − v2‖V
∀t ∈ [0, T ], v1, v2 ∈ V, and kT
(
p
p + q
)1/q
< 1;
(G2) ‖G(t,0)‖V ∗ ∈ Lq(V ∗),
then the problem{
du
dt
+B(t, u(t)) +G(t,u(t))  f (t) a.e.,
u(0) = u0 ∈ V
(∗∗)
admits the solution.
Proof. Let r be the same operator as in Lemma 6, and for g ∈ Lq(V ∗) let
F(g) = S1G(·,r(g)(·)) =
{
u ∈ L1(V ∗): u(t) ∈ G(t, r(g)(t)) a.e.}.
By [4, Theorem 8.1.3], F(g) = ∅ for ∀g ∈ Lq(V ∗). Moreover, u(t) ∈ G(t, r(g)(t)) holds for any
u ∈ F(g), together with (G1), we have∥∥u(t)∥∥
V ∗ 
∥∥G(t, r(g)(t))∥∥
V ∗ 
∥∥G(t,0)∥∥
V ∗ + k
∥∥r(g)(t)∥∥
V ∗ .
By (G2) and by the definition of r , u(t) ∈ Lq(V ∗), hence F(g) ⊂ Lq(V ∗).
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be given. We may suppose u(t) ∈ G(t, r(g1)(t)) ∀t ∈ [0, T ]. Then by the definition of Hausdorff
distance and (G1), for every t , there exists yt ∈ G(t, r(g2)(t)) such that∥∥u(t) − yt∥∥V ∗  HV ∗(G(t, r(g1)(t)),G(t, r(g2)(t)))+ 
 k
∥∥r(g1)(t)− r(g2)(t)∥∥V ∗ + 
=: K(t).
Let
D(t) = {y ∈ G(t, r(g2)(t)): ∥∥u(t)− y∥∥V ∗ K(t)}.
Then, for ∀t ∈ [0, T ],D(t) is nonempty, closed, convex and∥∥D(t)∥∥
V ∗ 
∥∥G(t, r(g2)(t))∥∥V ∗  ∥∥G(t,0)∥∥+ k∥∥r(g2)(t)∥∥V ∗ .
Noting that K(·), and ‖ · ‖ are continuous, u(·) is measurable, using the assumption G is measur-
able, we know that D is measurable. By [11, Theorem 8.1.3], there exists a measurable selection
y : [0, T ] → V ∗, y(t) ∈ D(t) ⊂ G(t, r(g2)(t)) a.e.
such that∥∥u(t) − y(t)∥∥
V ∗  k
∥∥r(g1)(t) − r(g2)(t)∥∥V ∗ +  a.e.
By Lemma 6 and Hölder inequality, we obtain
‖u− y‖Lq(V ∗) =
( T∫
0
∥∥u(t) − y(t)∥∥q
V ∗ dt
)1/q
 k
( T∫
0
( t∫
0
∥∥g1(s) − g2(s)∥∥V ∗ ds
)q
dt
)1/q
+ T 1/q
 k
( T∫
0
( t∫
0
∥∥g1(s) − g2(s)∥∥qV ∗ ds
)
tp/q dt
)1/q
+ T 1/q
 k‖g1 − g2‖Lq(V ∗)
( T∫
0
tp/q dt
)1/q
+ T 1/q
= kT
(
p
p + q
)1/q
‖g1 − g2‖Lq(V ∗) + T 1/q .
Similarly, we can prove that for ∀y ∈ F(g2) ∃u ∈ F(g1) such that
‖u− y‖Lq(V ∗)  kT
(
p
p + q
)1/q
‖g1 − g2‖Lq(V ∗) + T 1/q .
Therefore
HLq(V ∗)
(
F(g1),F (g2)
)
 kT
(
p
)1/q
‖g1 − g2‖Lq(V ∗) + T 1/q .p + q
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HLq(V ∗)
(
F(g1),F (g2)
)
 kT
(
p
p + q
)1/q
‖g1 − g2‖Lq(V ∗).
By (G1), F is a contraction on Lq(V ∗) and therefore F has a fixed point g. Obviously, u = r(g)
is a solution of the problem (∗∗). 
If the perturbation G is single-valued and continuous, we now prove that the constant k can
be arbitrary and the solution is unique.
Theorem 4. Suppose conditions (B1)–(B5), (V1) hold, G : [0, T ] × V → V ∗ is a continuous
function, and there exists k > 0 such that∥∥G(t, v1)− G(t, v2)∥∥V ∗  k‖v1 − v2‖V ∗ ∀t ∈ [0, T ], v1, v2 ∈ V.
Then problem (∗∗) admits a unique solution.
Proof. Let r be the same operator as in Lemma 6 and for every g ∈ C(0, T ;V ∗), let
F(g)(t) = G(t, r(g)(t)) ∀t ∈ [0, T ].
Since G is continuous and Lipschitz with respect to the second variable, by Lemma 6, F :
C(0, T ;V ∗) → C(0, T ;V ∗) is continuous under maximum norm ‖ · ‖C .
Let l > k be fixed, we introduce a new norm in C(0, T ;V ∗) by
‖g‖N = max
t∈[0,T ]
(∥∥g(t)∥∥
V ∗e
−lt) ∀g ∈ C(0, T ;V ∗).
It is easy to see that ‖ · ‖C and ‖ · ‖N are equal, so F is still continuous under this new norm. By
Lemma 6, for g1, g2 ∈ C(0, T ;V ∗), we have
∥∥r(g1(t))− r(g2(t))∥∥V ∗ 
t∫
0
∥∥g1(s) − g2(s)∥∥V ∗ ds 
t∫
0
∥∥g1(s) − g2(s)∥∥V ∗e−lsels ds
 ‖g1 − g2‖N
t∫
0
els ds  1
l
‖g1 − g2‖Nelt .
Hence∥∥F(g1)− F(g2)∥∥N  k maxt∈[0,T ]
∥∥r(g1)(t)− r(g2)(t)∥∥V ∗e−lt  kl ‖g1 − g2‖N.
Since l > k, F is a contraction on C(0, T ;V ∗), and therefore admits a unique fixed point g.
Obviously, u = r(g) is the unique solution of problem (∗∗). 
5. An example
Now, we present an example to illustrate the applicability of our results. Let Ω be a bounded
domain in RN with smooth boundary Γ , m 1, T > 0. Consider the problem

∂u(t,z)
∂t
+∑|α|m(−1)|α|DαAα(t, z, u, . . . ,Dmu) = f in [0, T ] ×Ω,
Dαu = 0 on [0, T ] × ∂Ω, |α|m− 1,
u(0, z) = u0(z) in Ω, here z ∈ Ω.
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ξ = {ξα: |α|m} ∈ RN0, ξ = (η, ζ ).
Here
η = {ξα: |α| < m} ∈ RN1, ζ = {ξα: |α| = m} ∈ RN2,
and N1 + N2 = N0. For Aα : Ω × RN0 → R, we assume the following:
(i) (t, z) → Aα(t, z, ξ) for ∀ξ ∈ RN0 is measurable,
ξ → Aα(t, z, ξ) is demi-continuous, ∀(t, z) ∈ [0, T ] ×Ω;
(ii) ∃C1,C2 > 0, k1 ∈ Lq([0, T ] ×Ω),k2 ∈ L1([0, T ] ×Ω) such that∣∣Aα(t, z, ξ)∣∣C1|ξ |p−1 + k1(t, z), |α|m, t ∈ [0, T ], z ∈ Ω, ξ ∈ RN0,∑
|α|m
Aα(t, z, ξ)ξα  C2|ξ |p − k2(t, z), t ∈ [0, T ], z ∈ Ω, ξ ∈ RN0;
(iii) ∑|α|=m[Aα(t, z, η, ζ ) − Aα(t, z, η, ζ ′)](ζα − ζ ′α) > 0, here
ζ = ζ ′ ∈ RN2, η ∈ RN1, (t, z) ∈ [0, T ] ×Ω.
Consider the evolution triple given by V = Wm,p0 (Ω), H = L2(Ω), 2  p ∞. Define the
mapping B : [0, T ] × V → V ∗ by〈
B(t, u), v
〉= ∫
Ω
∑
|α|m
Aα(t, z, u, . . . ,D
mu)Dαv dz.
It can be show that t → B(t, u) is measurable and satisfies (B2)–(B4). By Pascoli [4], operator
B(t, ·) is of type (M). Hence applying Theorem 1, we can obtain the above problem admits the
solution.
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