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We analyze the mode stability of odd-parity perturbations of black holes with linearly time-
dependent scalar hair in shift-symmetric Horndeski theories. We show that a large class of black
hole solutions in these theories suffer from ghost or gradient instability, while there are some classes
of solutions that are stable under linear odd-parity perturbations in the context of mode analysis.
I. INTRODUCTION
There is a growing interest in healthy scalar-tensor theories of gravity, among which the so-called Horndeski or
generalized Galileon class [1–3] has been studied extensively. This class has field equations which contain at most
second-order derivatives for both the metric and the scalar field. Such a nature is desirable as, in general, higher
derivatives in equations of motion (EOMs) yield Ostrogradsky ghosts [4]. The Lagrangian of the Horndeski theories
consists of four parts Li (i = 2, 3, 4, 5), each of which is characterized by an arbitrary function Gi(φ,X) that depends
on the scalar field φ and its canonical kinetic term X .
Within the context of the Horndeski theories, it is important to investigate what kind of black hole (BH) solution
exists. Since the additional scalar degree of freedom (DOF) is introduced, one naturally expects that BHs could support
scalar hair [5, 6] other than mass, angular momentum, and electrical charge. Regarding this point, an interesting
subclass of the Horndeski theories is the one possessing shift symmetry of the scalar field, i.e., such that the four
arbitrary functions do not depend on φ explicitly: Gi(X). Although there is a no-hair theorem for static spherically
symmetric BHs in this class [7], one can circumvent the prohibition by introducing a linearly time-dependent scalar
field [8].*1 This linear time dependence does not contradict the static ansatz for the metric by virtue of the shift
symmetry. Such a possibility for BH solutions in the shift-symmetric Horndeski theories has been explored in recent
works [8, 12, 13]. Among these, [8, 12] found solutions of this type under a restrictive situation where the action has
reflection symmetry of the scalar field as well as the shift symmetry; i.e., they took into account only L2 and L4 that
include even numbers of φ. These solutions include the Schwarzschild-de Sitter metric with a nontrivial scalar profile,
which is called stealth BH since such a solution cannot be distinguished from the one in general relativity (GR) at
least at the background level. On the other hand, [13] discovered BH solutions including L3 term which was neglected
in [8, 12]. For these solutions, the behavior of the spacetime is different from that in GR.
Another important thing is to analyze stability of such BH solutions. In the context of BH perturbation theory [14,
15], it was shown in [16] that odd-parity perturbations of a large class of BHs in the shift- and reflection-symmetric
Horndeski theories are plagued by ghost or gradient instability. As a consequence, it turned out that all the solutions
given in [8, 12] are not allowed physically. However, as we mentioned, the solutions found in [13] do not belong to
the reflection-symmetric subclass, and thus, the stability analysis remains to be done. In light of this situation, we
perform the similar analysis as in [16] by including all the terms Li. Although there are only few known BH solutions,
such a general stability analysis is meaningful: If one could show that a certain class of solutions always suffers from
some instability, then it can reduce the space of physically possible BHs that we have to survey. This is indeed the
case as is shown later, while there is some loophole.
This paper is organized as follows. In §II, we introduce the shift-symmetric Horndeski theories and briefly review
the hairy BH solutions discovered so far. Then in §III, the mode stability of odd-parity perturbations of the BH
solutions is analyzed. We show that a wide class of the BHs is always plagued by ghost or gradient instability as in
[16], while some narrower classes are fully stable under odd-parity perturbations for any fixed mode. Finally, we draw
our conclusions in §IV.
*1 For other loopholes of the no-hair theorem in [7], see [9] or reviews [10, 11].
2II. HAIRY BLACK HOLES IN SHIFT-SYMMETRIC HORNDESKI THEORIES
Throughout the present paper, we work in the following subclass of the Horndeski theory:
S =
∫
d4x
√−g
5∑
i=2
Li, (1)
where
L2 = G2(X),
L3 = −G3(X)φ,
L4 = G4(X)R+G4X
[
(φ)2 − (∇µ∇νφ)2
]
,
L5 = G5(X)Gµν∇µ∇νφ− 1
6
G5X
[
(φ)3 − 3φ(∇µ∇νφ)2 + 2(∇µ∇νφ)3
]
.
(2)
Here Gi are arbitrary functions of the canonical kinetic term of the scalar field X ≡ −(∂µφ)2/2, and
(∇µ∇νφ)n ≡ ∇µ1∇µ2φ∇µ2∇µ3φ · · · ∇µn∇µ1φ, (n ≥ 2). (3)
Note that the scalar field appears only with derivatives, so the action is invariant under the shift φ→ φ+ c, where c
is a constant. Since we are interested in static spherically symmetric BH solutions, the background metric is assumed
to be of the form
g¯µνdx
µdxν = −A(r)dt2 + dr
2
B(r)
+ 2C(r)dtdr +D(r)r2γabdx
adxb, (4)
where a, b denote angular variables and γab represents the metric on a two-dimensional sphere. As for the scalar field,
we assume
φ(t, r) = qt+ ψ(r), (5)
where the scalar velocity q is constant. Such a linearly time-dependent scalar configuration is compatible with the
static ansatz of the metric due to the shift symmetry of the action (1). For this configuration of the scalar field, the
kinetic term becomes
X =
q2
2A
− 1
2
Bψ′2. (6)
Now, we have five unknown variables A,B,C,D, and ψ. Substituting the ansatzes (4) and (5) into the action (1)
and variation with respect to the five variables yield the EOMs EΦ = 0 (Φ = A,B,C,D, ψ) (for the detailed expressions
of EΦ, see Appendix A). However, two of the five variables are actually unphysical DOFs which can be eliminated by
using the gauge DOFs. As usual, we set C = 0 and D = 1 after deriving EOMs, so the dynamical variables are only
A,B, ψ.*2 Correspondingly, only three out of the five EOMs are independent: ED and Eψ can be written in terms of
the other components of EOMs (see Appendix A). Thus, we only need the remaining EOMs EA = EB = EC = 0.
In the class of shift-symmetric Horndeski theories, some BH solutions with linearly time-dependent scalar hair have
been found recently. The solutions in [8, 12] were obtained under a restrictive situation where the action is invariant
under the reflection φ→ −φ; i.e., L3 and L5 were neglected. They include a solution which exactly coincides with the
GR solution having a nontrivial scalar configuration, dubbed stealth BH. On the other hand, [13] took into account
L3 and found new solutions numerically. These solutions behave in a different way from GR, while they asymptote
to de Sitter spacetime.
Before closing this section, let us remark on the behavior of the scalar field and its kinetic term (6) in the vicinity
of the horizon r = rh. Although the expression (6) seems to be divergent for A ≃ 0, it is known that X takes a finite
value at the horizon for the solutions found in [8, 12].*3 To cancel out the divergence of the first term in (6), the
radial part of the scalar field must take the form of
ψ(r) ≈ ±q
∫ r dr√
AB
, (7)
*2 While D = 1 alone is a complete gauge fixing and thus can be imposed at the level of action, C = 0 should be substituted only after
deriving the background EOMs [17].
*3 For the numerically obtained solutions in [13], the regularity of X at the horizon can be shown by use of the background EOMs.
3near r = rh. Let us focus on the plus branch of (7) and discuss the near-horizon behavior of the scalar field [8, 12].
If one writes φ(t, r) in terms of the ingoing Eddington-Finkelstein time coordinate
u ≡ t+
∫ r dr√
AB
(8)
instead of t, the divergent part in ψ(r) can be absorbed into u. This means that any probe infalling to the BH observes
only a finite value of the scalar field. Therefore, in what follows, we only deal with the plus branch of (7).
III. ODD-PARITY PERTURBATIONS
Any metric perturbation hµν ≡ gµν−g¯µν can be separated into two parts: the odd- and the even-parity perturbations.
We focus on the former in the present paper, while the latter will be examined in a subsequent paper since the analysis
of even modes is technically involved. The odd-parity perturbations are also known as vector-type perturbations, which
can be decomposed as follows [14]:
htt = htr = hrr = 0,
hta =
∑
ℓ,m
h0,ℓm(t, r)Ea
b∇¯bYℓm(θ, ϕ),
hra =
∑
ℓ,m
h1,ℓm(t, r)Ea
b∇¯bYℓm(θ, ϕ),
hab =
∑
ℓ,m
h2,ℓm(t, r)E(a
c∇¯|c|∇¯b)Yℓm(θ, ϕ),
(9)
where Eab is the completely antisymmetric tensor defined on a two-dimensional sphere, and ∇¯a denotes a covariant
derivative with respect to γab. Since modes with different (ℓ,m) evolve independently, in the following we focus on
a specific mode and omit the indices ℓ,m unless necessary. Note that the odd-parity perturbations do not have the
monopole (ℓ = 0) term, and h2 is vanishing for the dipole (ℓ = 1) terms. The perturbation of the scalar field is not
taken into account as it belongs to the even-parity perturbations.
The expansion coefficients h0, h1, h2 are not all physical DOFs, as there exist gauge DOFs corresponding to the
general covariance. The general infinitesimal transformation of coordinates for the odd modes can be written as
xa → xa + ξa, ξa =
∑
ℓ,m
Λℓm(t, r)Ea
b∇¯bYℓm(θ, ϕ). (10)
Correspondingly, the coefficients h0, h1, h2 transform as
h0 → h0 − Λ˙,
h1 → h1 − Λ′ + 2
r
Λ,
h2 → h2 − 2Λ.
(11)
Therefore, in the case of ℓ ≥ 2 where h2 is nontrivial, one can choose Λ = h2/2 to redefine h2 = 0, which is a complete
gauge fixing. For the dipole modes where h2 is absent, this gauge function Λ is used to cancel out another unphysical
DOF.
In what follows, we investigate ℓ ≥ 2 and ℓ = 1 modes separately and discuss the stability of BH solutions with
linearly time-dependent scalar hair.
A. The ℓ ≥ 2 modes
First, we consider modes with ℓ ≥ 2. As we mentioned, we focus on a specific mode (ℓ,m). Moreover, one is allowed
to set m = 0 from the beginning, since all the terms with the same multipole ℓ contributes equally by virtue of the
spherical symmetry of the background.*4 After performing the integration over angular variables, the second-order
*4 Hence, it is more useful to expand metric perturbations in terms of the Legendre polynomials instead of the spherical harmonics. In the
subsequent analysis, h0, h1, h2 denote the coefficients of Pℓ(cos θ).
4action
S(2) =
∫
dtdrL(2) (12)
takes the form of
2ℓ+ 1
2π
L(2) = a1h20 + a2h21 + a3
(
h˙21 − 2h′0h˙1 + h′02 +
4h0h˙1
r
)
+ a4h0h1. (13)
Here dots and primes denote derivatives with respect to t and r, respectively. The coefficients can be written as
a1 =
ℓ(ℓ+ 1)
r2
[
d
dr
(
r
√
B
A
H
)
+
(ℓ− 1)(ℓ+ 2)
2
√
AB
F
]
,
a2 = − (ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
2
√
AB
r2
G,
a3 =
ℓ(ℓ+ 1)
2
√
B
A
H,
a4 =
(ℓ− 1)ℓ(ℓ+ 1)(ℓ+ 2)
r2
√
B
A
J ,
(14)
where we have used the background EOMs for the simplification. The functions F ,G,H,J are defined by*5
F ≡ 2
(
G4 − q
2
A
G4X
)
−
(
q2
A
A′
A
+ 2X ′
)
X
ψ′
G5X ,
G ≡ 2
[
G4 +
(
q2
A
− 2X
)
G4X
]
+
A′
A
(
q2
A
− 2X
)
X
ψ′
G5X ,
H ≡ 2(G4 − 2XG4X) + 2
r
Bψ′XG5X ,
J ≡ q
(
2ψ′G4X +
A′
A
XG5X
)
.
(15)
Since the structure of the Lagrangian completely coincides with the one in [16], the subsequent analysis proceeds
in a parallel manner. Integrating by parts, one can rewrite (13) as
2ℓ+ 1
2π
L(2) =
(
a1 − 2(ra3)
′
r2
)
h20 + a2h
2
1 + a3
(
h˙1 − h′0 +
2
r
h0
)2
+ a4h0h1. (16)
Then, we introduce an auxiliary variable χ to write [18]
2ℓ+ 1
2π
L(2) =
(
a1 − 2(ra3)
′
r2
)
h20 + a2h
2
1 + a3
[
−χ2 + 2χ
(
h˙1 − h′0 +
2
r
h0
)]
+ a4h0h1. (17)
Note that the EOM for χ yields χ = h˙1 − h′0 + 2rh0, and substituting it back into (17) results in (16). From the new
Lagrangian (17), one obtains the EOMs for h0 and h1, which can be solved in terms of χ as
h0 = −2r
2a3a4χ˙+ 4ra2 [r(a3χ)
′ + 2a3χ]
4a2 [r2a1 − 2(ra3)′]− r2a42 ,
h1 =
4a3χ˙
[
r2a1 − 2(ra3)′
]
+ 2ra4 [r(a3χ)
′ + 2a3χ]
4a2 [r2a1 − 2(ra3)′]− r2a42 .
(18)
Then the resubstitution into (17) yields the following Lagrangian for χ:
2ℓ+ 1
2π
L(2) = ℓ(ℓ+ 1)
2(ℓ− 1)(ℓ+ 2)
√
B
A
[
b1χ˙
2 − b2χ′2 + b3χ˙χ′ − ℓ(ℓ+ 1)b4χ2 − V χ2
]
, (19)
*5 Here, ψ′ in the denominator of F or G cancels out when (6) is used. Such an expression was chosen to clarify terms that are divergent
near the BH horizon where A ≃ 0 [see (23)].
5where
b1 =
r2FH2
AFG +BJ 2 ,
b2 =
r2ABGH2
AFG +BJ 2 ,
b3 =
2r2BH2J
AFG +BJ 2 ,
b4 = H.
(20)
Note that one cannot rewrite the Lagrangian (17) as (19) for ℓ = 1 since the denominators of h0 and h1 in (18) vanish
in such a case. The detailed expression of the potential V (r) is given in Appendix B.
B. Stability of ℓ ≥ 2 modes
As was pointed out in [16], for BH solutions (if they exist) to be stable, it is necessary that
b1 > 0, b2 > 0, b4 > 0. (21)
The first condition guarantees the positive kinetic energy, while the latter two ensure the positive gradient energy.
From (20), the criterion (21) is equivalent to
F > 0, G > 0, H > 0. (22)
Now, let us investigate the behavior of these functions near the horizon. Collecting terms that are potentially divergent
in the vicinity of the horizon where A ≃ 0, we obtain
FG ≈ − q
4
A2
(
2G4X +
A′
A
X
ψ′
G5X
)2
= −
(
qJ
Aψ′
)2
. (23)
Provided that J 6= 0, this quantity is always negative, which implies the system is plagued by ghost or gradient
instability (for the detailed arguments, see [16]). Conversely, to avoid the instability, J must vanish at least in the
vicinity of the horizon. Such a situation is easily achieved if we choose G4 and G5 to be constant. Without loss of
generality, one can set G5 = 0 since L5 becomes total derivative for constant G5. Note that this class includes the
solutions in [13] as a special case.
Let us now restrict our linear perturbation analysis to this particular class; i.e., we start from the following action:
S′ =
∫
d4x
√−g [G2(X)−G3(X)φ+G4R] , (24)
where G4 is a constant. In this case, the functions in (15) become F = G = H = 2G4 and J = 0, and thus G4 must
be positive in order to satisfy (22). Moreover, the potential given in Appendix B drastically simplifies as
V (r) =
G4
A2
[−r2A′2B + r2A(A′B′ +A′′B)−A2(4 − 4B + 4rB′ + r2B′′)] . (25)
Then, the EOM derived from (19) becomes
∂
∂r
(
r2B3/2
A1/2
χ′
)
− r
2B1/2
A3/2
χ¨−
√
B
A
[
ℓ(ℓ+ 1) +
V
2G4
]
χ = 0. (26)
In terms of the tortoise coordinate r∗ defined by ∂∂r =
1√
AB
∂
∂r∗
and a new variable Ψ ≡
√
B
A rχ, (26) simplifies as
∂2Ψ
∂r2∗
− Ψ¨− VeffΨ = 0, (27)
Veff(r) ≡ A (ℓ − 1)(ℓ+ 2)
r2
+
2AB
r2
− (AB)
′
2r
. (28)
6Note that (27) should be regarded as a differential equation with respect to (t, r∗). For the Schwarzschild solution
with A = B = 1 − rhr , the effective potential Veff(r) coincides with the well-known Regge-Wheeler potential [14]. If
we focus on a mode with frequency ω, (27) is written in the form of an eigenvalue equation:
HˆΨ = ω2Ψ, Hˆ ≡ − d
2
dr2∗
+ Veff . (29)
If all the eigenvalues of Hˆ are positive, the solution is stable for the fixed mode.*6 However, this does not necessarily
guarantee the linear stability of all the solutions evolved from the regular initial data. To prove the linear stability,
one has to address the boundedness and asymptotic behavior of the general solutions [19]. Since this problem is
beyond the scope of this paper, here we only focus on the mode analysis.
The positivity of the eigenvalues is equivalent to
〈ϕ, Hˆϕ〉 ≡
∫
dr∗
[(
dϕ
dr∗
)2
+ Veffϕ
2
]
> 0 (30)
for any function ϕ with compact support. Here, the integration range runs over all the values of r∗ corresponding to
the possible range of r. To prove (30), the so-called S-deformation technique is useful [20, 21]. Let us introduce the
deformed differential operator and potential as
D˜ ≡ d
dr∗
+ S, (31)
V˜ ≡ Veff + dS
dr∗
− S2, (32)
with S being an arbitrary function. Note that (30) can be rewritten in terms of D˜ and V˜ as
〈ϕ, Hˆϕ〉 =
∫
dr∗
[(
D˜ϕ
)2
+ V˜ ϕ2
]
> 0. (33)
Therefore, if one manages to find S such that V˜ > 0 for all r > rh, then it completes the proof of the mode stability.
In our present case, we choose S =
√
AB
r to obtain
V˜ = A
(ℓ − 1)(ℓ+ 2)
r2
> 0, (34)
since we are now working on ℓ ≥ 2. Thus, the odd-parity perturbations of BH solutions in the case of constant G4
and G5 are fully stable for fixed modes. Note that we did not assume any specific form of the background solution.
Besides the above case, there are still other possibilities that can avoid the ghost and gradient instabilities. Since
we could not figure out them all, here we just provide a single example of such possibilities. Let us consider the
following subclass of shift-symmetric Horndeski theories:
G2(X) = g2 + f2(X), f2(0) = f2X(0) = 0,
G3(X) = g3 + f3(X), f3(0) = f3X(0) = 0,
G4(X) = g4 + f4(X), f4(0) = f4X(0) = f4XX(0) = 0,
G5(X) = g5 + f5(X), f5(0) = f5X(0) = 0,
(35)
where gi are constant.
*7 In this case, one can easily check that the following configuration satisfies the background
EOMs given in Appendix A:
A(r) = B(r) = 1− 2M
r
+
g2
6g4
r2, X(r) = 0, (36)
where M is a constant.*8 The configuration of the scalar field is obtained from X = 0 as
φ(t, r) = q
(
t+
∫ r dr˜
A(r˜)
)
. (37)
*6 Note that we only consider perturbations whose support is compact on the initial surface.
*7 Since the constant parts of G3 and G5 just result in total derivative in the Lagrangian (1), one can set g3 = g5 = 0 from the beginning.
*8 Although (36) satisfies the background EOMs, there is still another consideration that theories of the type (35) may not be well posed
as an initial value problem [22].
7Since F = G = H = 2g4 for this solution, the criterion (22) for the absence of ghost/gradient instability is satisfied
if g4 > 0. Furthermore, since the potential takes exactly the same form as in (25), no other instability arises for the
solution (36) in the same way as the above case of G4 and G5 being constant. In other words, the degeneracy with
GR still remains even at the odd linear perturbation level. To tell the difference between them, one has to examine
even-parity perturbations or proceed to nonlinear level.
C. Dipole modes
As was shown in [16, 23], the dipole perturbations are related with the slow rotation of a BH. Since the structure of
the Lagrangian is the same as in [16], we can follow the same arguments to clarify the physical meaning of the dipole
perturbations.
We start from the Lagrangian (16) with ℓ = 1. Since the coefficients given in (14) satisfy
a1 =
2(ra3)
′
r2
, a2 = a4 = 0 (38)
for ℓ = 1, (16) simplifies as
3
2π
L(2) = a3
(
h˙1 − h′0 +
2
r
h0
)2
. (39)
We eliminate h1 by choosing the gauge function Λ appropriately. Note that, as can be read off from (11), there still
remains gauge DOF such that Λ = c(t)r2. Then the EOMs derived from (39) become
h′′0 +
a′3
a3
h′0 −
2(ra3)
′
r2a3
h0 = 0,
h˙′0 −
2
r
h˙0 = 0.
(40)
As in [16], the general solution to this system of equations is written as
h0 = c¯(t)r
2 +
3Jr2
4π
∫ r dr˜
r˜4a3(r˜)
. (41)
Here, the first term is just a gauge mode and thus can be eliminated by use of the residual gauge DOF with c(t) =∫ t
dt˜ c¯(t˜). On the other hand, the second term represents the slow rotation of a BH, and the integration constant J
corresponds to the BH angular momentum. Indeed, if a3 is constant (which is the case for the two classes of solutions
in §III B that are mode stable under odd-parity perturbations), then we obtain
h0 = − J
4πa3r
. (42)
In the case of GR where a3 =M
2
Pl, (42) coincides with the tϕ-component, namely, the frame-dragging function of the
Kerr metric up to first order in the angular momentum.
Next, let us consider the following choice of the four arbitrary functions in (1):
G2(X) = X, G3(X) = 0, G4(X) =
M2Pl
2
, G5(X) = −4α lnX. (43)
It is known that this choice is equivalent to the following Einstein-dilaton-Gauss-Bonnet action [3]:
SEdGB =
∫
d4x
√−g
(
M2Pl
2
R− 1
2
(∂µφ)
2 + αφR2GB
)
, (44)
which includes a linear coupling of the scalar field to the Gauss-Bonnet invariant R2GB ≡ R2−4RµνRµν+RµνλσRµνλσ.
In this case, the coefficient a3 is no longer constant, and thus, the frame-dragging function is different from that in GR.
These results are consistent with those of [24], in which solutions were obtained at first order in the Hartle-Thorne
slow-rotation approximation [25, 26].
8IV. CONCLUSIONS
In the present paper, we obtained the quadratic action for odd-parity perturbations of BHs with linearly time-
dependent scalar hair in shift-symmetric Horndeski theories and performed the mode analysis. It turned out that the
BHs are plagued by ghost or gradient instability for a wide class of theories, extending the result for the reflection-
symmetric subclass in [16]. We also derived the conditions to evade such instabilities and presented two particular
classes of BH solutions belonging to this case: The first consists of solutions for constant G4 and G5, while the second
is the solution (36) under the assumption (35). Furthermore, these classes are fully stable in the sense of mode
stability under linear odd-parity perturbations. We expect there are still other physically possible solutions.
Note that, what we analyzed in the present paper is the mode stability. In general, one cannot conclude a solution
is linearly stable only by its mode stability [19]. However, the mode analysis is still a useful method to prove the
existence of an instability. In a subsequent paper, we investigate the mode stability of even-parity perturbations for
solutions that evade the instability at the level of odd modes.
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Appendix A: Background equations
Among the five background EOMs EA, EB, EC , ED and Eψ, the independent components are only EA, EB, EC . We
decompose them into terms with and without the scalar velocity charge q as in [16, 24]:
EΦ ≡ E(0)Φ +
q2
A
E(t)Φ , (Φ = A,B,C), (A1)
where
E(0)A = G2 −
1
2
Bψ′2(B′ψ′ + 2Bψ′′)G3X − 2
r
(
B′ +
B − 1
r
)
G4 − 2B
2ψ′
r
(
ψ′
r
+
2B′
B
ψ′ + 2ψ′′
)
G4X
+
2B3ψ′3
r
(
B′
B
ψ′ + 2ψ′′
)
G4XX +
B2ψ′2
2r2
(
(5B − 1)B
′
B
ψ′ + 2(3B − 1)ψ′′
)
G5X − B
4ψ′4
2r2
(
B′
B
ψ′ + 2ψ′′
)
G5XX ,
(A2)
E(t)A = −G2X +B
(
2ψ′
r
+
B′
2B
ψ′ + ψ′′
)
G3X +
2
r
(
B′ +
B − 1
r
)
G4X − 2B
2ψ′
r
(
ψ′
r
+
B′
B
ψ′ + 2ψ′′
)
G4XX
− B
2r2
(
(3B − 1)B
′
B
ψ′ + 2(B − 1)ψ′′
)
G5X +
B3ψ′2
2r2
(
B′
B
ψ′ + 2ψ′′
)
G5XX , (A3)
E(0)B = G2 +Bψ′2G2X −
B2ψ′3
2
(
4
r
+
A′
A
)
G3X − 2
r
(
A′
A
B +
B − 1
r
)
G4 − 2Bψ
′2
r
(
2A′
A
B +
2B − 1
r
)
G4X
+
2B3ψ′4
r
(
1
r
+
A′
A
)
G4XX +
B2ψ′3
2r2
A′
A
(5B − 1)G5X − B
4ψ′5
2r2
A′
A
G5XX , (A4)
E(t)B =
A′
A
(
Bψ′
2
G3X +
2B
r
G4X − 2B
2ψ′2
r
G4XX − Bψ
′
2r2
(3B − 1)G5X + B
3ψ′3
2r2
G5XX
)
, (A5)
E(0)C = G2X −
Bψ′
2
(
4
r
+
A′
A
)
G3X − 2
r
(
A′
A
B +
B − 1
r
)
G4X +
2B2ψ′2
r
(
1
r
+
A′
A
)
G4XX +
Bψ′
2r2
A′
A
(3B − 1)G5X
− B
3ψ′3
2r2
A′
A
G5XX , (A6)
E(t)C =
A′
Aψ′
(
1
2
G3X − 2Bψ
′
r
G4XX − B − 1
2r2
G5X +
B2ψ′2
2r2
G5XX
)
. (A7)
Here, the overall factors are chosen so that the coefficients of G2 or G2X in E(0)a become unity. Note also that we have
set C = 0 and D = 1 after deriving the EOMs.
9The remaining EOMs ED and Eψ can be written in terms of EA, EB, EC as
ED ≡ 1
r2
√
B
A
δS
δD
= −rA
′
4A
EA +
(
1 +
rA′
4A
)
EB + r
2
E ′B −
√
B
A
ψ′
2r
d
dr
(√
ABr2ψ′EC
)
, (A8)
Eψ ≡
√
B
A
δS
δφ
=
√
B
A
d
dr
(√
ABr2ψ′EC
)
. (A9)
Appendix B: Expression of V (r)
The potential V (r) defined in (19) is written in terms of the functions in (15) as
V (r) =
H
2(AFG +BJ 2)2
{
−B
[
r2A′GH(A′FG +B′J 2)
+BJ {2r2A′GHJ ′ + rJ [G(−rA′′H+ rA′H′ + 4A′H)− rA′G′H] + 4J 3}
]
−A2G2
[
−rF ′[rB′H+ 2B(rH′ + 2H)] + 4F2
+ F [r(rB′′H + 3rB′H′ + 4B′H) + 2B(r2H′′ + 2rH′ − 2H)]
]
+A
[
r2B′GH(A′FG + B′J 2) +B{FG[r2G(A′′H+A′H′)− 8J 2]
− r2[A′F ′G2H+B′G′HJ 2 + GJ (B′′HJ +B′H′J − 2B′HJ ′)]}
+ 2B2J
(
G{r[2rH′J ′ − J (rH′′ + 2H′)] + 2H(2rJ ′ + J )} − rG′J (rH′ + 2H)
)]}
. (B1)
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