INTRODUCTION
The first major nucleus of the central auditory pathway is the cochlear nucleus (CN) complex. The complex is divided into three major divisions (anteroventral, posteroventral, and dorsal) on the basis of differing cytoarchitecture (Osen, 1969 ) and the existence of three separate tonotopic frequency maps (Rose etal., 1960) . The three divisions also show broadly different physiological response properties, and it is likely, therefore, that they each play a different functional role in the perception of sound.
This study is concerned with modeling the response properties of cochlear-nucleus "stellate" cells (also described as multipolar cells, e.g., Hackney et al., 1990 ). These cells are found predominantly in the anteroventral (AVCN) and the posteroventral (PVCN) divisions of the CN complex. Their afferents project directly to the nucleus of the lateral lemniscus, the superior olivary complex, deep regions of the dorsal CN and the inferior colliculus (Adams, 1979; Cant, 1982; Hackney etal., 1990; Osen, 1972; Warr, 1982 It is intended that the model proposed here will provide the input to models of more central nuclei of the auditory brainstem such as the inferior co!liculus. One of the aims of such work is to gain further insight into the possible neural mechanisms that underpin psychological phenomena such as pitch and auditory selective attention (Mealdis, 1990) .
The model we present here is similar in some respects to other models of chopper cells recently proposed (Ade and Kim, 1991; Banks and Sachs, 1991; Ghoshal et al., 1990 ).
Although each author takes a different approach to modeling stellate-cell responses, they all emphasize that the intrinsic properties of the cell membrane and dendritic processing are the central determinants of the in oioo response. The model presented here shows that such models are capable of generating a wide range of realistic stellate cell behavior in response to AM and pure-tone stimuli. One advantage of the current model is that it is based on a realistic simulation of the auditory periphery which is not constrained by the range or the type of input.
A flow diagram of the composite model used in this study is shown in Fig. 1 . The model of the auditory periphery has been described in detail in previous publications (e.g., Meddis and Hewitt, 1991 ) and will be described only briefly. The stellate-cell model consists of two stages (Fig. 1, stages 6 and 7) which are described, and then developed according to the appropriate physiological data. Section II of the paper considers the response properties of the composite model to AM and pure-tone stimuli. (1) Stimulus generation: Stimulus parameters varied with the experimental paradigm and are specified in Sec. lI.
(2) Outer-ear/middle-ear, low-and high-frequency attenuation: Outer/middle ear effects are combined to produce an attenuation of frequencies below 1 kHz and above 5 kHz.
(3) Inner-ear, eochlear mechanical filtering of the basilar membrane: This was implemented using a single linear bandpass digital filter (Patterson et al., 1988) . The required channel is specified by its center frequency. Unless stated otherwise, the center frequency of the channel was 5 kHz.
(4) Mechanical to neural transduction at the inner-hair cell/auditory-nerve synapse: This was implemented using the computer model proposed by Meddis ( 1986 Meddis ( , 1988 The parameters of the hair-cell model were set to simulate the characteristics of a high spontaneous rate fiber (Table I). This yields a fiber with a spontaneous rate of about 35 spikes/s, a saturated rate of about 150 spikes/s, and a limited (30 dB) dynamic range.
(5) Auditory-nerve spike generation and refractory effects: Refractory inhibition of firing of the auditory nerve was computed as an adjustment to the hair cell firing probability as a function of time since it last generated a spike (see Meddis and Hewitt, 1991 for details). Individual AN spikes were generated from the hair-cell firing probability using pseudorandom number techniques (e.g., Hastings and Pea- 
where Eb is the reversal potential of the cell, s = 0 if E(t) <Th, ands= 1 ifE(t) >Th.
When cells are depolarized or hyperpolarized with current, the consequential potential change is proportional to the magnitude of the injected current. The constant of proportionality is known as the "input resistance" of the cell. Using the modified point-neuron program described above with the parameters listed in Table II, We model a number of auditory-nerve fibers all of which contact the dendrites of a single stellate cell. Each spike from each auditory-nerve fiber depolarizes the stellate cell dendritic tree, such that the total current delivered to the cell is
where I a (t) is the instantaneous magnitude of dendritic current, n(t) is the instantaneous number of spiking AN fibers (the output of the peripheral model), and A/is the current per AN spike.
For convenience, we limited the total amount of current that could be delivered to the cell, but varied the total number of auditory-nerve fibers that contacted the cell. Thus, the current per auditory-nerve spike was calculated as follows:
where I• is the maximum current that could be delivered to the cell, and Nis the number of auditory-nerve fibers contacting the cell.
Low-pass dendr/tic filtering
Morphological studies (e.g., Cant, 1979; Smith and Rhode, 1989) show that the terminals of auditory-nerve fibers synapse predominantly on the dendrites of type-I (chop-S) cells with very few synaptic somatic connections. These features have important implications for the transmission of the input signal from the synapse to the soma of the cell where the output spikes are generated. If it is assumed that the spread of current down the dendrite to the soma is a passive process then the signal at the soma will be attenuated compared to the signal at the dendrite. This principle is taken from the domain of cable theory (e.g., Rail, 1989 ). The theory established that for passive conduction of current through a cable, the amplitude of the signal falls off exponentially with increasing distance from the source. Application of the theory to neural models have found that the signal at the soma is a low-pass filtered version of the input signal. The effects of the filtering become increasingly significant as the distance between source and soma increases.
Detailed modeling of these effects have been reported by Young etal. (1988b) and by Banks and Sachs ( 1991 ) using a compartmental model of dendritic processes. Based on the parameters of cat spinal motor neurons, Young et al. (1988b) calculated that a l-kHz signal applied at the end of a dendritic tree could be attenuated by as much as 60 dB when measured at the soma. However, the data of Smith and Rhode (1989) show that the majority of synapses of type-I stellate cells are within 100/zm of the soma. The implication is that in this case the effect of low-pass filtering would not be as severe as that calculated by Young et al. (1988b) .
For the purpose of the model, we have approximated the effects of dendritic filtering by low-pass filtering the total current applied to the cell. This was achieved with a simple first-order Butterworth filter designed to give 6-dB attenuation per octave. (Beauchamp and Yuen, 1979 ). The filter is specified as follows: Fig. 4(a) . The model reproduces Oertel's results qualitatively. At low click levels, the AN firing probability is low which gives rise to only a small number of synchronous AN firings. Thus the total current delivered to the stellate cell is not sufficient to raise the cell's membrane potential above firing threshold. At higher click levels, the AN firing probability is high which gives rise to a large number of synchronous AN firings. In this case, the summed synaptic drive is sufficient to elicit a spike from the stellate cell.
I•(t) = GIs(t) + GId(t-dt) --HI•(t--dt),
It should be noted that although the shape and duration of the model's action potentials are somewhat different from those measured empirically. However, it is unlikely that this would influence the nature of the results presented below because the shorter action potential produced by the model is counterbalanced by the duration of the post-spike hyperpolarization.
In The summing of synaptic responses in time and space sometimes obscures the relationship of the fine-time structure of the eell's responses to the stimulus. The stimulus parameters of rate and strength seem to be crucial. For example, when the rate of stimulation is relatively slow and the strength of shock is suprathreshold, a stellate cell will preserve the temporal firing pattern of its input, but not otherwise (see Fig. 10, Oertel eta!., 1988) .
II. EVALUATION OF THE COMPOSITE MODEL
A variety of stimulus paradigms and spike analysis techniques have been employed by the physiologist to characterize the response properties of stellate cells. In this section, we evaluate the composite model by comparing model responses to neural stellate cell data. All the simulation data reported in this section were generated from the model using a single parameter set. The parameter values are as listed in Table II except 
where K is the number of bins in the period histogram, and R• is the magnitude of the k th bin. 
Level dependence

Response to the fundamental-frequency component
Kim and his colleagues (1990) noted that the enhancement of AM was manifest in the synchronized rate response to the fundamental frequency (.re) of the AM complex. While the average rate response of a neuron remained constant over modulation frequency, theft response varied with the modulation frequency of the input. In the case of a neuron with bandpass-shaped MTF, the peak fundamental rate response corresponded to the frequency of the peak modulation gain. Figure 9 shows that the response component of the model to the fundamental frequency of the stimulus varied systematically with the modulation envelope frequency. In contrast, the average response rate is independent of modulation envelope frequency. That is, the model achieves an enhancement of modulation by an increase in the synchronization of neural MTFs are maintained. However, lowering the filter cutoff frequency did have an effect on the model's synchronization responses to low-frequency tones as is shown in Fig.  13 . The fall-off in synchrony is too severe. Increasing the filter cutoff frequency had little effect on the model's synchronization responses to low-frequency pure tones (Fig.  13) suggesting that the dendritic filtering plays only a small part in determining stellate cell synchronization to pure tones. However, increasing the cutoff frequency above about 1 kHz produced only short EPSPs and the model lost the ability to summate subthreshold temporal information (see Sec. I).
The effect of reducing the number of AN-fiber inputs converging on the model dendrite was to increase the irregularity of the model responses [the mean input was kept constant, see Eq. (7) ]. Figure 14 shows the model MTFs from simulations was 5, 30, and 60 AN fibers. As the number of fibers decreased so the peak modulation gain decreased such that with only 5 AN fibers the 30-dB MTF is more low pass than band pass in shape.
IV. DISCUSSION
We have presented and evaluated a computer model of a CN stellate neuron. The core component of the model is a series of equations designed to simulate the change in a cell's membrane potential in response to depolarizing and hyperpolarizing current pulses. Using this model, we were able to replicate the typical input-output functions of stellate cells maintained in vitro (Oertel, 1983 (Oertel, , 1985 Oertel etal., 1988) .
We then simulated the low-pass filtering effect of stellate-cell dendrites. The development of this stage was guided, in part, by the morphological studies of Cant and Morest (1984) . Their work showed that stellate cells have a number of long dendrites upon which many auditory-nerve fibers may synapse. This feature of stellate-cell morphology leads to a progressive attenuation of the signal as it travels down the dendrite to the soma (the site of spike initiation). In essence, the soma receives a low-pass-filtered version of the original auditory-nerve input. Thus the temporal patterns of these inputs will only be preserved at low frequencies. This effect is in contrast to the properties of CN "bushy" cells, where auditory-nerve fibers make secure contact with the cell soma. Here, the auditory-nerve input is not subject to dendritic filtering and the temporal patterns of the inputs are preserved in the output of the cell (Oertel, 1985) . level dependence whereby they are low pass at low stimulus levels and bandpass at moderate and high stimulus levels. While the exact mechanism responsible for the decrease in modulation gain at low frequencies of modulation is unknown, Frisina et al. (1990b) suggested that the source of the mechanism may lie in the distribution of auditory-nerve input to the dendrites of the stellate neuron. Using the model described in this article, we can show that Frisina's proposal is tenable. An examination of model outputs (Fig. 15) helps us to specify the exact mechanism. Consider AM-stimuli modulated at low frequencies (e.g., 50 Hz). At low stimulus levels [ Fig. 15 (a) ], the mean current delivered to the cell soma is relatively low (0.1 nA) and some degree of modulation is present in the waveform applied to the cell. The stellate neuron will tend to fire [shown by dotted lines in Fig.  15 (a) ] at or near the peak of the each cycle in the waveform. In this case, the temporal synchronization between the original AM-stimulus and the stellate-neuron output is high and therefore the modulation gain is high. At high stimulus levels [ Fig. 15(b) ], again some low-frequency modulation remains in the waveform after the dendritic filtering, however, the dc bias on the signal is relatively high (mean input to soma = 0.4 nA for 50-dB input compared to 0.1 nA for 10-dB input). In this case, the neuron does not fire at the peak of each cycle, but is forced to fire as soon as its recovery period is complete. That is, it fires at its natural chopping frequency. Thus the temporal synchronization between the original input stimulus is low and therefore the modulation gain is Another aspect of the current model is that accurate model responses were generated using a relatively simple low-pass filter to simulate dendritic filtering. Young et al.
(1988b) have previously suggested that the effects ofdendritic filtering were far more severe than could be expected from a first-order filter of the type used here. However, recent evidence from Smith and Rhode (1989) has shown that the majority of AN inputs to type-I stellate cells synapse very close (within 100/zm) of the soma. Models of dendrites based on cable theory predict that dendritic inputs close to the soma are subject to only limited low-pass filtering compared to those that synapse at more distal points on the dendrite. In this study, we have approximated these effects with a simple low-pass filter. One limitation of this approach, however, is that we cannot explicitly incorporate the data of Smith and Rhode (1989) In this paper, we have successfully mocleled the temporal encoding of amplitude modulation by cochlear-nucleus stellate neurons. The processing of amplitude modulation by these neurons has given rise to the suggestion that these neurons are "feature detectors." However, in themselves, these neurons do not directly help us to identify the rate of modulation in a given channel. They me:rely amplify the temporal encoding of complex sound features such as amF,litude modulation. Above a relatively low signal level, the output spike rate is the same for all AM rates; it is only the pattern of timing of the spikes which changes. To identify the actual AM rate we need another stage. It is possible that erties of the cell were modeled according to data from the in vitro work of Gertel. When driven by auditory-nerve spikes generated by a simulation of the auditory periphery, the basic dendrite/soma unit was able to generate a large number of realistic response properties to AM and pure-tone stimuli. 
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