The increasing penetration of renewables in distribution networks calls for faster and more advanced voltage regulation strategies. A promising approach is to formulate the problem as an optimization problem, where the optimal reactive power injection from inverters are calculated to maintain the voltages while satisfying power network constraints. However, existing optimization algorithms require the exact topology and line parameters of underlying distribution system, which are not known for most cases and are difficult to infer. In this paper, we propose to use specifically designed neural network to tackle the learning and optimization problem together. In the training stage, the proposed input convex neural network learns the mapping between the power injections and the voltages. In the voltage regulation stage, such trained network can find the optimal reactive power injections by design. We also provide a practical distributed algorithm by using the trained neural network. Theoretical bounds on the representation performance and learning efficiency of proposed model are also discussed. Numerical simulations on multiple test systems are conducted to illustrate the performance of the algorithm.
For a more complete review, please see [8] , [9] , [10] and the references within.
Most relevant to this paper is the approach of formulating the voltage regulation problem as an optimal power flow (OPF) problem. A line of work has showed that OPF problems can be made convex when the network has a tree topology (see, e.g. [11] , [12] and the references within), and since most distribution systems operate as a tree (i.e., radially) [7] , the voltage regulation problem is in fact convex under many settings [13] , [14] . More specifically, the OPF problem for a tree network can be shown to have exact SOCP or SDP convex relaxations [15] . When the network is large or computational resources are limited, linearized or other approximate models have been proposed to solve centralized or distribution versions of voltage regulation problems [16] , [17] , [18] .
the convexity of the problem.
The remainder of the paper is organized as follows. Section II discusses the voltage regulation problem in distribution networks and formulates it as an optimization problem. Section III states the main learning and control framework, and provides theoretical guarantees on the representation power, learning efficiency as well as control optimality. Section IV shows how the learned neural network can be used for voltage regulation and Section V extends the proposed algorithm to the decentralize setting. The performances are illustrated in Section VI via numerical experiments on IEEE standard test cases. Concluding remarks are presented in Section VII.
II. MODEL AND PROBLEM FORMULATION

A. Power Flow Equations
In this paper we consider distribution systems with a tree topology, with a set N = {1, ..., N} of buses and a set E ∈ N × N of lines. For each bus i, denote V i as the voltage magnitude and θ i as the voltage phase angle; let p i and q i denote the active and reactive power injections; let s i = p i + jq i be the complex power injection at bus i. The corresponding active and reactive power injection vectors are denoted as p = p 1 p 2 · · · p N T , q = q 1 q 2 · · · q N T . For each line (i, k) ∈ E, denote line admittance y ik = g ik − jb ik with b ik > 0, g ik > 0.
The power flow equations can be stated in many forms, and we use the DistFlow formulation [31] for the ease of comparison with SOCP relaxations and linear approximations. In this formulation, let s ik = p ik + jq ik denote the complex power flow from bus i to bus k and z ik = 1/y ik = r ik + jx ik denote the line impedance. The power flow equations are
The optimal voltage regulation problem is then to optimize system performance subject to the power flow equations (1) . There are a variety of objective functions and constraints we can consider [10] , and in this paper we adopt the following optimal voltage regulation formulation:
where α i is a weight parameter. The goal of the problem is to maintain voltage magnitude V i within a small distance from the nominal value V i,0 for all buses (e.g., plus/minus 5%) [32] . The constraints on reactive powers comes from the rating of the power electronics on the DERs. Note that if a bus does not have reactive power capability, we can simply set the upper and lower bound to be equal to the nominal reactive load value. Here we assume that the active power injections are fixed exogenously (e.g., by solar irradiation), although we can accommodate active power as a optimization variable using the same methodology presented in this paper. In addition, other cost functions such as losses or costs or reactive power can be added to the objective as well.
The optimization problem in (2) is not convex because of the quadratic equality (1d) in the power flow equations.
A simple relaxation is to make it into an inequality as:
Using (3) instead of (1d) in (2) makes it a convex optimization problem, in particular a second order cone problem (SOCP) [13] , [33] .
As outlined in the introduction, an important result is that the above convex relaxation is tight under many settings.
In fact, there are different convex relaxations one can use, including semidefinite programming (SDP) and the result extends to unbalanced systems as well [34] , [35] . Therefore, in principle, there exist efficient algorithms that are guaranteed to find the global optimal solution. However, as we discuss in the next section, these algorithms have rarely been implemented in practice [22] .
B. Practical Design Requirements
A major challenge in solving the voltage regulation problem (or other optimization problem in the distribution system) is that the topology and linear parameters of the system are often not known. Due to the lack of monitoring, poor digital record keeping, age of the networks, frequent repairs and switching, utilities may not have a digitized model of their systems. Even as the amount of sensors have grown exponentially in the system, most of these are smart meters (AMI sensors) and do not have synchronous fine-grained voltage phase measurements. Unfortunately, without phase information, it seems that directly learning the Y-bus matrix is difficult [36] , [21] .
Given these practical challenges of voltage regulation, we want to design a strategy that satisfies following requirements:
1) The controller must learn an accurate representation of the power injections to nodal voltage magnitudes using data without voltage phase measurements;
2) Such representation is easily integrated into the optimization framework.
Intuitively, we are trying to design and find functions |V i −V i,0 | = f i (p, q), i = 1, ..., N, which could accurately represent the relationship from active and reactive power injections to nodal voltage magnitude deviation. By leveraging historical smart meter data to fit f i , we want the fitted model to faithfully represent the underlying grid.
Importantly, if f i is a convex function from p, q to |V i −V i,0 |, then the following problem
is still a tractable convex optimization problem. Since we know convex relaxations of the power flow equations are tight, restricting f i to be convex does not result in a loss of generality. In the next section, we will describe how we design the learning model f i based on neural networks, which not only efficiently learns the mapping from active and reactive power injections to the voltage magnitude deviations more powerfully than a linear model, but is also guaranteed to be a convex function.
III. INPUT CONVEX NEURAL NETWORK DESIGN
In this section, starting from the standard neural networks architecture, we illustrate how to construct a neural network whose outputs are convex with respect to inputs. We then show how to apply such input convex neural networks (ICNN) in the task of voltage regulation in distribution networks, and describe a practical algorithm to find optimal reactive power injections under reactive power capacity constraints.
A. Neural Networks for Function Fitting
For a standard setup of neural networks (NN) model, the multi-layer network is composed of an input layer x, m hidden layers z l , l = 1, ..., m with parameters θ := {W l , b l } i = 1, ..., m, and an output y. For notation simplicity, we use h θ (x) to denote the neural networks with input x and parameters θ . For the computation at layer l, an nonlinear activation function g i (·) is used. For instance, rectified linear unit (ReLU) is a popular choice with g(x) = max(0, x).
Given input x, a neural network is implementing the following computation
.., m and the neural network output is the value of the last layer z m . In the task of supervised learning, back-propagation algorithms based on gradient descent are used to train a group of {W l , b l } that minimize the training loss defined as L(y, h θ (x)) [37] . The choice of training loss is task specific and we use the squared loss. We design specific neural networks such that the output of h θ (x) is convex with respect to x, which could be then representing f i in (4c) and be used for solving (4) once the model is trained.
B. ICNN Architecture Design
We adapt the neural networks design from our previous work [25] and the original input convex neural networks (ICNN) proposed in [24] to the setting of multiple inputs (e.g., {p, q}) and multiple outputs (e.g.,
Then by convexity, we mean each of ICNN's output is convex with respect to all the dimension of inputs.
The following proposition summarizes the major adaptations we make to the standard neural networks that guarantee modeling convexity:
The network shown in Fig. 2 (a) is a convex function from inputs to outputs provided that all W 2:m are non-negative, and all g l are convex and non-decreasing functions.
The restriction on the g l function to be convex and non-decreasing function is actually not a strong restriction.
Popular activation functions like ReLU function shown in Fig. 2 (c) already satisifes such restriction. Thus with the nonnegative constraints on W 2:m and with the choice of activation functions, we are already constructing a neural network whose output is convex with respect to inputs.
To compensate the neural network representability loss due to the constraints of W l ≥ 0, l = 2, ..., m, we add direct passthrough layers D l , l = 2, ...m from input to subsequent layers, and there is no constraint on the weights of these links. Such direct links have also been widely used in the design of deeper neural networks, which have achieved better performance in various learning tasks [38] . Combined with layer bias b l , layer i passes its value through
ReLU activation function and goes to next layer i + 1.
Mathematically, for each layer l = 1, ..., m, the layer-wise computations are modified as follows
We note that our neural networks design naturally extends to the scenario when input x and output y are highdimensional vectors. Meanwhile, each dimension of output is convex with respect to all the inputs. Such property also makes it possible to fit a single ICNN h θ to model multiple convex functions, which will be shown to be useful for voltage regulation task.
The convexity of the proposed neural network directly follows from the composition rule of convex functions [15] , which states that the composition of an inner convex function and an outer convex, non-decreasing function is convex. The structure of the input convex neural network (ICNN) structure in Proposition 1 is motivated by the structure in [24] but modified to be more suitable to control of dynamical systems. In [24] it only requires W 2:k to be non-negative while having no restrictions on weights W 1 and D 2:k . Our construction achieves the exact representation by expanding the inputs to include both u (∈ R d ) and −u.
Although it allows for any increasing convex activation functions, in this paper we work with the popular ReLU activation function and its variants. Two notable additions in ICNN compared with conventional feedforward neural networks are: 1) Addition of the direct "passthrough" layers connecting inputs to hidden layers and conventional feedforward layers connecting hidden layers for better representation power;
2) the expanded inputs that include both u and −u. Note that such construction guarantees that the network is convex and non-decreasing with respect to the expanded inputsû = Example Here we show how to use a ICNN to fit the convex function in Fig. 3 . The function f (u) in the example has domain [−1, 2] and It is easy to check that the following function fits f (u) exactly:
where g is the componentwise ReLU activation function. Such matrix weights and biases can be also easily learned 9 by ICNN hidder layer.
C. ICNN Representation Power and Efficiency
Besides the computational traceability of the input convex neural network, a natural question is related to the function approximation capability of the proposed ICNN. For instance, once ICNN is used in (4) for voltage regulation, it should be able to fit the underlying convex functions from p, q to |V i −V i,0 | as accurate as possible.
This subsection provides theoretical guarantees that ICNN is able to fit any convex functions, which opens the door to integrate ICNN in convex optimization.
for all x in the domain of f . The proof of this theorem can be found in [25] .
It turns out to prove Theorem 2, we first approximate a convex function by a maximum of affine functions. Then we are able to construct an input convex neural network according to this maximum. A natural question arises, as why there is a need to learn a neural network rather than directly fitting the affine functions in the maximum? This approach was taken in [39] , where a convex piecewise-linear function (max of affine functions) are directly learned from data through a regression problem.
A key reason that we propose to use ICNN to fit a function rather than directly finding a maximum of affine functions is that the former is a much more efficient parameterization than the latter. As stated in Theorem 3, a maximum of K affine functions can be represented by an ICNN with K layers, where each layer only requires a single ReLU activation function. However, given a single layer ICNN with K ReLU activation functions, it may take a maximum of 2 K affine functions to represent it exactly. Therefore in practice, it would be much easier to train a good ICNN than finding a good set of affine functions. The proof of this theorem is again given in [25] .
IV. ICNN FOR VOLTAGE REGULATION
In this section, we illustrate how to use ICNN for voltage regulation when the underlying topology and the line parameters are unknown. we propose to first learn a convex mapping from {p, q} to voltage magnitude deviations 
Optimal reactive power injection: q * = q (t) using an ICNN. Once fitted using collected observations, we are able to use the same ICNN, and integrate it to (4) to find optimal reactive power injections.
A. ICNN Training
In order to train ICNN and learn its parameters h θ , we need to minimize the supervised training loss defined on training data pairs. For the kth training instance, it is defined as the mean square error between the ground truth voltage magnitude deviation vector V target := {|V k i −V k i,0 |}, i = 1, ..., N and the ICNN output:
and the update of h θ is based on gradient descent algorithm. In addition, to take the constraints of W 2:m ≥ 0 into account, we need to make sure the gradient descent update always falls into the feasible regions (e.g., nonnegative weights). Hence we use a projected gradient algorithm to guarantee the constraint holds [15] . 
Given a starting point x (0) ∈ X and step-size γ > 0, projected gradient descent (PGD) extends the standard gradient descent settings with the projection step onto the feasible sets of feasible reactive power. At iteration t, the algorithm takes the following PGD step:
which is implemented iteratively until a certain stoppping criterion (e.g., fixed number of iterations or gradient value is smaller than predefined ε) is satisfied. The ICNN weights are then updated as follows
In practical implementations where there are large groups of measurements {p k , q k , V k } with k standing for the index for measurement index, it is possible to use small batch of training data to do PGD steps (10) . Such practical algorithms, e.g., stochastic gradient descent, can accelerate training convergence [37] . The training procedure is summarized in Algorithm 1 by using collected training data and stochastic gradient descent training algorithm.
B. Integrate ICNN as Optimal Controller
Once the ICNN training process is finished, we fix model parameters h θ , and use it as a proxy model for the unknown distribution networks model f i , i = 1, ..., N in (4c). Since h θ represents the convex mappings from q to |V i − V i,0 |, ∀i, we are now ready to solve (4) computationally. In the similar spirit of ICNN training, where we optimize over neural network weights using gradient descent to minimize training loss, in the voltage regulation setting, we optimize over ICNN inputs q to minimize the optimization objective ∑ N i=1 α i |V i −V i,0 | using gradient descent. Such optimization procedure over ICNN is also highly tractable using standard off-the-shelf machine learning packages such as Tensorflow [40] . Again, to take the constraints of reactive power injection range into account, we need to make sure that the gradient descent update always falls into the feasible reactive power injection regions.
By adapting PGD to the trained ICNN, starting from uncontrolled reactive power q (0) = q, we take iterative PGD steps on the voltage regulation objective (4a) until gradient convergence. PGD steps also guarantee the convergence to optimal solution under the convex settings. The overall algorithm for ICNN training and finding optimal reactive power injections are described in Algorithm 1.
Fundamentally, ICNN allows us to use neural networks in decision making processes by guaranteeing the solution is unique and globally optimal. Since many complex input and output relationships can be learned through deep neural networks, it is natural to consider using the data-driven, learned model in an optimization problem in the form of
where U is a convex feasible space. Then if f is an ICNN, optimizing over u is a convex problem, which can be solved efficiently to global optimality. Note that we will always duplicate the variables by introducing v = −u, but again this does not change the convexity of the problem. Of course, since the weights of the network are restricted to be nonnegative, the performance of the network (e.g., classification) may be worse. A common thread we observe in this paper is that trading off neural network fitting performance with tractability can be preferable.
V. DISTRIBUTED ALGORITHM
In Section IV, we show that by utilizing a trained ICNN, optimal reactive power injections can be calculated in a centralized manner, which requires full communication of system states and control signals on reactive power injections. For the practical implementation considerations of distribution networks, where there is a need for real-time reactive power injections, while the communication infrastructures only support low data rates, the centralized algorithm may not be able to transmit all the state data and control actions through a central operator fast enough [14] .
In this section, we propose a distributed algorithm to solve (4) by utilizing a trained ICNN for the underlying grid. In the proposed distributed algorithm, we only require communication between neighboring buses and the communication graph is a connected graph [41] . Interestingly, this topology need not to be the same as the physical topology of the distribution network.
A. Problem Formulation
Again, due to the convexity of ICNN, our problem is essentially following the standard formulation of distributed convex optimization problem [42] . This allows us to borrow from a large body of literature on distributed algorithms for convex problems. We are interested in minimizing the sum of their individual convex (potentially non-smooth) objective functions of N interconnected agents:
where Q is the feasible set defined by the bounds on reactive power injection. Each function f i is assumed to be pre-trained and known by agent i beforehand. The goal is to solve the minimization problem in a decentralized fashion, where the agents cooperatively find the optimal reactive power injection without a central coordinator. The coupling can be written out explicitly as
Problem (13) can be solved via dual decomposition [43] , [44] . Let's denote q i j as node i's estimate of node j's reactive power injection. Then the augmented Lagrangian L is
with corresponding dual function is the infinmum over primal variables:
Note that λ ii = 0, and we can also rewrite
, so there is only λ i j = 0 when there is a communication between neighboring nodes. Then for each node, there is a decomposable subproblem
Via gradient ascent, at iteration t + 1, the update rule for dual variable is
which essentially says that by exchanging Lagrangian multipliers for neighboring nodes, there shall reach consensus on the dual variables. When all λ i j are optimal, q i i will be equal to q i j for all (i, j) pair, and the duality gap is zero. So at each iteration, at each agent i, by using trained ICNN to parameterize f i , it solves the subproblem simultaneously:
Since the optimization problem is convex, iterating this process (Algorithm V-A) guarantees convergence to the global optimal solution. Update λ i j based on q i i and q j i using (17) end while Nodal optimal reactive power injection q i
B. Smooth Activation Functions
Even though Algorithm V-A is guaranteed to converge, it may converge slowly because the optimization problem is not smooth by the construction described in Section III. Recall that the ReLU activation function is not differentiable at 0, therefore all of the algorithms we have presented are subgradient algorithms. Even if these subgradients can be computed extremely efficiently through automatic differentiation [45] , they can still become a bottleneck for convergence, especially in the distributed setting. Therefore, we can use a smooth version of ReLU as the activation function, which was named as Softplus activation function [46] . In particular, define g t (x) as g t (x) = 1 t ln(1 + e tx ).
As t goes to infinity, g t converges the ReLU function uniformly on R, and it is smooth for any finite t. By choosing a large t, we can make ICNN smooth from input to output and still maintain a good fit of convex functions.
VI. SIMULATION RESULTS
In this section, we evaluate the proposed voltage regulation scheme on standard distribution networks. Our simulation focus on the IEEE 13-bus and IEEE 123-bus test systems. Linear models, standard neural networks and the optimal SOCP formulations are used for comparison. 
A. Simulation Setup
For both 13-bus and 123-bus system, we use AC power flow model (1) to generate 10, 000 instances of simulation data composed of {p, q, V}. We assume both the distribution network topology and line parameters are not revealed to the optimization algorithm, except when the optimal SOCP is used as a baseline. We use one year's load data from the University of Washington Seattle campus for training and test dataset generation. We allow plus/minus 20% of reactive power injections at each node as control inputs. We develop three algorithms and compare their performances for two test feeders shown in Fig. 4 :
• Linear Model: We consider using a linear model to fit the unknown dynamics from active and reactive power to the deviations between nodal voltage and the nominal voltage. Such linearized models have been widely used in power systems literature [10] , [32] ;
• Neural Networks Model: We construct standard three-layer and four-layer neural networks for the 13-bus and 123-bus cases, respectively. We tune the parameters of neural networks (e.g., number of neurons, learning rate) and stop the training process once the fitting performance on validation data converges;
• Input Convex Neural Networks: We keep the number of layers and matrices W i , i = 1, ..., k the same dimension as those of neural networks models, but add direct layers D i , i = 2, ..., k correspondingly. We constrain network weights W 2:k to be non-negative during training. To fit the parameters of neural network models, we use mean squared error as the loss function during training.
To solve the voltage regulation problem (2), we set α i , i = 1, ..., k in (4) to be 1 in our simulation cases. When α is not equal to 1, we could adapt the optimization problem using weighted sum of voltage deviation correspondingly.
Note that we could also flexibly use alternative loss terms or add reactive power costs to the objective function (2a), as long as they are convex functions over reactive power injections. All the implementations are conducted on a MacBook Pro with 2.4GHz Intel Quad Core i5.
To benchmark the performance of the proposed algorithms under unknown topology and parameters, we also follow [33] to relax l i j ≥
in the Dist-flow equations, and use the same validation datasets to solve the resulting convex SOCP. We calculate the optimal reactive power injections along with the resulting voltage profiles. We use CVX to solve the SOCP and linearized models [47] , and use Tensorflow to set up and optimize over NN and ICNN models [40] .
B. Estimation Accuracy
We firstly validate that ICNN can be used as a proxy for power flow equations, and predict the nodal voltage magnitude deviations. By using 8, 000 training instances, the ICNN can predict the voltage deviations on the Active Power Voltage (p.u.) validation instances accurately. As shown in Table I , the mean absolute error (MAE) of ICNN fitting are smaller than 4.3% in both test systems, which are comparable to 3.45% and 3.56% by using neural networks. This is also illustrated in Fig. 5 , where under different load levels throughout 24 hours, the ICNN can predict all the nodal voltages accurately. More importantly, linear model's fitting performances are over 2 times worse than the neural networks counterparts. We later show such performances on model tractability and fitting errors would also impact the controller performances. 
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C. Voltage Regulation Performance
In Figure 5 , we show the regulated voltage using ICNN in the IEEE 13-bus case. Under this day's load profile, we are able to regulate node 4's voltage magnitude within ±4% per unit with constrained reactive power 
injections (Equation 4b
). In Figure 6 , we show that the mean and variance on each bus's voltage deviations using three models for the 13-bus feeder. On the one hand, with similar fitting performances, ICNN outperforms the standard neural network in regulating nodal voltages. This is due to the fact that neural networks may have many local minima, and the NN-based controller can not find the optimal reactive power injections. On the other hand, even though linear model provides a easier venue for solving optimization problem, it suffers from inaccurate modeling of the underlying distribution grids, and the regulated bus voltages have greater level of fluctuations.
Similar observations also hold in the 123-bus test case, where in Fig. 7 we show the nodal voltage comparison using three models, and voltage regulated by ICNN are constrained to be in a much narrower range. More results on voltage regulation performances are summarized in Table I . Under varying load and power generation profiles, ICNN is able to maintain over 98.3% of nodal voltages within 5% deviations from nominal voltages, which are comparable to SOCP solutions. On the contrary, linear fitted models can not scale to larger system, and nearly 20% of voltages are out of 5% tolerance in the 123-bus case.
We also give an analysis on the computation time for each algorithm as shown in last row of Table I . Reported results are averaged over 2,000 testing instances. Compared to linear model, optimization based on ICNN generally takes longer time due to the model complexity, but it is still able to find the optimal solutions within the acceptable time range. Note that we are solving the ICNN optimization problem using our own solver, while solving SOCP and linear model using the off-the-shelf CVX solvers. The optimization solution process involving ICNN can be further accelerated with GPU support in the future. More importantly, in the 13-bus case, ICNN-based optimization is faster than SOCP solver, and it scales to 123-bus case with moderate computation time increases compared to SOCP solver. This makes ICNN as a practical modeling and optimization tool for unknown distribution grids. An interesting observation is that it takes longer for NN to find solutions compared to ICNN, partly due to the fact that gradient-based optimizer is stuck in some local minima in normal NN.
D. Distributed Algorithm
In Figure 8 we show the performance of proposed learning and control algorithm under the distributed settings, where the underlying topology is unknown to nodes' controllers, while local communication is allowed for neighboring controllers in the communication graph. We plot the voltage and reactive power injection profiles on 6 randomly selected nodes under 24-hour's varying active power injections. For each node, the voltage magnitude deviation can be controlled effectively using ICNN based controller. As we assume control components at all buses for the distribution grid can supply or consume at most 0.2 MVar reactive power, it is shown in the right plot of Figure 8 that such constraints are satisfied at all buses at all times.
VII. CONCLUSION
In this paper, we proposed an optimal voltage control framework using neural networks under unknown distribution system topology and parameters. By utilizing the available smart meter data, we design an input convex neural network as an accurate learner for the mapping from power injections to voltage magnitude deviations. We then proposed a distributed algorithm that can be implemented in distribution grids with a large number of buses using the learned neural network. We demonstrated the performance and efficiency of proposed algorithm in a set of case studies. Future work includes extending proposed learning and decision-making framework into online settings with dynamic operating scenarios.
