We show that the lamplighter group L = Z/2Z Z has a system of generators for which the spectrum of the discrete Laplacian on the Cayley graph is a union of an interval and a countable set of isolated points accumulating to a point outside this interval. This is the first example of a group with infinitely many gaps in the spectrum of Cayley graph. The result is obtained by a careful study of spectral properties of a one-parametric family a + a −1 + b + b −1 − µc of convolution operators on L where µ is a real parameter.
Introduction
The study of spectra of finitely generated (non-commutative) groups is a challenging problem initiated by Kesten in [12] and related to many topics in mathematics. Let G be a group generated by the set S ⊂ G. By the spectrum of G, we mean the spectrum of its Cayley graph Γ(G, S), i.e. the spectrum of the Markov operator M in 2 (G) corresponding to a simple random walk on G. Equivalently, one can think about the spectrum of the discrete Laplace operator ∆ = I − M , where I is the identity operator. A more general point of view is to consider spectra of all Markov operators M P corresponding to symmetric probability distributions P on the set of generators and its inverses. Even more informative invariants are the spectral measures ν P associated with M P or the closely related spectral distribution function N P (x) associated with ∆ P , which allows one to not only determine the spectrum but also calculate the probabilities {P (n) 1,1 } n∈N of the return to the identity 1 ∈ G and many other asymptotic characteristics of a group.
Currently, little is known about the possibilities of the spectrum of M (denoted sp(M )) or about the possibilities for the spectral measure ν. Also very little is known about how N (x) behaves near 0 or how sp(M ) depends on the generating set S. For example, it is unknown if sp(M ) can be a Cantor set or if ν can simultaneously have singular and absolutely continuous parts.
An even larger family of operators in 2 (G) given by convolutions of operators determined by elements of the group algebra C[G] or even operators in ( 2 (G)) n of multiplication by matrices A ∈ M n (C[G]) can be taken into account. Questions about their spectra, spectral measures, and other asymptotic characteristics are of great importance in many areas of mathematics such as Novikov-Shubin invariants, Atiyah's L 2 -Betti numbers, etc.
In [10] , A. Zuk and the first author showd that the Lamplighter group L = Z/2Z Z has a generating set {a, b} with respect to which the spectrum of M is pure point. Furthermore, the eigenvalues are of the form cos p q π, where q = 2, 3, . . ., 1 ≤ p < q, and (p, q) = 1. These eigenvalues densely pack the interval [−1, 1] and so as a set, sp(M ) = [−1, 1]. The spectral measure ν is discrete with the mass at cos p q π equal to (2 q − 1) −1 . This was the first example of a group and generating set with pure point spectrum of a Markov operator.
In [4, 5] , Grabowski and Virag observed that if one considers not the operator of convolution with 1 4 
(which is a Markov operator for Γ(L, {a, b})), but instead with 1 2+β (a + a −1 + βc) corresponding to the anisotropic random walk given by the distribution P such that P (a) = P (a −1 ) = 1 2+β and P (c) = β 2+β , where c = b −1 a and β ∈ R + , then for large values of β, the spectral measure ν is a purely singular continuous measure. Thus, there is a symmetric random walk on L with a Markov operator that has singular continuous spectrum. The proof of this latter fact is based on the reduction to the case of random Schrödinger operators and a result of Martinelli and Micheli [13] .
The system {a, c} of generators of L is a natural one because of the algebraic structure of L as a semi-direct product:
where a generator a of the "active" group Z acts on the abelian group given by the direct sum as the automorphism induced by the shift in the index set Z. The generator c then corresponds to the element (. . . , 0, 0, 1, 0, 0, . . .) ∈ Z Z/2Z. The generators {a, b} correspond to the states of a Mealy type automaton machine A over a binary alphabet as shown in Figure 1 .
It is true that to each invertible automaton B over a finite alphabet, one can associate a group G(B) = B q 1 , . . . , B qm , where q 1 , . . . , q m are states of the automaton and the operation is composition of automata [9] .
Automaton groups are a class of groups that have been used to solve important problems. The realization of L as L = A a , A b gave much new information about the group L and showed that it possesses important self-similarity features. In particular, it lead to the computation of the spectrum and spectral measure as was noticed earlier. This in turn was used in [7] to answer one of Atiyah's questions on the existence of closed manifolds with non-integer L 2 -Betti numbers. In [10] , the authors started with the convolution operator M µ corresponding to the element a + a −1
and provided computations that eventually lead to the description of the spectrum and spectral measure of M µ under the assumption that µ = 0. The goal of this paper is to prove the following theorems. Remark. For every µ ∈ R, the spectrum of M µ is pure point. When µ ∈ R, the operator M µ is self-adjoint, the spectral decomposition M µ = R λdE µ (λ) holds, and one can define a spectral measure ν µ as
where {E µ (B) : B is real Borel} is a spectral family of projections and δ 1 is a delta function at 1 ∈ L. We can also provide a detailed description of the spectral measure ν µ . Theorem 2. The spectral measure ν µ of the operator M µ is given by
and U k is the degree k Chebyshev polynomial of the second kind.
Our calculation of the spectral measure ν µ will proceed by reducing it to a problem of finding zeros of polynomials G k (z, µ) when µ is fixed and counting their multiplicities. The case µ = 0 is relatively easy and was investigated in [10] . To deal with the general case, we will explore the theory of orthogonal polynomials.
Preliminaries
In this section we will introduce some relevant information about orthogonal polynomials and their relationship to the spectral theory of Jacobi matrices. In particular we will be interested in understanding the location of the zeros of orthogonal polynomials in terms of the spectrum of the corresponding Jacobi matrix. Also we will provide a short background to the spectral theory of groups acting on rooted trees.
2.1.
Orthogonal Polynomials on the Real Line. Consider a probability measure γ with compact and infinite support in the real line. By performing Gram-Schmidt orthogonalization on the sequence of monomials, one arrives at the sequence of orthonormal polynomials {ϕ n (x)} ∞ n=0 , where the degree of ϕ n is exactly n and the leading coefficient of ϕ n is positive. By dividing each polynomial by its leading coefficient, we obtain the sequence {p n (x)} ∞ n=0 of monic polynomials that are still mutually orthogonal in the space L 2 (γ). The most basic facts about the zeros of p n are (see [15, Section 1.2.5] ):
• The zeros of p n are all real and simple.
• Between any two zeros of p n+1 there is a zero of p n . To get more detailed information about the zeros of p n , we need to employ ideas from the spectral theory of bounded self-adjoint operators. The polynomials {p n } ∞ n=0 satisfy a three-term recurrence relation
where p −1 = 0 by convention. In (1), b n ∈ R and a n > 0 for each n ∈ N. The orthonormal polynomials also satisfy a three-term recurrence relation, which is most easily expressed in the following formal matrix notation:
The tri-diagonal self-adjoint matrix on the far left of (2) is the Jacobi matrix J that defines a self-adjoint operator on 2 (N), which we also denote by J . The measure γ is the spectral measure for this matrix and the vector (1, 0, 0, . . .) T . Consequently, the support of γ is the spectrum of J . This relationship allows us to connect the zeros of p n to the spectrum of J . Indeed, the following facts can be found in [15, Section 1.2.11]:
• If y ∈ supp(γ) and > 0, then for all sufficiently large n the polynomial p n has a zero within of y • If I is an interval that is disjoint from supp(γ), then p n has at most one zero in I. These two facts tell us that when n is very large, the collection of zeros of p n very closely resembles the support of the measure γ.
Another important fact is the Sturm Oscillation Theorem (see [15, Section 1.2.14] ), which tells us that as n → ∞, the number of sign changes of p n on the interval (x, ∞) approaches the cardinality of supp(γ) ∩ (x, ∞). Thus, if x is chosen so that supp(γ) ∩ (x, ∞) has finite cardinality N , then for all very large n, the polynomial p n will have exactly N zeros in the interval (x, ∞). Furthermore, by the interlacing property of the zeros of orthogonal polynomials, the limit points of these N zeros (as n → ∞) are precisely the N points in supp(γ) ∩ (x, ∞) and the approach to these points is monotonic.
One very well understood example is the case when a n ≡ 1 and b n ≡ 0. The Jacobi matrix in this case is called the free Jacobi matrix and can be written as L + R, where L is the left shift operator on 2 (N) and R is the right shift operator on 2 (N). In this case, the spectrum of the Jacobi matrix is [−2, 2] and the measure is purely absolutely continuous on that interval with weight 1 2π √
4 − x 2 . The corresponding orthonormal polynomials are rescaled Chebyshev polynomials of the second kind, which we denote by {U n (x/2)} ∞ n=0 . These polynomials have the following properties, which we will use later:
where the square root is defined with the branch cut along [−1, 1] and so that √
Matrix Recursions and the Limit Spectral
Measures. The self-similarity structure given by the automaton realization of a group leads to self-similarity properties of involved Schreier graphs (Γ n and Γ ξ , ξ ∈ ∂T ).
Another set of important operators involved in this study are those of the form π(m), where m ∈ C[G] is an element of the group algebra and π : G → U(L 2 (∂T, γ)) is a Koopman representation given by
In general, spectra of Schreier graphs Γ ξ are contained in the spectrum of π(m), where
but in the case when the graphs Γ ξ are amenable (and this holds for instance if G is amenable), the relations sp(Γ ξ ) = sp(π(m)) hold (see [2] ). Moreover, sp(π(m)) = ∞ n=0 sp(Γ n ) and sp(Γ n ) ⊂ sp(Γ n+1 ) as Γ n+1 covers Γ n for each n.
There are several examples of computations of the spectra sp(Γ n ), the spectral counting measure σ n , and of the limit spectral measure σ * := lim n→∞ σ n provided in [2, 10] and other articles. It is known from [11] that this limit exists and it is called there the KNS-spectral measure.
The meaning of σ * can be understood as follows. For a graph Γ = (V, E) and vertex v ∈ V , let σ v be the spectral measure given by
is a Borel subset of R, and E(B) is a spectral family given by the spectral theorem for M . For a simple random walk on Γ that starts at v and with equal transition probabilities, the probability P (n) v,v of return after n steps is the n th moment of the measure σ v . Now apply this reasoning to the family {Γ ξ } ξ∈∂T with ξ taken as the initial point of the random walk and take the averagesP
ThenP (n) is the n th moment of the measure σ * [6] . Thus if the action G T is essentially free, then the graphs {Γ ξ } ξ∈∂T are isomorphic to the Cayley graphs Γ(G, S) and so the probabilities of return do not depend on the starting vertex (because the Cayley graphs have a transitive group of automorphisms), the probabilities {P (n) ξ,ξ } ξ∈∂T are constant almost surely and coincide with the averaged probabilityP (n) . Hence the KNS-spectral measure σ * coincides in this case with the Kesten's spectral measure associated with the random walk on G. The paper [10] gave another justification of this fact based on the use of the C * -algebra generated by the Koopman representation and the recurrent trace defined in [10] . A clearer form of this result is provided in [6] .
The above arguments in fact work not only for a simple random walk (and hence for the operator λ G (m), with m as in (3)), but for operators given by any self-adjoint elements of the group algebra C[G].
Computation of the Spectrum
Let us return our attention to the lamplighter group L = a, b and its realization as the automaton A from Figure 1 . Our approach to the computation of the relevant spectrum will follow that used in [10, Section 6], so let us review the set-up presented there.
Let T = T 2 be a binary rooted tree and let η denote the uniform Bernoulli measure on the boundary of T , ∂T = {0, 1} N . Let H denote the Hilbert space L 2 (∂T, η). The left and right branches T 0 and T 1 of T are canonically isomorphic to the whole tree T and the restrictions of η to each T i (i = 0, 1) are -after appropriate normalization -equal to η. This leads to the self-similarity H ∼ = H ⊕ H of the Hilbert space H and to the operator recursions
where π is the Koopman representation (for more on self-similar C * -algebras and operator recursions, see [8] ). The operator π(c) corresponding to the element c = b −1 a ∈ L is presented by
where I is the identity operator (because the automorphism c just permutes the vertices of the first level and hence switches T 0 and T 1 without further action inside T 0 or T 1 ). Similarly, let V n be the set of 2 n vertices of the n th level of T . The matrices of size 2 n × 2 n a n , b n , and c n presenting generators a, b, and c by their actions on the space 2 (V n ) satisfy the recurrent relations a n = 0 a n−1 b n−1
The sum a n + a −1 n + b n + b −1 n is the adjacency matrix of the Schreier graph Γ n when the system of generators {a, b} for L is used. Similarly, the sum a n + a −1 n + b n + b −1 n + c n is the adjacency matrix when the system of generators {a, b, c} for L is used. We include the latter sum in the one-parameter pencil
of matrices of size 2 n . We will now see that one can relate the problem of finding the eigenvalues (and their multiplicities) of M n (µ) to solving certain equations involving Chebyshev polynomials of the second kind.
Following the notation in [10] , set S n+1 = 0 I 2 n I 2 n 0 and let us consider the calculation of
The first step in this calculation will involve writing Φ n (λ, µ) as a product of many factors of smaller degree. In [10, Section 6] it is shown that
where F : C 2 → C 2 is given by λ → λ , µ → µ . Thus the dynamics of the map F is relevant. The lines c := {λ + µ = c} are F -invariant since λ + µ = λ + µ . As observed in [11] , the restriction of F to c is conjugate to a modular mapping given by the matrix
which is elliptic if |c| < 4, parabolic of |c| = 4, and hyperbolic if |c| > 4. When |c| < 4 the restriction F c is conjugate to the rotation by an angle ϕ = arctan √ 4−c 2 c and hence is "chaotic" when the angle is irrational. Thus, in the strip Ω = { c : |c| < 4}, the behavior of F is partially chaotic.
Outside the strip Ω, the orbit of each point tends to infinity. Unfortunately, understanding the dynamics of F does not help us find the spectrum of the pencil M n (µ). For this purpose, the important relation
which leads us to the relation
The relation (4) shows that [10, Section 6] ). This leads us immediately to the following lemma.
Lemma 1. Using the notation defined above,
where U k is the degree k Chebyshev polynomial of the second kind and U −1 := 0.
Proof. From the recursion relation (5) satisfied by the polynomials G k and H k we conclude that
Applying [14, Theorem 1], we can rewrite this as
with the understanding that U −1 = 0. By inspection, we see that this formula also holds when k = 1. Invoking (6) we see that the zeros of Φ n (λ, µ) will be the union of the zero sets of G k (λ, µ) for k = 1, . . . , n and the points where µ = 4 − λ.
The zero set of Φ n (λ, µ) is pictured below for n = 6. We can easily calculate
Since Φ n (λ, µ) divides Φ n+1 (λ, µ), the pictured set will be a subset of the zero set of Φ m for all m ≥ 6. Notice that there is a critical value of µ above which we see a zero of Φ 6 (λ, µ) outside of the strip {λ + µ = 4}. This value appears to be close to µ = 1, but we will see later that for n = 6, this critical value is actually 7/6. Later we will see how this value is calculated. 3.1. Eigenvalues and their multiplicities. Our next task is to understand some finer properties of the the zero set of Φ n (λ, µ). In particular, if we think of µ as a fixed constant and λ as a variable in C, then we want to understand the distribution of zeros of Φ n (λ, µ) for large n and also the multiplicities of those zeros.
From (5) we see that the polynomials {G k (λ, µ)} ∞ k=1 satisfy the recurrence relation
It follows that (7) G k (λ, µ) = 2 k P k,µ (−λ/2),
where P k,µ (z) is the degree k monic orthogonal polynomial corresponding to the Jacobi matrix
Our discussion in Section 2 showed the relationship between the zeros of G k (λ, µ) and the spectrum of the corresponding Jacobi matrix. Thus we can deduce information about the zeros of G k if we can identify the spectrum of the operator J * (µ). This is the content of our next result. so we will consider the spectrum of this operator instead. The essential spectrum of J * 1 (µ) is [−2, 2] (see [3, Equation 2 .12]), so we need only locate the isolated eigenvalues of J * 1 (µ). For this, we will use [1, Proposition 1]. If we consider the continued fraction
then z 0 is an eigenvalue of J * 1 (µ) if and only if {L n (z 0 )} n∈N ∈ 2 (N). By [1, Equation 6 ], we know that B n−1 (z) = U n−1 (z/2) and A n−1 (z) = U n−2 (z/2). Thus, 
For such a value of z 0 , it must certainly be the case that
as n → ∞. Taking n to infinity and invoking what we know about Chebyshev polynomials from Section 2.1 shows
, and hence z 0 = −µ − 1 µ . Thus, this is the only possible isolated eigenvalue of J * 1 (µ). To see that it actually is an eigenvalue, we write µ = −e ix for some x ∈ C. Then we are left to evaluate
which is finite if and only if |µ| > 1. After translating by µ/2 to get the spectrum of J * (µ), we get the desired conclusion.
Second proof of Proposition 3.1 for real µ: Define
whose corresponding spectral measure for the vector e 0 = (1, 0, 0, . . .) T is
Since J * (µ) is a compact perturbation of J 0 (µ), we know that the essential spectrum of J * (µ) is [−2 + µ/2, 2 + µ/2]. Thus the spectrum of J * (µ) is this interval and possibly a countable set of mass points outside this interval, which we now determine. For any probability measure γ on R, we define
Let ν * be the spectral measure of J * (µ) and e 0 . Then m(z; ν * ) = 1 −µ/2 − z − m(z; ν 0 ) (see [16, Theorem 3.2.4] ). Also using [16, Theorem 3.2.4] , one finds that
where the branch cut is taken to be positive along the interval [2 + µ/2, ∞). Thus [16, Proposition 2.3.12 ] that the singular part of ν * is supported on the set
Thus we see that if µ = 0, then there is no singular component to the spectrum and if µ = 0, then the only possible mass point is
To determine if this point is actually a mass point, we recall [16, Proposition 2.3.12] , which tells us that if there is a mass point at x * , then its mass is lim
where the branch cut of √ z 2 − 4 is taken on [−2, 2] so that it is positive if z > 2. With this choice of square root, one finds that ν * {x * } = 0 if and only if |µ| ≤ 1, so ν * only includes a mass point if |µ| > 1.
Remark. We actually know from [16, Chapter 2] that the spectral measure of J * (µ) and the vector e 0 is given by Proof of Theorem 2: As in [10, Section 7], we know that the spectral measure ν µ is the weak- * limit of the normalized counting measures of the zeros of Φ n (λ, µ). The formula (6) then gives the desired formula for ν µ .
Theorem 2 provides a general formula for ν µ , so now we want to extract additional information from it. From our earlier observations, we know that when µ is real, the zeros of G k (λ, µ) will be in the interval (−4 − µ, 4 − µ) when |µ| ≤ 1 and when |µ| > 1, the zeros will mostly be in this interval, but there will be a single zero tending monotonically to µ + 2 µ as k → ∞. Our next task is to determine precisely when G k (λ, µ) contains a zero outside of the interval [−4 − µ, 4 − µ]. We have already mentioned that this occurs when |µ| > 1 and k is sufficiently large, but we want to be more precise about what we mean by "sufficiently large."
To complete this calculation, let us assume that µ > 1 (the case µ < −1 can be handled similarly). Using our formula for H k = G k−1 and the fact that U m (1) = m + 1, we conclude that G m (4 − µ, µ) = 0 if and only if µ = m+1 m and G m (λ, µ) changes sign in the interval (4 − µ, ∞) if µ > m+1 m . Thus, for a fixed µ > 1 we define m(µ) so that
We summarize our conclusions in the following proposition. Remark. Proposition 3.2 explains how we found the value of 7/6 in describing Figure 2 before Section 3.1.
Remark. Of course the conclusion of Proposition 3.2 also holds true for Φ k (λ, µ).
As we have mentioned, the spectral measure that we wish to compute can be realized as the limiting measure of the counting measures of the zeros of Φ n (λ, µ). We can now completely describe the joint projective spectrum of the linear pencil of operators that we have been considering. 
The application of Theorem 2 is not so transparent because some of the sums may be redundant, meaning the zero sets of the polynomials G k may not be disjoint. Thus, the next step is to determine the multiplicity of the zeros of Φ n (λ, µ) (again, here we are thinking of µ as a fixed constant and λ is our variable). The main idea of our findings is summarized in the following proposition. Proposition 3.3. There is a countable set such that if µ is not in this countable set and Φ n (λ, µ) = 0, then the multiplicity of λ as a root of Φ n (z, µ) is 1 if µ = 4 − λ or is equal to the exponent on G k in (6), where k is the unique natural number m for which G m (λ, µ) = 0. Proposition 3.3 tells us that generically we may apply Theorem 2 at face value. Each of the pure point measures in the infinite sum defining ν µ have disjoint supports, so one can easily calculate the mass of any particular point to which ν µ assigns weight. However, there are cases where these measures do not have disjoint supports and further analysis is required to determine the mass of any one particular point. This is the task to which we now turn.
Proof of Proposition 3.3: The first step in our analysis is to determine the countable set mentioned in Proposition 3.3. Let x 0 be such that G k+1 (x 0 , µ) = 0. We wish to address whether or not it is possible that G m (x 0 , µ) = 0 for some m > k + 1. To address this, write x 0 = −µ − 4 cos t for some t ∈ [0, π]. From our formula for H k+1 = G k and the trigonometric identity involving U j , we find that the condition G k+1 (x 0 , µ) = 0 is equivalent to (8) sin((k + 1)t) = −µ sin(kt)
If k > 0, this can be rewritten as If this identity holds true for multiple natural numbers (say m 1 < m 2 ), then it must be the case that
for some natural number M . The reasoning used above is reversible, so we know that roots of G k (·, µ) will only reappear as roots of G m for some larger m if −µ is in the set B 1 defined by B 1 := cos(t) + sin(t) cot(nt) : t = p q π; p, q, n ∈ N; p < q
The set B 1 will make up part of the countable set mentioned in Proposition 3.3. Indeed, if −µ ∈ B 1 and G n (x 0 , µ) = 0 for some n > 1, then G m (x 0 , µ) = 0 for all m > n. In particular, if n > 1 and G n (−µ − 4 cos(t), µ) = 0 for some t ∈ (0, π) and t is not a rational multiple of π, then G m (−µ − 4 cos(t), µ) = 0 for all m > n.
Let us now think about when G k (µ, µ) = 0. This case requires special attention because the analysis that follows condition (8) only applies for k > 0 and thus the set B 1 does not capture the possibility of µ itself being a repeated root. According to our formula for G k , this occurs when U k−2 (−µ/2) = 0. Define the set B 2 by
We can now conclude that if −µ ∈ B 1 ∪ B 2 , µ is not of the form k+1 k for any k ∈ N, and Φ n (λ, µ) = 0, then the multiplicity of λ ∈ [−4 − µ, 4 − µ] as a root is
Thus the countable set from Proposition 3.3 can be written as
Let us see what happens if we relax some of these assumptions. If −µ ∈ B 1 ∪ B 2 , µ = k+1 k for some k ∈ N \ {1}, and Φ n (λ, µ) = 0, then the multiplicity of λ ∈ [−4 − µ, 4 − µ] as a root is
Suppose now −µ ∈ B 1 , U k (−µ/2) = 0 for some k ∈ N (and we assume k is the smallest index for which this holds), µ = j+1 j for any j ∈ N, and Φ n (λ, µ) = 0. Then −µ/2 = cos(jπ/(k+1)) for some j ∈ {1, . . . , k}. Then U m (−µ/2) = 0 for all m of the form m = qk + q − 1 for some natural number q. Thus the multiplicity of λ ∈
If −µ ∈ B 1 , U k (−µ/2) = 0 for some k ∈ N, µ = m+1 m for some m ∈ N, and Φ n (λ, µ) = 0, then the multiplicity of λ ∈ [−4 − µ, 4 − µ] as a root is
Complicated issues arise when −µ ∈ B 1 . The following result summarizes what we can say in this situation.
Proposition 3.4.
(i) Suppose G n (−µ − 4 cos(t), µ) = 0 for some t ∈ (0, π) and t is a rational multiple of π. Assume also that n is the smallest natural number for which G n (−µ − 4 cos(t), µ) = 0. Then −µ ∈ B 1 and we can write −µ = cos k m − n π + sin k m − n π cot (n − 1)k m − n π for some m ∈ N and k ∈ {1, 2, . . . , m − n − 1}. Assume m has been chosen so that k and m − n share no common prime factors. Then for every j ∈ N it holds that −µ = cos jk j(m − n) π + sin jk j(m − n) π cot (n − 1)jk j(m − n) π
Writing j(m − n) = n + j(m − n) − n, we find G n+j(m−n) (−µ + 4 cos (t) , µ) = 0 for all j ∈ N. Furthermore, the set {n + j(m − n) : j ∈ N} is the complete set of indices for which G k (·, µ) vanishes at −µ − 4 cos (t). (ii) The smallest value of n for which G n (−µ − 4 cos(t), µ) = 0 is the smallest value of n for which
If −µ ∈ B 1 , then this n is unique. If −µ ∈ B 1 , then we can determine this value of n by writing t = p q π and noting that this smallest value of n is the unique value of n ∈ {0, . . . , q − 1} such that (10) holds. Furthermore, every q consecutive natural numbers contains exactly one index k for which G k (−µ − 4 cos(t), µ) = 0 and the set of such indices forms an arithmetic progression Proof. The proof of (i) follows from our discussion that lead to the definition of the set B 1 . To prove (ii), the case when −µ ∈ B 1 is obvious so we need only consider the case −µ ∈ B 1 . For this purpose, suppose λ = −µ − 4 cos(pπ/q) for some rational number p/q. If G m 1 (λ, µ) = G m 2 (λ, µ) = 0, then (9) holds. So, let us assume that (9) holds and M shares no common factors with m 2 − m 1 . Then
Notice that 2m 1 − m 2 < m 1 since m 1 < m 2 . Thus, if it also holds that 2m 1 − m 2 > 0, then G 2m 1 −m 2 (λ, µ) = 0. Continuing in this way, we see that in fact G m 2 −j(m 2 −m 1 ) (λ, µ) = 0 for all natural numbers j as long as m 2 − j(m 2 − m 1 ) > 0. In this way, we see that the minimal index k for which G k (λ, µ) = 0 must be in {1, . . . , m 2 − m 1 }. Rewriting this condition in terms of t, we see that the minimal index k for which G k (−µ − 4 cos(pπ/q), µ) = 0 must be in {1, . . . , q}. Furthermore, our above calculations show that every set of q consecutive natural numbers contains exactly one index k for which G k (−µ − 4 cos(pπ/q), µ) = 0 and the set of such indices forms an arithmetic progression.
Example. Consider the case when µ = 0 and let us calculate the multiplicity of the zero (0, 0) of Φ n . In this case
Notice that 0 is a root of U k if and only if k is odd, so the multiplicity of the root at 0 is 2 n−2 + 2 n−4 + · · · + 2 3 + 2 + 1 if n is odd 2 n−2 + 2 n−4 + · · · + 2 4 + 2 2 + 1 if n is even This agrees with our earlier observations because λ = 0 = cos(π/2), so every collection of two consecutive natural numbers contains an index k for which G k (0, 0) = 0.
Example. The case µ = 2 also presents an interesting example because in this case µ = 4−µ and µ = 1+1 1 and several of the above special cases apply when calculating the multiplicity of the root Φ n (2, 2). In this case
Notice that λ = 2 is a root due to the first factor of (2 − λ). Also, λ = 2 will be a root for any U k such that U k (−1) + 2U k−1 (−1) = 0. This is precisely when k = 1, so 2 is a root of multiplicity 1 + 2 n−2 .
3.2. The set B 1 . The set B 1 is the set of all real numbers r that can be written as r = sin((n + 2)qπ) sin((n + 1)qπ)
for some q ∈ Q and n ∈ N.
Proof. It is easy to see that the closure of B 1 includes all numbers of the form r = sin((n + 2)x) sin((n + 1)x)
for some x ∈ R and n ∈ N. Now, pick any r 0 ∈ R. It is clear the we can find points z 1 = (x 1 , sin(x 1 )) and z 2 = (x 2 , sin(x 2 )) on the graph of sin(x) such that r 0 = sin(x 2 )/ sin(x 1 ) and x 2 > x 1 . In fact, there are infinitely many pairs of such points with the same distance between them due to the periodicity of the graph of sin(x). If s := x 2 − x 1 is an irrational multiple of π, then consider the set O s := sin((n + 2)s) sin((n + 1)s) n∈N
The numbers {(n + 1)s mod 2π} n∈N are dense in [0, 2π] and hence by taking n → ∞ through the appropriate subsequence, a subsequence in O s converges to sin(x 2 )/ sin(x 1 ) = r 0 as desired. If s is a rational multiple of π, then we can choose x 3 arbitrarily close to x 2 so that x 3 − x 1 is an irrational multiple of π. Our above reasoning shows that sin(x 3 )/ sin(x 1 ) is in B 1 and hence by a limiting argument, sin(x 2 )/ sin(x 1 ) = r 0 is in B 1 also.
Let us now focus our attention on the distribution of the zeros of Φ n (λ, µ) for a fixed µ and large n. Suppose λ 1 is such that U k−1 = µ and this is a zero of H k+1 (λ, µ) = G k (λ, µ). Thus, the zeros of G k (λ, µ) satisfy the same law as the zeros of U k , but shifted by µ and rescaled by a factor of 4.
Note that the above procedure only accounts for k − 2 zeros of G k (λ, µ), which has degree k. To find the remaining two zeros, we apply the above reasoning with λ 1 replaced by −∞ or λ 2 replaced by ∞. Using the fact that we know how U k behaves at the endpoints of the support of its measure of orthogonality, we can see that when |µ| > 1, we will have one zero of G k predictably outside this (translated and rescaled) interval for all large k. Using the ratio asymptotic formulas for the Chebyshev polynomials, we can see that this zero approaches µ + 2/µ as k → ∞.
3.3. The Resolvent Set. Although Theorems 1 and 2 concern real values of µ, one can consider complex values of µ. One can use similar calculations to those presented above to show that as µ varies through C, the spectrum of J * (µ) is an interval or perhaps an interval and an isolated point. The isolated point appears when |µ| > 1. We have also seen that the union of all the resolvent sets has four connected components in R 2 . Now consider the resolvent set when µ is complex. For a fixed µ the spectrum is an interval and perhaps one isolated point. For ease of visualization, we will consider the matrix J * 1 (µ) (defined in the proof of Proposition 3.1) instead of J * (µ). In this case, the union of all the spectra is C × [−2, 2] ∪ S, where S is the surface that is the image of {z : |z| > 1} under the map z → −z − 1/z, which is a bijection from {z : |z| > 1} to C ∪ {∞} \ [−2, 2]. Thus, the union of all the spectra is the union of a three dimensional manifold with boundary (namely C × [−2, 2]) and a two dimensional manifold (namely S) and they are glued together in such a way that if z 0 ∈ C has modulus 1, then a boundary point of S attaches to the z 0 copy of [−2, 2] at the point −z 0 − 1/z 0 .
