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ABSTRACT 
In conventional Computed Tomography (CT) systems, a single X-ray source spec-
trum is used to radiate an object and the total transmitted intensity is measured to 
construct the spatial linear attenuation coefficient (LAC) distribution. Such scalar 
information is adequate for visualization of interior physical structures, but additional 
dimensions would be useful to characterize the nature of the structures. By imaging 
using broadband radiation and collecting energy-sensitive measurement information, 
one can generate images of additional energy-dependent properties that can be used 
to characterize the nature of specific areas in the object of interest. 
In this thesis, we explore novel imaging modalities that use broadband sources 
and energy-sensitive detection to generate images of energy-dependent properties of 
a region, with the objective of providing high quality information for material com-
ponent identification. We explore two classes of imaging problems: 1) excitation 
using broad spectrum sub-millimeter radiation in the Terahertz regime and measure-
ment of the diffracted Terahertz (THz) field to construct the spatial distribution of 
complex refractive index at multiple frequencies; 2) excitation using broad spectrum 
v 
X-ray sources and measurement of coherent scatter radiation to image the spatial 
distribution of coherent-scatter form factors. 
For these modalities, we extend approaches developed for multimodal imaging 
and propose new reconstruction algorithms that impose regularization structure such 
as common object boundaries across reconstructed regions at different frequencies . 
We also explore reconstruction techniques that incorporate prior knowledge in the 
form of spectral parametrization, sparse representations over redundant dictionaries 
and explore the advantage and disadvantages of these techniques in terms of image 
quality and potential for accurate material characterization. 
We use the proposed reconstruction techniques to explore alternative architectures 
with reduced scanning time and increased signal-to-noise ratio, including THz diffrac-
tion tomography, limited angle X-ray diffraction tomography and the use of coded 
aperture masks. Numerical experiments and Monte Carlo simulations were conducted 
to compare performances of the developed methods, and validate the studied archi-
tectures as viable options for imaging of energy-dependent properties. 
vi 
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Chapter 1 
Introduction 
1.1 Motivation 
1 
X-ray Computed Tomography (CT) is a widely used imaging technology in medical 
diagnosis and security screening for forming images of the interior of objects. This 
modality is commonly used in airport inspection systems using either single or dual 
energy sources to inspect luggage for the presence of explosives. However, features 
obtainable from conventional X-ray CT can be ambiguous for material discrimination, 
since the resulting images only provide the spatial distribution of characteristics of 
density of the scanned object; when dual energy sources are used, the resulting images 
also provide the spatial distribution of the effective atomic number (McCullough, 
2003). 
Multispectral imaging refers to a class of imaging techniques where systems inter-
rogate a field of view at a set of wavelengths and form images characterizing spectral 
response of the field at specific frequency bands. The extended spectral dimension pro-
vides valuable information beyond visualization, facilitating tasks such as segmenta-
tion, classification and recognition through spectroscopic analysis. We are motivated 
by these factors to investigate multispectral imaging modalities as a complement to 
current CT systems, exploiting images of spectral features for more reliable material 
classification and detection. 
In the first part of this thesis, we focus on multifrequency Terahertz (THz) imaging 
2 
based on diffraction tomography. This modality illuminates object under question 
using THz pulses of broad spectrum, and measures the diffracted field at at the 
back of the object. Measurements from multiple transmit/receive orientations are 
collected, and used to reconstruct the frequency-dependent complex refractive index 
of the object. 
Current approaches for THz image formation based on diffraction tomography 
construct images independently for each frequency. This results in a lack of reso-
lution at lower frequencies, and lower signal-to-noise ratio reconstruction . We seek 
algorithms that construct images jointly across frequencies . Since the spectral dimen-
sion of multispectral image is qualitatively different from spatial dimensions, straight-
forward extensions of conventional image reconstruction algorithms are inadequate. 
In our research, we develop algorithms that integrate information across frequencies , 
as well as spectral and spatial prior information as to the contents of the object of 
interest . 
In the second part of this thesis, we explore novel sensor configurations and pro-
cessing algorithms to extract additional signatures from current X-ray excitation be-
yond the conventional density and effective atomic number. By measuring low-angle 
X-ray scatter away from transmission paths, we can obtain information concerning 
the coherent scatter form factors of the materials at different locations. The coher-
ent scatter form factors depend on the electron distribution in molecules , and thus 
provide a signature that can serve to specify the type of material, in a manner that 
is complementary to the typical density and atomic number features provided by CT 
systems. 
Developing practical X-ray diffraction systems poses many challenges. Since the 
scattered radiation is measured outside of the object, there is a need to invert the 
measurements so as to localize the sources of scattered radiation. This is further com-
3 
plicated by the fact that the resulting scattered signals from different volumes undergo 
complex absorption and secondary scatter on the way to detectors, which must be 
compensated for. In addition, the measured signals at each detector are relatively 
weak, first because a small percentage of photons undergo coherent scatter interac-
tions, and then the fraction of scattered photons are spread over volumetric angles in 
a frequency-dependent manner. We focus on investigating different algorithmic and 
architecture approaches that can combine information from multiple frequencies and 
multiple scattering angles at the image formation stage, leading to improved signal 
to noise ratio, and subsequently improving threat detection and classification. 
1. 2 Background Overview 
In this section, we first give an overview of the history and development of Terahertz 
imaging technique in section 1.2.1, followed by a brief description of X-ray imaging, 
X-ray detection technologies and their application in multienergy imaging systems in 
section 1.2.2. Since we pose the reconstruction task as an inverse problem, in section 
1.2.3, we provide an overview of algorithms for inverse problems. 
1. 2.1 Terahertz imaging 
The Terahertz (THz) region occupies the electromagnetic spectrum from 300 GHz 
to 10 THz, bridging the gap between infrared and microwave. Due to lack of ad-
equate sources and detectors, THz radiation has been historically underdeveloped 
in comparison to other electromagnetic radiation. However, with the advances in 
semi-conductor and hardware technology, the development of THz sources and their 
applications has accelerated over the past few years, opening up opportunities for 
exploitation such as in THz imaging. 
THz spectroscopy refers to technologies that allow optical properties of a material 
4 
in the THz region to be determined as a function of frequency. Among the multiple 
existing methods to perform THz spectroscopy, THz time-domain spectroscopy (TDS) 
(Smith et al., 1988) has aroused great interest for its capability in providing both time-
resolved amplitude and phase information with high sensitivity without resorting to 
the Kramers-Kronig relation. In a THz-TDS imaging system, a given object is probed 
with broadband THz pulses, and the time-resolved electric field in response to the 
excitation is recorded by THz-TDS detectors. By taking the Fourier transform of the 
recorded signals, both the phase and the intensity of the THz field at each component 
frequency in the radiation are obtained. 
THz imaging has found widespread applicability since its debut in 1995 (Hu and 
Nuss, 1995). Considerable studies (Tribe et al., 2004; Kemp et al., 2003) have explored 
the usefulness of this emerging technique to complement current non-destructive 
screening systems for its ability to penetrate common physical barriers such as plas-
tics, clothing, paper, and ceramics, many of which are usually opaque at optical 
frequencies and provide very low contrast for X-rays. Since THz radiation is non-
ionizing with submillimeter resolution capability, it has a broad appeal for medical 
and biological imaging uses (Wang et al., 2003; Karpowicz et al., 2005; Nakajima 
et al., 2007). Much of our interest in THz stems from the fact that most materials 
exhibit THz spectra characteristics not found at other wavelengths (Kemp et al., 2003; 
Tribe et al., 2004; Wang and Zhang, 2004; Watanabe et al., 2003; Zimdars, 2003) , 
as illustrated in Figure 1.2.1. By analyzing the THz transmitted signals, Images 
identifying material properties can be recovered. 
THz imaging can use both pulsed and continuous-wave ( CW) THz radiation 
(Wang and Zhang, 2004) in reflection and transmission geometry. Reflection mode 
THz tomography was first demonstrated in 1997 by Mittleman et al. (Mittleman 
et al. , 1997), in which a three-dimensional (3D) tomographic image of a floppy disk 
5 
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Figure 1·1: Terahertz spectral signatures of different common high 
explosive materials: (a) Semtex H, (b) PE4, (c) RDX, (d) PETN, (e) 
HMX, and (f) TNT. Plots (a)-( e) are offset vertically for clarity. (Tribe 
et al., 2004) 
was acquired, however the reconstruction algorithms are based on the assumption of a 
layered, uniform object with negligible dispersion, therefore the spectral information 
is lost. 
A THz tomographic imaging (Wang and Zhang, 2004; Ferguson, 2004) system has 
the potential to extract both structural and spectral profile of an object. In such an 
imaging system, the cross-section of a weakly scattering medium is illuminated with 
THz radiation at a set of different viewing angles, and the transmitted waves are 
measured by a line of detectors using THz-TDS techniques. Since both the magnitude 
and phase information of the scattered waveforms are observed, the cross-sectional 
distribution of complex refractive index inside the medium can be recovered by solving 
a large-scale inverse problem. Given the reconstructed spectrum profile at each pixel, 
classification can be performed. 
While THz-TDS uses broadband THz radiation for probing, current approaches 
for image formation based on diffraction tomography (DT) construct images for each 
frequency independently. We discuss these algorithms in further detail in section 2.3. 
6 
1.2.2 X-ray imaging and detection 
Ever since their discovery in 1895, X-rays have been widely used for imaging the in-
terior of objects due to their penetrating ability. In general, X-ray based applications 
can be divided into two categories: those utilizing X-ray transmission and absorption, 
such as fluoroscopy and X-ray CT, and those making use of X-ray scatter, found in 
crystallography and forensic science. 
X-ray CT is a well-established modality for non-invasive medical diagnostic imag-
ing and security inspection (Kak and Slaney, 2001). In conventional single energy 
transmission X-ray CT, an X-ray source with a given energy spectrum is used to 
radiate an object. The transmitted X-ray intensity through a straight-line path is 
·measured at the detectors, and used to construct estimates of the spatial distribution 
of linear attenuation coefficient (LAC) of the material inside the object. In dual en-
ergy systems, two different source spectra are used, and the LAC is often represented 
in terms of two basis functions, corresponding to the Compton and photoelectric 
effects (Alvarez and Macovski, 1976). For material identification purpose, the coef-
ficients of these two basis functions are often transformed into estimates of density 
and an effective atomic number. 
To estimate the spatial LAC at a given spatial volume, a set of projections are 
taken at different angles around the imaged volume. The amount of total attenuation 
is measured relative to source intensity according to 
I 
J-l = ln( I), 
0 
where J-l denotes the total attenuation, I and Ia are the X-ray intensity of the source 
and at the detector, respectively. J-l is the result of integrated energy losses over 
the path from the source to the detector. For medical and security applications, 
7 
the relevant X-ray energies of interest are between 1 keV to 1 MeV. In this regime, 
there are three different interaction processes that lead to attenuation of X-rays: 
photoelectric absorption, coherent scattering, and incoherent scattering. We discuss 
these in detail in section 4.1. 
X-ray diffraction imaging (XDI) is a currently emerging technology that synthe-
sizes two important characteristics of X-rays: their ability to form images and to 
perform material analysis via representative X-ray diffraction profiles (Grant et al., 
1993; Grant et al. , 1995; Harding, 2004; Harding and Harding, 2007; MacCabe et al. , 
2012). Originally developed as an analytical technique primarily used for identifica-
tion of crystalline material samples, XDI has been developed over the years to become 
an alternative imaging modality for performing spectroscopic analysis of complex, ex-
tended objects. In contrast to conventional X-ray imaging systems, XDI measures 
low-angle coherent scatter and yields the spatially resolved coherent-scatter form fac-
tor, also termed diffraction profile, illustrated in Figure 1·2. Locations of peaks in 
the diffraction profile, known as the Bragg peaks, provide molecular structure infor-
mation that can be used as spectral signatures. The high dimensional nature of these 
feature profiles makes them desirable for distinguishing and detecting the presence of 
specific materials of interest. 
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Figure 1·2: Coherent-scatter form factor, also termed diffraction pro-
file, of (a) TNT and (b) cocaine (Harding, 2009) . 
3.5 
Although monoenergetic X-rays can be obtained using synchrotrons (Dilmanian 
et al., 1997), current X-ray imaging systems are often equipped with sources that 
generate bremsstrahlung multienergy spectra due to cost consideration. This makes 
inversion more complicated since there would be energy-ambiguity during data ac-
quisition. Moreover, modeling of the imaging process would be much harder as it 
requires incorporation of the energy-dependent attenuation of X-rays. The problem 
with imaging with broad spectrum radiation may be alleviated by advanced device 
technology that can provide separate measurements of X-ray energies in different 
bands. Existing detectors for X-ray applications are discussed in (Thompson and 
Vaughan, 2001) ; properties of selected common detectors are listed in Table 1.1. 
By using energy-sensitive detectors, one can separate the contributions for different 
bands of X-ray excitation, which allow for reconstruction of energy-dependent prop-
erties through appropriate inverse problems. 
Gas ionization detectors use the ionizing effect of radiation upon a gas-filled cham-
her to produce current flow which can be measured. Systems with CCD detectors 
convert the incident X-rays into optical photons to be detected by the CCD with 
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Energy range b.E/E Dead time Maximum 
Detector 
(keY) at 5.9 keY (%) (JlB) count rate (s-1 ) 
Gas ionization 0.2-50 N/A N/A 1011 
Gas proportional 0.2-50 15 0.2 106 
Scintillation 3-104 40 0.25 2 X 106 
Energy-resolving 
1-104 3 0.5-30 2 X 105 
semiconductor 
CCD 0.1-70 N/A N/A N/A 
Table 1.1: Properties of common X-ray detectors (Thompson and 
Vaughan, 2001). b.E is measured as FWHM (full width at half maxi-
mum). 
fine spatial resolution (available with up to 4096 x 4096 pixels, with pixel sizes of 
12J-Lm x 12J-Lm). These types of detectors are used as integrating detectors to measure 
X-ray beam flux rather than count the number of photons arriving. Let S(A) denote 
the incident X-ray spectra, where the wavelength A is in the range: A E [At, Au]; then, 
the output from integrating detectors is given by: 
(1.1) 
Scintillation detectors work by converting photon energy into visible light and then 
detecting the light with a photomultiplier or a photodiode. Gas proportional detec-
tors and energy-resolving semiconductor detectors generate electrical pulses when 
single photons interact with sensors. Although based on different detection mech-
anisms, these detectors are able to count individual photons in energy bands and 
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translate their energy into current for discrimination. These types of detectors are 
known as photon counting detectors, also termed energy-resolved detectors. Let ~>. 
be energy resolution of a photon counting detector, with energy bins centered at 
[..\1 , ..\2 , . .. , ANA]. The readout of the i-th energy bin, 1::; i::; NA, is given as: 
>. -+~ j, S(.A)d.A. (1.2) 
>.;-~ 
1.2.3 Inverse problem and reconstruction algorithms 
The goal of image reconstruction is to construct images of the underlying property 
field from the acquired set of measurements. One may consider CT image recon-
struction as an inverse problem (Demoment, 1989; Karl, 2000; Bertero and Boccacci, 
2010), where the projection data y is considered an indirect observation of an un-
known field x through a functional forward operator q, ( ·) , y = q, ( x). Based on 
knowledge about q,, we look for an inverse mapping from y to x, and reconstruct x 
as x = q,-1(y). 
Under many circumstances, we can simplify the forward process by approximating 
q, with a linear operator 4>, resulting in a linear inverse problem in the following 
format: 
y = q,x + n, (1.3) 
where n captures measurement noise and model approximation error. Even with 
this linear approximation, solving for x is not easy since the solution may be non-
unique, non-existent , or exhibit discontinuous dependence on small perturbation in y. 
Solution non-uniqueness means that the nullspace of 4> is non-empty, non-existence 
means that x does not lie in the range of 4>, and the solution sensitivity to data 
perturbations means that q, is ill-conditioned. 
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Many tomographic image reconstruction algorithms are based on Radon trans-
form theory, Fourier slice theorem and filtered backprojection methods (Kak and 
Slaney, 2001). However, when projections are limited, or the signal-to-noise ratio of 
measurements is low, statistical modeling based methods and iterative reconstruction 
methods with statistically derived objective functions provide much better images in 
terms of quality and accuracy. 
Algebraic reconstruction technique (ART) was among the first iterative methods 
used for reconstruction. It is based on solving deterministic linear systems of equa-
tions 4»x = y from (1.3) (Gordon et al., 1970). Rockmore and Macovski proposed 
Maximum likelihood (ML) reconstruction based on Poisson likelihood for emission to-
mography (Rockmore and Macovski, 1976) and for transmission tomography (Rock-
more and Macovski, 1977). Expectation-maximization (EM) algorithm was applied 
for ML reconstruction in both emission and transmission tomography in the 1980s 
(Shepp and Vardi, 1982; Lange et al., 1984), consisting of two alternating steps: an E-
step, which computes the expectations of log-likelihood, and an M-step, which finds 
the next estimate through maximizing the expected log-likelihood. The optimiza-
tion technique of ordered subsets was later adopted in the ML-EM-based algorithms 
(Manglos et al. , 1995) , where projection data were divided into groups, and update 
was performed for each group instead of the complete set of projections. Algorithms 
adding roughness penalty terms to the log-likelihood to regulate the ML problem were 
also developed (Fessler and Hero III, 1995; Green, 1990). By adding local smoothness 
penalties, algorithms tend to converge faster without much additional computation 
cost. 
Regularization techniques were developed (Tikhonov, 1963) in order to define 
unique, and insensitive solutions, where models with prior information about x were 
introduced to guide the reconstruction toward solutions with high prior likelihood. 
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Regularized approaches, in general, find the reconstruction solution as the minimizer 
of an objective function as follows: 
IIY- ci>xll~ + o?cp(x ), (1.4) 
where the first term enforces data fidelity, and the second term incorporates prior 
knowledge regarding both the nature of the unknown field and the features of interest 
in the resulting images. a > 0 is a regularization parameter that is used to trade the 
fit to the data versus the fit to the prior. We note that Tikhonov-type regularization 
has a Bayesian statistical interpretation as Maximum A Posteriori (MAP) estimator, 
where n is assumed to be zero-mean Gaussian noise, and a is related to related to 
the noise variance. 
Extensive studies have been carried out on the choice of cp(-). In a generalized 
Tikhonov formulation (Phillips, 1962; Tikhonov, 1963) , cp(x) has the form IILxll~ 
where L is a matrix incorporating some form of prior information. This quadratic type 
of constraint term has a low-pass behavior on the solution, removing high-frequency 
components. Non.,.quadratic regularization such as the total variation (Rudin et al. , 
1992), the maximum entropy (Frieden, 1972), and the .ep-norm sparsity-preserving 
methods (Donoho et al. , 1992) were also proposed, where computation efficiency was 
sacrificed for benefits such as image super-resolution (Marquina and Osher, 2008) , 
signal sparsity, and enhancement of features such as edges. 
In terms of multispectral inverse problems, a prior-model based regularization 
method was proposed for Diffuse optical tomography (DOT) in biomedical imaging 
(Li et al., 2005) , where the unknown field was assumed to have a low-order pa-
rameterization, representable by a small, finite set of functions. In a typical DOT 
reconstruction scheme, measurements are taken at two or more different wavelengths, 
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and images of absorption coefficients at the different wavelengths are reconstructed 
separately. Spectral variation in the reconstructed absorption images is used to cal-
culate concentration of tissue chromophores for sequent analysis. Due to the highly 
scattering nature of near-infrared photons through tissue, DOT image quality is com-
promised by poor spatial resolution and sensitivity to measurement noise. To improve 
image quality, (Li et al., 2005) incorporated spatial and spectral priors in the linear 
DOT inversion in the context of imaging beast cancer. In that work, MRI images were 
utilized as spatial prior to distinguish lesion from background with different degree 
of regularity. Known spectra of tissue chromophores were exploited as spectral prior 
for an alternative representation of the measurements, leading to an algorithm that 
can reconstruct a concentration image directly from the measurements at different 
wavelengths. 
A unified joint optimization framework for fusing and estimating boundary struc-
ture shared among multiple imaging modalities was presented in (Weisenseel, 2004). 
The assumption was that despite measuring distinct physical properties (e.g., X-ray 
attenuation in CT, versus density of particular chemical species in magnetic reso-
nance), imaging modalities exhibit persistent boundaries across modalities, which 
appear as discontinuities in the reconstructed imagery. During inversion, images 
of multiple heterogeneous modalities were simultaneously reconstructed and aligned 
with one another. A single, common, boundary field was estimated using all of the 
available data, and this knowledge was then used as prior information in the image 
formation process to improve reconstruction of edges. 
1.3 Thesis Contributions 
The major contributions made by this research are summarized below. 
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• A new regularized iterative reconstruction algorithm ( JM) is developed for 
joint inversion across frequencies in multifrequency THz diffraction tomography. 
Compared to the current method of performing single-frequency Fourier trans-
form based reconstruction, our work offers improved image quality by jointly 
constructing images of multiple frequencies with unified spatial representation, 
and eases computational burden by having the data fidelity term in spatial 
frequency domain with efficient implementation of Nonuniform Fast Fourier 
Transform. 
• A novel reconstruction approach for multifrequency diffraction tomography is 
developed, that incorporates prior knowledge on spectral characteristics of com-
ponent materials (JMP). This approach allows for coherent integration of spec-
tral information across multiple frequencies, resulting in improved reconstruc-
tion accuracy and enhanced material recognition. 
• A new framework for integrating partial information of spectral signatures into 
multifrequency THz diffraction imaging is proposed, resulting in a new algo-
rithm (RJMPl). This new algorithm uses an overcomplete parameterization of 
the field , and encourages the reconstruction to explain the observed energy in 
terms of the incomplete prior information whenever possible. 
• A new iterative reconstruction algorithm for limited-view X-ray diffraction to-
mographic imaging (IREP) is developed. Compared to the current method 
of filtered backprojection reconstruction, this method achieves improved edge 
reconstruction by combining structural features indicated at all transferred mo-
mentum levels and estimating a shared boundary field , resulting in more ac-
curate reconstruction of not only edges and piece-wise smooth image, but also 
smoother diffraction profiles across spectrum. 
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• Utilizing a priori segmentation from maps of linear attenuation coefficients, a 
variant of the IREP method (IREP-C) is developed for fusion of diffraction 
tomography with information from dual-energy CT. The resulting algorithms 
offer improved localization and reduction in region contamination in the regions 
of interest. 
• With the established algorithms, two alternative architectures for X-ray diffrac-
tion imaging (XDT and CAXDI) are evaluated, showing potential increase in 
SNR and reduction in measurement time when compared with current diffrac-
tion imaging systems. Reconstruction performances of the various system con-
figurations (e.g., rotating and non-rotating architectures, the use of coded aper-
ture, sparse sensing, detection scheme) are quantitatively analyzed and com-
pared to guide future system design. 
1.4 Thesis Outline 
The rest of this thesis is organized in the following manner: 
Chapter 2 provides a background on THz diffraction tomography. First the basic 
principles in THz imaging are given, followed by derivation of a Fourier-based forward 
formulation that relates the measured THz scattered field to the complex refractive 
index distribution of a scanned object. Then an overview of related reconstruction 
algorithms for THz diffraction tomography is presented. 
Chapter 3 presents our work on new THz diffraction tomography reconstruction 
algorithms. We first introduce the nonuniform fast Fourier transform method to de-
velop a fast forward model for the inverse problem for efficient computation. Next , 
we develop .€1-norm based regularized reconstruction methods for independent in-
version at each frequency. Subsequently, we develop joint multifrequency inversion 
·. 
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algorithms with edge-preserving technique, and extend them to joint inversion with 
spectral prior information. Numerical results of the proposed algorithms are com-
pared and discussed. 
Chapter 4 gives a brief overview of existing X-ray diffraction imaging (XDI) sys-
tems, along with description of system configuration and forward models for each of 
the configurations. We introduce two alternative image architectures, X-ray diffrac-
tion tomography (XDT) and coded aperture X-ray diffraction imaging (CAXDI), and 
discuss forward models and existing inversion algorithms for these systems, respec-
tively. 
Chapter 5 extends the results and algorithm approaches of works in Chapter 3 to 
XDI, and presents a general inversion framework for XDI. In addition we developed 
an algorithm using an overcomplete dictionary of splines. 
Chapter 6 provides numerical simulations and comparisons of the different XDI 
imaging configurations and algorithms. 
Chapter 7 contains a summary of the results in the thesis, along with directions 
for future research. 
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Chapter 2 
Background on Terahertz (THz) 
Diffraction Imaging 
In this chapter we first introduce Terahertz (THz) multispectral imaging, and then 
review the physics principles associated with transmitted THz diffraction tomography. 
We introduce an analytical model to be used in inversion algorithms, and review 
existing approaches for multifrequency inversion. 
2.1 Basic Principles 
In this section, we first derive a Fourier-based model that relates THz scattering 
measurements to underlying spectrum distribution. 
To simplify the exposition, we assume monochromatic plane wave illuminat ion, 
which can be extended to multifrequency THz radiation (Ferguson, 2004). Also, we 
consider only two-dimensional (2D) objects for the sake of simplicity. 
Given an incident THz radiation at frequency f, the relationship between the 
object 's refractive index at f as a function of position, r , and the THz radiation 
distribution is described by Maxwell's equation: 
where c denotes the speed of light in vacuum, E denotes the vector electric field, 
and E( r) and J-L( r) are the complex dielectric permittivity and magnetic perme-
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ability functions respectively. Assuming that the values of E and f1, change slowly 
with respect to the size of a wavelength (0.1 - 1 mm) , then one approximates , 
Vlnc(r) = Vlnj.J,(r) ~ 0, and (2.1) reduces to 
(2.2) 
By further assuming that the polarization effects of the radiation can be neglected 
in the temporal frequency domain , and transforming to the frequency domain, (2.2) 
can be written as the scalar Helmholtz equation, 
(2.3) 
where u( r) is the complex amplitude function of the EM field, ii = yiEii denotes the 
complex refractive index of the medium, k0 denotes the wavenumber of the incident 
radiation in vacuum. It is also customary to write (2.3) as 
(V2 + k~) u(r) = -o(r)u(r) , (2.4) 
where o(r) = -k~[ii(f, r) 2 -1] is known in the literature as the object function. 
The solution to (2.4), u(r), can be expressed in terms of two components, 
u(r) = u5 (r) + uo(r), (2.5) 
where u5 (r) is the scattered field attributed to the object, and u0 (r) is the incident 
field satisfying the homogeneous Helmholtz equation: 
(\72 + k~)u0 ( r) = 0. (2.6) 
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Substituting (2.5) and (2.6) into (2.4) yields a wave equation for the scattered field, 
(2.7) 
' 
us(r) can not be solv~d directly, but can be written in terms of the Green's 
function, g(·), 
us(r) = J g(lr- r'l)o(r')u(r')dr', (2.8) 
where g(lr - r'l) is a solution of the differential equation: 
(V2 + k~)g(lr- r'l) = -6(r- r'). (2.9) 
Using the Born series expansion, u( r) in the right-hand-side of (2.8) is given by, 
i 
u(r) = u0 (r) + "L: uj(r) , 
j=l 
(2 .10) 
where the sum is referred to as the ith order Born approximation, and Uj ( r) the jth 
order scattered field: 
uj(r) = J g(lr- r'l)o(r')uj-l(r')dr' . (2.11) 
For a weakly scattering object , the scattered field Ius( r) I is much smaller than the 
incident field luo( r) I, and Us ( r) can be approximated by the first-order scattered field, 
u1 ( r). This is the well-known first Born approximation: 
Us(r) ~ u1(r) = J g(lr- r'l)uo(r')o(r')dr'. (2 .12) 
The Born approximation applies where the magnitude of the field is smaller than 
that of the incident field, implying the change in phase between the incident field and 
the wave propagating through the object is less than 1r (Kak and Slaney, 2001). In 
20 
practical terms, this restriction means the Born approximation can deal with large 
deviation in the velocity field, confined to small region in space. For a cylinder of 
radius d, denote by tln the refractive index change, the total phase shift through 
the object is approximately given by 41f(lln)dj>.., implying the following necessary 
condition: 
), 
d tln < 4. (2.13) 
An alternative is the first Rytov approximation which assumes that the incident 
wave perturbation caused by the object can be described by a phase change in the 
incident wave caused by scattering, as 
u(r) = exp[<f>(r)] = exp[<f>o(r) + <Ps(r)], (2.14) 
<Ps(r) = uo~r) J g(lr- r'l)u0 (r')o(r')dr'. (2.15) 
The Rytov approximation holds where the change in the logarithm of the scattered 
field over one wavelength is small. While the approximation works best in applications 
where velocity variations are small in magnitude, no limitations are placed on the 
spatial extent. The Rytov approximation also results in the same approximate model 
(2.12) as the first Born approximation. 
2.2 THz Diffraction Tomography 
Based on the first Born approximation, the integral equation (2.12) describes a linear 
forward projection in the space domain. The Fourier Diffraction Theorem (Kak and 
Slaney, 2001), also known as the Diffraction Slice Theorem, relates the object function 
and the scattered field measurement in the frequency domain, as illustrated in Figure 
2·1: 
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When an object is illuminated with a plane wave, the Fourier transform 
of the forward scattered field measured in a plane at a distance from the 
object gives the values of the 2D Fourier transform of the object along a 
semicircular arc in the frequency domain. 
A brief derivation of the theorem follows. The Green's function in (2.9) for a two-
dimensional geometry can be expressed in terms of the zero-order Hankel function 
of the first kind, H~1), with plane wave decomposition (Morse and Feshbach, 1953) 
given by 
g(r- r') = ~H~1)(kolr- r'l) (2.16a) 
00 
= _!_ J ~e~l k, (x-x')+kyly-y'l ldk 
41r ky Xl (2.16b) 
-oo 
where L = J=I, r = (x, y) , r' = (x' , y'), and ky = Jk5- k~. In this expression 
a cylindrical wave is described as a superposition of plane waves with wavenumber 
k0 : for lkxl :::; k0 , the waves are of the ordinary type, propagating along the direction 
given by tan -l ( ky / kx); for I kx I > ko , ky becomes imaginary, the waves are called 
evanescent waves which decay exponentially. 
In transmission geometry shown in Figure 2 ·1, at each viewing angle, the incident 
radiation travels along the positive Y direction with wave vector k = (0, k0 ), therefore 
the incident field is represented by: 
uo( r) = e~k·r = e~koy. (2 .17) 
The scattered field is measured at a receiver line perpendicular to the direction 
of incidence radiation at y = l , where l is greater than any Y coordinate within the 
object, allowing Jy - y'J in (2.16) to be replaced by l - y'. Also, l is assumed large 
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Figure 2·1: Illustration of the Fourier Diffraction Theorem 
enough for the effects from evanescent waves to be neglected. 
Combining (2.16), (2.17) into (2.12) yields: 
(2 .18a) 
00 
= 4~ J :y e~(kxx+kyl) (! o(r')e-~[kxx'+(-ko+ku)Y']dr') dkx, (2.18b) 
-oo 
where the inner integral is recognized as the 2D Fourier transform(FT) of o( r) eval-
uated at the frequency (kx, Jk~- k;- ko). Let 0 denote the 2D FT of the object 
function o, and U8 (w, l) denote the 1D Fourier transform of the scattered field u8 (x, l) 
with respect to x. That is, 
00 
Us(w, l) = J U8 (X, l)e-LWxdx. (2 .19) 
-00 
Inserting (2.18b) into (2.19) gives: 
U (w l) = _!__ Joo 2__e~kul (!00 e~(kx-w)xdx) O(k k - k )dk 
S l 4 k X l y Q X 
7r y 
-oo oo 
(2.20a) 
(2 .20b) 
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where (2.20a) from (2.20b) uses the property of Dirac delta function o'(-): 
00 J eL(w-cx)xdx = 27rO(w- a). 
-oo 
Note that (2.20b) is equivalent to the following: 
where 
(2 .21) 
(2.22) 
(2.23a) 
(2.23b) 
(2.23c) 
s(wx) is a scalar constant given the location of reciver line l and the frequency of the 
incident radiation. 
The frequency constraint in (2.22) implies that the highest space frequency ob-
tained in Us must not exceed the incident radiation frequency, given the assumption 
that the receiver line is located far enough from the object such that all the evanescent 
waves can be neglected. 
The scattered field from a single viewing angle provides samples of the spatial 
Fourier transform of the object function along a semicircular arc as shown in Fig. 2·1. 
The arc rotates as the incident field rotates about the object. By rotating through 
a full set of 271' radians, the full Fourier space may be populated up to a theoretical 
maximum spatial frequency of .J2k0 . 
Let f = {fm : m = 1, ... , M} be a set of frequencies in the pulsed THz radiation 
spectrum. For each frequency fm, we discretize o(r) into a N1-by-N2 field using basis 
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functions {bi( r) : i = 1, ... , N}, 
N 
o(r,fm) :::::i L:x~bi(r), (2.24) 
i=l 
where xi, by abuse of notation, is the coefficient of basis function bi ( r) at frequency 
fm· N = N1 xN2 . Choices of basis functions have been studied in different application 
contexts. Typically we use a (2D) rectangle function II(-) for simplicity, corresponding 
to square pixels, 
(2.25) 
where r i is the center of the ith pixel. 
Assume observations are taken at a set of viewing angles {Bi : j = 1, ... , N0 }. 
Given scattering data Um,j measured at frequency fm and viewing angle ei, one 
obtains spatial frequency samples of the object function from compensated Fourier 
transform of Um,j through (2.19), (2.23b), and (2.23c). Let {wm,j(p) : p = 1, ... , Nw=} 
be the sampling locations whose values are stored in the vector yj, (2.20) can be 
rewritten as follows: 
yj = Wm,jXm + Wm ,j, m = 1, ... , M; j = 1, ... , No, (2.26) 
where X~= [xf, xr, ... 'x]V]; Wm,j E CPwm is the noise assumed to be Gaussian and 
iid; Wm,j is an Nw= -by-N 2D discrete Fourier transform operator whose (p, q)th entry 
is given by: 
Wm,j(p, q) = exp { -L ( wlq/Nd + ( Jk5- w2 - ko) mod(q, N1)) }, w = Wm,j(p). 
(2.27) 
Stacking samples from all projections gives the following form: 
Ym = WmXm + Wm, m = 1, ... ,M. (2 .28) 
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where 
T [ m m m] Ym = Y1 'Y2 ' · · · 'YN0 ' (2 .29) 
Wm,l 
Wm,2 (2.30) 
2. 3 Existing Reconstruction Algorithms 
While THz-TDS uses broadband THz radiation for probing, current approaches for 
image formation based on diffraction tomography (DT) construct images for each 
frequency. These algorithms (Kaveh et al., 1984; Kak and Slaney, 2001) in a nutshell 
interpolate a uniform Cartesian grid using estimates from scattering data measured 
in space domain, and then take an inverse Fourier transform to construct an image 
at each frequency. The advantage of these algorithms is that , compared to algo-
rithms based on space domain interpolation (Devaney, 1982), they yield comparable 
reconstruction quality at significantly less computational and memory cost. Never-
theless, reconstruction inaccuracies due to frequency interpolation error have limited 
their applications in current THz imaging systems (Wang and Zhang, 2004; Ferguson, 
2004) . 
Assume N0 viewing angles are taken with interval 1::1(), and Nw samples with 
sampling interval !:1w are collected at each viewing angle, we obtain Nw x N0 uniformly 
located samples in the arc coordinate system (w, e). One can apply the 2D inverse 
Fourier transform for the recovery of the object function, which requires frequency 
coefficients to be estimated on a regular grid and thus calls for a frequency domain 
interpolation algorithm. The interpolation algorithm (Kak and Slaney, 2001) adopted 
in existing THz diffraction imaging systems (Wang and Zhang, 2004; Ferguson, 2004) 
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is based on bilinear interpolation, working as follows. 
First, Cartesian coordinates ( u, v) are t ranslated into the arc coordinates ( w, e) 
via translation formula: 
{ (Ju2 +v2)} w = k0 sin 2 sin-1 2ko , (2 .31a) 
(v) (Ju2 + v2) 7f e = tan-1 -:;;, + sin-1 2ko + 2' (2.31b) 
As the desired values O(w, Jk5- w2-k0 ) at viewing angle e may not be available, 
bilinear interpolation of the closest known values is then used: 
Nw No 
O(w, e)= L L O(wi, ej)ht(W - wi)h2(e - ej) , (2.32) 
i=1 j=l 
where 
h1(w) = { 1 - H lwi :::; !:1w (2 .33a) f!.w 0 otherwise ' 
h2(e) = { 1- ill lei :::; !:1e (2.33b) f!.f) 0 otherwise 
Once 0 is interpolated on a regular grid, we take 2D inverse FFT to recover t he 
object function as illustrated in Figures 3.5(b) and 3.5(f) . 
Chapter 3 
Inversion of THz Diffraction Tomography 
This chapter contains four iterative reconstruction algorithms for THz diffraction to-
mography. First, we introduce a nonuniform fast Fourier transform technique in sec-
tion 3.1 to reduce computational demands of iterative algorithms. In section 3.2, we 
develop a single frequency-based inversion algorithm with total variational penalty on 
the reconstructed image. Then we derive a joint multifrequency reconstruction algo-
rithm with edge-preserving regularization in section 3.3. Section 3.4 adopts the joint 
inversion idea and incorporates a priori spectral signatures into image formation, fol-
lowed by a more robust algorithm that allows for partial a priori spectral knowledge to 
be exploited. Section 3.5 explores the relative performance of the proposed algorithms 
on image reconstruction and object recognition tasks using numerical simulations. 
3.1 Iterative Reconstruction with Non uniform Fast Fourier 
Transform 
Given the forward model in (2.28) , conventional single frequency-based DT inversions 
aim to reconstruct the object function at frequency fm, denoted by Xm E c_N, based 
on a vector of observations Ym, where m = 1, ... , M indexes the component frequency 
of the incident spectrum. Our approach is to apply Tikhonov regularization technique 
(Tikhonov, 1963) and find Xm as the minimizer of a cost functional: 
(3.1) 
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The first term of J ( x) is a data fidelity term in the 2D FT space, while the second 
term <p( x) is a quadratic penalty term that incorporates prior knowledge regarding 
both the nature of Xm and the features of interest in the resulting reconstructions. 
Note that we take as our measurements the Fourier transform of the measured fields 
instead of the complex field intensity measurements. This allows us to construct an 
efficient predictor for these measurements from a 2-D spatial Fourier transform of 
the object function, followed by an appropriate sampling and interpolation function , 
leading to efficient iterative algorithms for solving the optimization problem in (3.1). 
For large N, lacking an efficient method to directly solve the optimization problem 
in (3.1) leads us to iterative methods (Bertsekas et al., 1995), which start with an 
initial guess of the solution and improve the current solution successively by replacing 
it with a better solution on search direction, determined in terms of the gradient . That 
lS, 
(3.2) 
where x(k) denotes the current solution in the kth iteration. w;; denotes the Hermitian 
transpose of Wm. The long run-time in each iteration stems from the evaluation of 
the first term in (3.2), which requires a forward and a backward 2D discrete-time 
Fourier transform. We alleviate this issue by exploiting the nonuniform fast Fourier 
transform (NUFFT) method as described in Appendix A. In what follows, we replace 
Wm in (2.28) with lm, an NUFFT fast approximation operator using uniform scaling 
and Kaiser-Bessel interpolation kernel. 
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3.2 Frequency-by-frequency Inversion 
The choices of cp(·) in (3.1) have been widely investigated in the past. Common 
choices include but not limited to: 
cp(x) = llxll~, (3.3) 
which yields what is known as Tikhonov regularization with the identity; and 
cp(x) = ll\7xll~, (3.4) 
which imposes a priori that images are globally smooth, and tend to yield oversmooth 
solutions. Regularization with the Mumford-Shah edge preserving technique, as de-
scribed in the next subsection, is based on a more realistic image model, assuming 
that images are made of smooth regions, separated by sharp edges. A different ap-
proach which has gained popularity in the recent years is the use of £1-norm based 
regularization, 
(FBF) miniiYm- Tmxll~ + (ijjDxll1 , 
:c 
(3.5) 
where D represents a discrete approximation to the gradient operator for an image 
vector of dimension N (Cetin et al., 2006). We also define an extension V such that 
Vx := (D ® In)x , where n = dim(x)/N, ® denotes the Kronecker product, In is an 
n-by-n identity matrix; this extension will be useful in discussion of algorithms for 
joint inversion across all frequencies . 
The £1-norm constraint penalizes the total variation in the solution. One beneficial 
property of such formulation is that it encourages piecewise smooth reconstruction 
while allowing the recovery of high contrast features . Note that the cost functional 
(3 .5) is non-differentiable at the origin due to the £1-norm constraint. We alleviate 
..... 
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Figure 3·1: Illustration of the FBF and JM algorithms. 
this problem by using the following smooth approximation, 
N 
II'Dxll1 ~ L (['Dx]~ + !3) 112 , 
i=l 
·£ . 
. 1 
(3.6) 
where (3 ~ 0 is a small constant. Details on this approximation and the iterative tech-
niques used to solve the resulting reconstruction problem are provided in Appendix 
D.2. 
As illustrated in Figure 3·1 , this approach forms an image independently at each 
frequency in sequence, x 1 , x 2 , ... , XM , hence we refer to the solutions of (3.5) as 
frequency-by-frequency (FBF). To map the constructed frequency-dependent complex 
refractive index field of the target to constituent materials, one can perform pixel-
wise classification by comparing the reconstructed spectrum to a priori spectra for 
each material and identifying the material that most resembles the reconstructed 
spectrum. 
3.3 Joint Multifrequency Inversion 
We assume that boundaries or structural discontinuities of a given object persist 
across frequencies . We hold that this is true even if these boundaries are not clear 
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at some individual frequencies , because we expect that boundaries correspond to 
different volumes of materials in the domain of interest . Based on this assumption, 
we take the approach of fusing structural features observed at different frequencies 
into a single shared boundary field s, while reconstructing the M spectral images 
together in a unified spatial representation. 
Let '1!_ and x represent respectively the collection of all frequency samples and the 
spectral images, '1!_ = [y1, ... , YMJT, x = [x1, ... , xMJT· We construct (x, s) as the 
joint minimizer of the following cost functional , 
where 
(JM) min IIY- Txll~ + a~IIDxll 2 M + 'Ps(s, "f), (.:!<_,s) - W 8 
T = Diag[Tm], 
W 5 = Diag [(1- [s]i) 2] , with w_: 6 Ws Q9 In, 
1 
'Ps(B,"f) = 'Y2 IIDsll 2 + 2llsll 2 · 
'Y 
(3.7) 
(3 .8a) 
(3.8b) 
(3.8c) 
In this formulation , s E JRN represents a normalized boundary field. Values of s 
close to 1 indicate a discontinuity in at least one spectral image, whereas small values 
indicate no observed discontinuity in any of the spectral images. Ws is a weight matrix 
whose diagonal entries vary based on the likelihood of the corresponding pixels being 
at structural boundaries. Specifically, at those locations where s is close to 1, the 
weight would be small so as to reduce the penalty for constructing sharp transitions 
across the region boundaries, leading to edge preservation. 
Estimating jointly the field x and the boundary field s is achieved by minimizing 
(3.8c), which is closely related to the Ambrosio-Tortorelli approximation (Ambrosio 
and Tortorelli, 1990) for the Mumford-Shah model (Mumford and Shah, 1989), which 
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leads to the localization of smooth and continuous curves as boundaries of the un-
derlying object. 1 is the boundary radius parameter. Larger values of 1 produce a 
broader, smoother boundary and vice versa. 
We illustrate this approach in Figure 3·1 along with the FBF method, where 
images at multiple frequencies are jointly constructed, and discontinuities across fre-
quencies are identified and denoted as shared boundaries. We refer to this algorithm 
as JM in the rest of this thesis. Similar to the FBF method, one can identify the 
material at each pixel by comparing the reconstructed spectrum to a priori spec-
tra of known materials and assigning the pixel to the material that bears the most 
resemblance. 
To optimize over (x, s), we use a block-coordinate minimization scheme, alter-
nately estimating the boundary field s while fixing the spectral images estimates x, 
and then constructing x in terms of a fixed boundary field s. These steps are repeated 
until convergence. Details for finding the joint minimizers are provided in Appendix 
D .3. 
3.4 Joint Inversion with Spectral Priors 
In this section, we present different parameterizations of the object function and 
consequently different functionals and solutions, focusing on the incorporation of 
spectral priors into the image formation process. 
3.4.1 Overcomplete representation 
For detection, we assume the availability of a collection of J a priori known material 
classes, with their spectral characteristics, referred to as endmembers, denoted by 
£ = {Ei : 1 ~ j ~ 1}, where Ei represents the spectrum of the jth endmember. To 
reason about the material classes, we assume that spectra of any two classes cannot 
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be identical, that is, £11 =/=- Eh for 1 :::; J1, J2 :::; J, J1 =/=- J2. 
As illustrated in Figure 3·1, both algorithms in section 3.2 and 3.3 characterize 
the object function using a set of independent estimates, 
(3.9) 
Once the hyperspectral image x is obtained, one can map to constituent materials 
by pixel-wise classification based on resemblance between the reconstructed spectrum 
and each endmember. 
If we assume that knowledge of spectral characteristics are overcomplete, i.e ., the 
constituent materials of the object are all included in e, a surrogate expression for 
the object function can be, 
J 
o(ri, fm) = L Ej(fm)[vj]i, m = 1, . .. , M . 
j = l 
(3.10) 
where { v j : vi E IR~ , 1 :::; j :::; J} is a set of fractions , or abundances, corresponding 
to the J endmembers, with [vj]i indicating the proportion of the jth endmember 
present in the ith pixel. 
In terms of spectral images, we have 
or, in a matrix-vector form, 
J 
Xm = LEj(fm)vj , 
j=l 
x = tlv, 
where v = [vl> ... , v JJT, and 1l is a linear operator given by 
(3.11) 
(3.12) 
(3.13) 
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Figure 3·2: Illustration of the JMP and RJMPl algorithms. 
Vt, ... , v J may not share the same boundaries, nevertheless, they jointly provide a 
unique partition of the object field in terms of constituent materials. The partition 
boundaries define the structural discontinuities in the object, and should be identical 
with the boundary field s observed from spectral images. As a result, our joint 
inversion strategy described in section 3.3 still applies, resulting in the following cost 
functional: 
(JMP) min IIY- /Hvll~ + a~II'Dvll 2 J + 'Ps(s, 'Y)· 
(~,s) - w. 
(3.14) 
This formulation enables the algorithm to incorporate the spectral priors e. into the 
image formation process while simultaneously estimating a shared boundary field, as 
illustrated in Figure 3·2. By doing so, the algorithm enforces both spatial and spectral 
consistency in the reconstruction, and obtains abundances of all endmembers present 
in the scene directly rather than following the traditional two-step process. We refer 
to the method of reconstructing the images of abundances using the optimization 
approach of (5.11) as the JMP method in the rest of the chapter. The resulting 
improvement in terms of image reconstruction quality and material identification 
rate is demonstrated with simulations in section 3.5. 
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3.4.2 Augmented overcomplete representation 
The JMP method is based on the assumption that the given spectral priors are 
accurate and complete. Such assumption holds in applications such as biomedical 
imaging where the number of endmembers is rather limited. In applications such as 
luggage inspection, there can be a broad range of possible endmembers and we may 
not have a full set of endmember characterizations available. However, we may still 
have characterization of a subset of endmembers, so we want to develop approaches 
to use this partial information. 
To handle these concerns, we relax the assumption in the previous subsection and 
allow for t he possibilities that constituent materials of the object are not included in£ . 
Since the previous parametrization (3.10) may not hold under the relaxed assumption, 
we introduce a set of augmented variables , { x~ : x~ E C~ , 1 ~ m ~ M} , where x~ 
is designed to compensate for insufficient spectral representation at frequency fm· 
We assume that the object of interest can be represented in an overcomplete, and 
redundant way, as 
J 
o(ri, fm) = L Ej(fm)[vj]i + [x~]i, form = 1, . .. , M 
j=l 
or, in terms of spectral images, 
J 
Xm = L Ej(fm)Vj +X~. 
j = l 
In a matrix-vector form, 
h c _ [ c c jT W ere X - X l, ... , X M . 
(3.15) 
(3.16) 
(3.17) 
We propose the following cost functional, referred to as RJMP1, to recover the 
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underlying hyperspectral image, and more importantly, to detect the presence of 
endmembers in e' 
(RJMP1) (3.18) 
This formulation follows the same idea as discussed in the previous subsection, 
except for the .€1-norm penalty on the augmented variables, which is introduced to 
encourage sparse representation of the object function using available a priori spectral 
signatures. As illustrated in Figure 3·2, [vj]i can be interpreted as a fraction reflecting 
how appropriate it is to represent the ith pixel by the jth endmember. To detect the 
presence of the jth endmember in the scene, we look for [v j]i > p1 with small residuals 
[xm]i < P2 for '1/m E {1, . . . , M} , where PI and P2 are customary thresholds 1 . 
3.5 Experimental results 
In this section, we evaluate the proposed algorithms on two simulation phantoms. 
In the first scenario, we consider a 3-endmember phantom about 1 em in' diameter 
and air as background centered at the origin, shown in Figure 3.3(a). We assume 
short-pulse THz sources and 1D detector array (6.7 em in width, consisting of 800 
detector elements of size 84 J.-Lm) in transmission geometry, rotating around the phan-
tom and taking projections at 19 angles uniformly spaced over 360°. We simulate the 
scattered field 4 em away from the origin at 4 frequencies using the analytical Born 
approximation, and reconstruct the field of view into a set of 81 x 81 spectral images, 
at a resolution of 3 pixels per 0.1 mm. In the second scenario, we consider a clutter 
scenario consisting 10 endmembers, shown in Figure 3.3(b) . We increase the number 
1 We use p1 = 0.9, P2 = 0.1 in the experimental investigation on the material recognition perfor-
mance in section 3.5 
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of projections to 24 to have better coverage, while keeping the rest of the configu-
ration the same as in the first scenario. Spectral priors used in the experiments are 
listed in Table 3.1 (Tribe et al., 2004; Chen et al., 2007; Piesiewicz et al., 2007) 
. Ml 
. M2 
• El 
. M3 
• E2 . M4 
MS 
• E3 
. M6 
Air . M7 
. El 
. E2 
. E3 
(a) (b) 
Figure 3·3: Simulation objects: (a) 3-endmember; (b) 10-endmember. 
Incident frequency 
Endmember 1.8 THz 2.0 THz 2.4 THz 3.0 THz 
E1 1.55 + .950i 1.39 + .295i 1.40 + .123i 1.36 + .146i 
E2 .95 + .278i 1.70 + .472i .95 + .139i .316 + .251i 
E3 1.25 + .199i 1.13 + .526i .948 + .306i .862 + .326i 
M1 1.10 + .052i 1.09 + .182i 1.09 + .237i 1.09 + .289i 
M2 .960 + .052i .956 + .181i .953 + .281i .950 + .274i 
M3 1.49 + .059i 1.49 + .248i 1.48 + .315i 1.47 + .429i 
M4 .768 + .046i .765 + .158i .754 + .317i .762 + .218i 
M5 1.56 + .055i 1.55 + .316i 1.54 + .032i 1.54 + .036i 
M6 1.34 + .014i 1.34 + .060i 1.33 + .112i 1.33 + .101i 
M7 1.13+ .014i 1.13 + .006i 1.13 + .006i 1.13 + .006i 
Table 3.1: Endmember spectra priors. 
To validate NUFFT as an appropriate approximation to the discrete-time Fourier 
transform, we investigate the accuracy of NUFFT and illustrate the results in Figure 
3·4. Figure 3.4(a) shows the magnitude in the spatial frequency domain of the 3-
endmember phantom at frequency 1.8 THz; Figure 3.4(b) illustrates the sampling 
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Figure 3·4: Comparison of nonuniform Fourier transform approxima-
tions. (a) Magnitude of the exact DFT of the 3-endmember phantom 
at fm = 1.8 THz. (b) Sampling locations at all viewing angles. (c) (e) 
The real and imaginary parts of frequency samples at viewing angle 
e = 10°. (d) (f) Errors using NUFFT and bilinear interpolation. 
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Figure 3·5: Comparison of spectral image reconstructions at 1.8 THz, 
noise-free case. First row shows the real part : (a) ground-truth, (b) 
inverse-Fourier based, (c) FBF, (d) JM; second row shows the imaginary 
part: (e) ground truth, (f) inverse-Fourier based, (g) FBF, (h) JM. 
locations at 19 viewing angles. We compute exactly the real and imaginary parts 
of the frequency samples associated with viewing angle at () = 10°, and plot them 
in Figures 3.4(c) and 3.4(e), respectively. In Figures 3.4(d) and 3.4(f), we log-plot 
the approximation errors caused by NUFFT, and observe less than 0.25% relative 
error at the frequency origin (where the magnitude peaks). For comparison, we also 
log-plot the errors caused by classical bilinear interpolation from frequency grids (by 
taking FFT of the original spatial field) , which yields a relative error up to 15%. 
These results show that bilinear interpolation is insufficiently accurate for diffraction 
tomography reprojection, and NUFFT approach reduces this error by approximately 
2 orders of magnitude. 
Figure 3·5 shows the spectral images reconst ructed with the inverse Fourier based 
method, FBF and JM methods. The inverse Fourier based method (Figure 3.5(b) and 
3.5(f)) suffers from limited viewing angles and consequently insufficient samples to 
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(a) Ground truth 
(b) Noise free 
(c) SNR = 10 dB 
Figure 3·6: Abundance estimates by the JMP algorithm. 
interpolate the frequency domain for image recovery, therefore it produces the worst 
reconstructions. Due to limited spatial resolution at lower incident frequencies, edges 
in Figures 3.5(c) and 3.5(g) by the FBF method are less sharp when compared to 
those in Figures 3.5(d) and 3.5(h) by the JM method that exploits structural features 
observed at higher frequencies to estimate joint edges .across all frequencies. 
Figure 3·6 shows estimates of the abundances of the different endmembers ob-
tained directly from scatterings through the JMP method. Spectral consistency is 
enforced as the priors are coherently incorporated into the inverse process, offering 
significant improvement in reconstruction and recognition accuracy over conventional 
frequency-by-frequency inversion approaches, as compared in Figures 3·9 and 3·10. 
Figures 3·7 and 3·8 compare reconstructions of the 3-endmember phantom at 
8 1 
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Figure 3·7: Comparison of spectral image reconstruction at SNR = 10 
dB, shown the real parts at (from left to right) 1.8, 2.0, 2.4 and 3.0THz. 
RJMP1 reconstructions are based on spectral priors of endmember E1 . 
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Figure 3·8: Estimation of the shared boundary field. Estimates in 
noise-free case: (a) JM; (b) JMP; (c) RJMPl. Estimates at SNR = 10 
dB: (d) JM; (e) JMP; (f) RJMPl. 
SNR = 10 dB and corresponding estimates of common boundary field, respectively. 
In Figure 3·9, we compare the reconstruction quality of different algorithms in terms 
of average error energy, which is computed as 
(3.19) 
where xi and ri denote the reconstructed value and ground truth of the ith pixel lo-
cation. Compared to conventional frequency-by-frequency inversion approach (FBF) , 
joint multifrequency inversion approaches (JM, JMP and RJMP1) significantly im-
prove reconstructions at lower frequencies, as given in Figure 3.9(a) , and are less 
sensitive to high noise, shown in Figures 3.9(a) to 3.9(d). The JMP method re-
sults in better reconstruction quality than the JM method by the utilization of over-
parameterized models for the object function, imposing spectral consistency during 
image formation . The RJMP1 method is able to maintain that improvement in recog-
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nition performance even though it is only given a priori spectral signatures of a subset 
of materials in the scene. 
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Figure 3·9: Comparison of reconstruction performance among the 
FBF, JM, JMP, and RJMPl methods at different noise levels. Hori-
zontal axis shows SNR level in unit dB. The RJMPl method is only 
given spectral priors of endmember El. 
Figure 3·11 illustrates reconstructions obtained with RJMPl based on spectra 
a priori information for only one endmember (M6 in this case) in a 10-endmember 
phantom. Figure 3.11(b) can be viewed as a measure of how appropriate it is to 
represent material in a pixel with M6, augmented with the real part in Figure 3.11(c) 
and the imaginary part in Figure 3.11(d) to capture the undrelying hyperspectral 
image. 
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Figure 3·10: Comparison of material recognition performance among 
the FBF, JM, JMP and RJMPl methods at different noise levels. Hori-
zontal axis shows SNR level in unit dB. Recognition error rate is defined 
as the sum of false positive and false negative divided by the number 
of pixels in the ground truth. 
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(d) Imaginary part of the reconstructed spectral residual 
Figure 3·11: Material detection in a cluttered environment by the 
RJMPl algorithm, shown noiseless case when M6 is given as the target 
material of interest . (c) (d) The real and the imaginary parts of the 
reconstructed spectral residuals at (from left to right) 1.8, 2.0, 2.4 and 
3.0 THz. 
For detection of M6, we apply a thresholding operation on reconstructions from the 
FBF and JM methods to identify pixels that are close enough to our target material. 
Specifically, we treat each pixel location as a vector of dimension M, Xi E <eM, and 
compute the norm between this vector to a priori spectra of M6, EM6 , as 
(3.20) 
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Figure 3·12: ROC curve analysis of the FBF, JM and RJMP1 algo-
rithms at SNR = 10 dB, shown detection of M6. 
We use pas a threshold and label those locations with ~di <pas M6. By varying p, 
we obtain the ROC curves of FBF and JM in Figure 3·12. For RJMP1, we use two 
thresholds, p1 and p2 , to segregate pixels with high abundance and small augmenting 
norm, defined as 
(3.21) 
where Xi E CM denotes the reconstructed spectral residual of the ith pixel location. 
To generate the ROC curve in Figure 3.12(a), we fix p1 = 0.9 to narrow candidate 
locations to those with high abundances vi > Pl; then we vary p2 and label pixels out 
of candidates with ri < p2 as M6. To generate the ROC curve in Figure 3.12(b), we fix 
p2 = 0.1 to narrow candidate locations to those with small augmenting norms ri < p2 ; 
then we vary p1 and label pixels out of candidates with vi > p1 as M6. Note that 
in Figure 3.12(a) the red curve corresponding to RJMP1 stops before the fraction of 
false positive reaches 1. This is due to the fact that by setting an abundance threshold 
p1 , RJMP1 pre-eliminates pixels (about 60% non-endmember pixels in this case) that 
are estimated to be a poor fit to any of the known endmember priors. 
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Chapter 4 
Background on X-ray Diffraction Imaging 
(XDI) 
In this chapter, we review the physical principles behind XDI technology, and give 
a brief overview of the existing XDI systems. Next, we introduce two novel XDI 
imaging architectures: tomographic XDI and coded-aperture XDI. Imaging geometry 
and forward model of each system are discussed in detail, respectively. Lastly, we 
outline recent works for XDI reconstruction. 
4.1 Basic Principles 
X-ray scatter from atomic electrons in the photon energy range between 20 and 
150 keV can be described by Rayleigh (elastic, coherent) and Compton (inelastic , 
incoherent) interactions. Whereas Compton scattering varies slowly with angles in the 
Klein-Nishina cross-section formulation (4.2) , coherent scattering is strongly forward 
directed and has a distinct structure, characteristic of each type of material (Harding 
et al., 1987). 
Coherent scattering 
XDI records X-ray low-angle scattering dominated by coherent interaction (Hard-
ing et al. , 1987) from an object being imaged to construct interior coherent-scatter 
form factor distribution IF( q, Z) 12 discussed below. The differential cross section per 
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unit solid angle from single electrons (Thomson scattering) at angle () is given by: 
do-r(e) _ r~ (1 2 e) dO - 2 +cos ' ( 4.1) 
where re is the classical electron radius (2.82 x 10-15m). For pure elements, the 
coherent scattering cross section per steradian is the atomic form factor multiplying 
the Thomson scatter term, 
do-coh(()) = da-r( e) IF( Z)l 2 
dO dO q, ' (4.2) 
where Z is the atomic number. F(q, Z) is the atomic form factor for element Z, and 
is usually expressed in terms of variable q. q is known as the momentum transfer pa-
rameter, related to the momentum transferred to the photon causing it to be deviated 
through an angle (). It is expressed in atomic units as 
(4.3) 
where .A is the incident radiation wavelength. 
The total coherent scattering cross section per atom a-coh can be calculated from 
( 4.4) 
While diffraction patterns of single-crystal specimens exhibit considerable struc-
ture, diffraction from amorphous solids, liquids and most body tissues is circularly 
symmetric around the incident beam (Harding et al., 1987). For this reason, it is 
adequate to describe the diffraction using the dependence of the coherent scatter on 
the magnitude of q. 
The values of the atomic form factor Fl(q, Z)l and the coherent scattering cross 
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section aeon for different atoms are described in (Hubbell et al., 1975). For materials 
composed of different atoms, the form factor can be calculated using the Independent 
Atom Model (lAM), 
( 4.5) 
where ni is the atomic abundance of the element i, corresponding to the mass fraction 
of element i given the molecular formula. 
According to a proposed model (Tartari, 1999), the molecular form factor for 
complex materials can be calculated as: 
(4.6) 
where s(q) is an oscillatory structure function which accounts for the molecular and 
intermolecular interference effects, dictated mainly by the nature of the molecules. 
We note that for scattering under small angles, cos2 () varies only little with () (less 
than 1% for() E [0°, 5°]). As a result, (4.2) can be written as: 
dacoh I ( ) l2 dO ex F q, Z . (4.7) 
For spectroscopic analysis, form factors , also termed diffraction profiles, of a voxel 
under examination can be obtained as a function of momentum transfer parameter q 
by sampling at various wavelengths>. with a fixed angle() according to (4.3). Peaks 
in the plot, known as the Bragg peaks, reveal information on the molecular structure 
of the voxel, providing a surrogate signature that can serve to specify the type of 
material. Details about peak position and its relation to Bragg's law have been 
studied (Harding and Harding, 2007). Alternatively, using monochromatic X-rays 
at a single wavelength, the form factors can be obtained by measuring the angular 
distribution of intensity, as is done in diffractometers. 
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Figure 4·1: Contributions to total scatter derived from Monte Carlo 
modeling of 60 keV photons on water slab (20 em thickness), plotted 
as a function of distance from primary beam, shows energy per unit 
detector area normalized by integrated energy in transmitted beam. 
(Harding et al., 1987). 
Incoherent scattering 
When X-rays penetrate matter, interaction takes place as either absorption, which 
transfers energy from X-ray photons to the absorbing material, or scattering, in which 
the photons are redirected by interaction with the scattering material. Photons that 
are scattered and reaching the off-plane detectors in XDI systems can be divided into 
singly coherent scattered, singly Compton scattered and multiply scattered photons 
(Thran et al. , 2005), as illustrated in Figure 4·1 and 4·2. 
In Compton (incoherent) scattering, the interaction can be considered as a collision 
between a high energy X-ray photon and one of the outer shell electrons of an atom. 
Because energy and momentum are both conserved in this collision, the energy and 
direction of the scattered X-ray photon depend on the energy transferred to the 
electron. 
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The differential cross section for Compton scattering is given by the Klein-Nishina 
formula 
dO"incoh(e)- r; (1 (1- e))-2 (1 2 () ')'2 (1- cos()) 2 ) 
dO - 2 + ')' cos X +cos + 1 + ')'(1 -cos B) ' (4.8) 
where 1 is the ratio of the photon energy to electron rest mass energy. For 1 << 1, 
(4.8) approaches the coherent cross section (4.2). When the incident X-ray energy is 
small, the Compton scattering is more isotropic in all directions, which is the case 
for diagnostic and inspection X-ray imaging. As a result, the Compton scatter cross 
section shows no strong variation with the scatter angle. Moreover, the scattering is 
largely suppressed in the forward direction due to electron binding effect (Grant et al. , 
1993). For these reasons, we treat Compton scattering that occurs in the diffraction 
process as additive background noise. 
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Figure 4·2: Total photon cross section in carbon, as a function of 
energy, showing the contributions of coherent scattering O"coh, and in-
coherent scattering (Compton scattering) O"incoh (Hubbell et al., 1980). 
52 
4.2 Current XDI Systems and Architectures 
4.2.1 1st-generation XDI 
A schematic drawing of a 1st-generation XDI system is given in Figure 4·3, where 
an object in question is illuminated by multienergy X-ray with initial spectral distri-
bution ! 0 (>..) collimated to provide a "pencil" beam excitation. An energy-resolving 
detector is arranged at distance D away from the system origin to record radiation 
deflected by the angle, e, from the incident beam, denoted as I ( >..). This detector is 
equipped with a tube collimator so that it only sees radiation scattered from a local-
ized voxel of the object, denoted by (x, y, 0). The intensity of the transmitted primary 
beam is also measured by an in-plane transmission detector, denoted by let(>..). 
~y 
X 
raster scan -------. 
movement ------.J 
l--~diation source 
(X, y, 0) 
primary collimator sensitive voxel 
(X, 0 , h) 
scatter detector 
, D, 0) 
transmission detector 
Figure 4·3: Schematic illustration of 1st-generation "single-point" 
XDI system (Harding, 2009). 
Given the linear attenuation distribution of the space 1-l>..(x, y, z), the intensity at 
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(x, y, 0) at wavelength A is given by: 
I.x(x, y, 0) ~ I.(A) exp [ -!!'.x(x, s, O)ds J 
6 10 (-A) AA(x, y), 
( 4.9a) 
(4.9b) 
where AA(x, y) describes the attenuation along the incoming path. Similarly, let 
BA(x, y) describe the attenuation along the scattering path from (x, y, 0) to the de-
tector element at (x, D, h), where h = (D- y) tan(), 
[ 
D-y J 
B,(x, y) ~ exp - / l'.x(x, y + s, stan B)ds 
At the detector end, let A denote the area of each detector element. According to 
Lambert's Cosine Law, which states that 
The radiant intensity observed from an ideal diffusely reflecting surface 
or ideal diffuse radiator is directly proportional to the cosine of the angle 
between the observer's line of sight and the surface normal. 
The effective detector area at (x, D, h) is reduced by a factor of cosine of the angle 
between the scattering direction ( 0, D - y, h), and the normal to the detector element 
(0, 1, 0), 
Aetr = A(D- y) 
y'(D- y)2 + h2 (4.10) 
The scattered irradiance diminishes with range according to the inverse square 
law, which states that the intensity per unit area varies in inverse proportion to the 
square of the distance. Here, the square of the distance equals to ( D - y ) 2 + h2 . 
Let £ (y, h) be a geometrical efficiency factor that combines the two discussed 
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factors, one has 
£(y, h) = ( )3/2' (D- y)2 + h2 
A(D- y) 
h > 0. ( 4.11) 
Assume the energy-resolving scatter detector has NA energy bins with an energy 
resolution of±~ around nominal energy centers [..\1, ..\2, ... , ANA]. The resulting mea-
surement of the ith energy bin is, 
.Ai+~ 
j>.i (x , y) = j Ia(>..)A>.(X, y)B>.(x, y)£(y, h) IF(x, y, ~sin~) l2d..\. ( 4.12) 
.Ai-~ 
As such, the system obtains a vector of intensities [i>-1 (x, y), ... , i>-NA (x, y)], as an 
indirect estimation of the form factor distribution of the voxel at (x, y, 0). Material 
identification is performed afterwards by comparing the peak positions in this vector 
with prior knowledge. 
The system was historically of great importance to show the feasibility of spatially 
resolved XRD in extended objects, however as the device analyzes only a single voxel 
at a time, a raster scan over the object space is required to estimate distribution 
of an object slice. Owing to the need for 3D mechanical scanning, the practical 
importance is severely limited. Moreover, as most of the scattered photons are blocked 
by the collimators, the signal-to-noise ratio is low and post-processing such as spectral 
smoothing (Harding and Harding, 2007; Harding et al., 2009) is needed to extract 
the signal from background noise. 
4.2.2 2nd- and 3rd-generation XDI 
2nd-generation XDI 
The 2nd-generation XDI system, as shown in Figure 4.4(a), improves acquisition time 
of the previous generation by replacing the single scatter detector with an (lD) array 
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of detectors. Let j index the detector elements, 1 ::; j ::; Nc , each pinpoints a voxel 
(x, Yi, 0) at angle B. The ith energy bin of the jth detector elements gives resulting 
intensity as: 
( 4.13) 
With this modification, a column of voxels (of size Nc) along the incoming radiation 
path can be investigated simultaneously. Instead of 2D raster scan required by the 1st-
generation systems, a linear translation movement along the x-direction is sufficient 
to provide an image slice scan . Nevertheless, there is no change in terms of imaging 
technique, therefore the system still suffers from low signal-to-noise ratio. 
3rd-generation XDI 
The state-of-the-art XDI detection system is developed with multiple inverse fan-
beam topology (Harding, 2009; Harding et al., 2012), where the single primary beam 
in 2nd-generation systems shown in Figure 4.4(a) is replaced with multiple X-ray 
beams. There is no X-ray source mechanical movement involved in the scan process. 
Instead, source focal spots are aligned and activated sequentially, tracing out a set 
of fan beams into the corresponding detector elements, or target points. Each beam 
induces scatter into several detectors in parallel, and the object section is covered 
with discrete primary beam after all source spots have been activated. 
Another design change is made at the system detection end. Shown in Figure 
4.5(c), lD detector array is extended to a 2D detector module, segmented into strips. 
Each strip consists multiple detector elements with no collimation in between. Sec-
ondary collimators are placed between each detector strip, allowing radiation to reach 
the detector making a dihedral angle of () with the x-y plane (i .e., the plane of 2D 
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Figure 4·4: 2nd-generation XDI "line-parallel" system: (a) schematic 
illustration; (b) XRD 3500™explosive detection system, courtesy of 
Morpho Detection, Inc. 
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Figure 4·5: Schematic illustration of 3rd-generation XDI system 
(Harding et al., 2009). 
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object section). This fixed angle() codes the x axis position of scatter point onto the 
detector: 
Zd 
X=Xd---
tan () ' ( 4.14) 
where xd denotes the x coordinate of the detector plane, and zd denotes the displace-
ment of detector strip to the XY plane. 
4.3 Tomographic XDI (XDT) 
Shown in Figure 4·6, X-ray diffraction tomography (XDT), also referred as coherent 
scattered computed tomography, is a novel modality that yields the spatially resolved 
coherent-scatter form factor of an object under interrogation (Schneider et al., 2001; 
Harding, 2004; Harding and Harding, 2007). This technique combines tomographic 
localization similar to conventional X-ray CT, while enabling enhanced material iden-
tification through reconstruction of diffraction profiles. The most important applica-
tion of XDT up to now is the material specific screening of air passenger luggage for 
explosives and narcotics (Harding et al., 2009). Compared to XDI systems discussed 
in section 4.2, the illumination source in XDT rotates around the object, along with 
the detectors, providing multiple views of the object. In order to isolate the number 
of locations that contribute to each off-plane detector, vertical collimators are used 
to restrict the locations that contributed scattered photons to a detector to those 
locations in a beam aligned with the projection of the detector on the illuminated 
plane. This leads to an increase in the number of detected scattered photons per 
detector, providing a trade off between higher signal-to-noise ratio and a complex 
inversion problem that has to be solved for localization. 
X 
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Figure 4·6: Schematic drawing of XDT system with fan beam 
(Schlomka et al., 2004) . 
4.3.1 Forward model 
In this section, we briefly describe the scattering and projection model for XDT, and 
refer readers to Appendix E.3 and E.4 for detailed discussion. The geometry of an 
XDT system is illustrated in Figure 4·7. This can readily be extended to a fan-beam 
geometry as in Figure 4·6, but simplifies the exposition of the algorithms that follow. 
We set an object slice under investigation at plane z = 0 with its center at the 
origin, and illuminate it with a plane of parallel X-rays at a distance G away from the 
. origin with intensity distribution ! 0 (>.) for wavelengths >.. We measure the scattered 
radiations using a 2D detector array in the x-z plane perpendicular to the plane of 
excitation at a distance of D away from the origin. The source and the detector array 
rotate around the object taking multiple measurements. We assume the availability 
of linear attenuation coefficient distribution of the space f-l>..(x, y, z), and denote the 
form factor distribution to be estimated with IF(x, y, q) 12 by omitting z = 0. 
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Figure 4·7: Schematic drawing of XDT system with parallel beam: 
left x - y plane, right y - z plane. 
Let (t , s) coordinate system be a rotated version of the original (x, y) system by 
angle ¢, as expressed by: 
[ t ] [ cos ¢ sin ¢ ] [ x ] s - sin ¢ cos ¢ y · (4.15) 
We assume the source radiates in the line (t, -G, 0), in the positive s direction. 
Consider the geometry illustrated in Figure 4·7, where a projection is taken at angle 
¢. The intensity at wavelength A. at (t, s, 0) is given by: 
r;,A(t, s, 0) ~ Io(>.) exp [ -1 p.,(t, s', O)ds'] 
!.>. Ia(A.)A>-(t, s, 0), 
(4.16a) 
(4.16b) 
where A>.(t, s, 0) is an exponential expression describing the X-ray attenuation along 
the incoming radiation path. 
The intensity of coherent scattering from voxel centered at (t, s, 0) towards the 
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detector element at position ( t, D, h) can be modeled as: 
it/>,>-.((t, s, 0), (t, D, h)) 1 = It/>,>-.(t, s, O)IF(t, s, h)l2 , ( 4.17) 
except for a constant factor describing the proportionality as in ( 4.7) . Here, IF(t, s, h) 12 
is a transformed form factor that relates detector displacement off-plane to momen-
tum transfer parameter, as 
- ) 2 ( 2 IF(t,s,h I :=IF t , s,q)l, ( 4.18) 
with 
1 . (1. h ) h 
q =-:\ sm :2 arctan(D _) ~ 2>.(D _ s), ( 4.19) 
for small scatter angle. We note here that parameter q is determined by the vari-
ables >.., x, y, h, and is not fully expanded (represented) for the sake of simplicity of 
notations. 
In XDT systems, detector columns are separated by sheet collimators whose blades 
are angled towards the source. This guarantees that detector element at ( t, D, h) only 
collects photons from scattering along the same t , mixed from different s positions. 
Let B>-. ((t, s, 0), (t, D, h)) (E.7) be the attenuation along the path from (t, s, 0) to 
( t , D, h) at wavelength ).. . The resulting intensity received by detector element at 
(t, D , h) from scatter at (t, s , 0) of wavelength).. at angle ¢is given by: 
1¢,>-. ((t, s, 0), (t, D, h)) = 1¢,>-. ((t, s, 0), (t , D, h))B>-. ((t, s, 0) , (t , D, h)). ( 4 .20) 
Let A denote the entire area of each detector element. Two geometrical factors 
were introduced (Stevendaal et al. , 2003). First, the effective detector area of the 
off-plane detector elements decreases with an increasing scattering angle according to 
1 Here and in what follows, we use (Pl , ih.) to denote a 3D path from position p1 to p2 . 
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Lambert 's Cosine Law; second, the inverse square law. Combining these two factors 
gives the geometrical efficiency factor £ ( s, h) (considered as constant given a system 
configuration): 
£ (s h) = A( D - s) 
' (h2+(D-s)2)3/2' h > 0. ( 4.21) 
We note that the effective detector area is A for all in-plane transmitted detec-
tors, and that the inverse square law is not applied to plane wave. As a result, the 
geometrical efficiency factor for all detectors located at h = 0 is a constant: 
£(s, 0) /), Etr =A. ( 4.22) 
Combining the above formulas , we have the overall intensity detected at (t, D, h), 
for h > 0, as the integration over the voxels along path at t inside the object, averaged 
over the intensity distribution over the radiation spectrum: 
Amax D 
j<t>(t, D, h) = j j !</>,>. ((t, s, 0), (t , D, h) )£(s, h)dsd>.. 
Amin - G 
~D 2 ~ j j ]0 (>-.)A.x(t , s , O)B;. ((t, s, 0) , (t, D, h))E(s, h) IF(t, s, 2>..(; _ 8 )) I dsd>... 
Amin - G 
( 4.23) 
The above model is derived for detectors that measure total intensity. Assume the 
use of energy-dispersive detectors with an energy resolution of ±.0.. around nominal 
wavelength). E {..\1, ... , ANA}. The resulting measurement model is similar, except 
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that now we measure intensities in multiple bands: 
.\+.6. D 
j¢,.>;(t, D, h) ~ J J Ia(>..)A>.(t, s, O)B>. ((t, s, 0), (t, D, h)) 
.\-.6. -G ( 4.24) 
Both ( 4.23) and ( 4.24) require knowledge of the energy-dependent attenuation co-
efficient J.-t>.(x, y, z) in the region of scatter. This information is needed to compensate 
for the differential absorption of different scattered wavelengths on their scattered 
paths. 
4.3.2 Projection approximation 
(Stevendaal et al., 2003) considered single energy radiation and suggested an approxi-
mation approach to eliminate the requirement for knowing the attenuation coefficients 
distribution. For small angles, the attenuation along scattering path can be approxi-
mated by the attenuation along the transmitted path: 
B>.((t, s, 0), (t, D, h))~ B>.((t, s, 0), (t, D, 0)), 
which implies that 
A>.(t, s, O)B>. ((t, s, 0), (t, D, h)) ~ A>.(t, s, O)B>. ((t , s, 0), (t, D, 0)) 
= A>.(t, D, 0) . 
( 4.25) 
( 4.26) 
Then, given intensities measured by the transmitted detectors, j¢,>.(t, D, 0), we 
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can perform attenuation correction and define the ratio measurement: 
(4.27a) 
( 4.27b) 
where 
~ £(s, h) D- s 
£oT(s, h) = £ = 3/2 · 
tr ((D- s)2 + h2) ( 4.28) 
The new measurement model no longer requires estimating the linear attenuation 
coefficient of the medium. However, ( 4.27) is only accurate for monochromatic illumi-
nation. If the X-ray source had a spectrum, even if measured using energy-dispersive 
detectors, the ratio would be: 
( 4.29a) 
( 4.29b) 
and the last simplification requires that straight path attenuation and intensity are 
approximately constant in the wavelength range of interest. That is , for A E [>.-
M>.(x, y, z) ~ M>..(x, y , z). 
( 4.30a) 
(4.30b) 
We explore experimentally whether such approximation model can be used as the 
basis of algorithms for reconstructing the form factors. The results are discussed in 
section 6.3. 
65 
4.4 XDI with Coded Aperture (CAXDI) 
The coded aperture X-ray diffraction imaging (CAXDI) architecture was proposed 
recently (MacCabe et al., 2012), where coded apertures were used in front of detector 
arrays instead of collimators in order to increase the signal strength of the scatter 
measurements. 
A CAXDI system differs from XDT in several ways. First, it uses very few fixed 
projections, as opposed to a rotating set of projections, and thus results in faster scan 
time. Second, the system allows mixing of scatter signals from multiple beams in the 
plane, thereby more photons can be received at the detection end for higher signal-
to-noise ratio. Last but not the least, the system is equipped with a coded aperture. 
We note that the attainable quality of the reconstructed images may strongly re-
late to the aperture pattern, of which an optimal choice is beyond the scope of our 
study. Comparison of architectures with and without coded apertures is conducted 
via analysis of forward operators, provided in Chapter 6. 
4.4.1 Pencil-beam CAXDI 
)-, 
X 
Secondary aperture 
Figure 4·8: Schematic illustration of pencil-beam coded aperture XDI 
system (MacCabe et al., 2012). 
An experimental pencil-beam coded aperture XDI system was developed (Mac-
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Cabe et al., 2012) to demonstrate that the momentum transfer in a scattering object 
can be estimated at each point long a 1D "pencil" beam by acquiring a single irradi-
ance image. As illustrated in Figure 4·8, the system includes an X-ray source that is 
to be filtered by a primary aperture (pinhole) to produce a thin beam for interroga-
tion, a 2D detector array perpendicular to the beam, and a secondary coded aperture 
between the source and the detector array to modulate the scattered radiation. Un-
like the XDI systems discussed previously, which is rather direct imaging based, each 
detector element in this system receives scattering from multiple points along the 
beam, and a reconstruction algorithm is required to obtain spatial and momentum 
transfer distribution. In what follows we briefly review this imaging model and refer 
the readers to Appendix E.4 for more detailed discussion. 
Assume an X-ray pencil beam at wavelength >.with initial intensity ! 0 (>.) at posi-
tion (0, 0, 0) travels along they direction to illuminate object samples with attenuation 
distribution J.L>.(Y) (assume x = 0 for simplicity), and the scattered photons are either 
absorbed by a planar aperture perpendicular to they axis at position y =De, denoted 
as T(x , h), or transmitted to a plane of detectors at position y = D, perpendicular to 
the primary beam. 
The intensity at position y is given by: 
( 4.31) 
where A>. (y) describes the attenuation along the primary beam at wavelength .>.. 
In the presence of the coded aperture, whether scattering from y would land on 
detector at (x, D , h) is determined by the codes at: 
( De - Y X, De - Y h). D-y D-y ( 4.32) 
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The effective detector area at (x, D, h) is reduced by a factor of cosine of the angle 
between the scattering direction ( x , D - y , h), and the normal to the detector element 
(0, 1, 0): 
Aetr = A(D- y) 
y'x2 + (D- y)2 + h2 ( 4.33) 
Also, according to the inverse square law, the intensity per unit area is inversely 
proportional to the square of the distance: 
( 4.34) 
Combining (4.31) to (4.34) leads to intensity detected by element at (x, D, h) 
that is scattered from position (0, y, 0) (except for a constant factor describing the 
proportionality in (E.5)) as, 
I ( ) - A(D- y) I (>.)A ( )T (De-Y X De-Y h) IF( )1 2 
x,h,>.. y - (x2 + (D- y)2 + h2)3/2 o >.. y D- y ' D- y y, q ' 
( 4.35) 
where jF(y, q)l 2 represents the form factor with transferred momentum parameter 
q = - sm - arctan ( ) . 1 . (1 h ) 
>. 2 J x2 + ( D _ y) 2 ( 4.36) 
In the above expression ( 4.35), we have assumed that the object of interest lies entirely 
in the x-y plane, so that attenuation of off-plane scatter is not included. We will 
extend this model to 3D objects later in this chapter. 
The overall intensity collected at this detector element is the integration of ( 4.35) 
along they direction. When integrating detectors are used, the resulting measurement 
at (x, D, h) is given by: 
..\m ax Ymax 
j(x, D, h)= J J Ix,h,>..(s)dsd>., ( 4.37) 
Amin Ymin 
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where Ymin and Ymax denote the spatial extent along they coordinate of the object of 
interest. 
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Figure 4·9: Example of projection from pencil-beam CAXDI configu-
rat ion with harmonic codes. (a) Coded aperture with harmonic codes 
in (4.38), u = 9.9 cm-1 . (b) Form factors of Lucite and water. (c) 
Simulated projection with Lucite and water at multienergy from 60 to 
80 keV. The imaging geometry corresponds to the CAXDI geometry 
discussed in the experiment of (MacCabe et al., 2012). 
In (MacCabe et al., 2012), the system used a harmonic binary square grid as the 
coded mask: 
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T(x, h) = T(x) := 1 + sign(sin( ux)), 
2 ( 4.38) 
where u was a predefined spatial frequency. This aperture pattern varies as a function 
of x to disambiguate the transferred momentum. We illustrate the mask in Figure 
4.9(a), and simulate projections with this mask and 2 amorphous materials (Lucite 
and water) using the geometry described in (MacCabe et al., 2012). The form factors 
of the 2 materials and the resulting diffraction pattern are provided in Figures 4.9(b) 
and 4.9(c), respectively. 
4.4.2 Forward model 
Instead of pencil beam X-ray excitation and a thin line-like target , in this section we 
extend the model discussed in section 4.4.1 to a system with planar X-ray excitation 
for form factor reconstruction of a 3D object. A more detailed discussion on the basic 
physical principles and scattering approximation is provided in Appendices E.3 and 
E.4. 
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Figure 4·10: Schematic drawing of CAXDI system with parallel beam: 
left x - y plane, right y - z plane. 
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Similar to the imaging settings described in section 4.3.1, we consider the following 
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CAXDI system as shown in Figure 4·10, where X-ray excitation at wavelength A 
illuminates a plane in the object. Unlike the XDT approach, no collimators are 
used between columns of detectors; instead, scattered photons from the entire plane 
pass through a coded aperture that blocks some scatter directions on the way to the 
2D detector array. The detector array and the coded aperture are placed D and D c 
away from the center of the object respectively, perpendicular to the excitation plane. 
While some equations derived in section 4.3.1 still hold, we rewrite them during the 
derivation for convenience. 
As in (4.15), let (t, s) coordinate system be a rotated version of the original (x, y) 
system by angle¢, as expressed by: 
[ t l [ cos ¢ sin ¢ ] [ x l s - - sin ¢ cos¢ y · 
Assume the excitation plane is set at z = 0 with initial intensity l 0 (A) at wave-
length A. At projection angle ¢, the arriving intensity at scatter location (t, s, 0) is 
written as: 
I<t>,>.(t, s, 0) = Io(A)A>.(t , s, 0), ( 4.39) 
where A>.(t,s, O) denotes the attenuation along the incoming path as in (4.16). 
Let T(x, h) denote a function of codes corresponding to the coded aperture placed 
at s = De, perpendicular to the plane of excitation. With this coded aperture, the 
intensity at wavelength A at detector ( t', D, h) contributed from this location can be 
expressed as: 
!</> ,>. ((t, s, 0) , (t', D, h)) = I <t>,>.(t, s, O)B>. ((t, s, 0) , (t', D , h)) 
( 4.40) 
X £((t, s, 0) , (t', D , h))IF(t, s, h)l2 
where B;.. ((t, s, 0) , (t', D, h)) (E.7) denotes the attenuation along the scattering path 
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from (t, s, 0) to (t', D, h) at wavelength A. £((t, s, 0), (t', D , h)) incorporates the geo-
metrical efficiency factor in (4.33) , plus the blocking effect of the coded aperture, 
, A(D-s) 
£ ((t, s, 0) , (t, D, h)) = 3; 2 ((t'- t)2 + (D- s)2 + h2) ( 4.41) 
T( De-S('-) Dc-Sh) X t+ D t t' D . 
-s -s 
IF(t, s, h)l2 is the form factor of the scatter corresponding to the transferred-
momentum: 
1 (1 h ) h 
q = ~sin 2 arctan( J(t'- t)2 + (D- s )2 ~ 2-\J(t'- t)2 + (D- s)2. ( 4.42) 
The overall measured intensity at detector (t', D, h) is the cumulative superposi-
tion of the coherent scattered radiation from the illuminated plane, which is expressed 
below for an energy-dispersive detector with center wavelength ~ and energy interval 
±~: 
:\+.ll tmax Smax 
j4>,;x(t',D, h) = J J J 10 (-\)A>.(t,s ,O)B>.((t , s,O),(t' , D,h)) 
:\-.ll tmin Smin 
2 
( 4.43) 
£((t, s, 0), (t' , D , h)) F(t , s, J h ) dsdtd-\ , 
2,\ (t'- t)2 + (D- s)2 
where tm.in , tmax , Smin, Smax denote the spatial extent along the t and s coordinates of 
the object of interest. 
The above model for measurements requires knowledge of the wavelength-dependent 
attenuation coefficient J.L>.(x , y , z) in the region of scatter. An approach to eliminate 
this requirement would be to assume that the attenuation A>.(t, s, 0) is approximately 
A>.(t', s, 0), and the scattered field attenuation B>.((t, s, 0) , (t', D, h)) is approximately 
the same as B>.((t' , s, 0), (t' , D, 0)) . With these approximations, we can take the ratio 
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of the scattered intensity at a detector ( t', D, h) to the measured transmitted intensity 
at (t' , D, 0) to obtain 
j - (t' D h) P - (t' D h) I:;. _¢ ,:>.. ' ' 
¢,:>.. ' ' I - (t' D 0) ¢,:>.. ' ' 
( 4.44a) 
.5.+b. tmax Smax 2 ~ J J J E((t, s, 0), (t', D, h)) 
£ ( ( t', s, 0) , ( t', D, 0)) 
h F(t s ) dsdtd.A. 
' '2-Ay'(t'- t) 2 + (D- s)2 
.5.-b. tmin Smin 
(4.44b) 
We investigate whether such an approximation model can be used as the basis of 
algorithms for form factor reconstruction in section 6.3. 
4.5 Discretization and Implementation 
While the collected measurements are discrete, the target object field as well as 
its coherent form factor distribution are continuous. This section bridges discrete 
measurements and continuous unknown field, focusing on discretization of an object 
field, its form factor distribution and forward operator. A similar issue is addressed 
in THz diffraction tomography in section 2.2. 
For the reconstruction of an unknown slice of object, we partition the object spatial 
field into a grid with sampling rate ~x and ~y, and let N1 and N2 denote the size 
along x and y direction respectively. The number of spatial voxels is N = N 1 x N 2 ; 
these voxels are indexed by i = 1, ... , N. Assume a discrete point scatter corresponds 
to the center of each grid point at (xi, Yi), characterized by a vector of form factor 
distribution evaluated at 
q = { Qm : m = 1, ... , M}. ( 4.45) 
For simplicity, we use rectangular function II(·) as our basis function to represent the 
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form factor distribution of the space, 
~ (x-x·) (y-y·) IF(x, y, qm) 12 ~ £i' x~ II .D.x t II .D.y t , ( 4.46) 
where x~, by abuse of notation, denotes the value of scatter at location (xi, Yi) at qm, 
II(t) = { ~ if itl < ~ 
otherwise ( 4.47) 
The goal of reconstruction is to use the obtained projection data to estimate these 
unknowns x~, organized as followed: 
( 4.48) 
where 
1 ~ m ~ M. ( 4.49) 
We refer to each Xm as a q-image since it can be represented as an image of size 
N1-by-N2 , representing the object space evaluated at qm. x is of size Nx := N x .f\.1, 
which we will refer to as a hyperspectral image in the rest of this Chapter. We discuss 
in more detail about the ordering of the discretized hyperspectral image in Appendix 
D.l. 
Since the forward modality of CAXDI can be considered mathematically a more 
general case of XDT, in what follows we discuss the implementation of the forward 
operator of CAXDI. Let Nc and NT denote the vertical and horizontal size of the 
detector array respectively. The size of the detector array is given as ND := Nc x NT. 
Let <I> = { ¢i : i = 1, ... , N¢1} be a set of viewing angles, and the detectors discriminate 
arriving photons into NA energy bins with nominal wavelengths [A1 , ... , ANA] at res-
olution ±D._x. One obtains measurements at each wavelength of size N~ := ND x N¢1. 
74 
The total size of the measurement data is Ny := N~ x NA, which we organize as 
Y5. = [:i/5. ,(1,1)' · · · l Y5.,(1,Nc)' Y5.,(2,1)' · · · l Y5.,(i,j) l • • • ' Y5. ,(N<P,Nc)]T l 
( 4.50) 
( 4.51) 
( 4.52) 
Each Y5. is an N~-dimensional vector of measurements, whose jth corresponds to 
the measurement from the lth detector element on the array from the kth viewing 
angle, 1::; j::; N~, k = fj/Nv l, and l = j mod Nv. 
As defined in (4.43), the relation between the unknowns x (4.49) and projection 
data P,pk ,5.(tz ,D,ht) is modeled to be: 
N 
P,pk,>.(tz, D, hz) ex L Ia(>.)A>.(tik, sik, O)B>. ((tik, sik, 0), (tz, D , hz)) 
i=1 ( 4.53) 
where i indexes the discretized spatial grids, 1 ::; i ::; N. k indexes the viewing angles, 
1 ::; k ::; N,p. qikl denotes form factor evaluated at transferred-momentum level 
( 4.54) 
Given the system geometrical specifications and knowledge of the linear attenua-
tion distribution of the space, A>.(tik, sik, 0) , B>.((tik , sik, 0) , (tz, D , hz)) and 
£((tik, sik, 0) , (t1, D , h1)) can be computed explicitly, where the following coordinate 
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transformation is involved: 
[ cos cPk sin cPk ] [ Xi ] 
- - sin cPk cos cPk Yi · ( 4.55) 
Since values of qikl in ( 4.54) may not lie exactly on the sampled representation of 
the form factors , we approximate IF(tik, Sik, qikt) i2 via linear interpolation from the 
discretized form factor distribution ( 4.46). Assume qikl lies between q~ and q~+l from 
q ( 4.45), 1 ::; L ::; M - 1. Define interpolation coefficients aiklm: 
qm+l- qikl 
m=L 
qm+1- qm 
aiklm = qikl - qm- 1 m= L+1 ( 4.56) ) 
qm- qm- 1 
0 otherwise 
then IF(tik, sik, qikt)i 2 is approximated as a linear combination of values x}, . . . , xfl as 
follows, 
M 
IF(tik , Sik, qikt)i 2 ::::::: L aiklmxr;, ( 4.57) 
m = 1 
We note that with linear interpolation, there are at most two non-zero entries in 
coefficient vector { aiklm : m = 1, .. . , M}. 
Let C >. of size N; x Nx denote the discretized forward operator for measurements 
from energy bins centered at ~' Nx := N x M. The entry in the jth row and zth 
column, C>..,iz' is computed as 
i = z mod N 
m= r~l 
l = j mod Nn 
k=fj/Nnl 
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( 4.58a) 
( 4.58b) 
( 4.58c) 
( 4.58d) 
C>..,jz := A>.. ( tik , Sik, 0) · B5.. ( ( tik , sikO) , (tz, D , hz)) · E ( ( tik , Sik, 0) , (tz, D , hz)) · aiklm 
( 4.58e) 
We denote the forward operator concerning the whole radiation spectrum by C, 
( 4.59) 
4.6 Existing Inversion Algorithms 
4.6.1 XDT: Filtered backprojection method 
An XDT system rotates the X-ray source and the detector array to obtain a set of 
projection data P,p,>.(t , h) for reconstruction. (Stevendaal et al. , 2003) used a modified 
three-dimensional (3D) filtered backprojection (FBP) algorithm for the reconstruction 
of IF(t, s, q)l 2 based on the method developed for X-ray CT (Kak and Slaney, 2001) , 
which we summarize below. 
Given P<t>,>.(t , h) from (4.27) , the first step is to filter the projection data using a 
ramp filter, g(·): 
+oo 
Q<t>(t, D , h) = J P<t>,>.(t', D , h)g(t- t')dt'. ( 4.60) 
- ()() 
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Then projection data are back-projected to the x-y-q space: 
(FBP) IF(x, y, q)l2 = j j j Q¢,>.(t, D, h)8(t- t)8( 2~8 - q)dhdtd¢>, (4.61) 
4> t h 
where 
s G + xsin¢- ycos¢>, 
t x cos ¢ + y sin ¢. 
( 4.62a) 
( 4.62b) 
The implementation of this algorithm is provided in Appendix B. We will use 
this algorithm as a reference for our reconstruction algorithms developed in the next 
chapter for XDT architectures. 
4.6.2 XDT: Algebraic reconstruction technique 
In section 4.5 the XDT forward operator is discretized, and the forward XDT model 
can be expressed as in a vector-matrix format: 
Cx =y, ( 4.63) 
where x E JRN, denote a stack of q-images in lexicographic order. y is the full 
collection of measurements of dimension Ny = N~ x N;. . The discretized forward 
operator C is of size Ny-by-Nx by design. 
As opposed to solving the linear equations directly, algebraic technique (ART) 
(Grant et al., 1995; Schneider et al., 2001) takes an iterative reconstruction approach 
and proceeds as follows. Let Ci denote the ith row in C, Yi denote the ith entry in 
y , 1 :::; i :::; Ny. Starting with an initial guess x 0 E JR.Nx , at the kth iteration, the 
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estimates xk are updated for each projection according to: 
(ART) xk,o xk 
-, (4.64a) 
xk,i 
y · _ (Ci xk,i-1) 
k i-1 + t ,_ ci 
X ' Pk IICill~ , i = 1, .. . , Ny , (4.64b) 
xk+1 xk,Ny 
- , ( 4.64c) 
where Pk is a relaxation parameter. 
4.6.3 CAXDI: Richardson-Lucy algorithm 
Based on the pencil-beam coded aperture XDI modality discussed in section 4.4.1, 
(MacCabe et al., 2012) arranged the detector array at position y = 0 with polar 
coordinates (p, ¢) for the sake of simplicity, where the intersection of the primary 
beam with the detector plane is set as the origin. The measured total power of 
irradiance from multienergy excitation at (p, ¢) is given as: 
where the following apprximation and assumptions are made: 
. (e) P 1 sm- :::::J-
. 2 2y ' 
2. geometrical efficiency factor J y ~ 1, 
p2 +y2 
3. power spectral P(-) is independent of y . 
For reconstruction, the modality is discretized over compact rectangle function , 
and the measurement set g of dimension N9 , is approximated by the Poisson process: 
g rv Poisson (1-lf + ttb) , 
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where 1l is the forward operator, f is the vector of form factors, Jl.b is the mean of 
noisy background. The estimation of Jl.b, denoted by itb is obtained using a maximum 
likelihood estimation method (Kolaczyk and Nowak, 2004) . The Form factor vector 
is estimated using a generalized maximum likelihood estimator and found to be the 
minimizer of the following: 
min (-log JP>(g 11l, itb, f)) · 
f 
The solution is obtained by taking an iterative deconvolution approach (Richard-
son, 1972), known as the Richardson-Lucy algorithm. Starting from an initial guess 
x 0 , at the kth iteration, estimates fk are updated as: 
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Chapter 5 
Inversion of X-ray Diffraction Imaging 
In Chapter 4, we provided an overview of existing X-ray diffraction imaging systems 
and introduced two experimental imaging architectures, XDT and CAXDI. Unlike 
existing systems, which acquire diffraction profiles of pixel locations directly by using 
tube collimators, detectors in the both XDT and CAXDI systems accept a mixture of 
scattered photons from multiple locations. As a consequence, inversion techniques are 
required to untangle the information and generate diffraction signatures of individual 
scatters in the space. 
In this chapter, we devel<?P reconstruction algorithms for XDT and CAXDI, along 
the lines of algorithms in Chapter 3. We pose the inverse problem in XDI in section 
5.1, and discuss an .e1-norm based regularized reconstruction method (IRL1) in Sec-
tion 5.2. Next , we derive an iterative reconstruction with edge preserving technique 
(IREP) in section 5.3, extend this algorithm in section 5.3.1 by incorporating side 
information on region segmentation. In addition, we develop an algorithm based on 
a low-order parameterization of the property field with an overcomplete dictionary of 
splines in section 5.4. 
5.1 The Inverse Problem 
We pose the X-ray diffraction imaging reconstruction problem as an inverse problem 
(Demoment, 1989; Karl, 2000; Bertero and Boccacci, 2010) , estimating a hyperspec-
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tral image cube x from its indirect observations y . Here the imaged field of view is 
discretized into N pixels, each represented in the form of an M -dimensional vector, 
where M is the number of transferred momentum levels. At each transferred momen-
tum level qm , the field forms a lexicographic ordered vector of image Xm, referred to 
as a q-image, m = 1, 2, ... , M. xis a stack of these q-images: 
Xm E JRN' 1 s; m s; M. (5.1) 
The class of inverse problems we are interested in can be written as: 
y =Cx + n , (5.2) 
where C is a Ny-by-Nx matrix defined in section 4.5, denoting a model-dependent 
forward projection operator. x is a vector of hyperspectral image 1 . y is a vector of 
model-dependent observations organized as in (4.50). n is an additive noise vector 
to represent measurement noise and model approximation error. The goal is to find 
an inverse mapping from y to x , which is not easy in general since the solution may 
be non-unique (i.e., the nullspace of C is non-empty), non-existent (i.e., y does not 
lie in the range of C), or exhibit discontinuous dependence on small perturbation in 
the data (i.e., Cis ill-conditioned) . 
The least squares solution is one approach aiming to reduce the data fit error: 
x = argmin IIY- Cxll~ , (5.3) 
-'!< 
where II · 11 2 denotes the £2-norm. The solution satisfies the first order optimality 
1 We use bold symbol with underline to distinguish vector of hyperspectral image data from other 
vectors 
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condition, and thus is found to be the solution of the following normal equations: 
(5.4) 
When the matrix eTc is not invertible, there can be multiple solutions of (5.4). 
The minimum norm solution in that case is the Moore-Penrose peudoinverse. The 
observed data are first projected to the range space of the operator cr, which is 
orthogonal to the nulls pace of C; and the component of x that lies in the nullspace 
of C is set to zero, giving the minimum-norm solution. The solution may not be 
satisfactory mainly for two reasons: first, it does not recover components of x that 
lie in the nullspace of C; second, when C is ill-conditioned, some of its singular values 
are very small, leading to system instabilities and noise amplification. 
Regularization techniques were developed (Tikhonov, 1963) in pursuit of unique 
and insensitive solutions, where models with prior information about the unknown 
field x, such as models containing desired imagery features, were introduced to guide 
the reconstruction toward solutions with high prior information. Generally, recon-
struction of x is found as a minimizer of a cost function J ( x): 
x = argmin J(x) 
.;:!;_ 
= argmm IIY- Cxll~ + o?<p(x). 
.;:!;_ 
(5.5) 
(5.6) 
The first term in J ( x) is a data fidelity term capturing the consistency between 
the reconstruction and the measurements , and taking into account the measurement 
noise. The second term <p( x) incorporates prior knowledge regarding both the nature 
of unknown field and the features of interest in the resulting imagery. a > 0 is a 
regularization parameter that is used to trade the fit to the data versus the fit to the 
prior. 
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5.2 f 1-norm Regularization 
The motivation for the approach described in this section is the observation that 
regularization with £1-norm of derivatives, also known as total variation norm, has 
demonstrated piecewise smooth surface reconstructions with preserved sharp features 
(Donoho et al., 1992; Karl, 2000). 
A traditional quadratic regularization, which is one of the first regularization 
methods due to Tikhonov (Tikhonov, 1963), takes the formulation below: 
x = argmin IIY- Cxll~ + a?IILxll~ , (5.7) 
-"'. 
where L is a linear regularizing operator. When attempting to recover piece-wise 
smooth images, L is chosen to approximate a discretized derivative operator. Al-
though the optimal solution x can be easily computed in a closed form from the 
normal equations as: 
X 
(a) (b) 
Figure 5·1: Illustration of the fp-norm for p = 1, 2. (a) plot for 1D 
case. (b) level set of the 2D case at llxll~ = 1. 
(5.8) 
Such methods tend to over-smooth the resulting images and blur structure bound-
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aries, which refer to transition regions where one material ends and another material 
begins. It was conjectured that the proper norm for images is the total variation norm 
and not the £2-norm (Rudin et al., 1992). The total variation norm is essentially the 
frnorm of derivatives: 
where D( ·) is a discrete approximation to a spatial derivative operator as defined in 
Appendix D.l. Note that, even though x is a hyperspectral image, we do not use 
a total variation penalty on the spectral derivative of x. Our goal is to encourage 
spatial correlation across neighboring pixels because of the expected extent of objects 
of interest in applications such as luggage inspection. 
Compared to the general £2-norm in Figure 5·1, the total variation norm puts 
stronger penalization on small values (corresponding to differences between neighbor-
ing pixels due to noise or random fluctuations), yet less penalization on big values 
(corresponding to discontinuities due to transitions between regions), which is desir-
able for the recovery of piecewise-constant images. We incorporate this term into our 
inversion formulation and find the solution as the minimizer of the following objective: 
(IRL1) (5.9) 
where x is a hyperspectral image to be estimated, y is a vector of observations, C is 
the constructed forward operator, and a is a regularization parameter. Wy is a data-
dependent diagonal matrix, whose jth entry on the diagonal is inversely proportional 
to the detector count yj, as derived in Appendix C, 
(5.10) 
This choice of Wy is based on linearization of Poisson measurements, which is an 
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appropriate statistical model for the photon energy measurements by the X-ray de-
tectors, as discussed in Appendix C. We note that when Wy = I , the formulation 
reduces to a least square problem regularized by the total variation, which is better 
suited for observations in Gaussian white noise. 
While the formulation becomes non-differentiable due to the presence of the .€1-
norm, we use a quadratic approximation to alleviate this problem: 
M N 
IIVxll ~ ~ ~ ([Dx]~ + /3) 112 , 
m=l i=l 
where f3 ~ 0 is a small constant; D ( ·) denotes a discrete approximation to the gra-
dient operator for an image of size Nx as defined in (D.3) . We show the £1-norm 
approximation, and the execution for finding the solution of (5.9) in Appendix D.2. 
5.3 Edge-preserving Regularization 
This section presents an inversion algorithm with edge-preserving technique as an 
extension from the JM algorithm for THz diffraction tomography in section 3.3. We 
assume that each q-image has smooth inside regions with large discontinuities at 
boundaries of regions. Thus, we expect relatively homogeneous form factor distribu-
tions corresponding to individual regions, and expect boundaries to create disconti-
nuities in the absorption and coherent scatter form factors. As such the locations of 
these discontinuities are common across spectrum. Our strategy is to identify bound-
aries between objects, denoted by a boundary field s, and use this field to guide the 
image formation process towards a set of q-images with shared boundaries. 
To construct a hyperspectral image x and estimate an shared boundary field s , 
we take a cost minimization approach, wherein (x, s) are the joint minimizers of the 
following objective: 
(IREP) 
where 
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Wy = Diag{yj1 }, 
Ws = Diag [(1- [s]i) 2] , 
1 tps(s, I)= 1 2 11Vsll2 + 2llsll 2 · 
I 
(5 .12a) 
(5.12b) 
(5.12c) 
x is a hyperspectral image to be estimated, y is a vector of observations, C is the 
constructed forward operator, a and 1 are regularization parameters, Wy and Ws are 
weighting matrices. V represents a discrete approximation to the spatial gradient 
operator for hyperspectral images, as clarified in Appendix D.l. s denotes a smooth 
boundary field in the spatial coordinates (not in the spectral ones) with values between 
0 and 1, which can be interpreted as the probability that there is an edge present at 
location i. The second term penalizes the presence of large gradients in the solution, 
and the weights Ws remove the penalty when the edge field si is close to 1. This 
formulation was inspired by the work on joint segmentation for multi-modality data 
inversion in (Weisenseel, 2004) . The parameter 1 is used to control the smoothness 
of the boundary. We refer to the method of reconstructing the hyperspectral image 
using the optimization approach of (5.11) as the IREP method in the remainder of 
this thesis . 
Edge field alternatives 
The block-coordinate minimization approach as described in Appendix D.3 allows 
for the construction of a shared boundary field s from current q-image estimates 
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Figure 5·2: Edge field estimations from CT image with varying regu-
larization parameter/, based on the IREP method in (5.11). 
.... .. 
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X1, x 2 , . . . , XM· By taking the partial derivative with respect to sin (5.11), at each 
iteration s is chosen to satisfy the following equation: 
(5.13) 
where 
(5.14a) 
Zi = 2 '""" [ ]2 1 . 
a Dm Dxm i + 'Y2 
(5.14b) 
We note that Zi can be considered as a normalized sum of gradients at the ith 
location, 0::::; zi < 1. Zi >==::; 0 when the sum is much less than (a')')-1 , and zi >==::; 1 when 
the sum is much greater than (a')') -l. Figure 5 · 2 shows the edge field estimations for 
varying 1' from an CT reconstruction of linear attenuation coefficients for different 
values of 1'· 
Formulas (5.13) and (5 .14) indicate that the localization of edges is determined by 
2:~=1 [Dxm]; , which is the image contrast summed over all transferred momentum 
parameters qm, and more specifically, a scalar for each pixel location. An alternative 
approach to detect the presence of edges would be using high-dimensional clustering. 
Given the constructed q-images, a form factor of dimension Misestimated for each 
pixel location. We can consider these form factors as feature vectors and use them 
to segment pixels that are likely to be of the same material. After segmentation, 
the edge field is updated and then used for the next iteration of image formation. 
Nevertheless, this approach would raise issues such as determining an appropriate 
number of clusters given the current hyperspectral image. Various clustering methods 
have been proposed in the literature (Milligan and Cooper, 1985; Hppner et al. , 1999) , 
but we did not purse implementation as they have no guarantees of local optimality, 
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in contrast to the approach delineated above. 
5.3.1 An algorithm variant with a priori segmentation 
Another choice is to initialize an edge field with a priori segmentation from other 
imaging modalities such as X-ray CT. This idea follows the work of the shared image 
structure fusion in multi-modality data inversion (Weisenseel, 2004; Weisenseel et al., 
2005). Note that most of our forward models for X-ray diffraction tomography ar-
chitectures require knowledge of the energy-dependent linear attenuation coefficients 
(LAC) of the object of interest. This information is usually obtained through the use 
of dual-energy CT reconstruction. Although the property fields (LAC vs. coherent 
scatter form factor) of CT and XDI modalities are different, we may assume that 
the internal object structure will remain the same in both modalities, and thus will 
share the same boundaries. This is particularly likely in reconstruction problems for 
non-destructive screening: large values of this boundary field indicate a discontinu-
ity in at least one of the property fields , whereas small values indicates no observed 
discontinuity in any of the property field . The method we propose is to obtain an 
estimate of the edge field s from a CT reconstruction, and use this estimate as the 
initial edge field in (5.11). To distinguish from the IREP method in (5.11), we re-
fer this approach the IREP-C method. Note that IREP-C will also improve on the 
estimate of the initial boundary field as it performs the alternating minimizations 
between image and boundary fields. The potential benefit of such fusion technique is 
demonstrated in section 6.3 and 6.4. 
5.4 Dictionary-based Inversion 
In this section we develop a new formulation of the field of coherent scatter form 
factor over an overcomplete dictionary of splines for the XDI inverse problem. This 
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extends our previous work of joint inversion with spectral priors for transmission THz 
diffraction tomography in section 3.4. 
Inversion with form factor priors 
Recall that the implementation of the JMP method for THz inversion in section 3.4.1 
requires complete and accurate knowledge of material spectral signatures. We relaxed 
this requirement in section 3.4.2 and developed the RJMP1 method that allows for 
the presence of unknown constituent materials by introducing a set of augmented vari-
ables to compensate for the insufficient spectral representation. For X-ray diffraction 
imaging, assume the availability of form factors as a function of transferred momen-
tum parameter for a collection of J material classes, or endmembers, denoted by 
:F = {Fi : 1 :S j :S J}, where Fi represents the coherent scatter form factor of the 
jth endmember. Again, the imaged slice is partitioned into N pixels, each centered 
at (xi, Yi) , 1 :S i :S N. The approach parameterizes the form factor at each voxel 
(xi, Yi) as a mixture of these material classes, where the resulting form factor is given 
by the mixture of the endmember properties, 
J 
IF(xi , Yi , qm)l2 = LFi(qm)vj(i), m = 1, . .. , M. 
j=l 
(5.15) 
where {vi : vi E JR.~, 1 :S j :S J} is a set of fractions , or abundances, corresponding 
to the J endmembers, with vi ( i) indicating the proportion of the jth endmember 
present at (xi, Yi)· 
In terms of q-images, we have: 
J 
Xm = L Fj(qm)vj , 
j=l 
(5 .16) 
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or, in a matrix-vector form, 
x = 1iv, (5.17) 
where v = [v1, . . . , v JJT, and 1i is a linear transform matrix given by 
(5.18) 
IN is an identity matrix of size N-by-N, 0 is the Kronecker product as defined in 
(D.5). 
To obtain the abundances of individual components at each pixel, we can adopt 
regularization approaches discussed in section 5.2 and 5.3 in similar fashion, replacing 
the hyperspectral image x with v, for example, with the developed edge preserving 
technique as below 
min JJy- C 1ivJJ~ + o?JJVvJJ~ + <ps(s, 1), 
(~,s) Y s · 
V E JRJN 
- +' (5 .19) 
where y is the vector of observations, C is the forward operator approximation, a is 
regularization parameter. Wy and W 8 are the weighting matrices defined in (5.12a) 
and (5.12b), respectively. <p(-) is the Ambrosio-Tortorelli formulation for the local-
ization of smooth and continuous boundaries as in (5.12c). 
Inversion with spline fitting 
The formulation in (5 .19) requires knowledge of the coherent scatter form factors of 
every endmember. In applications such as security inspection, one may not have a 
complete set of accurate characteristics for all the endmembers. We take a different 
approach, performing field parameterization over an redundant dictionary. 
The design of appropriate dictionaries that lead to sparse representation for a 
family of signals has been a challenge (Aharon, 2006) . In our attempt, we choose 
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a set of splines { Si : Si E JR~, 1 ~ i ~ Ns} as prototype signal-atoms to represent 
the unknown coherent scatter form factors evaluated at transferred momentum lev-
els q1 , q2, ... , qM. The overcomplete dictionary matrix S contains the Ns atoms for 
columns and thus it is of dimension M-by-N8 . 
We assume for each scatter at (xi, Yi), 1 ~ i ~ N, a vector of coherent scatter 
form factor Xi = [x}, x;, ... , xf1]T (corresponding to q1 , q2, ... , qM) can be represented 
as a linear combination of atoms in { Si}· By design, we have S full-rank and N 8 >> 
M, so the representation of each xi may not be unique. Let vi denote a vector of 
coefficients for representing xi based on S; we are particularly interested in vi with 
close representation and fewest number of non-zero entries, that is: 
vi= argmin llxi- Svll~ + -AIIvllo v E R~'· , 1 ~ i ~ N . (5.20) 
v 
The second term llvllo is an fa-norm term equal to the count of non-zero elements 
of v. However, such a measure leads to an optimization problem combinatorial in 
nature and difficult to solve in practice. Instead of the £0-norm, the £P-norms for 
0 < p ~ 1 are commonly used and have shown to promote sparse solution (Donoho 
et al., 1992). Therefore, we modify (5.20) as: 
vi= argmin llxi- Svll~ + -AIIvlh v E JR~s , 1 ~ i ~ N. (5.21) 
v 
In the context of inversion of the coherent scatter form factor distribution, we 
let S consist splines of two different widths: the wider ones are designed for generic 
amorphous coherent scatter form factor curves, such as PMMA and PVC; and the 
narrows ones are intended to spectrally localize Bragg peaks from crystalline solids, 
such as aluminum and graphite. The dictionary used in our experiment is illustrated 
in Figure 5·4, with coherent scatter form factors references shown in Figure 5·3. The 
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representations based on the formulation in (5.21) are shown in Figure 5·5. 
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Figure 5·3: Form factors of sample materials, including PMMA, PVC, 
aluminum and graphite. Curves of PMMA and PVC are smoothly 
spreading across different transferred momentum level, while the ones 
of aluminum and graphite are more concentrated at certain q values. 
The above analysis illustrates that our choice of basis functions is appropriate for 
sparse representation of the form factors of materials of interest . We now integrate 
this representation into an inverse problem formulation for X-ray diffraction imaging. 
Specifically, we obtain the coefficients for a sparse presentation of the field as the 
minimizers of the following formulation: 
(IRWS) (5.22) 
where Nv = N N 8 is the dimension of the vector of coefficients to be estimated. y IS 
the vector of observations, Wy = Diag{yi1} is an observation dependent weighting 
matrix derived in Appendix C based on a linearization of Poisson noise, and a 1 and a 2 
are the regularization parameters. The unknown vectors of coefficients v1, v 2 , ... , VN 
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Figure 5 ·4: The spline dictionary for coherent scatter form factor 
fitting. The splines are normalized (integral equals one), distinguished 
by two widths: the wider ones are designed for generic smooth curves; 
the narrows ones are aiming at crystalline solids. 
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Figure 5·5: Spline fitting of the sample form factors. The coherent scatter form factors of PMMA, PVC, 
aluminum and graphite are plotted in red from top to bottom on the first column, compared to the sparse 
represented versions in blue based on the spline dictionary in Figure 5·4. The coefficients are obtained 
using the formulation in (5.21) with A= 0.1, M =56, Ns = 63. The numbers of coefficients larger than 1 
in the representations are 7, 14, 5, 1, respectively. The major atoms used in the representations are given 
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are ordered into a hyperspectral image vector v, where 
vi= [[viJi, [v2]j, ... , [vNJi]r, 1::::; j::::; Ns 
v = [v1, v2 , ... , vN.]r . 
1-ls is a matrix that transforms v to x: 
where 
(5 .23) 
(5.24) 
(5.25) 
(5.26) 
IN is an identity matrix of size N-by-N, ® is the Kronecker product (D.5). We denote 
this algorithm as IRWS in the rest of this thesis. 
v can also be considered as a hyperspectral image since vi m (5.23) consists 
coefficients [vi]j of atom Si at each scatter voxel (xi, Yi) , 1 ::::; i ::::; N, 1 ::::; j ::::; N 8 , 
which is a vector of image of size N. v stacks these images of coefficients into a 
hysperspectral image where the concept of "spectral" is replaced with dictionary 
atom. Consequently, we can apply the spatial gradient operator V (D.3) to v and 
regularize the solution using the total variation norm (Rudin et al., 1992; Strong and 
Chan, 2003) as in the IRL1 method in (5.9), because we want to exploit the structure 
that materials of interest in our image have significant spatial extent over which their 
form factors should not vary much . 
The presence of the .e1-norm term encourages small components of v to become 
exactly zero, thus promoting sparse solutions. As penalizations on both the total 
variation and the identity are non-differentiable in the vicinity of the origin, we take 
97 
a quadratic approximation as follows, 
dim(s) 
11~111 ~ 2: ([~J~ + !3) 112 · (5.27) 
i=1 
where f3 > 0 is a smoothing parameter. The approximation to the IRWS formulation 
(5.22) becomes 
Nv Nv 
J(v) = IIY- Csvll~v + ai L([Vv]~ + /3) 112 +a~ L([v]~ + [3) 112 . (5.28) 
i=1 i=1 
J ( ·) converges to ( 5.22) as f3 --+ 0. Taking the derivative of J ( v), we can find the 
minimizer satisfies the following normal equations: 
where 
W 1 (v) = diag (([vv]~ + !3)-~), 
W 2 (v) = diag (([v]~ + !3)-~). 
Note that (5.29) can be rewritten as 
(5.29) 
(5.30) 
(5.31) 
(5.32) 
Since v appears both on the right hand and left hand sides in (5 .32), we obtain a 
solution using a fixed point iterative method where we use the previous estimate of v 
to define the weights wl and w2 for the next iteration, stopping this iteration when 
the change in v reaches a convergence tolerance. Details of this iterative algorithm 
are included in Appendix D.2. 
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5.4.1 Inversion with multienergy radiation 
Due to cost considerations, existing X-ray scanners often use sources of conventional 
Bremsstrahlung with a broad spectrum. This makes recovery and localization of 
diffraction profiles more complicated since there would be ambiguities in determining 
the energy and scattering angles of measured photons. In addition, modeling of the 
imaging process requires incorporation of the energy-dependent attenuation of X-
rays. The utilization of pixellated energy-dispersive detectors allows us to separate 
the contributions for different bands of X-ray excitations. As such, the size of the 
forward operator in the inverse problem is extended, but not necessarily the range of 
transferred-momentum levels. 
Let A = {.Ai : i = 1, 2, ... , NA} be a set of component wavelengths in the X-
ray source spectrum with a power spectral density distribution P(-Ai)· Using photon 
counting detectors, at the detection end we collect the projection data for each energy, 
denoted by y 1 , y 2 , ... , YNA. By abuse of notation, we let q~, q2, ... , qM represent the 
M transferred-mementum levels to be evaluated on the form factor distribution over 
the imaged field. For each qm, the field forms a q-image, denoted by Xm, 1 :::; m :::; M. 
Stacking these q-images gives a hyperspectral image x = [x1 , x 2 , .. . , XM]T. Let Ci2 
be the forward operator that maps x to the measurements Yi, the inverse problem for 
XDI systems with multienergy radiation and photon counting detectors can be form 
as 
Ydisp = cdisp X+ n (5.33) 
2These operators are dependent on imaging configurations. The construction and discretization 
of such operators is discussed in Chapter 4. 
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where 
Ydisp = 
P(-A1) · c1 
P(-A2) · c2 (5 .34) 
In contrast, XDI systems using energy integrating detectors for multienergy radi-
ation do not distinguish photons. Projections from these systems collect energy over 
the full spectral range, that is: 
Nil. 
Yint = LYi· 
i=l 
The inverse problem for these systems is given by: 
Yint = Cint X+ n , 
where 
NA 
Cint = L P(.Ai)Ci· 
i= l 
(5 .35) 
(5 .36) 
(5.37) 
We note that dimension-wise Cdisp is a much bigger operator than Cint , yet this 
does not necessarily imply that the inverse problem of (5 .35) is any easier, since Cint 
is much denser. Also, We use n in both formulations (5.33) and (5.35) to compensate 
measurement noise and model approximation errors, whose dimensions are identical 
to the dimensions of the measurements without further clarification. 
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Figure 5·6: An energy-resolved detector (or photon counting detector) 
compares the height of the electronic pulse generated by each photon 
to a number of thresholds, and sorts the photons into different energy 
bins. In contrast, an energy integrating detector only measures the 
integral of the signal over the readout time interval (Persson, 2011). 
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Chapter 6 
Experimental Evaluation of XDI 
Architectures and Inversion Algorithms 
In this Chapter we present several simulations and phantom reconstructions to val-
idate the discussed X-ray diffraction imaging architectures, and compare the rela-
tive reconstruction performance of the proposed algorithms discussed in the previous 
Chapter. 
6.1 Simulation Description 
Two phantoms are simulated for our experimental purpose. 
In the first set of experiments, we simulate a flat phantom approximately 100 mm 
in diameter, consisting of Lucite, Kapton and water, with air as background. This is a 
two-dimensional (2D)phantom consisting of amorphous materials. The distribution of 
the components and scattering form factors are illustrated in Figure 6 ·1 (Grant et al. , 
1993; Schneider et al. , 2001). We assume the use of parallel beam X-rays at a single 
energy of 60 keV, and a detector array of 30 rows and 151 columns perpendicular 
to the object plane. The detector array is 30 mm in height and 151 mm in width, 
covering scattering angle corresponding to a transferred momentum parameter range 
between 0 and 2 nm- 1 of interest . The source-detector distance is 1135 mm, and the 
distance from the source to the center of rotation is 760 mm. The detectors rotate 
around the phantom along with the source, t aking projections at every 5 degrees over 
a full rotation. 
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Figure 6·1: (a) Phantom object, the color of each pixel indicates 
its material, and air is colored in white. (b) Form factors of sample 
materials, including Lucite, Kapton and water. 
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Figures 6·2 and 6·3 present the Monte Carlo simulations of the 2D phantom on an 
XDT system. During the simulation, 151 parallel beams are generated (i.e., one beam 
per detector column), each of which contains 5 x 104 photons targeting the center 
of the in-plane transmission detectors. We record the trajectory of each photon; for 
simplicity, we neglect any secondary scatter, and set attenuations along any scattering 
path to be the same as those along the transmitted paths. At each viewing angle, 
we take the logarithm of the ratio of the transmitted photon counts to the initial 
counts, and collect such data from each transmission detector. After a complete 
rotation, these measurements form what is known as the sinogram for X-ray CT 
reconstruction, shown in Figure 6.2(a). The reconstruction from this sinogram is a 
CT image of linear attenuation coefficients. Figure 6.2(b) shows the reconstructed 
CT image by the standard filtered backprojection algorithm, along with the difference 
between the reconstruction to the ground truth image in Figure 6.2(c). 
Figure 6·3 illustrates the obtained diffraction projections, where in Figures 6.3(a) 
and 6.3(c) we show off-plane photon counts from viewing angle at 0° and 120°. Plots 
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Figure 6·2: Example of XDT transmission projection. The Monte 
Carlo method is used to simulate photon propagations in the phan-
tom in Figure 6·1. (a) Sinogram from t he t ransmission measurements 
for CT reconstruction. (b) Reconstructed CT image of linear atten-
uation coefficients. (c) Difference between the ground truth and the 
constructed CT image. 
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Figure 6·3: Example of XDT off-plane scattering projection. (a) 
Diffraction projection seen at 0°, vertical axis is the off-plane distance 
to the imaged plane. (b) Plots of scattered photon counts from detector 
column in (a) at t = -0.02 m. (c) Diffraction projection seen at 120°. 
(d) Plots of photon counts from the detector column in (c) at t = -0.02 
m . 
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in Figures 6.3(b) and 6.3(d) give the corresponding photon counts collected by a 
column of detectors at t = -0.02 m. With these projection data, we construct 
q-images of size 105 x 105, at a resolution of 1 pixel per millimeter spatially, and 
transferred-momentum from 0.06 to 1.94 nm- 1 at a resolution of 0.06 nm-1 . 
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Figure 6·4: (a) Simulated spectral distribution of multienergy X-ray 
radiation. (b) Spectrum according t o (a) truncated to the range 50 to 
80 keV. 
In the second set of numerical experiments, we simulate a three-dimensional (3D) 
rectangular solid, homogeneous in hight , containing 2 amorphous materials (PVC 
and PMMA) and 2 crystalline materials (aluminum and graphite) . The cross section 
of the solid is in size 80 x 40 mm, illustrated in Figure 6.5(a). The form factors 
and energy-dependent linear attenuation coefficients of these materials (Thran et al., 
2005; Stevendaal et al., 2003; Kapadia et al., 2013) are given in Figures 6.5(b) and 
6.5(c), respectively. This phantom has both crystalline and amorphous materials in a 
close configuration in order to evaluate the ability of algorithms to separate material 
types. The 3D nature of the phantom requires compensation for the absorption of 
the scattered radiation. 
The detector array has 60 rows, each of which consists of 120 columns. The 
detector element has a pixel size of 0.5 x 0.5 mm. The source-detector distance is 
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Figure 6·5: (a) Phantom object: the color of a pixel indicates its ma-
terial, and air is colored in white . (b) Form factors of sample materials, 
including PMMA, PVC, aluminum and graphite. The curves of PMMA 
and PVC are smoothly spreading across transferred-momentum, while 
the ones of aluminum and graphite are more concentrated at certain q 
values. (c) Plots of linear attenuation coefficients of the four materials, 
in unit of 1/cm. 
g 
0.04 
-0.04 
~~.~04--~-0~. ~~0--~0~~~0~04 
(m) 
0.04 
0.~ 
0 
-0.~ 
-0.04 
0.04 
~.04 
(a) 
-0.~ 0 0.~ 0.04 
(m) 
(c) 
-0.04 
~.~04~~-0~. ~--0~~0~.~~~0~04 
(m) 
(e) 
107 
t(an) 
(b) 
(d) 
t(an) 
(f) 
Figure 6 -6: Example of CAXDI projections of a square phantom 
shown in Figure 6-5 , simulated at 72 keV. (a) and (b): the scene at 
- 60° and its projection. (c) and (d): the scene at 0° and its projection. 
(e) and (f): the scene at -60° and its projection. 
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1135 mm, and the distance from the source to the center of rotation amounts to 515 
mm. This geometry corresponds approximately to the CAXDI geometry discussed in 
the experiments of (MacCabe et al. , 2012). As part of the detection system, CAXDI 
has a coded aperture as in Figure 4.9(a) placed 400 mm away from the detector array. 
In the different architectures that we consider, the detectors may rotate around the 
phantom, taking 3 projections at -60° , 0° and 60° in CAXDI; and at every 20 degrees 
between -60° and 60° in XDT. We assume the use of parallel beam X-rays at 72 keVin 
single energy experiments, and radiation with intensity distribution shown in Figure 
6.4(b) for multienergy experiments. The form factor field is constructed into images 
of size 16 x 32 with transferred-momentum parameter ranging from 0.5 to 2.7 nm-1 
at a resolution of 0.04 nm-1. 
In Figure 6·6, we illustrate CAXDI projections of a slice in the 3D phantom 
object with added Poisson noise. At three different projection angles, the layouts 
of the slice seen by the system are shown in Figures 6.6(a), 6.6(c) and 6.6(e); the 
resulting scattering measurements are shown in Figures 6.6(b), 6.6(d) and 6.6(f). At 
angle oo, photons have longer distance to penetrate inside the object before reaching 
the detector array, thus the measured intensity is lower compared to the other two, 
and exhibits lower signal-to-noise ratio. 
6.2 Evaluation of CAXDI System Configurations 
In this section, experiments are conducted to characterize the performance of various 
configurations on CAXDI, including the effect of coded aperture, sparse sensing, and 
the use of broadband excitation with energy-sensitive detection. 
109 
6.2.1 Effect of coded aperture 
As we pose the reconstruction problem for each of the XDI architectures as an inverse 
problem, we first analyze the spectral characteristics of the resulting algebraic oper-
ator that maps the unknown hyperspectral data into the measured data. To simplify 
the exposition, we consider using a 2D phantom (by neglecting any off-plane attenu-
ation), single energy X-ray excitation at 62 keV, and 6 view angles evenly distributed 
from -60° to 60°. We construct 3 forward operators of different architectures that 
correspond to the described scenario, including limited angle XDT as in (4.27), X-
ray diffraction imaging with coded aperture as in (4.43), and direct imaging without 
coded aperture as in (4.43) with T(·) 1. 
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Figure 6·7: Eigenvalues of forward operators of different diffraction 
imaging architectures. (a) (d): Direct imaging without a coded aper-
ture; (b) (e): Limited angle diffraction tomography; (c) (f): CAXDI. 
Plots on the second row are log-plot of the first row. 
Each of these operators is analyzed in terms of its singular values to identify how 
much information the measurements can provide for reconstruction, versus how much 
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Figure 6·8: Comparison of form factor reconstructions from CAXDI 
architectures with and without using a coded aperture, 2D phantom, 
simulated at 72 keV, noiseless, reconstructed by the IRL1 algorithm 
with a= 5. Locations are randomly picked at (7, 6) for PMMA, (6 , 9) 
for PVC, (19, 4) for aluminum, and (24, 10) for graphite. 
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information must be inferred from other sources of knowledge beyond the measured 
data. Figure 6·7 compares the singular value plots of the three operators. From the 
logarithmic plot, we note that the singular values of the operator without the coded 
aperture in Figure 6.7(d) fall quickly to 0, which indicates significant redundancy 
in the measurements and limits the unambiguous information that can be extracted 
from such measurements. The operator of limited angle tomography exhibits better 
conditioning for the first 9000 elements as shown in Figure 6. 7 (e) then drops off, in-
dicating that limited views and angles may not provide enough information diversity. 
Figure 6.7(f) shows a better set of linearly independent measurements from coded 
aperture imaging system. 
Next, we simulate with single energy at 72 ke V on the 2D phantom in Figure 
6·5, take three projections at -60°, 0°, 60°, and apply the IRLl algorithm in section 
5.2 for inversion. Figure 6·8 shows the reconstructions of the coherent scatter form 
factors sampled at random locations in the different materials and achieved by the 
configurations without a coded aperture to that with a coded aperture. The result 
in Figure 6.8(b) shows that, without a coded aperture , the presence of crystalline 
materials can create significant errors in the reconstruction of the form factors of 
amorphous materials as well as the crystalline materials, so that even the crystalline 
form factors cannot be recognized. The added linear independence of measurements 
provided by the coded aperture serves to separate the form factors appropriately, 
although we do notice inaccurate estimates of the amorphous materials after 1.6 
nm-1 where the original form factors are small but the reconstructed form factors are 
larger, possibly due to the presence of the strong scattering peak from aluminum in 
that region, shown in Figure 6.8( c). These results suggest that using coded aperture 
masks leads to better conditioned imaging systems and enables CAXDI architectures 
to localize and characterize the form factor distribution of an object. 
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6.2.2 Multiview sensing 
We investigate whether multiple viewing angles are necessary for CAXDI systems to 
generate proper reconstructions. We conduct experiments with both a single straight 
view at oo and three views at -60° , oo and 60o on 2D and 3D phantoms. Projections 
are simulated with multienergy radiation according to the spectrum in Figure 6.4(b) 
truncated to the range 50 to 80 keV and collected by photon counting detectors . We 
restrict our attention to this energy range because photons with energies less than 50 
ke V are unlikely to penetrate and exit the materials of interest to luggage inspection, 
while the coherent scatter effect diminishes significantly for energies above 80 ke V in 
materials of interest. All the reconstructions are achieved by the IRLl algorithm in 
section 5.2. Based on our experience, varying the regularization parameter a appears 
to have little impact on the resulting image quality; one may need to increase a if 
noise variance increases. 
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Figure 6·9: Schematic draw of multiview CAXDI. 
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Our experiment starts with a simple 2D case, where we use the cross section from 
the phantom in Figure 6·5 and neglect the attenuation along any off-plane scatter 
paths. Figure 6·10 compares the reconstructed images and form factors from single 
view to those from multiview noiseless observations. It is not surprising that with 
the same inversion method but more projection data collected at different angles, 
reconstructions from multiple views have better accuracy and region localization than 
those from a single view. More specifically, while the reconstructions of the crystalline 
materials are comparable, without sufficient observations, the reconstructions of PVC 
from a single view degrade in Figure 6.10(b) at 1.66 nm-1, yet are better recovered 
in Figure 6.10(c) with 3 viewing angles. Similar results are found in Figures 6.10(e) 
to 6.10(d) , where compared to the single view case, the reconstructed form factors of 
PVC from 3 views are much closer to the ground truth. 
In the 3D case, the presence of materials with strong absorption reduces the 
observed intensities of coherent scatter radiation. In this case, taking multiple pro-
jections allows more photons to go though regions that are occluded in single view 
scenario, thus providing more information for inversion. This is evidenced by compar-
isons of the reconstructions of the crystalline material, aluminum: from single view, 
the reconstructed image at 2.14 nm-1 in Figure 6.11(c) fails to identify the region of 
aluminum, in agreement with the missing peak in green in Figure 6.11(d). 
These results suggest that CAXDI system is capable of recovering a form factor 
distribution given limited viewing angles. However, measurements taken at differ-
ent angles may be necessary to yield proper estimations and feature extraction of 
the unknown distribution, especially at the presence of strong absorbing materials; 
thus, there would be a trade-off between scanning speed (number of projections) and 
reconstruction accuracy. 
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Figure 6·10: Comparison of reconstructions on CAXDI from single 
view vs. multiview by IRLl with a = 5, 2D phantom, using multienergy 
and collected by photon counting detectors at a resolution of 6 keV; 
multi view is taken at -60°, oo and 60°. (b) (c) reconstructed q-images at 
(from left to right) 0.86, 1.30, 1.66 and 2.14 nm-\ (d)( e) reconstructed 
form factors . 
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Figure 6·11: Comparison of reconstructions on CAXDI from single 
view vs. multiview by IRLl with a = 0.25, 3D phantom, using mul-
tienergy and collected by photon counting detectors at a resolution of 
6 keV, multiview is taken at -60°, oo and 60°. (b)(c) reconstructed 
q-images at (from left to right) 0.86, 1.30, 1.66 and 2.14 nm-\ (d)(e) 
reconstructed form factors . 
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6.2.3 Single energy versus multienergy excitation 
To investigate the effects of multienergy radiation and detection techniques on XDI 
systems, we carry out a series of simulations on CAXDI with 3 viewing angles at 
-60°, oo and 60° using the phantom in Figure 6·5. Again, any attenuation along 
off-plane scatter. paths is neglected when the phantom is considered 2D. We apply 
the IRL1 method in (5.9) and compare the reconstructions from data acquired by de-
tectors with single-energy excitation, energy integrating detectors with multi-energy 
excitation and photon counting detectors with a resolution of 6 ke V and multi-energy 
excitation. The photon flux is fixed at the same value for all cases. Single energy 
X-rays are set at 72 keV while broadband X-rays are ranged from 50 to 80 keV with 
characteristic spectra in Figure 6.4(b). 
Figures 6·12 to 6·13 compare reconstructions using monoenergetic and multienergy 
X-ray illumination in 2D cases. For recovering the same size of unknown hyperspectral 
image, using multienergy radiation with photon counting detectors provides more 
measurements in the noiseless case; however, the reconstructed images m Figure 
6.12(c) show no quality improvement over the ones from single energy m Figure 
6.12(b). The results of Figures 6.13(b) and 6.13(c) lead to similar conclusions when 
Poisson noise is present. 
Inversion of multienergy illumination with integrating detection is more compli-
cated since the forward operator is much denser . We notice increased reconstruction 
errors in Figures 6.12(d) and 6.13(d), especially at higher transferred momentum lev-
els. A possible explanation is that due to the nonuniform incident spectra, not enough 
photons at higher energies (thus shorter wavelengths) have interacted with the im-
aged slice, which limits the amount of information to be used for estimating high 
momentum transferred values. The effect of using multienergy radiation on recon-
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(a) Ground truth 
(b) Single energy, a = 5 
(c) Multienergy, photon counting detectors , a= 5 
(d) Multienergy, integrating detectors , a= 15 
Figure 6·12: q-image reconstruction comparison on CAXDI architec-
ture using single and multienergy illumination, 2D phantom, all recon-
structed by the IRLl method from noiseless observation. Images are 
reconstructed at (from left to right) 0.86, 1.30, 1.66 and 2.14 nm- 1 . 
Single energy is at 72 keV. Multienergy source is ranged from 50 to 80 
keV. 
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(a) Ground truth 
(b) Single energy, a= 15 
(c) Multienergy, photon counting detectors, a= 15 
(d) Multienergy, integrating detectors, a= 15 
Figure 6·13: q-image reconstruction comparison on CAXDI architec-
ture with single and multienergy X-rays, 2D phantom, reconstructed 
by the IRLl method, with Poisson noise. Images are reconstructed at 
(from left to right) 0.86, 1.30, 1.66 and 2.14 nm- 1 . Single energy is at 
72 keV. Multienergy source is ranged from 50 to 80 keV. 
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Figure 6-14: Comparison of reconstructed form factors on CAXDI 
architecture using single energy and multienergy excitation, 2D phan-
tom, reconstructed by the IRLl method. Results are averaged over 
pixel locations from the same material class, shown PMMA and PVC. 
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Figure 6·15: Comparison of reconstructed form factors on CAXDI ar-
chitecture using single energy and multienergy excitation, 2D phantom, 
reconstructed by the IRLl method. Results are averaged over pixel lo-
cations from the same material class, shown aluminum and graphite. 
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struction becomes more obvious when we compare the reconstructed form factors of 
the amorphous materials in Figure 6·14, where noiseless case is on the left and noisy 
case is on the right. When illuminated with single energy, the form factor curves 
are smooth although no spectral smoothing regularization is enforced in the objec-
tive function of the IRL1 method. When using a multienergy source, the amorphous 
form factors with small magnitude tend to be affected by the existence of dominant 
peaks from neighboring crystalline materials, which gets worse when the measure-
ments are corrupted by Poisson noise. In all cases we are able to localize and recover 
the form factors of the crystalline materials, shown in Figure 6·15. Reconstructions 
from multienergy source with integrating detectors extract the peaks with a slight 
degradation. 
We repeat the same set of experiments on a 3D phantom where off-plane scat-
ter can be absorbed instead of reaching the detector. The materials used in our 
experiments have linear attenuation coefficients around 0.3 ± 0.1 per centimeter in 
the energy range of 40 to 100 keV, as illustrated in Figure 6.5(c). Given the size of 
the imaged field, introducing attenuation along both incoming and scattering paths 
reduces the amount of detected photons by a factor of nearly 10. To maintain the 
detected signal strength, we increase the source flux strength by a factor of 10. 
Figures 6·16 to 6·19 present reconstructions from both noise free and noisy cases. 
With precise modeling and no noise corruption, q-images can be constructed with 
comparable quality to those from 2D cases, showing that the increased photon flux 
provides enough information for reconstruction. However, when using multienergy ra-
diation and integrating detectors, we observe a degradation of the reconstructed field 
in Figures 6.16(d) and 6.19(e). We hypothesize that not enough photons with higher 
energies interrogate and penetrate the crystalline material of stronger absorption, so 
the system loses the ability to localize and extract diffraction profiles at the far field 
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from the source. The presence of Poisson noise increases the errors in reconstruction, 
particularly in the region closest to the strongly absorbing aluminum block, as shown 
in Figures 6.17(d) and 6.19(f). Note in particular that we are unable to reconstruct 
the strong scattering peak of aluminum in Figures 6.17(d) when using only energy 
integrating detectors . The reconstructions using single energy radiation in Figure 
6.17 (b) , and using multienergy with photon counting detectors in Figure 6.17 (c) also 
suffer from photon starvation, and consequently, low SNR reconstruction . Most re-
gions of the amorphous materials in the reconstructions fade out as they get further 
away from the source. Limited viewing angles and the presence of strong absorbing 
materials could be the causes of such performance. We also notice that when using 
multienergy and integrating detectors, amorphous form factors are more likely to be 
contaminated from graphite and aluminum peaks, in both noise free and noisy cases, 
as illustrated in Figures 6.18(e) and 6.18(f). 
These results suggest that for practical application (3D object, noisy observations) , 
using broad spectrum X-ray sources and photon counting detectors can lead to better 
conditioned inverse problems; however, more sophisticated inversion techniques other 
than IRL1 are desired to achieve better feature extraction, which we investigate in 
section 6.4. 
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(a) Ground truth 
(b) Single energy, a = 1.5 
(c) Multienergy, photon counting detectors, a = 1.5 
(d) Multienergy, integrating detectors , a= 10 
Figure 6·16: q-image reconstruction comparison on CAXDI archi-
tecture using single energy and multienergy excitation, 3D phantom, 
reconstructed by the IRL1 method, noise free case. Images are recon-
structed at (from left to right) 0.86, 1.30, 1.66 and 2.14 nm-1 . Single 
energy is at 72 keV. Multienergy radiation is ranged from 50 to 80 keV. 
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(a) Ground truth 
(b) Single energy, a = 10 
(c) Multienergy, photon counting detectors, a = 10 
(d) Multienergy, integrating detectors , a = 10 
Figure 6·17: q-image reconstruction comparison on CAXDI archi-
tecture using single energy and multienergy excitation, 3D phantom, 
reconstructed by the IRLl method, under Poisson noise . Images are 
reconstructed at (from left to right) 0.86, 1.30, 1.66 and 2.14 nm-1 . 
Single energy is at 72 keV. Multienergy radiation is ranged from 50 to 
80 keV. 
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Figure 6·18: Comparison of reconstructed form factors on CAXDI 
architecture using single energy and multienergy excitation, 3D phan-
tom, reconstructed by the IRLl method. Results are averaged over 
pixel locations from the same material class, shown PMMA and PVC. 
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Figure 6 ·19: Comparison of reconstructed form factors on CAXDI ar-
chitecture using single energy and multienergy excitation, 3D phantom, 
reconstructed by the IRLl method. Results are averaged over pixel lo-
cations from the same material class, shown aluminum and graphite. 
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6.3 Adequacy of Attenuation Approximation 
In this section, we conduct a set of experiments to establish whether the attenuation 
approximation in ( 4.25) is adequate for XDI reconstruction algorithms. We use the 3D 
phantom shown in Figure 6·5, and measure both the off-plane scatter and transmitted 
spectrum. All the reconstructions are obtained by the IREP algorithm of section 
5.3. Our approach to explore the space of regularization parameters is to first select 
the smoothness parameter a, which is architecture dependent , and then narrow the 
choices for 1 to keep ( a1) - 1 in a reasonable range 1 . When constructing from noisy 
observations, we increase a to improve image smoothness and reduce 1 accordingly. 
All the used parameter values are listed along with the reconstruction results in the 
experiments that follow. 
As we discussed in section 4.6 , (Stevendaal et al., 2003) proposed a measurement 
model for XDT that eliminated the requirement for knowing the energy-dependent 
linear attenuation coefficient distribution. The key of this approach lies in the at-
tenuation approximation assumption, based on which one could take the ratio of the 
scattered intensity measured by each off-plane detector to the transmitted intensity 
measured in-plane as an alternative observation. However, when the X-ray source had 
a multienergy spectrum, even if measured by photon-counting detectors, such simpli-
fication requires that the straight path attenuation and intensity are approximately 
constant in the energy range of interest. 
We start with the use of a single energy X-ray source. In Figure 6·20 we show 
the reconstructed cross section using the forward model with attenuation informa-
tion ( 4.24) in Figure 6.20(b) versus using the suggested ratio model ( 4.27) in Figure 
6.20(c). Figures 6.20(d) and 6.20(e) compare the reconstructions under Poisson noise. 
1 (a'Y)-1 ::::::: 1 in general, bigger than 1 for noisy case so as to make edge detection less sensitive 
to noise. 
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(a) Ground truth 
(b) XDT, accurate attenuation modeling, a= 2.5, '"Y = 0.4 
(c) XDT, in-plane attenuation correction, a= 12.5, '"'f = 0.1 
(d) XDT, accurate attenuation modeling, under Poisson noise, a= 30, '"'f = 0.03 
(e) XDT, in-plane attenuation correction, under Poisson noise, a = 95 , '"Y = 0.009 
Figure 6·20: Attenuation correction study. Comparison of reconstruc-
tions of 3D phantom on XDT, simulated at 72 keV, 12 projections are 
taken uniformly distributed over a full range of 360°. Images are recon-
structed (from left to right) at 0.86, 1.30, 1.66 and 2.14 nm-1 by the 
IREP method. 
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In Figure 6·21, we give the comparison when using a multienergy X-ray source with 
spectrum according to Figure 6.4(b) truncated to the range 50 to 80 keV with photon 
counting detection. These results show that the quality of the reconstructed images 
based on the approximate ratio forward model is acceptable, with an increase in error 
in the reconstruction of the homogeneous aluminum block. 
Figure 6·22 shows results using the same multienergy X-ray source when only in-
tegrating detectors are used. In this case, reconstructions based on the ratio model 
(shown in Figures 6.22(c) and 6.22(e)), even from noiseless observations, fail to re-
cover the Bragg peaks of the crystalline materials; in addition, there are significant 
leakages that contaminate neighboring amorphous regions. The results are worse for 
two reasons: first, since we only collect measurements from one energy bin, there is a 
reduction the total number of measurements collected; second, the ratio approxima-
tion is a worse approximation over a wider energy range because the linear attenuation 
coefficient has significant wavelength dependence. 
We perform a similar set of experiments with the CAXDI architecture to see 
whether the attenuation approximation suggested for XDT can be extended. Fig-
ure 6·23 shows the reconstructions obtained on CAXDI with three views using a 
monochromatic source at 72 keY, noise free. Compared to reconstructions in Figure 
6.23(c) obtained from the exact attenuation model (4.43), results based on the ratio 
approximation ( 4.44) in Figure 6.23(b) suggest that such attenuation normalization 
is totally inadequate to allow 'the unmixing of the scattered intensities from different 
voxels. 
The main conclusions from these results are that using broadband X-ray excitation 
and photon-counting detectors, reconstructions based on the approximate ratio for-
ward model of XDT are degraded in accuracy and spatial localization, but acceptable. 
On the other hand, knowledge of energy-dependent linear attenuation coefficients is 
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(a) Ground truth 
(b) XDT, accurate attenuation modeling, a= 1.5,-y = 0.8 
(c) XDT, in-plane attenuation correction, a= 15, -y = 0.1 
(d) XDT, accurate attenuation modeling, under Poisson noise, a= 17.5, ')' = 0.05 
(e) XDT, in-plane attenuation correction, under Poisson noise, a = 45,-y = 0.02 
Figure 6·21: Attenuation correction study. Comparison of reconstruc-
tions of 3D phantom on XDT, simulated at multi energy ranging from 
60 to 72 keV. 12 projections are taken uniformly distributed over a full 
range of 360°, detected by photon counting detectors at 4 ke V resolu-
tion. Images are reconstructed (from left to right) at 0.86, 1.30, 1.66 
and 2.14 nm- 1 by the IREP method. 
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(a) Ground truth 
(b) XDT, accurate attenuation modeling, a = 5, 1 = 0.4 
(c) XDT, in-plane attenuation correction, a = 15,/ = 0.07 
IJIJ , 
., 
Rl 
(d) XDT, accurate attenuation modeling, under Poisson noise, a= 25, / = 0.04 
(e) XDT, in-plane attenuation correction, under Poisson noise,a = 100,/ = 0.01 
Figure 6 ·22: Attenuation correction study. Comparison of reconstruc-
tions of 3D phantom on XDT, simulated at multienergy ranging from 
60 to 72 keV. 12 projections are taken uniformly distributed over a full 
range of 360°, detected by integrating detectors, and using in-plane at-
tenuation at 66.5 keV for correction. Images are reconstructed (from 
left to right) at 0.86, 1.30, 1.66 and 2.14 nm-1 by the IREP method. 
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necessary for adequate reconstruction on CAXDI. 
(a) Ground truth 
I ll ~.' . t td~ .• 
(b) CAXDI, accurate attenuation modeling, a= 7.5,')' = 0.4 
(c) CAXDI, in-plane attenuation correction, a= 50, ')'= 0.02 
Figure 6·23: Attenuation correction study. Comparison of recon-
structions of 3D phantom on CAXDI, simulated at 72 keV, noise less. 
3 projections are taken at -60°, oo and 60°. Images are reconstructed 
(from left to right) at 0.86, 1.30, 1.66 and 2.14 nm-1 by the IREP 
method. 
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6.4 Comparison of Reconstruction Algorithms 
This section focuses on evaluation of the XDI reconstruction algorithms presented in 
section 5.2, 5.3, and 5.4 with existing algorithms on 2D and 3D phantom simulations. 
In particular, we demonstrate the impacts of joint inversion, prior-based sparse rep-
resentation techniques and fusing side segmentation information on reconstruction 
quality. 
6.4.1 Inversion of XDT 
In this subsection, we evaluate and compare XDT reconstruction algorithms on the 
2D phantom in Figure 6·1. We also study the diffraction profiles acquired by the 
tube-collimated direct imaging (1st-generation XDI). In all scenarios, we simulate the 
projections using the Monte Carlo techniques and neglect any off-plane attenuation. 
For XDI direct imaging, we send a multienergy X-ray source in the range 60 to 100 
keV, 20 x 104 photons per keV towards the center of each pixel location, out of which 
those scattered from the pixel under test at angle 3.05° ± 0.15° are captured. For 
tomographic imaging, we take 72 projections uniformed distributed over a 360° range. 
At each viewing angle, we generate 5 x 104 photons at energy 60 keV, targeting the 
center of each in-plane transmission detector. Note that as we construct the field of 
view into q-images of size 105 x 105, the total number of photons generated for XDI 
is over 200 times bigger than that for XDT. We recover the diffraction characteristics 
of the field using different inversion algorithms, as demonstrated below. 
In Figure 6.24(a) we show reconstructed q-images from the direct imaging config-
uration. The images are noisier than comparable images generated by XDT systems, 
illustrated in Figures 6.24(b), 6.24(c) and 6.24(d), where we apply the FBP (4.61), 
ART ( 4. 64) and IREP ( 5.11) methods, respectively, using as measurements the ratio 
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(a) Direct imaging 
(b) FBP 
(c) ART 
(d) IREP, a = 25,f' =250 
Figure 6·24: Comparison of q-images acquired by XDI direct imag-
ing, and reconstructed by FBP, ART and IREP algorithms on XDT 
architecture, illuminated at 60 keV. Images are reconstructed at (from 
left to right) 0.90, 1.16 and 1.55 nm-1 . (b) FBP, MSE = 0.0532, 0.0504, 
0.0360. (c) ART, MSE = 0.0567, 0.0435, 0.0375. (d) IREP, MSE = 
0.0262, 0.0247, 0.0187. 
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Figure 6 ·25: Comparison ofform factors acquired by XDI direct imag-
ing, and reconstructed by FBP, ART and IREP algorithms on XDT. 
The locations are randomly picked at coordinate (59, 79) for lucite, 
( 44, 63) for Kapton , and (66 , 59) for water. MSE is used as metric for 
quantitative evaluation of the reconstructions. 
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approximation described in ( 4.27). Severe artifacts are observed in the background 
in images from FBP and ART, but are not visible in those from IREP with field 
smoothing regularization. Note that direct imaging also avoids these artifacts. Ob-
ject interior regions in the images have the same problem where streak and speckle 
artifacts appear in Figures 6.24(a), 6.24(b) and 6.24(c). 
The FBP method suffers from having a limited number of viewing angles and 
uncertainties in the measurements that degrades the quality of backprojection for 
image recovery. Besides, when the method projects filtered observations back to the 
unknown form factor space, values for each pixel may not be located exactly on trans-
ferred momentum parameters under construction, and by the nature of the method, 
no interpolation procedure is used to address this issue. This leads to reconstruc-
tion inaccuracy as evidenced by comparing the four images on the first column in 
Figure 6·24. The ART method has higher computational burden without significant 
quality improvement over FBP. With the joint boundary regularization technique, 
the IREP method achieves improved boundary reconstruction by combining struc-
tural features indicated at all transferred momentum levels and estimating a shared 
boundary field. The parameter (i.e., transferred momentum) quantization problem is 
alleviated in both the ART and IREP methods where interpolation is incorporated 
into the forward operator as given in ( 4.57) , leading to more accurate reconstructions. 
Edges in the images from direct imaging are also sharp and consistent across 
spectrum. This is because the form factor of each pixel location is estimated inde-
pendently, so any crosstalk is avoided. However, when we randomly pick locations 
from each material class and plot the estimated diffraction profiles, results from di-
rect imaging, shown in Figure 6.25(a), are noisy and badly deviate from reference 
values, which makes post-reconstruction classification difficult. Those from the IREP 
method in Figure 6.25(d) are smoother when compared to those from the FBP method 
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in 6.25(b) and the ART method in 6.25(c), although no spectral smoothing penalty 
is included in the IREP objective function. 
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Figure 6·26: MSE of reconstructed images using the FBP, ART and 
IREP methods. 
We use the mean-square error (MSE) metric for quantitative evaluation of the 
three reconstruction algorithms, defined as follows, 
1 N 2 
MSE(m) = N L lax~ -IF(xi,Yi,qm) l2 1 , 
i=l 
(6.1) 
where x~ denotes the reconstructed hyperspectral voxel at ith spatial location eval-
uated at transferred momentum qm, whose ground truth is given by IF( xi, Yi, qm) 12 . 
a is a scalar2 chosen in a minimum mean square error (MMSE) fashion to minimize 
the sum of the mean squared errors across all momentum levels, as 
N M 2 
a= argmin L L l ex~ - IF(xi, Yi , qm) l2 1 . 
cElR i=l m=l 
(6 .2) 
The MSE of reconstructed form factors is defined in the same fashion except that the 
square error is summed over the number of sampled q parameters. We list the MSE 
of t he reconstructed images from methods under comparison in Figure 6·25, and plot 
across transferred momentum in Figure 6·26. The results indicate that the IREP 
2 We may consider form factors as probability density functions of the scattering angle. a is 
intended to capture the scaling factor between the Monte Carlo predictions and the ground truth 
distributions. 
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method can improve MSE by a factor of 2 when compared to FBP and ART. Also, 
MSE tends to increase when overall form factor values of the imaged field increase, 
and vice versa. 
6.4.2 Inversion of CAXDI for 2D phantoms 
In this set of experiments, we evaluate and compare performance of reconstruction al-
gorithms on CAXDI architecture, including algorithms IRLl in (5.9), IREP in (5.11), 
and IRWS in (5.22). All the used parameter values are listed along with the recon-
structed q-images in the experiments that follow. 
In all the simulations, we use single energy X-rays at 72 keV and take projections 
from three viewing angles at -60°, 0° and 60°. The collection of splines used in the 
IRWS method of section 5.4 is shown in Figure 5·4. With these splines, we are able 
to obtain sparse representations of the target form factors as summarized in Figure 
5·5. 
To get an initial, simplified behavioral understanding, we first consider the cross 
section of the phantom in Figure 6·5 as a 2D phantom, and neglect any off-plane 
attenuation. Given noiseless observations from a monoenergetic excitation, the results 
are presented in Figure 6·27, and the first column in Figures 6·29 and 6·30. The results 
show that all the proposed algorithms are able to form smooth images of diffraction 
profiles at sampled transferred momentum levels. The IRLl method, shown in Figure 
6.27(b), and the IRWS methods, shown in Figure 6.27(d) , have similar performance on 
constructing images of the amorphous materials since they are both .€1-norm based 
inversion methods, imposing smoothness penalty on each individual q-image. The 
IRWS has some difficulty reconstructing the extent of the graphite peak at 1.30 nm- 1 . 
The cause of such behavior is that the given spline dictionary does not contain curves 
that match exactly the width of peaks of the sample crystalline materials, shown in 
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Figure 6.30(e) and the comparison between Figures 6.31(c) and 6.31(f). To achieve 
optimality, the algorithm is driven to compensate these misrepresentations by creating 
artifacts. The aluminum region with a peak at 2.14 nm- 1 is better fitted with the 
given splines, and consequently the method regains its ability to recover favorable 
images of the field in Figure 6.27(d) . 
Using joint reconstruction with shared boundary estimation, images from the 
IREP method, shown in Figure 6.27(c), have sharper and more consistent structural 
features when compared to results from the IRL1 and IRWS methods. The advantage 
of edge-preserving regularization becomes more apparent in the next experiment, 
where we add Poisson noise to the measurements. In the presence of noise, the IREP 
method still provides good reconstructions by increasing parameter a to suppress 
noise while maintaining details on boundary transition, as shown in Figure 6.28(c) . 
Figure 6.28( d) shows results from the IRWS method. While the problem of graphite 
misrepresentation remains at 1.30 nm-1, we obtain better images at the other levels 
such as 0.86 nm-1 when compared to results from the IRL1 method, given in Figure 
6.28(b). This is achieved by putting the f 1-norm penalty on the spline coefficients. 
Encouraging sparse representation can significantly remove undesirable, small spline 
coefficients and thus suppress noise from the resulting images. 
Figures 6·29 and 6·30 illustrate reconstructed form factors that are averaged over 
pixel locations from the same material, where results from noise-free and noisy cases 
are listed on the left and right , respectively. In both cases, peaks in diffraction 
profiles of the crystalline materials are well extracted in Figures 6·30, although the 
IRWS method cannot give an exact curve fitting using the given dictionary. The three 
methods differ greatly in their performance of constructing the amorphous materials, 
where the IRL1 method gives perfect reconstruction in the noise-free case in Figure 
6.29(a) , but erroneous profiles at high momentum levels in the noisy case in Figure 
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6.29(b). The IRWS method has similar performance in both cases, as illustrated in 
Figures 6.29(e) and 6.29(f), where the profiles are not as smooth as the other methods. 
One reason is that IRWS tries to explain the curves using the small pulse-like splines 
when a combination of smooth splines is not enough. Since we only put the total 
variation penalty on the field of coefficients instead of the image field, unsmooth curves 
are hard to prevent. Again, the IREP method yields more continuous and smoother 
profiles of the amorphous materials in Figures 6.29(c) and 6.29(d) by minimizing 
image field variations and enforcing structural consistency across q-images of the 
scene. 
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Figure 6·27: Comparison of q-image reconstruction on CAXDI with 
IRL1 , IREP and IRWS, 2D phantom, simulated at 72 keV, noiseless 
free . Images are reconstructed at (from left to right) 0.86 , 1.30, 1.66 
and 2.14 nm- 1 . Note the smaller reconstructed graphite peak in the 
1.30 nm- 1 q-image generated by IRWS. 
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Figure 6·28: Comparison of q-image reconstruction on CAXDI with 
IRL1 , IREP and IRWS, 2D phantom, simulated at 72 keV, under Pois-
son noise. Images are reconstructed at (from left to right) 0.86, 1.30, 
1. 66 and 2.14 nm - l . The IRWS method still has difficulty reconstruct-
ing the full spatial extent of the graphite peak at 1.30 nm-1, as illus-
trated in Figure 6·31. 
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Figure 6·29: Comparison of reconstructed form factors on CAXDI 
by IRLl, IREP and IRWS, 2D phantom, simulated at 72 keV. Results 
are averaged over pixel locations from the same material class, shown 
PMMA and PVC. 
We evaluate reconstructions from the IRLl and IREP methods in Figure 6·28 using 
root-mean-square deviation (RMSD) as qualitative metrics, shown in Figure 6·32. 
The RMSD measures the differences between values reconstructed by the methods 
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Figure 6 ·30: Comparison of reconstructed form factors on CAXDI 
by IRLl, IREP and IRWS, 2D phantom, simulated at 72 keV. Results 
are averaged over pixel locations from the same material class, shown 
aluminum and graphite. 
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Figure 6 ·31: Illustration of errors in spline fitting and reconstruction 
in IRWS. Reconstruct ions are obtained from simulations on a 2D phan-
tom using a single energy X-ray source at 72 keV under Poisson noise. 
The pixel of graphite at coordinate (10, 31) in Figure 6·28 is incorrectly 
reconstructed due to a misfit based on the given spline dictionary. 
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and the ground truth within regions of the same material, 
(6 .3) 
where Mi denotes a set of pixels from the jth material, !Mil is the size of the set. 
xi is the reconstructed value of pixel location (xi, Yi) at momentum level qm , whose 
ground truth is IF( x i, Yi, qm) 12 . PMMA is the surrounding material in the phantom, 
whose RMSD plots in Figure 6.32(a) indicate that comparing to IREP, reconstructions 
by IRL1 are more affected by the form factor peaks from the crystalline materials 
at the vicinity of 1.3 and 2.14nm-1 . This is consistent with the results shown in 
Figure 6.28(b) where regions that are composed of PMMA show higher values for 
form factor when they are near the graphite and aluminum blocks. While PVC has · 
rather flat and comparable RMSD plots in Figure 6.32(c), plots of aluminum and 
graphite in Figures 6.32(c) and 6.32(d) respectively show larger deviation at the form 
factor peaks primarily due to the higher peak values for coherent scatter form factor. 
6.4.3 Inversion of CAXDI for 3D phantoms, multienergy radiation 
Recall that in section 6.2.3 we had difficulties in reconstructing diffraction profiles 
of a 3D phantom with either single energy or multienergy radiation, especially in 
the presence of Poisson noise, as illustrated in Figure 6 ·17. The main causes of such 
behavior are photon starvation as we take attenuation along the scattering path into 
consideration, and consequently low signal-to-noise ratio reconstruction. In this sec-
tion, we test algorithms on these challenging yet more realistic cases. Our previous 
experiments on a 2D phantom have served to give a sense of performance of the pro-
posed algorithms, where the IREP method outperforms the IRL1 and IRWS methods 
in most scenarios. In this subsection, we will evaluate the IREP method along with 
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Figure 6·32: Plots of RMSD across transferred-momentum of recon-
structed regions by the IRLl and IREP methods on 2D phantom, sim-
ulated at 72 ke V, under Poisson noise. Reconstructed images are given 
in Figure 6·28 . 
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IRL1; in addition, we will also explore the IREP-C method of section 5.3.1, which 
starts the image formation process with an initialized edge field obtained as side 
information from sources such as CT reconstructions. 
First, we consider a noise free case with multienergy radiation from 50 keV to 
80 keV, according to the truncated spectrum illustrated in Figure 6.4(b). We use 
the CAXDI architecture with three illumination positions at -60°, oo and 60° with 
photon counting detectors with a resolution of 6 keV. The results are presented in 
Figure 6·33 with side-by-side comparison of reconstructions from the IRL1 method. 
Note that, in the q-images at 0.86 and 2.14 nm-1 , corresponding to the peaks of 
the form factors of graphite and aluminum, the reconstruction of the IREP method 
provides a clear and accurate segmentation of the graphite and aluminum regions. 
In contrast , the reconstruction of the IRL1 method shows some contamination of the 
surrounding PMMA region from the peaks in the graphite and aluminum regions. 
Next, we evaluate algorithms on reconstruction from noisy measurements, where 
we add Poisson noise to the 3D projection data. As discussed, the difficulty of 3D 
phantom reconstruction is the lack of photons penetrating regions away from the 
source to provide sufficient scattering information for inversion. As Figure 6 .34(b) 
illustrates, the IRL1 method still has difficulties with contamination across the bound-
aries of the crystalline regions of graphite and aluminum. The presence of noise also 
makes it harder to reconstruct accurately the amorphous material regions, as demon-
strated by the q-images at 0.86 and 1.66 nm-1 in Figure 6.34(b) . One reason for such 
behavior is that due to the presence of noise and the nature of the ill-posed problem, 
the edge field may not be well extracted, creating undesired boundaries that mislead 
the image formation process. 
Figure 6·35 presents a reconstructed hyperspectral image from a different per-
spective. The image is constructed from simulated projection data of a 3D phantom 
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Figure 6 ·33: Reconstruction comparison of 3D phantom on CAXDI 
by IRL1 and IREP, using multienergy excitation ranging from 50 to 80 
keV, noiseless case. (b)(c) are reconstructions at (from left to right) 
0.86, 1.30, 1.66 and 2.14 nm-1 . (d)(e)(f)(g) are estimated form factors 
averaged over pixel locations from the same material class. 
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Figure 6·34: Reconstruction comparison of 3D phantom on CAXDI 
by IRL1 and IREP, using multienergy excitation ranging from 50 to 80 
ke V , under Poisson noise. (b) (c) are reconstructions at (from left to 
right) 0.86, 1.30, 1.66 and 2.14 nm-1 . (d)(e)(f)(g) are estimated form 
factors averaged over pixel locations from the same material class. 
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with monoenergetic radiation at the presence of Poisson noise. Instead of showing 
q-images at different transferred momentum levels, we keep one of the spatial x-y 
coordinates fixed, indicated in red dot line on the left, and display the cross section of 
the hyperspectral image on the right, where each row is a vector of the coherent scat-
ter form factor of the corresponding location. Without imposing spectral smoothing, 
form factors from the same material regions are not ideally uniform, yet the cross sec-
tion image can be easily segmented, which corresponds to transition between medium 
and another, fed back to boundary localization to further help constrain and enhance 
image reconstruction process. 
For our CAXDI 3D case, we assume the availability of linear attenuation coefficient 
(LAC) distribution of the imaged space. We can use this information to obtain 
an estimate of the boundary field which can be provided as the field to be used 
in the IREP-C algorithm. We take this approach and present in Figure 6·36 the 
reconstruction obtained of the IREP-C method, and in Figure 6·37 the plot of the 
corresponding objective function cost. These results show that image quality can be 
improved with a good edge field initialization, although doing so may not lead to a 
lower function cost. 
In Figures 6·38, 6·39 and 6·40 we compare the relative performance of the IRL1, 
IREP and IREP-C methods using simulations with single energy excitation. The 
corresponding edge field estimations of IREP and IREP-C are given in Figure 6·41. 
Results from the IREP method in Figure 6.38(c), and the IREP-C method in Figure 
6.38(d), reveal features of the lower part of the imaged slice at 0.86 nm-1 that are 
missing in the reconstructions by the IRL1 method in Figure 6.38(b). This part is 
mostly PMMA, as shown in plots in Figure 6.40(a) where both the IREP and IREP-C 
methods have smaller RMSD. Contamination in PMMA caused by the presence of 
graphite in IRL1 appears in 6.40(a) where we observe a peak at around 1.3 nm-1 . 
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Figure 6·35: Illustration of form factors map at fixed coordinates, 
reconstructed from 3D phantom on CAXDI using single energy at 72 
ke V under Poisson noise . The fixed coordinate is indicated on the left 
and the map view of the form factors is given on the right . 
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(a) Ground truth 
(b) IREP-C, 1st iteration 
(c) IREP-C, lOth iteration 
Figure 6·36: Comparison of image reconstructions of 3D phantom by 
the IREP-C methods, a--:- 45, ')' = 0.02, using single energy at 72 keV, 
measured under Poisson noise. Images are reconstructed (from left to 
right) at 0.86, 1.30, 1.66 and 2.14 nm- 1 . 
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Figure 6·37: Convergence of the IREP and IREP-C methods on 3D 
phantom inversion. Projection data are simulated with single energy 
excitation at 72 ke V at the presence of Poisson noise. 
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This is also evident from plots of averaged form factors compared in Figures 6.39(a) , 
6.39(c) and 6.39(e) . In Figure 6.40(b), we see that from the 1.3 nm-1 q-image, IRL1 
outperforms IREP and IREP-C in terms of capturing the extent of PVC, which is 
either missing or deviated from the truth value in the later cases, shown in the third 
column of Figure 6·38. However, note that the form factors of PVC and PMMA 
are relatively close in this region, so that the two materials are hard to distinguish. 
In the fourth column, the form factor peak from aluminum at 2.14 nm-1 shows 
contamination into the PMMA region in IRL1 and shows a segmentation error of the 
aluminum region in IREP. In contrast, the reconstruction of the aluminum region 
in IREP-C in Figure 6.38(d) is accurate. Figure 6.40(c) shows that IREP-C has 
significantly smaller RMSD than other algorithms in the aluminum region. 
We observe similar performance on an experiment simulating multienergy exci-
tation with photon counting detectors, with results shown in Figures 6·43, 6·44 and 
6·45. The edge fields obtained from the IREP and IREP-C methods are shown in 
Figure 6·42. Compared with the single energy reconstruction of Figure 6·38, the 
IRL1 algorithm continues to have contamination problems in the PMMA region in 
the neighborhood of the crystalline graphite and aluminum regions, shown in the 
reconstructions of Figure 6.43(b) and RMSD peaks in Figure 6.45(a) in the vicinity 
of 1.3 and 2.14 nm-1. The IREP and IREP-C methods reduce this contamination 
significantly. The fourth column of Figure 6·43 shows that the IREP-C algorithm has 
superior segmentation of the aluminum block, obtained from a better segmentation 
initialization. This advantage also leads to more accurate reconstruction of the form 
factors of aluminum, shown on the right column in Figure 6·44 and RMSD peaks 
in Figure 6.45(c). The difficulty in segmentation by the IREP and IRL1 methods 
is likely due to the significant attenuation of the scattered photons that must exit 
through the aluminum block in 3D to reach the detectors . 
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(b) IRLl, o: = 10 
(c) IREP, o: = 4,/' = 0.2 
(d) IREP-C, o: = 4, 'Y = 0.2 
Figure 6·38: Comparison of image reconstructions of 3D phantom 
by IRLl, IREP and IREP-C, using single energy at 72 keV, measured 
under Poisson noise. Images are reconstructed (from left to right) at 
0.86, 1.30, 1.66 and 2.14 nm- 1 . 
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Figure 6·39: Comparison of form fact ors estimates of 3D phant om on 
CAXDI architecture using single energy at 72 keV, reconstructed by 
t he IRLl , IREP and IREP-C methods, under Poisson noise. Results 
are averaged over pixel locations from t he same material class, shown 
PMMA and PVC on the left column, and aluminum and graphite on 
the right column. 
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Figure 6-40: Plots of RMSD across transferred-momentum of recon-
structed regions by the IRLl, IREP and IREP-C methods on 3D phan-
tom, simulated at 72 ke V, under Poisson noise. Reconstructed images 
are given in Figure 6-38. 
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Figure 6·41: Comparison of edge estimation of the IREP and IREP-C 
methods. Projections data are simulated on 3D phantom with single 
energy excitation at 72 ke V under Poisson noise. The constructed im-
ages are compared in Figure 6·38. 
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Figure 6·42: Comparison of edge estimation of the IREP and IREP-C 
methods. Projection data are simulated on 3D phantom with multi-
energy excitation ranging from 50 to 80 ke V under Poisson noise. The 
constructed images are compared in Figure 6·43. 
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F igure 6 ·43: Comparison of image reconstructions of 3D phantom by 
the IRLl , IREP and IREP-C methods, using multienergy excitation 
ranging from 50 to 80 keV, measured under Poisson noise. Images are 
reconstructed (from left to right) at 0.86, 1.30, 1.66 and 2.14 nm- 1 . 
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Figure 6 ·44: Comparison of form factors estimates of 3D phantom 
on CAXDI architecture using multienergy ranging from 50 to 80 keV, 
reconstructed by the IRLl, IREP and IREP-C methods, under Poisson 
noise. Results are averaged over pixel locations from the same material 
class , shown PMMA and PVC on the left column, and aluminum and 
graphite on the right column. 
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Figure 6 ·45: Plots of RMSD across transferred-momentum of recon-
structed regions by the IRL1 , IREP and IREP-C methods on 3D phan-
tom, simulated with multienergy excitation ranging from 50 to 80 keV, 
under Poisson noise. Reconstructed images are given in Figure 6·43. 
Chapter 7 
Conclusions and Future Directions 
7.1 Conclusions 
In this thesis, we explored novel imaging architectures and reconstruction techniques 
that generate images of energy-dependent properties using broadband sources and 
energy-sensitive detection. These techniques can provide additional information to 
complement that provided by existing imaging systems for improved material char-
acterization. 
Our studies show that the class of inversion approaches that exploit joint infor-
mation across frequency yield improved information when compared with inversion 
approaches for forming frequency-by-frequency images. By enforcing structural con-
sistency across spectrum and performing edge-preserving regularization, images at 
lower frequencies have improved resolution , and the resulting reconstructed images 
are less sensitive to noise. 
We developed novel approaches to integrate a priori knowledge of spectral char-
acteristics of constituent materials in the form of spectral parameterization. These 
techniques allow for a coherent combination of spectra across frequencies in estima-
tion of the presence of materials of interest, providing enhanced image quality and 
material recognition. However, the applicability of these techniques is limited when 
accurate spectral signatures are not available. 
In our results, we explored two different architectures for tomographic reconstruc-
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tion of X-ray diffraction images, as alternatives to the current direct-imaging XDI 
systems. The two architectures, X-ray Diffraction Tomography (XDT) and Coded 
Aperture X-ray Diffraction Imaging (CAXDI) show capabilities to provide spatially 
resolved coherent-scatter form factors with increased signal-to-noise ratio measure-
ments and shorter acquisition time than comparable direct imaging XDI systems. 
XDT shows significant increase in quality of reconstruction given less total photon 
flux when compared with direct XDI systems. CAXDI systems show comparable or 
improved reconstruction accuracy with XDT while reducing the total photon flux by 
an order of magnitude, although requiring a significant increase in complexity for 
image formation. However, these algorithms require tomographic reconstruction in 
order to generate estimates of the local form factor distributions. We showed that 
iterative reconstruction algorithms are superior for compensating for sparse sensing 
views and a discrete number of detectors, and generate superior reconstruction ac-
curacy in terms of localization and characterization of form factor structure when 
compared with alternative techniques such as filtered backprojection. 
The conclusion drawn from evaluation of reconstruction performance of XDT was 
that, with photon-counting detectors, one could normalize the observed scatter mea-
surements by the intensities collected from transmission detectors to eliminate the 
requirement for knowing the attenuation coefficient distribution at the price of image 
quality degradation. However, this approach is not applicable for CAXDI because of 
the broader directions of photons collected at the detectors. Thus, CAXDI architec-
tures will require estimates of energy-dependent linear attenuation coefficients in the 
region of interest in order to form accurate images of form factors . These estimates 
may be obtained through the use of dual-energy or multienergy CT. 
Our results also determined that fusion of XDI systems with multienergy CT is 
beneficial at many levels. With prior knowledge of energy-dependent linear attenua-
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tion coefficient distributions, attenuation correction can be performed for more precise 
forward modeling. In addition, a priori segmentation can be used to guide image for-
mation under a unified spatial representation while reducing region contamination. 
7.2 Future Directions 
The research presented in this thesis is part of a long-term effect to explore novel 
imaging architectures practical for non-invasive inspection. There are many issues to 
be resolved and many improvements and analysis to be made to extend our efforts, 
of which we list a few below: 
• Algorithms explored in this work use observation models that exclude sec-
ond and higher order scattering, Compton scattering, photoelectric effects, 
etc. Many of the evaluations performed in Chapter 6 used additive Poisson 
noise models to represent these effects. Using higher-fidelity simulators such as 
Geant4 would lead to deeper insight into performance of the algorithms and 
characteristics of different architectures under more realistic conditions. 
• The new algorithms developed in this thesis are iterative algorithms with large 
computation requirements. Developing versions of these algorithms or alter-
native approaches that would be suitable for real-time computation remains 
a challenge for future work in order to allow for implementation in practical 
systems. 
• Reconstruction methods for X-ray diffraction imaging are based on forward 
models that require knowledge of energy-dependent linear attenuation coeffi-
cients in the region of interest. Robust techniques that assume incomplete or 
inaccurate a priori knowledge of attenuation distribution should be explored. 
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• Our investigation of dictionary methods for reconstruction focused on non-
adaptive dictionaries. Recent works (Ravishankar and Bresler, 2011; Ravis-
hankar and Bresler, 2013) on the application of adaptive sparsifying transform 
in signal processing showed superior tomographic reconstructions to traditional 
filtered backprojection and weighted total-variation regularized inversion ap-
proaches. Extending our techniques on such an adaptive dictionary learning 
framework for better spectral fitting would be another subject worthy of study. 
Appendix A 
Non uniform Fast Fourier Transform 
Without loss of generality, consider in one-dimensional (1D) a vector of uniformly-
spaced signal samples, u E CP, and a set of ( nonuniformly-spaced) frequencies { wk : 
k = 1, . .. , K} for which we want to evaluate their Fourier transform. The exact 
discrete-time Fourier transform (DTFT) at wk is given by: 
(A.1) 
where 1/J k is the DTFT basis corresponding to wk , 
(A.2) 
In a matrix-vector form, 
U='Wu, (A.3) 
where uTA [U(wl), U(w2) , ... ' U(wx)J, w = ('I/JI'I/J2 .. · '1/Jx? is the DTFT operator. 
The evaluation of (A.3) requires O(K N), which would be undesirably slow. 
Instead of the above direct computation, several nonuniform fast Fourier trans-
form (NUFFT) methods were proposed (Dutt and Rokhlin , 1993; Liu and Nguyen, 
1998; Ware, 1998) to achieve fast approximations U ~ U based on interpolating an 
oversampled M-point fast Fourier Transform (FFT) (Oppenheim et al. , 1989) cJl = 
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(<fJI¢2 · · · ¢Mf, where M 2': K , ¢m is the FFT basis corresponding to ~m = 27rm/M, 
m = 0, 1, ... , M- 1. (A.4) 
These methods proceed in 3 steps: 
1. Point-wise scaling of u to compensate for the imperfections of the subsequent 
frequency interpolation. 
2. Calculation of an oversampled FFT. 
3. Interpolation onto the desired frequency locations using a small local neighbor-
hood in the frequency domain. 
In this thesis, we use the NUFFT method in (Fessler and Sutton, 2003) which 
adopts a min-max criterion for choosing the interpolation coefficients. Specifically, 
given the interpolation neighborhood size J , the method aims to find a scaling vector 
s E c_N , and a collection of interpolators A = {Ak E c_J : k = 1, . . . , K}, jointly 
satisfying the following objective: 
(A.5) 
where cl>k E c_J xN is a part of the FFT operator ~ E c_M xN, corresponding to the J 
nearest neighbors of wk in {~m}· We note that given a specific scaling vector s, for 
the inner optimization, one can find a vector of interpolators A.k for each frequency 
location wk that minimizes the worst case approximation error over all signals of unit 
norm, denoted by ~k; then the final cost of choosing s is maxk l~kl· The outer 
optimizat ion in (A.5) requires numerical methods, because an analytical solution is 
hard to obtain (Fessler and Sutton, 2003). Empirically we find the uniform scale, 
s = 1, is a good choice balancing simplicity with accuracy. Fixing s reduces (A.5) 
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to: 
(A.6) 
where S = diag( s). 
By the Cauchy-Schwarz inequality, one has: 
(A.7) 
Inserting (A.7) into (A.6) gives an analytical expression for the min-max optimal 
(A.8) 
Although the above minimax solution can be computed, an alternative simpler 
approach is to use Kaiser-Bessel (KB) interpolation kernels with min-max optimized 
parameters, as proposed in (Fessler and Sutton, 2003; Matej et al., 2004). Let J 
denote the size of the KB window and R denote the distance from the KB kernel 
center. The KB window function has the form 
km,J,a(R) = { Im(a) [ Jl- (2R/J)2]m
0 
Im [aJ1- (2R/J)2] 0 s; R s; Jj2 (A.g) 
otherwise 
where Im is the modified Bessel function (Watson, 1944), a is a parameter controlling 
the KB window shape and frequency. In our reconstruction algorithms for THz 
diffraction imaging, we use KB interpolators for being accurate and accessible using 
table lookup with polynomial interpolation on the fly. 
Appendix B 
Filtered Backprojection Method for X-ray 
Diffraction Tomography 
In this section, we describe the filtered backprojection algorithm designed for XDT 
(Stevendaal et al., 2003) . 
We repeat the organization of measurements here for convenience. Assume the 
detector array consists of Nr columns and Nc rows. Each detector element is centered 
at (ti, hi) , 1 :::; i :::; Nn, Nn = Nc x Nr. By taking projections at a set of angles 
<I> = { </>i : i = 1, .. . , N4J, we obtain projection data at angle </>i by the detectors on 
the jth column and kth row, denoted as Ptf>i (tj , D , hk)· 
The full set of projection data 11.. is organized as: 
'J!.. = [Y(l,l)• · · · 'Y(I,Nc)• Y(2,1)• · · · 'Y(i,j)• · · · ' Y(N¢ ,N c)]T, (B.1) 
where 
(B.2) 
The coherent scatter form factor distribution to be reconstructed is organized as 
follows. We partition the object spatial field into N grids with sampling rate !:lx 
and fly , and assume that a discrete point scatter falls on the center of each grid 
point at (xi, Yi), characterized by a vector of form factor evaluated at q = {qm: m = 
1, .. . , M} , where 1 :::; i :::; N . The form factor distribution of the space is represented 
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by: 
~ (x-x·) (y-y·) JF(x,y , qm)l 2 ~ti'x:nii L\xl II L\yl , (B .3) 
where xi denotes the value of scatter at location (xi , Yi) at qm , II(·) is a 2D rectangular 
function defined as, 
II(t) = { ~ if Jtl < ~ 
otherwise (B.4) 
The goal of reconstruction is to use the obtained projection data to estimate these 
unknowns xi, organized as follows: 
(B.5) 
where 
6 [ m m m]T 
Xm = xl 'x2 ' .. . 'xN ' 1:::; m:::; M. (B.6) 
Given a vector of projection data acquired by detectors on the jth row at angle 
<h denoted by Y(i,j)' the first step is to filter it using a ramp filter, denoted by g(t). 
We provide an example of such a filter (also used in our experiment) in Figure B·L 
Based on the equivalence of convolution in the time domain to multiplication in the 
frequency domain, the process is achieved by: 
Y(i ,j) = y-I { F {Y(i ,j)} · F {g(t)} } , (B.7) 
where F {-} is the 1D Fourier transform operator. 
Next, the filtered projection data are back-projected to the object space as given 
in formulation (4.61). For every voxel xi, we can explicitly calculate the coordinates 
of this scatter at viewing angle ¢ under the t-s system. Given the transferred mo-
mentum parameter qm and wavelength>., we can determine the scattering angle (and 
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Figure B·l: Illustration of a ramp filter in the frequency domain for 
the filtered backprojection algorithm in XDT. 
consequently the height of the detector which receives this irradiance) as follows: 
1 . (()) qm = xsm 2 
The actual value to be back-projected to xr is interpolated with {Fr/J(t, D, hj)}, 1 :::; 
j :::; Nc, based on h , summed over all the projection angles. 
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Algorithm 1 Filtered backprojection algorithm for XDT 
INPUT: M_{measurement}, H, T {matrix of vertical and horizontal coordi-
nates of detector elements}, St, S2{matrix of x-y coordinates of object grid} , 
qyt ¢2 . . . ¢Nq, {projection angles}, q1 q2 ... qM{transferred momentum parameters} , 
g(t) {ramp filter}, .A {incident wavelength}, D{distance from the detector array to 
the system origin} 
fori= 1, 2, ... N¢ do 
for j = 1, 2, ... Nc do 
Y(i ,i) = IFFT{ FFT{Y(i,j)} · FFT{g(t)} } 
end for 
end for 
x+--0 
for¢= 1,2, . .. M do 
¢ +-- ¢i 
t +-- sl cos¢ + s2 sin ¢ 
d +-- D + S1 sin ¢ - S2 cos ¢ 
for q = q1, q2, .. . qM do 
h +-- 2q.Ad {using approximation, for small angle (): sin()~ tan B} 
b.x +-- Interpolation(T, H, Y(i,*)' t, h) {T, H: coordinates of sample points; 
y (i,*): corresponding values at sample points; t, h: coordinates of query points} 
Xm +-- Xm + b.x 
end for 
end for 
OUTPUT: {x} 
Appendix C 
Statistical Formulation 
Detection in XDI systems suffers a strong reduction of photons with an increasing 
thickness of objects and the presence of dense materials; the same problem also hap-
pens in X-ray emission and transmission tomography. (Sauer and Bouman, 1993; 
Bouman and Sauer, 1996; Fessler, 1995) proposed techniques to model the variability 
of the measurement statistics using linearizations of Poisson distributions. 
methods based on measurement statistics were proposed. 
Assume we have independent Poisson distributed photon counts y, and the jth 
measurement Yi is a sample of the density using intensity >.i, as 
j = 1, . . . ,Ny. (C.1) 
Let .X denote a vector of Ny dimension, .X = [>.1 , ... , >.NJ The random vector y 
has the following distribution: 
Ny -.A · \Yi 
II e 1/\ . P(Y = y I .X) = . f J 
i=l YJ. 
(C.2) 
The log likelihood can be computed as: 
Ny 
logP(Y = yi.X) = L ( ->.i + Yi log Aj -log(yi!)) (C.3a) 
j=l 
Ny 
A Lfi(>.j)· (C.3b) 
j=l 
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Assume that Aj > 0, then the gradient evaluated at y gives 
and the Hessian becomes 
a2p~-) I 
a>.j ~=1!. 
Yi 
- ).2 
J 
1 
(C.4) 
(C.5) 
By expanding the log likelihood in (C.3) in a second-order Taylor series around 
Yi , one obtains 
(C.6) 
or, in a matrix-vector form, 
(C.7) 
where 
(C.8) 
By construction, Wy is inverse proportional to the measured photon counts. We 
use this log-likelihood approximation as weight for the data fidelity term in our inverse 
algorithms in Chapters 5 and 6. 
Appendix D 
Optimization Strategies for 
Reconstruction 
Many of the proposed reconstruction algorithms involve large-scale £1 minimization 
programming and quadratic programming. In this chapter, we discuss the various 
techniques that we used in our computation experiments. 
D.l Preliminary: vector ordering and gradient operator dis-
cretizing 
Before we proceed to describe the optimization strategies applied in the work, we 
set up ordering of discretized hyperspectral image data to a vector, and describe the 
construction of a discretized gradient operator. 
Consider the case where an object section is discretized on a regularly-spaced 
N1 x N 2 Cartesian grid, we can obtain an image vector x with lexicographic ordering: 
(D.l) 
Assume we make M spectral measurements of the image section, then every grid 
is associated with a vector of dimension M containing the spectal information. Each 
entry in such a spectral vector can be considered as a pixel in a hyperspectral image 
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x, where 
Xm := [xn(m) .. . XNt1(m)jx12(m) ... XN12(m) j .. ...... . XN1N2 (m)]T, 
X := [x1,X2, ... xM]T. 
(D.2a) 
(D.2b) 
Let IN denote the N x N identity matrix. The discretized gradient operator D 
for Xm is defined as follows: 
(D.3) 
where DN is an (N- 1) x N matrix approximating to a one-dimensional derivation 
operator with a zero von Neumann boundary condition (Weisenseel, 2004), 
-1 1 
-1 1 (D.4) 
-1 1 (N- l) xN 
0 is the Kronecker product. If A is an p x q matrix, then A 0 B is computed as 
anB a12B a1qB 
A0B := 
a21B a22B a2qB (D.5) 
ap1B apqB 
To illustrate more explicitly, D1 and D2 in this case are 
(D.6a) 
(D.6b) 
177 
Thus, for any spectral image Xm, D 1 defines differences between nearest-neighbor 
pairs along the vertical direction, while D2 defines differences between the pairs along 
the horizontal direction. 
We further define a gradient operator 1J for the hyperspectral image x, and in an 
abuse of notation but to simplify our discussion, we allow 1J to be defined implicitly 
by the dimension of the hyperspectral image on which it operates so we can simply 
make the following replacement: 
(D.7) 
where x is constructed from hyperspectral image data of dimension N 1 x N 2 x M. 
D.2 £1-norm approximation 
The FBF (3.5), IRLl (5.9) and IRWS (5.22) methods have an 1\-norm term that 
penalizes the total variation in the solution. We rewrite these problems in a more 
general form as follows: 
min lib- Axil~+ -X2 IIDxiii, 
X 
(D.8) 
where b is the measurement of dimension Nb, x stands for an image of dimension Nx 
to be reconstructed, A of dimension Nb-by-Nx is a forward operator, D represents 
a discrete approximation to the gradient operator for x , and A is a regularization 
parameter. 
With the f 1-norm to regularize the total variation, we encourage piecewise smooth 
solutions and preserve high contrast features such as edges. Note that the f 1-norm is 
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Figure D·l: Plots of .€rnorm approximation: Jlxl2 + f3 with various 
(3. 
non-differentiable at the origin, we use the quadratic approximation as in (3.6), 
N, 
"' ( 2 )1 / 2 IIDxll1 ~ 6 [Dx]i + f3 , 
i=1 
where f3 2: 0 is a small constant. 
The effect of this approximation is to make the .€1 function smooth in the vicinity 
of the origin, and generate a reduced domain, which is assumed to contain the global 
minimum. 
The cost function in (D.8) is now updated as 
N, 
J(x) = lib- Axil~+ ..\2 L ([Dx]~ + /3) 112 . (D.9) 
i=1 
:X as the minimizer of (D.9) is required to satisfy the first order necessary opti-
mality condition. That is, 
(D.lO) 
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where AH denotes the Hermitian adjoint of A, and the weighting matrix W is defined 
as 
(D.ll) 
This reduces the reconstruction problem to finding solution of the following system 
of equations: 
(D.12) 
While the above set of equations is non-linear due to the presence of .X in W , we 
use a fixed-point iterative algorithm for the solution. That is, in the kth iteration, 
we hold W(k-l) fixed and solve the resulting set of linear equations for x(k), and then 
use the current solution x (k) to update W(k) . 
Algorithm 2 Reconstruction with .€1-norm approximation 
INPUT: b{measurement }, x0{initial guess}, A{forward operator} , D {discrete gra-
dient operator}, >.{regularization parameter} , K{maximum number of iterations} , 
E {tolerance} 
x(o) f- x 0 , d f- AHb 
fork= 0, 1, 2, ... K -1 do 
W(k) f- diag ( ([Dx(k)]~ + fJt~) 
B f- AHA+ l),2DTW(k)D 
2 
x(k+l) f- solving minxEJR+ IIBx- dll2 {see D.4} 
if llx(k) - x(k+l) 11/llx(k) II < E then 
break 
end if 
end for 
OUTPUT: x(k) 
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D.3 Edge-preserving regularization with block-coordinate min-
imization 
The JM (3.7) and IREP (5.11) algorithms perform edge-preserving regularization 
for Terahertz and X-ray diffraction imaging reconstruction, respectively. We rewrite 
these problems in a more general form as follows: 
M 
min lib- A~ll 2 + ci L IIDxmll;, + <ps(s, 1), 
(2£,s) m=l 
(D.13) 
where~:= [x1, ... , xM] is a stack of images, each image Xm and s are all of dimension 
Nx. W and <p8 (s, 1) are defined as 
W = diag [(1- [s]i) 2] , 
1 IPs(s,l) = 12 IIDsll 2 + 2llsll 2 -
l 
The goal of the optimization problem is to form images ~ while simultaneously 
estimating a shared edge field s . W is a weight matrix whose diagonal entries vary 
based on the likelihood of the corresponding pixels being at structural boundaries. 
At those locations where s is close to 1, the weight would be small so as to reduce 
the penalty for constructing sharp transitions across the region boundaries, leading 
to edge preservation. Estimating the boundary field s is achieved by minimizing the 
functional cp8 (s, 1), known as the Ambrosio-Tortorelli approximation (Ambrosio and 
Tortorelli, 1990) for the Mumford-Shah model (Mumford and Shah, 1989) . 
The optimum i_ as the joint minimizer of (D.13) satisfies the following system: 
(D.15) 
where AH denotes the Hermitian transpose of A, 0 is the Kronecker product in (D.5). 
181 
As for§, on an element by element basis, it must satisfy 
(D.16) 
which equals to solving the following system of equations, 
(D.17) 
Or, in a matrix form, 
(D.18) 
where 
M 
t i = o? L[Dxm]~, (D.19a) 
m=l 
(D.19b) 
(D.19c) 
To optimize over (~, s), we use a block-coordinate minimization approach alter-
nating between 2 steps: at s-step we estimate the boundary field s while fixing the 
image estimates, and at x-step we construct~ in terms of a fixed boundary fields . 
Considering the nature of the unknown property fields (i.e. , coherent scatter form 
factor for XDI, and complex refractive index in THz diffraction imaging problem), we 
adopt a constrained quadratic programming technique described in Appendix D.4 to 
seek nonnegative solutions of~-
We put no restrictions on the values of s, but note here that besides (D.18) , one 
can find the optimum § as the solution of a quadratically regularized inverse problem 
of the form: 
(D.20) 
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where z is an observation of s with values in the rage [0, 1) by construction in (D.19b). 
At the ith pixel location, when the sum of the gradient magnitudes is much less than 
(ai)-1 with [z] i ~ 0, [s]i will be driven to 0; and [s]i will be driven to 1 when the sum 
of the gradient magnitudes is much greater than (ai)-1 with [z]i ~ 1. The second 
term in (D.20) biases s toward smooth solutions, drawing neighboring regions of s 
closer together in value. § is unique due to the convexity of J(s). If there exists 
a solution s with some entries bigger than 1, one can always put those entries to 
1 to achieve a reduced cost; similarly, the cost would be reduced by projecting any 
negative entries to 0. Therefore, § has values in the unit interval. 
D .4 Constrained quadratic programming 
In both algorithms D.2 and D.3, we face the task of solving a large-scale quadratic op-
timization problem J(x) with the optimal solution x being nonnegative and satisfying 
(in a general form) 
J'(x) = Bx- d = o. 
Note that xis also the unique minimizer of the following quadratic function: 
X :2::0. (D.21) 
Due to size of the problem (> 105 variables), seeking a direct exact solution is 
computationally challenging. Our strategy is to first consider the problem as an 
unconstrained quadratic minimization problem and use the conjugate-gradient ( CG) 
method (Shewchuk, 1994; Saad, 2003) to get close to the solution, and then adopt the 
projected alternating Barzilai-Borwein (PABB) method (Dai and Fletcher, 2005), a 
Barzilai-Borwein (BB) type algorithm with an alternating step-length, to iteratively 
approach the nonnegative optimal. 
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Algorithm 3 Edge-preserving reconstruction 
INPUT: b{measurement}, ~0{initial guess}, A{forward operator}, D {discrete 
gradient operator}, {a, 1 }{regularization parameter}, K {maximum number of it-
erations}, E {tolerance} 
~(o) +-- ~0 , s(o) +-- 1, d +--A Hb 
fork = 0, 1, 2, . .. K- 1 do 
{x-step} 
W(k) +-- diag [ (1 - [s(k)]i)2] 
B +--AHA+ ~a2 (DTW(k)D)@ IM 
~(k+l) +--solving minxEJR+ ffBx- dff 2 {see D.4} 
{ s-step} 
t· +-- a 2 "'"'M [Dx(k+I)]? 
t L....m=l m t 
[W )k+1)]i +-- ti + "Y\ 
Z· f- t·/[W (k+l)]· t t X t 
s(k+l) +-- (w)k+l) + 1 2DTD) \W)k+1)z 
if ~~~(k)- ~(k+l)ff/ll~(k)[f < E then 
break 
end if 
end for 
OUTPUT: {~(k), s(k)} 
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The PABB method is designed for box-constrained quadratic programming. For 
the problem in (D.21), define f2 as the feasible set, f2 = {x E JR.N:z: : x ~ 0}, and let P 
denote the projection operator on ton, P(x) = max(O, x). Assuming that a feasible 
point x(k) is generated, the projected gradient method computes the next point by 
where gk = \7 f(x(k)) is the gradient vector at x(k), gk = Bx(k) -d. ak > 0 is the 
step-size. 
The classical steepest descent (SD) method chooses O'.k to have f(x) minimized 
along the steepest descent direction, which is known to be Q-linearly convergent 
and can be very slow if B is badly conditioned. Two choices of the step-size were 
proposed (Barzilai and Borwein, 1988) and great improvement on the effectiveness of 
the gradient method was demonstrated. 
Consider the quasi-Newton equation of the unconstrained problem. Let sk 
x(k) - xCk-1) and Yk = gk - gk-b then one has 
(D.22) 
where H = \72 f(x) is the Hessian. Suppose we approximate H by the matrix a-1 I 
where a > 0, then solving 
(D.23) 
gives the first choice of the step-size, 
(D.24) 
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On the other hand, if we approximate H-1 by al, then solving 
min llayk - skll 2 (D.25) 
a 
gives the second choice of the step-size, 
(D.26) 
Extensive works (Raydan, 1997; Grippo and Sciandrone, 2002; Serafini et al., 
2005; Fletcher, 2005) showed that such choice of step-size leads to performance much 
better than the SD method, and not greatly inferior to the CG method for a convex 
quadratic with 106 variables. Later (Dai and Fletcher, 2005) investigated variants 
of the projected BB type method, and claimed that alternating use of the 2 step-
sizes for constrained quadratic programming outperforms the projected BB method 
in practice. 
D.5 Iterative coordinate descent 
During x-step in the previous section, we use the iterative coordinate descent (lCD) 
(Bouman and Sauer, 1996; Yu et al., 2011) to reduce the amount of memory required 
by the algorithm and to obtain fast convergence. In our implementation, we use a non-
homogeneous ICD optimization technique that updates all the q-images in sequence 
in one full iteration of the lCD algorithm. 
To simplify the exposition, we assume the use of single energy X-ray sources and 
rewrite the formulation of the forward operator C in ( 4.58) for convenience. From 
a set of Ny measurements '1!_ , Ny := Nc x Nr x Nc/1 , the goal is to construct a 
hyperspectral image x consisting of a stack of M q-images Xm of size N, 1 ~ m ~ M. 
By construction, C is of dimension Ny x N M, whose entry in the jth row and zth 
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Algorithm 4 Constrained quadratic programming 
INPUT: B,d{input linear system}, x 0{initial guess}, K{maximum number of 
steps}, E 1 , t:2 {tolerance} 
x(o) f- x 0 , r f- d- Bx0 , p f- r, p f- rTr 
{CG loop} 
for k = 0, 1, 2, ... K- 1 do 
q +-- Bp, Po +-- P 
a f- pjpTq 
x(k+l) f- x(k) + ap 
r f- r- aq 
if llrll 2 ~ t:1 then 
break 
end if 
P f- rTr, f3 f- P/ Po 
end for 
x(o) f- max{O, x(k)} , g0 f- Bx(o)- d , s0 f- x(o) , y 0 f- Bx(o) 
{PABB loop} 
fork = 0, 1, 2, ... K- 1 do 
if k is odd then 
ak f- afB1{see (D.24)} 
else 
ak f- afB2{ see (D.26)} 
end if 
x(k+l) = max{O, x(k) - akgk} 
gk+l f- Bxk+l - d 
if llgk+III 2 ~ E2 then 
break 
end if 
Sk+l f- Xk+l- Xk , Yk+l f- gk+l - gk 
end for 
OUTPUT: xCk) 
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column, cjz, can be computed by: 
i = z mod N 
m = l ~l 
k- r J l 
- I (Nr X Nc) 
cjz = A(tik, Sik, 0). B((tik, Sik, 0), (tz , D , hz)). £((tik, Sik, 0), (tz, D, hz)). aijm 
For each Xm, we define a set Nm that stores the indices of projection data con-
taining scattering information about Xm, 
(D.27) 
One full iteration of the ICD algorithm works by updating Xm in sequence, until 
every q-image has been updated exactly once. Each image is updated so as to min-
imize the total cost while fixing the remaining images. Unlike the ART algorithm 
in section 4.6.2, which requires to update the whole hyperspectral image x for every 
row inC, ICD updates the current solution efficiently by using a part of the forward 
operator (consisting of rows whose indexes occur on Nm) and applying to only the 
current q-image Xm· 
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Algorithm 5 Iterative coordinate descent 
INPUT: 1l_{measurement}, x(k){initial guess} , C{forward operator} , W{weighting 
matrix} , D {discrete gradient operator} , a{ regularization parameter}, N 1 , ... , N M 
{sets of indices} 
x(k+l) -r x(k) 
form = 1, 2, .. . M do 
c r [Cjz] j E Nm, Z E [(m -1)N + 1,mN] 
c r [ cj* ]\C j E Nm {\ denotes without} 
y -r [ Yi] j E Nm {with lexicographic ordering} 
fj -r y .;_ C[x (k+l)\x~+l)] 
x~+l) -r argmin:z:EJRN llfJ- Cx[[ 2 + a2 [[Dx[l~ {update mth image in x(k+l)} . 
end for 
OUTPUT: { x(k+l)} 
Appendix E 
Basic Photon Scattering Constants, Units, 
and Formulas 
E.l Constants and units 
c velocity oflight, 2.997925 · 108m/s 
me electron rest-mass, 9.109534 · 10-31 kg 
mec2 electron rest-mass energy, 5.110034 · 105eV 
E photon energy in eV units 
k photon energy in units of the electron rest-mass energy, E/(mec2 ) 
>.. photon wavelength in Compton units, 1/k 
re classical electron radius, 2.8179 · 10-15m 
dO differential solid angle in steradians, 21r sin ede 
E.2 Scattering (differential) cross section 
In a spherical coordinate system, direction 0 is defined by a pair of angles: polar 
angle e and azimuthal angle¢. As illustrated in Figure E .1(a) , consider a differential 
variation of the direction, ( e +dB,¢+ d¢), the differential solid angle corresponds to 
this variation is obtained as follows: 
b r sine 
rd¢ r ===* b = r sin Bd¢ 
dA ~ (r sin Bd¢) · (rdB) 
dA 
dw := - 2 r 
= sin Bd</Jd{) 
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(E.1a) 
(E.1b) 
(E.1c) 
X 
rsinB 
(a) 
n=(¢.e) 
b=rsinBd¢ 
./ 
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(b) 
Figure E·l: Differential solid angle in sphereical coordinates. 
For a finite solid angle 0 (indicated in Figure E.l(b)) bounded by direction </h :s; 
¢ :s; ¢2 and el :s; e :s; e2' we have: 
(E.2) 
By replacing with p, =cos e and dp, =sin BdB, we further have 
¢2 cos82 
n = - j j d¢dp, = ( <P2 - <P1) (cos e1 - cos e2). (E.3) 
¢ 1 cos81 
The scattering of X-rays is usually described in terms of scattering cross section. 
Assume a beam of intensity Ia (measured in the number of particles per area per 
time) is incident on a scattering location, and the scattered radiation Is (measured 
in the number of particles per solid angle per time) is recorded as a function of angle 
away from the incident direction. The ratio Is/ Ia gives the probability that a photon 
impinging on the scatter location is scattered into a unit solid angle in the given 
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direction, and is formally known as the differential scattering cross section, 
da Is 
---dO- I. 
0 
(E.4) 
The differential cross section for the coherently scattered X-ray in the form factor 
approximation is: 
(E.5) 
E.3 Scattering approximation 
Consider the geometry illustrated in Figure E-2, where an object in question is illumi-
nated by a planar X-ray excitation at wavelength A with the initial intensity l 0 (A) at 
a distance of G away from the origin, and scattering from this object is measured by 
a 2D array of detectors placed at a distance of D away from the origin, perpendicular 
to the incoming radiation plane. The scattered radiation contributed by the voxel at 
(x, y, 0) to the detector element at (x', D , h) is approximated as discussed below. 
Given the linear attenuation distribution of the space 1-l>.(x, y, z), the intensity at 
(x, y, 0) is given by: 
h(x, y, 0) = 10 (A) exp [-J !'A(x, s, O)ds] 
lm 
(E.6a) 
(E.6b) 
where A>.(x, y, 0) describes the attenuation at wavelength A along the incoming path 
Similarly, let B>. ((x, y, 0), (x', D, h)) describe the attenuation along the scattering 
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path lout from (x, y, 0) to the detector element at (x' , D , h), which equals to 
x'D h 
exp [-J J J M>.(Xs , Ys, hs)O (Y + ~ (D-y)-Ys) 
X y 0 (E.7) 
where 0 ( ·) is the delta function defined as: 
+oo j f(x)o(x)dx = f(O). 
-00 
At the detector end, let A denote the area of each detector element. According to 
the Lambert 's Cosine Law, which states that 
The radiant intensity observed from an ideal diffusely reflecting surface 
or ideal diffuse radiator is directly proportional to the cosine of the angle 
between the observer's line of sight and the surface normal. 
The effective detector area at ( x', D , h) is reduced by a factor of cosine of the angle 
between the scattering direction, which is found to be v1 = (x'- x, D- y, h), and the 
unit normal vector to the detector element v2 = (0, 1, 0) (since it is perpendicular to 
the plane of the imaged object slice), 
A(D- y) (E.8) J(x'- x) 2 + (D- y) 2 + h2 . 
Another factor that defines the relationship between the irradiance from the scat-
ter and the detection distance is the inverse square law, which states that the intensity 
per unit area varies in inverse proportion to the square of the distance. Here, the 
square of the distance equals to (x'- x)2 + (D- y)2 + h2 . 
Let £((x, y, 0), (x', D, h)) be a geometrical efficiency factor that combines the two 
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discussed factors, one has 
I A(D- y) £((x, y, 0) , (x, D , h)) = 3; 2 ' 
( (x'- x) 2 + (D- y) 2 + h2 ) 
h> 0. (E.9) 
We use in-plane detectors located at h = 0 for measuring the transmitted X-ray 
intensities only. Since we assume an X-ray planar illumination, which is not subject 
to the inverse square law, the geometrical efficiency factor of these detectors is a 
constant equal to 
Etr =A. 
Combining (E.6) to (E.9) leads to the intensity at detector (x', D, h) contributed from 
(x, y, 0) (except for a constant factor describing the proportionality in (E.5)) as, 
h. ((x, y , 0), (x', D , h)) = Io(>.)A>.(x, y, O)B>. ((x, y, 0), (x' , D, h)) 
(E.10) 
x £ ( ( x, y, 0) , ( x', D, h)) IF ( x, y, q) 12 , 
where, with an abuse of notation, IF(x, y, q)l 2 represents the form factor at (x, y , 0) 
corresponding to the transferred momentum: 
1 (1 h ) q =:\sin 2 arctan ( J(x' _ x)2 + (D _ y) 2 ) . (E.ll) 
The overall intensity at A collected at this detector element is the integration of 
(E.10) over the excited object plane as follows: 
XmaxYmax 
j>.(x' , D, h)= j j h((x, y, 0) , (x' , D, h))dxdy, (E.12) 
X min Ymin 
where Xmin, Xmroo Ymin, Ymax. denote the spatial extent along the x and y coordinates 
of the object of interest . 
194 
y 
Detectors D 
z 
Source 
--
---
---
-----
h X 
y 
Figure E-2: Illustration of X-ray projection relationship in 3D space. 
E.4 Projection modeling 
E.4.1 XDT 
Under the XDT configuration discussed in section 4.3.1, detector columns are sepa-
rated by sheet collimators whose blades are angled towards the sources. As a result , 
the detector element at ( x', D, h) only accepts photons from scattering along the same 
x'. Assume the energy resolution of each detector is ±~with a nominal wavelength 
~' the resulting measurement is given as 
.X+ll. Ymax 
i.x(x' , D, h)= j j I;,(x', D, y)d>-. 
.X- ll. Ymin 
.X+ll. Ymax 
= J J Io(>-.)A;..(x',y,O)B;..((x',y,O),(x',D,h)) 
.X-ll. Ymin 
x £ ( ( x' , y, 0) , ( x' , D, h)) IF ( x', y, q) 12 dyd)... 
(E.13) 
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For sufficiently small energy resolution b., one can relax the energy dependency 
in both the radiation spectra ! 0 (>..) and attenuation distribution J-LA(x, y, z). That is, 
J-LA(x, y, z) ~ J-L>-.(x, y, z). 
(E.l4a) 
(E.l4b) 
(Stevendaal et al., 2003) made the following assumption that for small angles, the 
attenuation along scattering path can be approximated be the attenuation along the 
straight path, 
B A ( ( x', y, 0), ( x', D, h)) ~ B A ( ( x', y, 0), ( x', D, 0)) (E.l5a) 
~ exp [ ~ Tl'>.(x', s, O)ds] (E.l5b) 
This further simplifies the attenuation terms in (E.13) to 
[ 
Y Ymax l 
A,(x', y , O)B>. ((x', y, 0), (x', D, h)) ~ exp ~ Y£ Jl>.(x', s, O)ds ~ ! l'>.(x', s, O)ds 
[ 
Ymax l ~ exp ~ j Jl>.(x', s, O)ds 
Ym1.n 
= AA(x', D, 0), 
(E.16) 
where G denotes the distance between the radiation source and the detector array. 
Based on assumptions (E.14) to (E.16), without introducing the rotation factors, 
we can perform attenuation correction using the intensities h..(x', D, 0) measured by 
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the transmitted detectors and define the ratio measurement, 
P-(x' D h) ~ ~>.(x', D, h) 
..\ ' ' f>.(x', D , 0) 
where 
J f Ia(.X)A,\(x', D, O)E((x, y , 0), (x', D, h))iF(x', y, q)l 2dyd.A 
f Ia(.X)A..\(x', D, O)Etrd.X 
Ymax 
ex J EDT(y, h)iF(x', y, q)l 2dy , 
Ymin 
£ ( h) ·= E ( ( x', y, 0), ( x', D, h)) = D - y 
DT y, . Etr ((D- y)2 + h2r/2 
IF(x', y, q)l' = IF ( x', y, ~sinG arctan (n ~ J)) I' 
"'IF ( x', y, 2A(;- y)) I' 
E.4.2 CAXDI 
(E.17) 
(E.18) 
Under the CAXDI configuration discussed in section 4.4, the coherent scattering from 
an illuminated object passes through a coded aperture before reaching the 2D detector 
array. The coded aperture blocks selected scattering paths from voxels in the object, 
allowing roughly 50% of the scattered photons to be collected - many more than either 
current direct XDI systems or the tomographic XDI architecture discussed in section 
4.3.1. 
As illustrated in Figure E·3, a coded aperture with codes T(x, h) is placed perpen-
dicular to the plane of excitation at y = De. The intersection of the scattering from 
the voxel at (x, y, 0) to the detector element at (x', D , h) with the coded aperture is 
at: 
( De-Y( , ) x+ D-y x -x, 
197 
y 
Figure E·3: Illustration of CAXDI configuration. 
Introducing the blocking effect by the coded mask into the geometric efficiency 
factor in (E.9) yields: 
£cA ( ( x, y, 0) , ( x', D, h)) := £ ( ( x, y, 0) , ( x' , D, h)) 
xT ((D- Dc)x +(De- y)x'' h(Dc- y)) . 
D-y D-y 
(E.19) 
The resulting measurement at the detector element ( x', D, h) is the integration 
over the field of view, given by: 
X+~ XmaxYmax 
h(x' ,D, h) = J J J Io(>..)A>.(x,y, O)B>.((x,y, O),(x' ,D,h) ) 
>.-~ Xmin Ymin (E.20) 
x £cA ((x, y, 0), (x', D, h)) IF(x, y, q) l2dxdyd.A . 
References 
Aharon, M. (2006). Overcomplete Dictionaries for Sparse Representation of Signals. 
PhD thesis, Israel Institute of Technology. 
Alvarez, R. E. and Macovski, A. (1976). Energy-selective reconstructions in x-ray 
computerized tomography. Physics in Medicine and Biology, 2(5):733-744. 
Ambrosio, L. and Tortorelli, V. (1990). Approximation of functional depending on 
jumps by elliptic functional via f-convergence. Communications on Pure and 
Applied Mathematics, 43:999-1036 . 
Barzilai, J. and Borwein, J. M. (1988). Two-point step size gradient methods. IMA 
Journal of Numerical Analysis, 8(1):141-148. 
Bertero, M. and Boccacci, P. (2010). Introduction to inverse problems in imaging. 
CRC press. 
Bertsekas, D., Homer, M., Logan, D., and Patek, S. (1995). Nonlinear programming. 
Athena scientific. 
Bouman, C. A. and Sauer, K. (1996). A unified approach to statistical tomography 
using coordinate descent optimization. IEEE Transactions On Image Processing, 
5(3):480-492. 
Cetin, M., Karl, W ., Willsky, A., et al. (2006). Feature-preserving regularization 
method for complex-valued inverse problems with application to coherent imaging. 
Optical Engineering, 45:017003. 
Chen, J. , Chen, Y., Zhao, H., Bastiaans, G. , and Zhang, X.-C. (2007) . Absorption 
coefficients of selected explosives and related compounds in the range of 0.1-2 .8 
THz. Optics Express, 15(19):12060- 12067. 
Dai, Y. and Fletcher, R. (2005) . Projected Barzilai-Borwein methods for large-scale 
box-constrained quadratic programming. Numerische Mathematik, 100(1):21-47. 
Demoment, G. (1989). Image reconstruction and restoration: Overview of common 
estimation structures and problems. IEEE Transcations on Acoustics, Speech and 
Signal Processing, 37(12):2024- 2036. 
198 
199 
Devaney, A. (1982). A filtered backpropagation algorithm for diffraction tomography. 
Ultrasonic imaging, 4( 4) :336. 
Dilmanian, F., Wu, X. , Parsons, E. , Ren, B. , Kress, J ., Button, T. , Chapman , L. , 
Coderre, J., Giron, F., Greenberg, D., et al. (1997). Single-and dual-energy ct with 
monochromatic synchrotron x-rays. Physics in Medicine and Biology, 42(2):371. 
Donoho, D. L., Johnstone, I. M., Hoch, J. C., and Stern, A. S. (1992) . Maximum 
entropy and the nearly black object. Journal of the Royal Statistical Society. 
Series B (Methodological) , pages 41-81. 
Dutt, A. and Rokhlin, V. (1993). Fast Fourier transforms for nonequispaced data. 
SIAM Journal of Scientific Computing, 14(6) :1368-1393. 
Ferguson, B. S. (2004). Three dimensional T-ray inspection systems. PhD thesis, 
The University of Adelaide. 
Fessler, J . and Sutton, B. (2003). Nonuniform fast Fourier transforms using min-max 
interpolation. IEEE Transactions on Signal Processing, 51(2):560- 574. 
Fessler, J. A. (1995). Hybrid poisson/polynomial objective functions for tomographic 
image reconstruction from transmission scans. IEEE Transactions on Image Pro-
cessing, 4(10) :1439-1450. 
Fessler, J. A. and Hero III, A. 0. (1995). Penalized maximum-likelihood image recon-
struction using space-alternating generalized em algorithms. IEEE Transactions 
on Image Processing, 4(10):1417-1429. 
Fletcher, R. (2005). On the barzilai-borwein method. In Optimization and control 
with applications, pages 235-256. Springer. 
Frieden, B. R. (1972). Restoring with maximum likelihood and maximum entropy. 
Journal of the Optical Society of America, 62(4):511-518. 
Gordon, R. , Bender, R., and Herman, G. T . (1970). Algebraic reconstruction 
techniques (art) for three-dimensional electron microscopy and x-ray photography. 
Journal of Theoretical Biology, 29(3):471- 481. 
Grant , J ., Morgan, M. , Davis, J ., and Wells, P. (1995). Reconstruction strategy 
suited to x-ray diffraction tomography. Journal of the Optical Society of America, 
12(2) :291- 300. 
Grant, J. A., Morgan, M. J., David, J. R., Davies, D. R., and Wells, P. (1993). X-ray 
diffract ion microtomography. Measurement Science and Technology, ( 4) :83- 87. 
Green, P. J. (1990). Bayesian reconstructions from emission tomography data using 
a modified em algorithm. IEEE Transactions on Medical Imaging, 9(1):84-93. 
200 
Grippo, L. and Sciandrone, M. (2002) . Nonmonotone globalization techniques for the 
barzilai-borwein gradient method. Computational Optimization and Applications, 
23(2):143-169. 
Harding, G. (2004). X-ray scatter tomography for explosives detection. Radiation 
Physics and Chemistry, 71:869-881. 
Harding, G. (2009). X-ray diffraction imaging - a multi-generational perspective. 
Applied Radiation and Isotopes, 67:287-295. 
Harding, G., Fleckenstein, H., Kosciesza, D., Olesinski, S., Strecker, H., Theedt, 
T., and Zienert, G. (2012). X-ray diffraction imaging with the multiple inverse 
fan beam topology: Principles, performance and potential for security screening. 
Applied Radiation and Isotopes, 70(7):1228-1237. 
Harding, G. and Harding, A. (2007) . Counterterrorist detection techniques of explo-
sives, chapter 8. Elsevier. 
Harding, G., Kosanetzky, J. , and Neitzel, U. (1987). X-ray diffraction computed 
tomography. Medical Physics, 14(4). 
Harding, G., Strecker, H., Kosciesza, D., and Gordon, J. (2009). Detector consid-
erations relevant to x-ray diffraction imaging for security screening application . 
Proceedings of SPIE, 7306:730619-1-730619-11. 
Hppner, F., Klawonn, F. , Kruse, R. , and Runkler, T. (1999). Fuzzy cluster analysis: 
methods for classification, data analysis and image recognition. J. Wiley. 
Hu, B. and Nuss, M. (1995). 
20(16):1716-1718. 
Imaging with terahertz waves. Optics letters, 
Hubbell, J., Gimm, H. A., and 0verb~, I. (1980). Pair, triplet, and total atomic cross 
sections (and mass attenuation coefficients) for 1 mev-100 gev photons in elements 
z = 1 to 100. Journal of Physical and Chemical Reference Data, 9:1023. 
Hubbell, J. H. , Veigele, W. J., Briggs, E. A. , Brown, R. T., and Cromer, D. T. (1975). 
Atomic form factors, incoherent scattering functions, and photon scattering cross 
sections. Journal of Physical and Chemical Reference Data, 4(3):472- 493 . 
Kak, A. C. and Slaney, M. (2001). Principles of computerized tomographic imaging. 
SIAM. 
Kapadia, A. J., Lakshmanan, M. N., Krishnamurthy, K. , Sahbaee, P. , Chawla, A. , 
Wolter , S., Maccabe, K., Brady, D., and Samei, E. (2013). Monte-carlo simula-
tions of a coded-aperture x-ray scatter imaging system for molecular imaging. In 
SPIE Medical Imaging, pages 86680B- 86680B. International Society for Optics and 
Photonics. 
201 
Karl, W. C. (2000). Regularization in image restoration and reconstruction. Hand-
book of Image and Video Processing, pages 141-160. 
Karpowicz, N. , Zhong, H., Xu, J. , Lin, K. , Hwang, J., and Zhang, X.-C. (2005). 
Comparison between pulsed terahertz time-domain imaging and continuous wave 
terahertz imaging. Semiconductor Science and Technology, 20:S293-S299. 
Kaveh, M., Soumekh, M., and Greenleaf, J. (1984). Signal processing for diffraction 
tomography. IEEE Transactions on Sanies and Ultrasonics, 31(4):230-239. 
Kemp, M. C., Taday, P., Cole, B. E ., Cluff, J ., Fitzgerald, A. J., and Tribe, W. R. 
(2003). Security applications of terahertz technology. In AeroSense 2003, pages 
44-52. International Society for Optics and Photonics. 
Kolaczyk, E. D. and Nowak, R. D. (2004). Multiscale likelihood analysis and com-
plexity penalized estimation. Annals of Statistics, pages 500-527. 
Lange, K., Carson, R., et al. (1984). Em reconstruction algorithms for emission and 
transmission tomography. Journal of Computer Assisted Tomography, 8(2):306-16. 
Li, A., Boverman, G., Zhang, Y., Brooks, D., Miller, E. L., Kilmer, M. E. , Zhang, Q., 
Hilman, E. M. C., and Boas, D. A. (2005). Optimal linear inverse solution with 
multiple priors in diffuse optical tomography. Applied Optics, 44(10) :1948- 1956. 
Liu, Q. and Nguyen, N. (1998). An accurate algorithm for nonuniform fast fourier 
transforms(nufft's). IEEE Microwave and Guided Wave Letters, 8(1) :18-21. 
MacCabe, K., Krishnamurthy, K., Chawla, A., Marks, D., Samei, 
D. (2012). Pencil beam coded aperture x-ray scatter imaging. 
20(15) :16310-16320. 
E. , and Brady, 
Optics Express, 
Manglos, S. , Gagne, G., Krol, A., Thomas, F ., and Narayanaswamy, R . (1995). 
Transmission maximum-likelihood reconstruction with ordered subsets for cone 
· beam ct. Physics in Medicine and Biology, 40(7):1225. 
Marquina, A. and Osher, S. J. (2008). Image super-resolution by tv-regularization 
and bregman iteration. Journal of Scientific Computing, 37(3):367-382. 
Matej , S., Fessler, J., and Kazantsev, I. (2004) . Iterative tomographic image recon-
struction using Fourier-based forward and back-projectors. IEEE Transactions on 
Medical Imaging, 23(4):401- 412. 
McCullough, E. C. (2003). Photon attenuation in computed tomography. Medical 
Physics , 2(6):307-320. 
Milligan, G. W. and Cooper, M. C. (1985). An examination of procedures for deter-
mining the number of clusters in a data set. Psychometrika, 50(2):159-179. 
202 
Mittleman, D., Hunsche, S., Boivin, L., and Nuss, M. (1997). T-ray tomography. 
Optics Letters, 22(12):904-906. 
Morse, P.M. and Feshbach, H. (1953). Methods of theoretical physics. International 
Series in Pure and Applied Physics, New York: McGraw-Hill, 1953, 1. 
Mumford, D. and Shah, J. (1989). Optimal approximations by piecewise smooth 
functions and associated variational problems. Communications on Pure and Ap-
plied Mathematics, 42(5):577-685. 
Nakajima, S., Hoshina, H., Yamashita, M., Otani, C., and Miyoshi, N. (2007) . Tera-
hertz imaging diagnostics of cancer tissues with a chemometrics technique. Applied 
Physics Letters, 90:041102. 
Oppenheim, A. V., Schafer, R. W., Buck, J. R., et al. (1989). Discrete-time signal 
processing, volume 2. Prentice-hall Englewood Cliffs. 
Persson, M. (2011). Reconstruction of spectral CT images. Master's thesis, Royal 
Institute of Technology, Stockholm, Sweden. 
Phillips, D. L. (1962). A technique for the numerical solution of certain integral 
equations of the first kind. Journal of the ACM, 9(1):84-97. 
Piesiewicz, R., Jansen, C., Wietzke, S., Mittleman, D., Koch, M., and Krner, T . 
(2007) . Properties of building and plastic materials in the THz range. Interna-
tional Journal of Infrared and Millimeter Waves, 28(5):363-371 . 
Ravishankar, S. and Bresler, Y. (2011). Mr image reconstruction from highly un-
dersampled k-space data by dictionary learning. IEEE Transactions on Medical 
Imaging, 30(5):1028- 1041. 
Ravishankar, S. and Bresler, Y. (2013) . Learning sparsifying transforms. IEEE 
Transactions on Signal Processing, 61(5):1072-1086. 
Raydan, M. (1997) . The barzilai and borwein gradient method for the large scale 
unconstrained minimization problem. SIAM Journal on Optimization, 7(1) :26-33 . 
Richardson, W. H. (1972). Bayesian-based iterative method of image restoration. 
Journal of the Optical Society of America, 62(1) :55-59. 
Rockmore, A. and Macovski, A. (1977). A maximum likelihood approach to trans-
mission image reconstruction from projections. IEEE Transactions on Nuclear 
Science, 24(3):1929- 1935. 
Rockmore, A. J . and Macovski, A. (1976). A maximum likelihood approach to 
emission image reconstruction from projections. IEEE Transactions on Nuclear 
Science, 23(4):1428-1432. 
203 
Rudin, L. 1., Osher, S., and Fatemi, E. (1992). Nonlinear total variation based noise 
removal algorithms. Physica D: Nonlinear Phenomena, 60(1):259-268. 
Saad, Y. (2003). Iterative methods for sparse linear system. SIAM. 
Sauer, K. and Bouman, C. (1993). A local update strategy for iterative reconstruction 
from projections. IEEE Transactions on Signal Processing, 41(2):534-548. 
Schlomka, J.-P., Delfs, J., Barschdorf, H., Thran, A., and van Stevendaal, U. (2004). 
Experimental feasibility study of energy-resolved fan-beam coherent scatter computed 
tomography, pages 410-423. 
Schneider, S. M., Schlomka, J.-P., and Harding, G. L. (2001). Coherent-scatter 
computed tomography applying a fan-beam geometry. In Medical Imaging 2001, 
pages 754-763. International Society for Optics and Photonics. 
Serafini, T., Zanghirati, G., and Zanni, L. (2005). Gradient projection methods for 
quadratic programs and applications in training support vector machines. Opti-
mization Methods and Software, 20(2-3):353- 378. 
Shepp, L. A. and Vardi, Y. (1982). Maximum likelihood reconstruction for emission 
tomography. IEEE Transactions on Medical Imaging, 1(2):113-122. 
Shewchuk, J. R. (1994). An introduction to the conjugate gradient method without 
the agonizing pain. Technical report, Carnegie Mellon University, Pittsburgh, PA. 
Smith, P.R., Auston, D. H., and Nuss, M. C. (1988). Subpicosecond photoconducting 
dipole antennas. IEEE Journal of Quantum Electronics, 24(2):255- 260. 
Stevendaal, U. V., Schlomka, J. P., Harding, A., and Grass, M. (2003). A recon-
struction algorithm for coherent scatter computed tomography based on filtered 
back-projection. Medical Physics, 30(9):2465-2474. 
Strong, D. and Chan, T. (2003). Edge-preserving and scale-dependent properties of 
total variation regularization. Inverse Problems, 19(6):8165. 
Tartari, A. (1999). Molecular differential cross sections for low angle photon scatter-
ing in tissues. Radiation Physics and Chemistry, 56(1):205-211. 
Thompson, A. C. and Vaughan, D., editors (2001). X-ray Data Booklet. Lawrence 
Berkeley National Laboratory, University of California, second edition. 
Thran, A., Stevendaal, U. V. , and Schlomka, J.P. (2005). Multiple scatter correction 
in coherent scatter computed tomography. Proceedings of SPIE, 5923:59230P-1-
59230P-12. 
204 
Tikhonov, A. (1963). Solution of incorrectly formulated problems and the regular-
ization method. In Soviet Mathematics Doklady, 4, pages 1035-1038. 
Tribe, W ., Newnham, D. , Taday, P., and Kemp, M. (2004) . Hidden object detection: 
security applications ofterahertz technology. In Proceedings of SPIE, volume 5354, 
page 169. 
Wang, S., Ferguson, B., Abbott, D., and Zhang, X.-C. (2003) . T-ray imaging and 
tomography. Journal of Biological Physics, 29(2):247-256. 
Wang, S. and Zhang, X.-C. (2004). Pulsed terahertz tomography. Journal of 
Physics, 37(4):1-36 . 
Ware, A. (1998). Fast approximate Fourier transforms for irregularly spaced data. 
SIAM Review, 40(4):838-856. 
Watanabe, Y. , Kawase, K., Ikari, T.', Ito, H., Ishikawa, Y., and Minamide, H. 
(2003) . Component spatial pattern analysis of chemicals using terahertz spec-
troscopic imaging. Applied Physics Letters, 83:800. 
Watson, G. N. (1944). Theory of Bessel Function. Cambridge University Press. 
Weisenseel, R. A. (2004) . Exploiting shared image structure fusion in multi-modality 
data inversion for atherosclerotic plaque characterization. PhD thesis, Boston 
University. 
Weisenseel, R. A., Karl, W. C., and Chan, R. C. (2005). Multisensor data inversion 
and fusion based on shared image structure. In Blum, R. S. and Liu, Z., editors, 
Multi- sensor image fusion and its applications. CRC Press. 
Yu, Z., Thibault, J.-B ., Bouman, C., Sauer, K. , and Hsieh, J. (2011). Fast Model-
Based X-Ray CT Reconstruct ion Using Spatially Nonhomogeneous ICD Optimiza-
tion. IEEE Transactions On Image Processing, 20:161-175. 
Zimdars, D. A. (2003). Fiber-pigtailed terahertz time domain spectroscopy instru-
mentation for package inspection and security imaging. In AeroSense 2003, pages 
108-116. International Society for Optics and Photonics. 
Vita 
Ke Chen 
 
 
Areas of Specialization 
205 
Inverse problems, Image reconstruction, Image and multidimensional signal 
processing, DSP, Optimization methods. 
Software Skills: MATLAB, C/C++, Java, CUDA, Python, :g\'IEX-, Verilog 
Education 
Boston University, Boston, MA 
Doctor of Philosophy Candidate, Electrical Engineering May 2014 
Thesis Title: "Reconstruction Algorithms for Multispectral Diffraction Imaging" 
Boston University, Boston, MA 
Master of Science, Electrical Engineering. GPA: 3.97/4.00 December 2010 
Zhejiang University, Zhejiang, China 
Bachelor of Science, Electrical Engineering. GPA: 3.84/4.00 September 2007 
Research and Professional Experience 
Dept. of Electrical and Computer Engineering, Boston University, 
Boston, MA 
Graduate Research Assistant September 2008 - May 2014 
206 
Information Sciences and Systems Lab. Research in reconstruction algorithms for 
multispectral imaging system, with the objective of providing high quality spectral 
characterization and material identification. 
R esearch Advisors: David Castanon. 
Analogic Corporation, Peabody, MA 
Technical Intern Summers: 2011 
Implemented and evaluated an iterative image noise reduction algorithm for 
low-dose medical imaging on CUDA. 
Analogic Corporation, Peabody, MA 
Technical Intern Summer 2008 
Developed, implemented and optimized image reconstruction and image processing 
algorithms for security imaging on CUDA. 
Selected Publications 
• K. Chen and D. Castanon, "Architectures and Algorithms for X-ray 
Diffraction Imaging", Proc. SPIE, Computation Imaging XII, Feb 2014. 
• K. Chen and D. Castanon, "A Regularized Iterative Reconstruction Algorithm 
for X-ray Diffraction Tomography", Proc. SPIE, Next-Generation 
Spectroscopic Technologies V, May 2012. 
• K. Chen and D. Castanon, "Robust Multifrequency Inversion in Terahertz 
Diffraction Tomography", Proc. IS&T/ SPIE Electronic Imaging, Jan 2011. 
• K. Chen and D. Castanon, "Robust Multifrequency Inversion in Terahertz 
Tomography", the 11th Annual Research and Industrial Collaboration 
Conference, Boston, Oct 2010. 
207 
• K. Chen and D. Castanon, "Multifrequency Tomographic Reconstruction in 
Terahertz Imaging", the lOth Annual Research and Industrial Collaboration 
Conference, Boston, Oct 2009. 
Related Coursewor k 
Image Reconstruction and Restoration, Digital Image Processing and 
Communications, Digital Video Processing, Stochastic Processes, Statistical Pattern 
Recognition, Recursive Estimation and Optimal Filtering, Advanced Optimization 
Theory and Methods, Combinatorial Optimization. 
